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III Abstract

Climate change is and will continue being the largest problem affecting humanity if our

reliance on fossil fuel combustion is not significantly curbed by 2050. Currently, our global

energy framework still depends greatly on finite resources such as coal, natural gas and

oil throughout the transport, residential and industrial sectors. Nevertheless, fossil fuel

combustion is the primary contributor of greenhouse gas emissions (GHGs) such as carbon

dioxide (CO2) largely responsible for the unsustainable warming of our planet. Therefore,

the primary goal is to invest in greener fuels capable of meeting global energy demand and

to investigate green solutions feasible with our current technological capabilities.

Hydrogen combustion is a promising solution in reducing our carbon footprint because

its combustion produces zero carbon emissions. Hydrogen fuel also has a larger specific

energy than conventional fossil fuels and is realizable in industrial sectors dedicated to power

generation such as gas turbine power plants. Although the substitution of natural gas for

hydrogen in existing gas turbines is gaining traction in the context of fuel flexibility, the

main challenges are that hydrogen fuel is highly reactive and highly diffusive, which largely

influences flame behaviour and flame stability. At fuel-lean conditions, hydrogen’s mass

diffusivity is larger than its thermal diffusivity, which means such flames are susceptible to

differential diffusion effects largely responsible for the thermodiffusive instabilities that pose

risks to gas turbines. Therefore, it is necessary to characterize how differential diffusion

influences hydrogen flames in the hopes of mitigating combustion instabilities further.

This thesis investigates hydrogen-enrichment in lean, premixed methane flames to study

the onset of differential diffusion. In order to isolate differential diffusion effects from

turbulent-flame interactions, the bulk velocity (U) and the laminar flame speed (SL) were

held constant at U = 13 m/s and SL = 0.267 m/s respectively for each evaluated fuel blend

of methane and hydrogen between 0% - 80% H2 volume fraction (% vol.). Furthermore, this

study was conducted in a swirl burner comparable to existing gas turbine configurations in

order to utilize the low-swirl flame’s aerodynamics in maintaining a constant turbulent flow

field for each condition. The additive manufacturing of 3-D printed, swirl injector proto-

types was also undertaken to rapidly validate burner geometries to the conditions needing

to be evaluated. For each condition, an analysis on the local instantaneous flame statis-

tics was conducted using high-speed particle image velocimetry (PIV) to highlight trends

explained by differential diffusion from time-resolved images of turbulent flames. Further-

more, a subsequent analysis on flame topology was performed for the same conditions using

simultaneous stereoscopic PIV and OH/CH2O planar laser-induced fluorescence (PLIF) to

assess the stability mechanisms behind differential diffusion in mixtures with high hydrogen
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content. The results from both experimental campaigns in this thesis complement each other

well with low-swirl flame theory such that increase in flame displacement observed is effec-

tively correlated to an increase in the turbulent flame speed. Therefore, differential diffusion

is a considerable phenomenon influencing the turbulent burning rate in swirling flames, be-

coming most apparent for Le < 0.73 (i.e., > 40% vol. H2). The findings in this thesis are

important for hydrogen flame characterization for two reasons: 1) to develop reliable, fuel-

flexible industrial burners and 2) to improve the existing hydrogen-based thermochemical

models used to design them.
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IV Résumé

Le changement climatique restera le plus grand problème de l’humanité si notre dépendance

sur les combustibles fossiles n’est pas considérablement réduite d’ici 2050. Présentement,

notre cadre énergétique mondial dépend encore largement de ressources finies telles que le

charbon, le gaz naturel et le pétrole dans les secteurs du transport, du résidentiel et de

l’industrie. Néanmoins, la combustion de combustibles fossiles est le principal responsable

des émissions de gaz à effet de serre (GES), comme le dioxyde de carbone (CO2), liés au

réchauffement insoutenable de notre planète. Par conséquent, l’objectif premier est d’investir

dans des combustibles plus verts capables de répondre à la demande énergétique mondiale

et d’étudier des solutions vertes réalisables avec nos capacités technologiques actuelles.

L’hydrogène est une solution prometteuse pour réduire notre empreinte carbone, car

sa combustion produit n’émet pas d’émissions de carbone. L’hydrogène a également une

énergie spécifique supérieure à celle des combustibles fossiles et peut être utilisé dans les

secteurs industriels dédiés à la production d’électricité, comme les centrales à turbine à

gaz. Bien que le remplacement du gaz naturel par l’hydrogène gagne du terrain dans le

contexte des carburants durables, les principaux défis sont que le carburant hydrogène est

très réactif et très diffus, ce qui influence largement le comportement et la stabilité de la

flamme. Avec les conditions à mélange pauvre, la diffusivité de masse de l’hydrogène est

plus grande que sa diffusivité thermique, dont ces flammes sont plus sensibles aux effets de la

diffusion différentielle responsables pour les instabilités de combustion. Donc, il est nécessaire

de caractériser comment la diffusion différentielle influence les flammes d’hydrogène dans

l’espoir d’atténuer davantage les instabilités de combustion.

Cette thèse étudie l’enrichissement en hydrogène dans des flammes de méthane pauvres

et prémélangées afin d’étudier le début de la diffusion différentielle. Afin d’isoler les effets de

la diffusion différentielle contre les interactions turbulentes de la flamme, la vitesse globale

et la vitesse de la flamme laminaire ont été maintenues constantes pour chaque mélange de

méthane et d’hydrogène évalué entre 0% - 80% de fraction volumique de H2 (% vol.). En plus,

cette étude a été menée dans un brûleur à tourbillon comparable aux configurations exis-

tantes des turbines à gaz afin d’utiliser l’aérodynamisme de la flamme à faible tourbillon pour

maintenir un niveau de turbulence constant pour chaque condition. La fabrication additive

de prototypes d’injecteurs a également été entreprise pour valider rapidement les géométries

des brûleurs en fonction des conditions à évaluer. Pour chaque condition, une analyse des

statistiques locales instantanées de la flamme a été réalisée à l’aide de la vélocimétrie par

image de particules (PIV) afin de mettre en évidence les tendances expliquées par la diffu-

sion différentielle. En outre, une analyse ultérieure a été réalisée pour les mêmes conditions
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en utilisant simultanément la PIV stéréoscopique et la fluorescence planaire induite par

laser (PLIF) pour évaluer les mécanismes de stabilité derrière la diffusion différentielle. Les

résultats de cette thèse se complètent bien avec la théorie des flammes à faible tourbillon-

nement de sorte que l’augmentation du déplacement de la flamme observée est effectivement

corrélée à une augmentation de la vitesse turbulente de la flamme. Les résultats de cette

thèse sont importants pour la caractérisation des flammes d’hydrogène pour deux raisons :

1) pour développer des brûleurs fiables envers des carburants durables et 2) pour améliorer

les modèles thermochimiques utilisés pour les concevoir.
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V Nomenclature

Notation

az Normalized axial divergence rate mm−1

Aa Area of annular channel in LSB m2

Ac Area of central channel in LSB m2

AL Laminar flame surface area m2

AT Turbulent flame surface area m2

cR Reaction progress variable

cR Mean reaction progress variable

cT Temperature progress variable

cT Mean temperature progress variable

cp Specific heat capacity at constant pressure kJ/(kg·K)

C PIV spatial resolution mm/pixel

CKW Knudsen-Weber slip-correction factor

C d Drag coefficient

D Diameter mm

D Diffusivity of the deficient reactant m2/s

DaT Turbulent Damköhler number

E Oil droplet evaporation constant

F Force N

Gang Axial component of angular momentum in swirling flow kg·m2/s

Gx Axial component of linear momentum in swirling flow kg·m2/s

hv Specific enthalpy of vaporization kJ/kg

k Azimuthal coordinate (out-of-plane)

K Flame stretch rate s−1

⟨K⟩ Mean flame stretch rate s−1

K s Hydrodynamic strain rate s−1

K s,a Local hydrodynamic axial strain rate s−1

⟨Ks,a⟩ Mean hydrodynamic axial strain rate s−1

K s,t Local hydrodynamic tangential strain rate s−1

⟨Ks,t⟩ Mean hydrodynamic tangential strain rate s−1

KaT Turbulent Karlovitz number

l evap Uncertainty in flamefront tracking due to droplet evaporation mm

lFilt · Uncertainty in flamefront tracking due to post-processing mm

l I Uncertainty in flamefront tracking due to oversaturation mm
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lp Uncertainty in flamefront tracking due to mean tracer particle distance mm

lTot · Total uncertainty in flamefront tracking

L Markstein length m

Le Lewis number

Leeff Volume-based effective Lewis number

m Mass flux ratio

MW Molecular weight kg/kmol

n Normal direction to flame surface

P Pressure kPa

r Radial coordinate

R Radius mm

Rmix Specific gas constant of mixture J/kg·K
Rb Swirl burner radius mm

Rc Swirl burner centerbody radius mm

ReT Turbulent Reynolds number

Ruu(r) Transverse autocorrelation function in the radial direction

S Swirl number

S crit Critical swirl number between low- and high-swirling flow

St Stokes number

SF Local flamelet velocity in the flow coordinate system m/s

SL Stretched laminar flame speed m/s

S o
L Unstretched laminar flame speed m/s

S u Convective velocity of the flow upstream of the flamefront m/s

ST Local flame displacement velocity, or turbulent flame speed m/s

⟨ST⟩ Mean flame displacement velocity m/s

ST,LC Turbulent burning rate or local consumption velocity m/s

⟨ST,LC⟩ Mean turbulent burning rate m/s

ST LE Local flame displacement velocity at leading point m/s

t Time coordinate

T amb Ambient room temperature K

T ad Adiabatic flame temperature K

T b Flame temperature K

T s Flash-point temperature of seeding oil K

T u Unburned reactant temperature K

u Instantaneous velocity in the axial direction m/s
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ua Axial velocity through outer plenum of LSB m/s

uc Axial velocity through inner plenum of LSB m/s

u f Fluid velocity m/s

up Particle velocity m/s

u’ Instantaneous velocity fluctuation in the axial direction m/s

uRMS/U Turbulence intensity normalized by local mean axial velocity

uRMS/SL Turbulence intensity normalized by laminar flame speed

U Mean flow velocity in axial direction m/s

U av Bulk velocity m/s

uRMS RMS velocity m/s

uRMS-3C Three-component RMS velocity m/s

v Instantaneous velocity in the radial direction m/s

V Mean velocity in the radial direction m/s

v’ Instantaneous velocity fluctuation in the radial direction m/s

w Instantaneous velocity in the azimuthal direction m/s

w’ Instantaneous velocity fluctuation in the normal direction m/s

W Mean flow velocity in the azimuthal direction m/s

X Mole fraction

z Axial coordinate

Z f Local flame front location mm

⟨Zf⟩ Mean flame front location mm

α Thermal diffusivity m2/s

δL Diffusive laminar flame thickness mm

δT Turbulent flame thickness mm

ϵ Energy dissipation rate per unit mass m2/s3

η Kolmogorov length scale mm

θ Vane angle o

κ Flame front curvature mm−1

⟨κ⟩ Mean flame front curvature mm−1

⟨|κ|⟩ Mean absolute flame front curvature mm−1

λ Thermal conductivity W/(m·K)

Λ Integral length scale mm

µ Dynamic viscosity kg/(m·s)
ν Kinematic viscosity m2/s

ω Angular velocity rad/s
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ρ Density kg/m3

σ Uniform velocity gradient s−1

Σ Flame surface area enhancement AT/AL

⟨Σ⟩ Mean flame surface area enhancement

τchem Chemical time scale ms

τevap. Evaporation time scale ms

τη Kolmogorov time scale ms

τres Combustion residence time scale ms

τs Stokes time scale ms

ϕ Equivalence ratio
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Acronyms

2D Two-dimensional

3D Three-dimensional

3C Three-component

AFL The Alternative Fuels Laboratory

BPTRZ Broadened preheat thin reaction zone

CDZ Central divergence zone

CFD Computational fluid dynamics

CMOS Complementary metal-oxide semiconductor

CRZ Central recirculation zone

DL Darrieus-Landau

DLE Dry, low-emission combustion

DNS Direct numerical simulations

FOV Field-of-view

FSA Flame surface area

FSD Flame surface density

GHG Greenhouse gases

HRR Heat release rate

ICCD Intensified charged-couple device

LCOE Levelized cost of electricity

LES Large-eddy simulation

LSB Low-swirl burner

LSI Low-swirl injector

MFC Mass flow controller

Nd:YAG Neodymium-doped yttrium aluminum garnet

Nd:YLF Neodymium-doped ytrrium lithium fluoride

NRC National Research Council of Canada

PD Normalized probability distribution

PIV Particle image velocimetry

PLIF Planar laser-induced fluorescence

PTU Programmable timing unit

RMS Root-mean-square

RQL Rich-quench-lean combustion

S-PIV Stereoscopic particle image velocimetry

TGP Turbulence generating plate
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1 Introduction & Background

1.1 Transition to green fuels

Anthropogenic-driven climate change remains the largest problem facing humanity today and

the primary reason is due to our continual dependence on fossil fuel combustion. Currently,

fossil fuels (i.e. coal, gas and petroleum) remain the energy resources dominating how we live

and how we move [1][2]. Nevertheless, fossil fuels are also hydrocarbons whose combustion

emits carbon dioxide (CO2) to the Earth’s atmosphere among other harmful products, all

of which pose significant risks to human health and Earth’s ecosystems. The accelerated

global warming from increasing CO2 levels continues to prompt countries worldwide towards

mitigating climate change under the Paris agreement, in an effort to reduce the long-term

impacts from fossil fuel combustion on the planet’s ecosystems. As such, targets have been

legislated across many countries to reduce emissions levels in order to keep global warming

within 1.5 - 2 oC from pre-industrial revolution through to 2050 [3]. Nevertheless, one of

the most significant challenges is transitioning away from fossil fuels for greener, sustainable

solutions while simultaneously meeting global energy demand.

One reason explaining why fossil fuels have persisted in supplying energy globally is that

they are energy dense. Nearly all hydrocarbons, including gasoline, diesel and natural gas

have an energy density (i.e. energy per unit volume) nearly an order of magnitude higher than

non-conventional energy sources such as lithium batteries and compressed air storage while

also having a considerably higher specific energy (i.e. energy per unit mass) [4]. Practically,

this means hydrocarbons are equipped to provide the same amount of power as batteries at a

fraction of the volume and weight due to their larger chemical energy potential. For instance,

the investigation of metal fuels such as iron and aluminum is gaining traction since their

energy density is able to rival hydrocarbons [5] while their potential recyclability [6] presents

an attractive solution to the climate crisis problem. Nevertheless, there remain several

technological hurdles subject to continuing research before metal fuels can be implemented

industrially and scaled globally. Another reason fossil fuels currently dominate the energy

market is because the resources themselves are convenient energy carriers, as they are easily

transportable and easy to use in existing applications. While the increasing development of

renewable energy grids dedicated to wind, solar and hydropower are viable alternatives to

fossil fuels for zero-carbon power, these resources are limited by two factors: 1) inconsistent

power delivery due to intermittency and 2) inaccessibility, which has highlighted a growing

need to advance energy storage techniques [7]. Even if the development of renewable energy

grids globally has led to declines in their levelized cost of electricity (LCOE), such resources
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still need to contend with infrastructure capital costs and operating and maintenance costs

(O&M) at a reduced capacity availability compared to fossil fuels [8][9]. Therefore, fossil fuel

combustion will continue to remain relevant in the near future throughout the industrial,

transportation and power generation sectors.

The challenges associated with continued fossil fuel combustion are that reserves are be-

coming increasingly finite and more importantly, their combustion is non-recyclable. As such,

there is a mounting pressure to quickly transition towards a sustainable economy dependent

on clean energy as a means to maintain a high standard of living [10]. The negatives that

come with fossil fuel combustion in the near future provide an opportunity to support inter-

mediate energy solutions which can be realized in practical applications. One of the more

popular intermediate solutions trending in the power generation sector is hydrogen combus-

tion in gas turbine power plants [11][12][13]. Hydrogen (H2) is an attractive fuel since its

combustion with oxygen in air produces water vapour instead of carbon emissions. Hydrogen

fuel has already been implemented in fuel cells for stationary and mobile power [14] and its

large specific energy is sufficient enough to meet our energy demands while being realizable

for retrofit in existing applications such as power plant gas turbines. Hydrogen’s potential

to reduce our carbon footprint has also paved the way for fuel blends such as syngas (H2

and carbon monoxide, CO) to become a viable alternative fuel to natural gas conventionally

used in gas turbines [15][16]. Although hydrogen fuel provides realistic avenues to establish a

net-zero carbon economy, it is necessary to put it into context against other energy solutions.

Currently, the primary method for producing hydrogen comes from the gasification of fossil

fuels, a largely carbon-intensive process for which the product is known as “grey hydrogen”

[17]. Furthermore, hydrogen gas is closer in energy density to lithium-ion batteries than it is

to biofuels such as ethanol and even less so to hydrocarbons. Compression and liquefaction

are some of the existing methods for increasing its energy density, but the additional energy

inputs required to store hydrogen for industrial applications remains a great challenge and

an active area of research [18]. One option undergoing current investigation is hydrogen pro-

duction from the reaction of aluminum with water at supercritical conditions [19]. Similarly

to metal fuel combustion, if the aluminum oxide product can be recycled, the hydrogen gas

by-product can be captured, stored and utilized on-demand in a greener manner. Hydro-

gen can also be produced more cleanly through water electrolysis than gasification (termed

“green hydrogen”), but the energy required to do so would need to come from renewable

grids to truly be considered a green process. However, given the higher cost and environ-

mental footprint of renewable power, hydrogen production from renewable energy sources

is bound to be more challenging than traditional gasification methods [20][21]. Until such

renewable energy grids can be more cost competitive, there is still significant need to study
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hydrogen’s flame characteristics from an engineering perspective, particularly if hydrogen is

to serve as a viable alternative fuel.

1.2 Fuel flexibility and combustion instabilities

Presently, there is an increasing investment towards developing and retrofitting combustors

capable of handling hydrogen, particularly in stationary gas turbines. However, the challenge

with tuning gas turbines to higher hydrogen-content fuel blends comes from an enhanced

reactivity and diffusivity [22][23] compared to conventional fossil fuels, particularly given

the nonlinear propagation behaviour exhibited in flames with hydrogen enrichment [24].

Gas turbines, which are currently tuned to natural gas (≥ 90% vol. CH4 in most regions)

operate in a premixed combustion mode for several reasons: 1) to reduce soot emissions most

commonly produced in non-premixed combustion as a result of poor reactant mixedness and

2) to reduce the flame temperature by lowering the equivalence ratio ϕ of the mixture (see

Equation 1). As opposed to a non-premixed combustion reaction where fuel diffuses to the

ambient air and burns stoichiometrically (ϕ = 1), a premixed combustion reaction produces

a flame reaction zone which propagates as a diffusion-reaction wave. This propagating wave

consumes mixed fuel and oxidizer at a characteristic burning velocity known as the laminar

flame speed (SL), which is a function of the equivalence ratio of the mixture:

ϕ =
(F/A)actual
(F/A)stoich

(1)

Here, the stoichiometric fuel-to-air ratio in the denominator will be different depending

on the fuel in the reaction (e.g. 0.042 for propane C3H8, 0.105 for methane CH4 and 0.42

for hydrogen H2). Essentially, premixed combustion enables gas turbine power plants to

curb GHG and NOx emissions, particularly when flames are operated in a fuel-lean mode

(ϕ < 1, excess oxidizer) compared to a fuel-rich mode (ϕ > 1, excess fuel). Depending

on the emissions reduction strategy, dry low emissions (DLE) combustors operate at fuel-

lean conditions [25][26][27] while other gas turbines with multiple stages operate in a rich-

quench-lean (RQL) mode [28]. Ultimately, there is benefit of operating in a fuel-lean mode

considering combustion temperatures fall drastically with decreasing equivalence ratio [29],

which is favourable towards reducing NOx emissions which are highly dependent upon the

flame temperature [30]. However, the laminar flame speed of a mixture also decreases with

decreasing equivalence ratio on account of less fuel being available for reaction, which lowers

the flame’s burning rate and the power output generated by a gas turbine. In general, the

range of laminar flame speeds, and by extension the turbulent flame speeds (ST) which can be

sustained in a combustor for a given mixture composition, is known as a fuel’s flammability
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limits and is of great interest to gas turbine engineers. For instance, the limitation on

achieving lower NOx targets is the lower flammability limit of natural gas flames before

extinction occurs. In this regard, hydrogen addition is promising because a blend with

natural gas can push the flammability limits lower towards achieving reasonable emissions

levels without compromising power requirements [31]. In the context of fuel-flexibility, it is an

advantage to expand the flammability range in the transition to low-carbon/high-hydrogen

fuel blends, but there are also challenges in the form of combustion instabilities, both static

and dynamic.

The challenge of operating flames at ultra-lean conditions means they are susceptible to

the phenomenon which characterizes their lower flammability limit, known as flame blowoff

or blowout. Flame blowoff occurs when a flame becomes unstable to the point of detaching

from its anchored point, thereby extinguishing by action of “blowing out”. Fundamentally,

this phenomenon is observed when the chemical reaction time of a flame is longer than the

combustion zone residence time, resulting in the flow velocity exceeding the flame velocity.

The Damkhöler number, for instance relates these flow and flame time scales and is an

important non-dimensional parameter used to depict lean blowoff limit trends in both laminar

and turbulent combustion reactions:

Da =
τres
τchem

=
S2
Ld

αUref

(2)

Here, τres refers to the combustion zone residence time, defined by the ratio between

the characteristic length and velocity scales. τchem refers to chemical kinetic time and is

defined by the ratio between thermal diffusivity α and the square of the laminar flame

speed SL. Therefore, flame extinction will most likely occur where the Damkhöler number

is low. Conversely, hydrogen addition can increase the Damkhöler number of a reacting

mixture because its laminar flame speed is roughly one order of magnitude larger than

most conventional fossil fuels [32], which means it can be used to stave off typical blowout

trends in natural gas flames. Nevertheless, flames at fuel-lean conditions, particularly high-

hydrogen content flames, can also be subjected to flashback, a result of the flame propagating

upstream towards the premixed mixture where combustor components are not designed for

high flame temperatures. The flame propagates upstream when the flame speed exceeds

the local flow velocity, which often occurs along streamlines where velocities are lowest,

most commonly along a boundary layer. Flashback may also be induced if there is an

adverse pressure gradient downstream of the flame, which would slow down the flow enough

to inhibit it from balancing against the flame propagation speed. Implementing hydrogen

in existing combustors tuned for natural gas poses a significant challenge to combustion
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engineers because hydrogen burns much faster, which means mitigating against such static

flame instabilities becomes much more unpredictable. In the case of flashback, there is

additional risk that the combustor and other related components may be damaged past the

point of consistent and reliable power generation.

Practically, dynamic flame instabilities are also common in lean, premixed combustion

systems [33]. In a confined combustor, acoustic oscillations can perturb the combustion

flow field and significantly influence the stoichiometry of the combustion reaction enough

to generate unsteady heat release rates [34]. According to Rayleigh’s criterion [35], the in-

phase coupling of unsteady heat release rates and pressure oscillations can create a positive

feedback of acoustic instabilities in flames enough to cause combustor fatigue and turbine

wear. Furthermore, vortex shedding is an additional concern linked to a rapid expansion in

the flow between the nozzle and the combustor, causing the heat release rate to fluctuate

and flame behaviour to become unpredictable. For the purpose of this thesis on hydrogen

study, flames are evaluated in an unconfined configuration to reduce acoustic/vortex shedding

perturbations which might induce unwanted instabilities in experiments.

Lastly, all flames, both laminar and turbulent need to contend with hydrodynamic in-

stabilities. According to general fluid dynamics theory, the conservation of mass must hold

such that the flow of the unburned reactants must balance the flow of burned products as

the flow traverses the flame reaction zone. However, due to the rapid increase in thermal

energy, the density of the burned products decreases according to the Ideal Gas Law (P

= ρRT ), causing flow acceleration downstream of the flame. As a consequence, the den-

sity drop across the flame reaction zone produces a hydrodynamic instability known as the

Darrieus-Landau (DL) mechanism. From this mechanism, a continuous, perturbed flame

segment propagating at a characteristic SL will cause the approach flow of unburned reac-

tants to diverge and converge at convex and concave regions of the flame, respectively. Since

the flow widens in a convex region, it ultimately slows down by conservation of mass [29].

However, the characteristic SL, which is a product of the mixture’s composition and bound-

ary conditions remains unchanged, causing the convex region to propagate further into the

unburned reactant mixture. Similarly, the reverse phenomenon occurs for concave regions

such that the flame recedes away from the unburned mixture. However, experimental studies

in turbulent premixed flames [36] have shown that normalized turbulence intensities u’/SL >

4 generally shadow DL effects, which is the case from the evaluated conditions in this study.

In addition, given the density of the unburned mixture is ultimately larger than the burned

mixture, the flame experiences a body force driven by buoyancy if the flame is propagat-

ing upwards, known as the Rayleigh-Taylor instability [29]. However, the Rayleigh-Taylor

hydrodynamic effects are negligible in this thesis given the configuration evaluated involves
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flames propagating downward against an incoming flow.

1.3 Turbulent combustion and turbulent burning rate

The influence of turbulence in reacting flows adds an additional complexity towards pre-

dicting the combustion behaviour of hydrogen flames. In recent years, significant research

involving computational fluid dynamics (CFD) has been undertaken to study burning rates

and flame topology under turbulence while direct numerical simulations (DNS) and large-

eddy simulations (LES) methods have widely been used [37][38][39] to resolve the various

length and time scales of turbulence in reacting flows. Turbulence is defined by the chaotic

and random nature of a flow field, producing unsteady fluctuations in velocity as a result

of the formation of vortical structures known as eddies. As opposed to laminar flows which

are generally orderly and predictable, the eddies present in turbulent flows are chaotic and

random. As a result, the effect of turbulence play a significant role in enhancing mass, mo-

mentum and heat transport, which has significant implications on combustion phenomena.

The Reynolds number is a dimensionless parameter which provides a rudimentary boundary

between laminar and turbulent flows by relating the inertial forces to the viscous forces in a

moving fluid:

Re =
UrefL

ν
(3)

In the above equation, U ref represents the characteristic (reference) velocity of the fluid,

L represents the characteristic length scale and ν=µ/ρ represents the kinematic viscosity

of the fluid. Nevertheless, flow properties such as velocity, temperature and pressure are

difficult to resolve in an entire turbulent flow field given that it is computationally expensive

to derive solutions from the governing Navier-Stokes and energy conservation equations. A

customary strategy to simplify analysis of turbulence is through a statistical approach of

time-averaging the variable of interest [40]. For simplicity, velocity is chosen in the following

example:

u(x) = U(x) + u′(x) (4)

Also known as Reynold’s decomposition, Eq. 4 characterizes the instantaneous velocity u

as the summation of the random fluctuation of the velocity u’ about the mean velocity U at

any given position in 3-D space, x. Although the average random fluctuation is equal to zero

(u′ = 0) from a probabilistic viewpoint, the same cannot be said of the variance u′2. In the

literature, the standard deviation, or root-mean-square (RMS) of the turbulent fluctuations

(uRMS) is an important variable in dictating the turbulence intensity for a given flow field.
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Therefore, the characteristic velocity scale of the largest eddies, u’ o is synonymous with the

square root of the variance u′2, and is important in defining the turbulent Reynolds number,

ReT:

ReT =
u′
oΛ

ν
(5)

In Eq.5, the integral length scale Λ represents the scale of the largest, energy-carrying

eddies present in a flow. A transverse autocorrelation is derived between two spatial points

radially in a 2-D flow:

Ruu(r) =
u′(z, t)u′(z + r, t)

u′2
(6)

Here, the transverse correlation relates the radial direction r to the perpendicular com-

ponent of the velocity fluctuation of a turbulent flow (i.e. the axial velocity component u).

Essentially, the transverse autocorrelation is a measure of how correlated the turbulent axial

velocity is with itself up to finite radial distance. From the literature, the integral of the

transverse autocorrelation curve up to the first zero crossing is generally a good estimate of

the integral length scale of turbulent eddies and should be comparable to the characteristic

geometry of the application inducing turbulence [41]:

Λ ≈
∫ Ruu(r)=0

0

Ruu(r) du (7)

The largest eddies are also those which carry the greatest amount of turbulent kinetic

energy in a system. According to conservation of energy, the kinetic energy in the largest

eddies is transferred to successively smaller eddies in an energy cascade at an energy dissi-

pation rate ϵ proportional to (u’ )3/Λ. This cascade continues until the eddies reach their

smallest scale before being dissipated as heat through viscosity. The smallest scale attain-

able by turbulent eddies is known as the Kolmogorov scale, also known as the microscale of

turbulence:

τK ≈
(ν
ϵ

)1/2

(8)

Since viscous dissipation dominates at this scale, the Kolmogorov time scale becomes a

function of the viscosity ν and energy dissipation rate ϵ. The disparity between the integral

and Kolmogorov scales can subsequently be related through the turbulent Reynolds number

such that Λ/lk ≈ Re
3/4
T and τΛ/τk ≈ Re

1/2
T . From this dimensional analysis, more turbulent

kinetic energy (i.e. producing a larger turbulent Reynolds number) in a system will result in

a longer energy cascade leading to smaller Kolmogorov eddies. In the context of turbulent
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combustion, the Kolmogorov time scale along with the chemical time scale τchem become

important in defining the turbulent Karlovitz number:

KaT =
τchem
τK

=
1

Da
(9)

The Karlovitz number provides an indication of the tendency for eddies to penetrate the

preheat zone layer of a turbulent flame [29]. If the Karlovitz number is large, then this

signifies that Kolmogorov eddies are comparable, if not smaller than the flame’s preheat

and reaction zones. The Borghi diagram, refined by Peters [42] delineates the most common

turbulent flame regimes bounded by the turbulent Karlovitz number (KaT) and the turbulent

Reynolds number (ReT) (see Figure 1). The region enclosed by the red rectangle corresponds

to the flame regimes most common in gas turbines [43]. For instance, the larger turbulence

intensities present in practical combustors means turbulent flames behave similarly to the

Broadened Preheat Thin Reaction Zone (BPTRZ) regime, such that eddies are able to

penetrate the preheat zone and enhance heat and mass transport.

In general, combustion in a turbulent flow field results in the flame front being wrin-

kled, which increases the flame surface area (FSA) and consequently, increases the turbulent

burning rate of a mixture. The burning rate, which is strongly correlated to the turbulent

flame speed ST is primarily a function of the laminar flame speed SL and the turbulence

intensity uRMS/U . However, SL, while largely dependent on the equivalence ratio, is also

susceptible to flame stretch effects that arise from flow geometry and fuel composition. The

flame stretch rate, also known as strain rate has several definitions [29]:

K =
1

A

dA

dt
= κST +Ks,t (10)

Essentially, the flame stretch rate (s−1) is the normalized differential change in FSA. The

components responsible for increasing or decreasing FSA due to flame stretch can be further

broken down to the following: 1) the local flame velocity ST, 2) the local curvature κ and

3) the hydrodynamic tangential strain, K s,t. Therefore, given the nature of turbulence to

corrugate a flame, the rapid increase and decrease of FSA means it is very difficult to predict

how fast flames burn for a given fuel, particularly hydrogen. For instance, Damkhöler’s

hypothesis attempts to characterize turbulent burning rate enhancement (ST LC/SL) as

proportional to the AT/AL that comes from enhanced FSA generation. However, this theory

does not leave room to interpret the effect of flame stretch on enhanced turbulent burning

rates, as will be introduced in the following section. Some studies have adopted different

models to better characterize the turbulent burning rate based on conditional mass flux

and flame surface density [44]. In this regard, it is important to distinguish how turbulent
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velocity is defined. In the literature, the displacement speed ST refers to the flame velocity

in a laboratory reference frame and the consumption speed ST LC refers to the velocity at

which reactants are consumed and will be defined as such throughout this thesis. Given

hydrogen’s larger diffusivity compared to conventional hydrocarbons, flame stretch plays a

significant role in how fast burning occurs due to differential diffusion.

Figure 1: Borghi Diagram relating laminar and turbulent flame regimes to normalized tur-
bulence intensity uRMS/SL and normalized integral length scale Λ/δL along with turbulent
Reynolds number ReT and turbulent Karlovitz number KaT. Ellipse shaded in blue repre-
sents flame regime of evaluated conditions in this study.

1.4 Lewis number effects and differential diffusion

There is a challenge in developing fuel-flexible gas turbines because fuel blends with different

reactivities and diffusivities greatly influence flame structure, and by extension, the turbulent

burning rate. Hydrogen enrichment, which is sought after for fuel-flexibility development, is

distinct from other hydrocarbons by the Lewis number [45]:
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Le =
α

D
(11)

Here, α is the thermal diffusivity of the mixture (λ/ρcp) and D is the diffusivity of the

deficient reactant (i.e. fuel for fuel-lean combustion, oxidizer for fuel-rich combustion). The

Lewis number for some common fuels in a fuel-lean condition are Le ≈ 1 for CH4, ≈ 1.8 for

C3H8 and ≈ 0.35 for H2. In this case, the Lewis number is significantly less for hydrogen

because it is a smaller and lighter molecule than methane/propane diffusing in the bulk gas

(i.e. air). The imbalance between the thermal and mass diffusivities results in a preferential

diffusion of heat over mass (or vice versa), which results in a phenomenon known as differen-

tial diffusion. This occurs when the Lewis number of a mixture differs from unity (Le ̸= 1).

In mixtures where Le > 1 such as fuel-lean C3H8-air, the mixture’s larger thermal diffusivity

causes the local temperature to increase in approaching reactants. For a wrinkled flame per-

turbed by turbulence, unburned reactants diffusing towards the negatively-curved regions of

the flame (i.e. concave curvature) will exhibit larger preheat temperatures than reactants

diffusing to the positively-curved regions of the flame (i.e. convex curvature). The increase

in local temperature causes a burning rate enhancement in negative curvatures compared to

positive curvatures, producing an inherent stabilizing effect which dampens turbulent flame

wrinkling. Another perspective of high Lewis number mixtures is heat diffusing faster than

reactant species diffusing into the flame, which leads the flame temperature to be lower than

the flame adiabatic temperature and causes the flame to slow down. Such conditions are

termed thermodiffusively-stable. Conversely, in mixtures where Le << 1 such as fuel-lean

H2-air, the increased mass diffusivity produces cellular instabilities, resulting in the condition

termed thermodiffusively-unstable.
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Figure 2: Differential diffusion effects for non-unity Lewis number mixtures (Top: fuel-lean
C3H8-air, bottom: fuel-lean H2-air).

The mechanism behind such instabilities is a result of hydrogen’s preferential diffusion

upon approaching a flame. Generally, hydrogen has a tendency to diffuse more towards the

positively-curved regions of the flame front, leading such regions to have a higher local sto-

ichiometry (i.e. local ϕ) than its negatively-curved regions downstream. As a result, there

is a larger chemical gain leading the local burning rate in these regions to increase such

that the positively-curved flamelets propagate fastest. In terms of temperature, the increase

in stoichiometry at the positively-curved regions increases the flame temperature past the

adiabatic flame temperature to the point where the flame speeds up. This instability, which

arises from preferential diffusion of H2, leads to a positive feedback loop where flames become

increasingly stretched and propagate faster. One common theory to explain this propagation

phenomenon is the leading points concept (i.e. the points of highest curvature along a flame-

front most extended forward towards unburned reactants) becoming the primary control on

the flame consumption speed, thereby controlling the overall turbulent burning rate [46][47].

Nevertheless, this feedback mechanism contrasts Damkhöler’s first hypothesis [48], where he

proposes that the turbulent flame speed is proportional to flame surface wrinkling due to

turbulence such that ST ∼ AT/AL. This notion can be deemed equivalent to a proportion-

ality between ST and uRMS (i.e. ST ∝ uRMS), since the degree of flame surface wrinkling by

FSA enhancement is effectively a measure of the turbulence intensity. Experimental studies

with syngas mixtures (H2 and CO) in a turbulent Bunsen burner have demonstrated that for
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low-Lewis number mixtures, the turbulent flame speed is sensitive to flame stretch effects as

a result of mixture composition, even for increasing uRMS/SL [49]. Damkhöler’s formulation

for the turbulent burning rate has since been modified to reflect flame stretch sensitivity:

ST-LC = IoS
o
L

AT

AL

(12)

This formulation proposes the turbulent burning rate depends on three parameters: 1)

the unstretched laminar flame speed S o
L due to mixture composition, 2) the increase in FSA

AT/AL due to turbulence, or Σ and 3) the local stretch factor I o which can be represented as

an enhancement on the local flame speed (ST/S
o
L). Similarly in laminar-flame experiments,

flame stretch affects the laminar flame speed according to well-established theory:

SL = So
L − LK (13)

The stretched laminar flame speed is a function of the unstretched laminar flame speed

S o
L and the flame stretch rate K, where L is the Markstein length representing how much

influence flame stretch has on perturbing the burning velocity. Considering the Markstein

length is found to be negative in low-Lewis number mixtures (i.e. hydrogen-enriched flames)

[50], the local stretch factor I o is expected to be the parameter most affected by differen-

tial diffusion in influencing the turbulent flame speed ST and by extension, the turbulent

burning rate. Models characterizing the increase in turbulent burning rate through the

stretch factor I o demonstrate a dependence on the turbulent Markstein length (and number

MaT) along with the turbulent Karlovitz number, KaT [51]. According to these models,

thermodiffusively-stable flames, also referred to as “weakly-stretched” where the Markstein

number is low, assume I o ≈ 1 in which case mixtures with high-Lewis number behave sim-

ilarly to Damkhöler’s first hypothesis. In thermodiffusively-unstable flames where flame

stretch is expected to be more considerable, I o becomes strongly coupled to Σ since any

increase in local propagation speed will stretch the flame further upstream and ultimately

enhance FSA. While many studies have highlighted the importance of stretch sensitivity on

turbulent burning rate enhancement empirically [52][53], it still remains difficult to correlate

hydrogen addition effects to flame stretch alone. Abbasi et al. attempted to probe this

correlation in counterflow flames between flame stretch and hydrogen addition through the

Lewis number such that a relative contribution was determined to be 76% and 24% between

I o and Σ respectively, having kept bulk flow properties and unstretched laminar flame speed

constant [54]. However, there still remains a general controversy as to how much influence

differential diffusion has on flames exposed to high turbulence intensities (i.e. KaT > 1),

and if there is a dampening effect from turbulence on flame stretch phenomena. Therefore,
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a similar approach to decouple flame stretch is necessary in order to study the correlation

between enhanced turbulent burning rates and the onset of differential diffusion that arises

from hydrogen-enrichment.

1.5 Swirling flames

A useful way to decouple flame stretch effects from hydrogen addition can be done from an

analysis of swirling flames. Swirling flames provide a useful configuration to investigate the

influence of flame stretch similarly to counterflow flames because of the similarity in their

propagation against an opposed flow. In principle, the swirling flow velocity at the burner

exit can be divided into two components: the axial velocity, u and the azimuthal velocity,

w. The swirl number is a non-dimensional parameter which relates the axial components of

their angular (Gang) and linear (Gx) momentum fluxes, which provides an indication on the

swirl strength in a flow [55]:

S =
Gang

RbGx

=

∫∞
0

ρuwr2dr

Rb

∫∞
0

ρ(u2 − 1
2
w2)rdr

(14)

Figure 3: Example of a) low-swirl flowfield at S = 0.6 and U av = 13 m/s and b) high-swirl
flowfield at S = 0.63 and U av = 20 m/s, both overlaid with typical, time-averaged flame
surface (purple).

The swirl number is a commonly used parameter to distinguish swirling flames in two

categories: 1) high-swirl and 2) low-swirl flames. High-swirl flames stabilize in a turbulent

flow due to the onset of vortex breakdown, which causes flow downstream to stagnate and

reverse due to an adverse pressure gradient [56]. This breakdown produces a highly-intense
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central recirculation zone (CRZ) favourable for flame stabilization due to enhanced mixing

of incoming unburned reactants with hot combustion products. As a result, high-swirl flame

configurations are widely adopted in existing practical combustors because the intense re-

circulation means flames can stabilize at lower velocities. However, the enhanced mixedness

of reactants and products also results in larger combustion zone residence times strongly

correlated to larger amounts of NOx emissions, which can only be mitigated up to a criti-

cal swirl number S crit [57], which describes the transition between low-swirl and high-swirl

stabilization dynamics.

Conversely, in a low-swirl regime, the CRZ is replaced by a central divergence zone

(CDZ) considering the flow will not stagnate and reverse, but simply diverge [58]. Instead,

the low-swirl flame anchors wherever the local axial flow velocity balances the local flame

displacement velocity (ST). As a result, the propagating flame becomes “stationary” and

in most cases, lifted. Although a lifted U-shape is common in a low-swirl flame, extensive

studies are still examining the transitional modes which define flame shape and flame liftoff

behaviour [59]. Furthermore, the burner geometry also heavily influences the swirling flow’s

aerodynamics, which dictates the likelihood for flame liftoff. As a result, the advantage

of lifted low-swirl flames means the burner is subjected to lower heat fluxes, and therefore

lower thermal stress, which is attractive to gas turbine manufacturers looking to substitute

high-swirl flame configurations. On a macroscopic scale, this allows existing combustors to

avoid excessive material deterioration leading to engine damage ultimately prolonging their

useful lifespan. In the context of fuel-flexibility, the development of low-swirl injectors can

be readily adaptable in existing gas turbines to adhere to a larger range of turbulent flame

speeds for hydrogen- and low-carbon fuel blends. As such, they provide an opportunity to

produce flames capable of stabilizing at lower lean-blowout limits, which means low-swirl

injectors can replace high-swirl configurations to achieve lower NOx emissions.

The difference between a low- and high-swirl flowfield characteristics is further illustrated

in Figure 3. In the S = 0.6 flowfield, whose mean location is approximated by the purple

contour, involves a flame typically stabilizing in the shear layers of the swirling flow and

suspends the flame such that it propagates similarly to a counterflow flame. The flame

stabilization dynamics change greatly if it were exposed to a higher-swirl flowfield, such as

S = 0.63. As highlighted by the red ellipses in the high-swirl flow, the downstream CRZ

influences the flow upstream enough such that negative velocities would arise where the flame

would nominally stabilize. This effect is not as prevalent in the S = 0.6 flowfield even if the

geometric swirl number describes a swirl intensity near the theoretical limit between low-

and high-swirl. Therefore, the influence of the CRZ downstream on flame stabilization is

considered negligible. For simplicity, the hydrogen-enriched mixtures evaluated at S = 0.6
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are deemed low-swirl due to the development of a CDZ rather than a dominating CRZ.

The momentum balance present in low-swirl flame stabilization leads all low-swirl flames

to be “self-similar” such that they can be described by the following equation:

1− dU

dx

(xf − xo)

U
=

ST

U
=

SL(1 +Ku′)

U
(15)

The normalized axial divergence rate dU/dx/U characterizes the axial flow acceleration

upstream of the flame (i.e. az) and is similar for various mixtures [60], further implying the

self-similarity trait of low-swirl flames. Furthermore, it was assumed in this study that the

turbulence generation system similar to other designs in axisymmetric burners [61][62] would

provide near-isotropic turbulence such that the normalized turbulence intensity uRMS/U

scales linearly with bulk velocity. Therefore, any displacement of the low-swirl flame’s brush

position x f from its virtual origin x o is dictated by increases or decreases in its local flame

displacement speed, ST. Essentially, the momentum balance in Equation 15 characterizing

low-swirl flames provides a better benchmark than high-swirl flames to understand the ef-

fect of hydrogen enrichment on combustion behaviour. In a laboratory setting, the flame

displacement is readily observable in low-swirl configurations and can be correlated with

changes in the local flame displacement speed ST. Furthermore, experiments involving low-

swirl flames can be designed to isolate the dependence of ST to stretch effects K alone as a

means for characterizing the influence of differential diffusion with hydrogen enrichment.

1.6 Project objectives

This thesis aims to investigate hydrogen enrichment in fuel-lean, premixed, low-swirl CH4

flames in an effort to characterize their flammability and their topology as a function of

differential diffusion effects. This thesis work is largely stemming from similar analyses

done for premixed, turbulent counter-flow flames in an effort to broaden understanding of

differential diffusion phenomena in premixed, turbulent combustion. The project objectives

are to address the following questions:

1) What is the impact of hydrogen enrichment on turbulent, low-swirl CH4 flames and can

it be correlated to differential diffusion effects?

2) What are the leading mechanisms attributed to differential diffusion on the turbulent

burning rate of hydrogen-enriched, low-swirl flames?

In order to answer these research questions, the design and manufacture of an unconfined,

low-swirl burner apparatus capable of sustaining lifted flames was carried out at McGill Uni-

versity. The primary design challenge associated with the low-swirl burner was in finding a
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suitable sweep of experimental conditions to correlate differential diffusion effects to hydro-

gen enrichment without risk of flashback. The flame behaviour for all mixture conditions are

analyzed through the use of laser diagnostics and processing techniques developed at McGill

and the National Research Council of Canada.

In this study, unconfined flames are the focus over confined flames in order to eliminate the

influence of recirculation in the outer shear layers induced by a combustion chamber. Such

recirculation may be favourable for flame stability, but the objective is to isolate the influence

of flame stretch on flammability as much as possible. Furthermore, the lack of confinement

is also favourable for improved optical access of the burner. In general, conditions which

produced lifted low-swirl flames were preferred over attached flames for two reasons: 1) the

mean flame brush position provides a good feedback mechanism for determining likelihood of

flashback with increasing hydrogen enrichment and 2) local flame phenomena can be studied

similarly to a counter-flow configuration.

In this thesis, time-resolving turbulent flames will be necessary to understand the local

flame phenomena influenced by differential diffusion such as curvature and total flame stretch

as well as propagation phenomena influencing the turbulent flame speed and the turbulent

burning rate. Furthermore, the two-color PLIF diagnostics will provide additional insight on

turbulent-flame interactions at higher turbulence intensities for hydrogen-enriched flames.
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2 Experimental Methodology

2.1 Apparatus design

Low-swirl burners can be designed from a variety of geometries such as a fixed-vane, movable-

vane block or tangential swirl configuration [63]. Since swirling velocity data is not always

consistently available, it is favourable to represent the swirl number as a function of geometry

(see Appendix for derivation):

S =
2

3
tan θ

1−R3

1−R2 + [m2( 1
R2 − 1)2]R2

(16)

In this formulation for a fixed-vane configuration, the vane angle θ, the ratio of the

centerbody radius to the burner radius R = Rc/Rb and the mass flux ratio m (i.e. mass flow

split) become new design variables for the approximate determination of the swirl number.

A fully-controllable swirl burner has been designed from this geometry at McGill Uni-

versity to study lifted, unconfined swirling flames and their flame structure. The burner is

comprised of a feeding block with four tangential inserts allowing premixed reactants to flow

from the burner’s inner and outer plena to the nozzle exit. Upstream of each plenum, a

metallic mesh sits atop a bed of ceramic beads each 1 mm in diameter to: 1) ensure suffi-

cient premixing of reactants 2) establish radial uniformity in the flow and 3) serve as flame

arrestor in case of flashback. Reactants flowing through the inner plenum pass through a

turbulence screen 10.8 mm in diameter with a hole diameter of 1.5 mm (i.e. blockage ratio

of ≈ 59%) and produce a turbulent, inner axial flow. In conventional low-swirl burners with

one plenum, the flow passing through the swirl injector gets redirected partly through the

swirl annulus, with the remainder passing through the turbulence generating plate. This

flow split is dictated by the pressure drop across the swirl injector and can be represented

by the following formula:

Cd =
2∆P

ρU2
(17)

It stands to reason that turbulence plates with larger blockage ratios will not only produce

larger turbulence intensities, but also increase pressure drop across the swirl injector. As a

result of a larger drag coefficient, C d, more flow is forced through the annular vane section,

increasing the swirl intensity and therefore, the theoretical swirl number. However, the

inclusion of two independent plena allows control of the flow split in order to independently

control the swirl number and the turbulence intensity from flow passing through the TGP. In

this manner, flow passing through the turbulence plate in the inner plenum can be controlled
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to provide different turbulence intensity conditions. This feature was inspired from a two-

plenum design by Ballachey et al. [64] where the fuel-air mixture composition is equivalent

in both the inner and outer plena.

Figure 4: Design iterations of low-swirl injector by varying vane angle θ and blockage ratio
(%) by varying hole diameter Dhole. R value was kept constant in LSI prototype testing
(i.e. R = 0.67) (left). Cross sectional side view of low-swirl burner (LSB) final design with
labelled components (right).

Reactants flowing through the outer plenum pass through an annular swirl injector and

produce an outer swirling flow. The swirl injector is composed of 10 vanes each angled at

42◦, with an outer diameter of 21.6 mm and an inner diameter of 10.4 mm. The inner

plenum’s nozzle exit is recessed 31.6 mm from the exit nozzle of the burner. As illustrated

by Feyz et al. [65], the recess length is an important design parameter which influences

whether the flame is lifted or attached for a specified equivalence ratio and swirl number.

From Figure 4, it is used to describe the distance between the trailing edge of the vanes

and the nozzle exit. For increasing recess length, the turbulence of the outer swirling flow

decays, producing larger axial momentum than angular momentum. This increased axial

momentum is sufficient enough to induce a lifted stability mode as the flow is less divergent.

Conversely, for smaller recess lengths, the angular momentum is larger at the nozzle exit,

leading to larger flow divergence. At this point, the flame will anchor to the nozzle rim where
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velocities are lowest, producing an attached flame.

Nine swirl injector designs were prototyped using a 3-D printer, producing different iter-

ations of θ (32o-42o) and blockage ratios (≈ 60%-80%) for a fixed R. Once a sufficient liftoff

was achieved in sweeping between 100% CH4 and 100% H2 flame, the swirl injector was

3-D printed in metal using an aluminum alloy powder (Al-Si7-Mg, named F357) and was

machined on-site to smooth surface roughness from printing (see Figure 4).

2.2 Experimental conditions

In order to isolate differential diffusion phenomena as much as possible with increasing hy-

drogen enrichment, the laminar flame speed and the bulk velocity were kept constant to

maintain the same reactivity and same turbulence intensity across each condition. The

laminar flame speed is kept constant because hydrogen addition will result in a flame propa-

gating faster than a methane-air mixture, even for the same fuel-air ratio. In this respect, the

equivalence ratio ϕ needs to be decreased with hydrogen enrichment to compensate for hy-

drogen’s enhanced reactivity (see Figure 5). Furthermore, the bulk velocity is kept constant

to ensure turbulence uniformity in the flowfield across each condition. By this token, each

hydrogen-enriched mixture with an equivalent propagation behaviour in a laminar flowfield

experiencing the same turbulent flowfield serves to highlight the role of molecular diffusion

on combustion behaviour.

The experimental conditions evaluated in this study of differential diffusion considers

hydrogen enrichment in lean, premixed methane-air low-swirl flames, according to the fuel-

lean combustion reaction equation:

XH2
H2 + (1−XH2

)CH4 +
4− 3XH2

2ϕ
(O2 + 3.76N2)→ Products + Heat (18)

From Eq. 18, the term XH2
characterizes the blend between CH4 and H2 as a volumetric

fuel fraction, where a pure CH4-air reaction corresponds to XH2
= 0 % and a pure H2-air

reaction corresponds to XH2
= 100 %. The conditions evaluated in this study are listed in

Table 1 below:
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Table 1: Conditions evaluated at constant SL = 0.267 m/s, constant U av = 13 m/s and
constant S = 0.6 (i.e. flow split between outer and inner plenum is 82.5%-to-17.5%) at NRC
and McGill University. XH2

= 100 % achieved in laboratory, but not listed here.

XH2
(%) ϕ Leeff Λ/δL uRMS-3C/SL T ad (K)

0 0.8 0.999 12.04 5.89 1938
20 0.75 0.858 12.12 5.69 1892
40 0.70 0.722 12.16 5.79 1832
60 0.64 0.587 12.26 5.84 1757
80 0.56 0.451 12.29 6.11 1657

Since fuel-lean H2-air mixtures propagate faster than fuel-lean CH4-air mixtures for the

same equivalence ratio, ϕ must vary with increasing hydrogen enrichment to maintain SL

constant. Although there are several ways to define the effective Lewis number in the sweep

towards high-hydrogen content [66], a volume-based effective Lewis number is used in this

study and is defined by: Leeff = (1 - XH2
)LeCH4 + XH2

LeH2 , where Lewis numbers for

both fuels are evaluated at an equivalent equivalence ratio for each mixture. The diffusive

flame thickness δL is defined by: δL = λ/ρucpSL, where λ is the thermal conductivity, cp

is the specific heat capacity and ρu is the density of the unburned reactants. The integral

length scale is approximated in a 2-D rectangular region whose width corresponds to half

the diameter of the inner plenum (i.e. from -0.25D to 0.25D) and whose height corresponds

to the mean flame location. An average integral length scale in this region was assumed to

be Λ = 3.76 mm, which is comparable to the radius of the inner plenum (≈ 5 mm). The

three-component (3C) RMS velocity (uRMS-3C) was also approximated in this region for each

experimental condition as measure for calculating the average turbulence intensity of each

condition:

uRMS-3C =

√
1

3
(u2

RMS + v2RMS + w2
RMS) (19)

The similarity in uRMS-3C/SL demonstrates a valid assumption that the swirl burner’s

TGP provides a near-equivalent turbulent flowfield on the flame. The parameters dictating

normalized integral length scale and normalized turbulence intensity means that the flame

conditions evaluated are expected to lie in the BPTRZ regime of the Borghi diagram. These

approximations were made from the two dimensional-three component (2D-3C) velocity data

obtained at the NRC. All mixture and thermodynamic properties were computed in Cantera

using the GRI-Mech 3.0 thermochemical reaction mechanism over a 3 mm domain width

using P in. = 1 atm (101.3 kPa) and T in. = 298 K as inlet references, coupled to a multi-

component transport model while enabling Soret effect [67].
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Figure 5: Experimental sweep of equivalence ratio and effective Lewis number Leeff from
XH2

= 0 % to XH2
= 100% in maintaining SL constant.

2.3 Laser Diagnostic Techniques

Figure 6: Simultaneous planar laser-induced fluorescence (PLIF) & stereoscopic particle
image velocimetry (S-PIV) setup at the National Research Council of Canada
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2.3.1 Planar laser-induced fluorescence

Planar (2-D) laser-induced fluorescence (PLIF) is a laser diagnostics technique that has also

been employed in many studies to qualitatively and quantitatively observe flame topology

such as curvature and concentration of flame radicals such as methylidyne (CH), hydroxyl

(OH) and formaldehyde (CH2O). To induce fluorescence, the flame’s target species are ex-

cited by a laser emitting in the ultraviolet range (100-400 nm), allowing the molecule to

experience an electronic-vibrational-rotational transition. After energy from the incident

laser is absorbed, the excited molecule loses excess vibrational energy until the molecule

relaxes back to the lowest vibrational level from the excited state. Throughout this relax-

ation, the process by which it emits a photon at a wavelength larger than the incident laser

wavelength is termed ”fluorescence”, producing a fluorescent signal which can be captured

by an ICCD camera.

Planar laser-induced fluorescence was used to calculate the heat release rate of each

experimental condition from the pixel-to-pixel multiplication of the formaldehyde [CH2O]

and hydroxyl [OH] species concentration in the flame [68]. The PLIF setup incorporates

a dual-headed, Nd:YAG pump laser (Spectra Physics) and dye laser (Sirah PrecisionScan).

The pump laser delivers two laser beams, one of which is frequency-doubled (532 nm) and

the other being frequency-tripled (355 nm), both of which have a pulse repetition frequency

of 10 Hz. The 532 nm beam passes through the dye laser (whose dye medium is Rhodamine

6G) and is frequency-doubled to 283 nm in order to excite the A←X (v’=1,v”=0) transition

of OH. The average laser energy is maintained near 5 mJ/pulse to remain within the linear

regime of laser irradiance to OH fluorescence [69]. Similarly, the 355 nm beam excites the

A1A2 ← X1A1 electronic transition of CH2O and operates at an average energy of 205

mJ/pulse due to the relatively lower signal-to-noise ratio (SNR) of CH2O fluorescence. The

OH and CH2O laser beams were formed into laser sheets where the OH beam was pulsing

400 ns before the CH2O beam to isolate fluorescence signals from both species. The energy

per pulse of the 283 nm beam is kept low to ensure that OH fluorescence scales linearly with

laser power, or the irradiance of the laser sheet. The shot-to-shot laser energy was recorded

in real-time via photodiodes (ThorLabs) and was consolidated using a LeCroy oscilloscope

(Wavesurfer 510). The OH and CH2O fluorescence are detected by a pair of intensified CCD

cameras (Princeton Instruments) at an imaging frequency of 2 fps in frame straddling mode

with an average projected spatial resolution of 92 µm/pixel (see Figure 7).
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Figure 7: Full-chip ICCD image of Cartesian grid used to image PLIF field-of-view in physical
coordinates.

Each camera was fixed with a UV lenses having a focal distance of f = 105 mm and

f# = 4.5 and f# = 4, respectively. The OH camera was equipped with a bandpass filter

(center wavelength 320 ± 20 nm) and the CH2O camera was equipped with a longpass

(cut-on wavelength 395 nm) and shortpass filter (cut-off wavelength 500 nm) to improve the

signal-to-noise ratio (SNR), which becomes significantly weaker with increasing hydrogen

enrichment. Raw OH and CH2O images (see Figure 8) were spatially registered in post-

processing using a perforated plate target to correlate pixels captured from both ICCD

cameras to the same physical space. A total of 520 instantaneous frames were collected for

OH, CH2O, background intensity and laser profiles for 283 nm/355 nm while the shot-to-shot

laser energy was collected simultaneously.
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Figure 8: Raw OH (left) and CH2O (right) signals from simultaneous PLIF.

The laser profile and shot-to-shot laser energy were normalized by their average intensity

per dataset. Furthermore, the raw signals for both OH and CH2O were normalized by the

shot-to-shot variations in laser energy and the laser profile (i.e. L(x,y)) according to standard

methods for image correction [70]:

Se(x, y) =
Stot(x, y, ti)− [w(x, y)Sback(x, y, ti) + Sdark(x, y, t)]

w(x, y)L(x, y)
(20)

Raw images were also corrected for mean background intensity (i.e. S back) to filter any

reflection from the opposing camera lenses as well as well as general background noise (i.e.

S dark). Corrected OH and CH2O images were median filtered (7x7 and 12x12 respectively),

while CH2O images were further de-noised according to the procedure developed by An et

al. [59].

2.3.2 Stereoscopic particle image velocimetry

Stereoscopic particle image velocimetry (S-PIV) involves the capture of Mie scattering from

a flow seeded with tracer particles. However, in a stereoscopic configuration, two cameras

are arranged at an angle such that the image plane, the lens plane and the object plane

intersect at a common point to satisfy the Scheimpflug condition, which means the object

plane can be a plane of focus even if it is not parallel to the image plane. The cameras

are arranged at an angle to capture particle images simultaneously at the same region of

interest. However, while the interrogation windows from the left and right camera record

∆x and ∆y displacements in the same physical space, the calibration parameters mapping

displacements onto the image plane enable an out-of-plane velocity component to be resolved

using a trigonometric least squares method [71].

Stereoscopic PIV was used for the second experimental campaign to calculate the two-

dimensional, three component (2D-3C) velocity field of each flame condition. The S-PIV
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setup incorporates a double-pulse, Nd:YAG laser (Twins CFR PIV200), delivering a pair of

laser beams at 532 nm which straddle the PLIF pulses and are time delayed between 5-30

µs depending on the bulk velocity of the condition. The 532 nm laser beam was formed

into a 38 mm tall, rectangular sheet, coincident with the PLIF laser sheets. Solid Al2O3

particles (∼ 1µm diameter) were seeded in the inner axial and outer swirling flows, where

each plena was equipped with particle seeders manufactured in house. Two CMOS cameras

(LaVision S-PIV) calibrated with a dot target (Type 106-10) were used to capture the Mie

scattering signals from the solid particles and were arranged at an angle of 120◦ to satisfy

the Scheimpflug condition. The cameras imaged a field-of-view (FOV) approximately 76

mm x 64 mm with a projected spatial resolution 34.1 µm/pixel. Velocity field vectors were

calculated in DaVis 8.4 (LaVision software) from the spatial cross-correlation of consecutive

PIV images, where a final interrogation window pass 32 x 32 pixels in size was used at

an overlap of 50%. This led to a vector resolution of 0.55 mm/vector and vector spatial

resolution of 1.1 mm. The PLIF and S-PIV laser systems were triggered using a LaVision

timing unit (PTU) and a delay generator (DG645) such that the 283 nm laser beam fired 2 µs

after the first PIV pulse. The timing of each laser pulse was monitored using the oscilloscope

to ensure Mie signals would not conflict with fluorescence signals. Any axial adjustments to

the burner were controlled via LabVIEW using a three-axis traverse to ensure the flame was

appropriately imaged in the PLIF/PIV FOV. An example of the simultaneous PLIF/S-PIV

measurement is illustrated in Figure 9.

Figure 9: Instantaneous OH-PLIF signal overlaid with instantaneous velocity vector field
obtained from S-PIV technique for a) XH2

= 0% and b) XH2
= 80% H2 conditions. Color

map depicts PLIF signal normalized by maximum intensity within frame.
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2.3.3 High speed particle image velocimetry

Figure 10: High-speed particle image velocimetry (PIV) setup at McGill University.

Similarly to S-PIV, high-speed, 2-D particle image velocimetry (PIV) is a laser diagnostics

technique that has been widely used by the combustion community to obtain time-resolved

velocity measurements of turbulent flow fields in both reacting and non-reacting cases. Typ-

ically, a dual-headed laser emits a pair of beams at a set repetition frequency with pulses

separated by some exposure time ∆t. The collimated beams are then formed into a thin,

2-D laser sheet (using an appropriate set of optical devices) to illuminate an area of in-

terest in the flow field. For experiments conducted in this thesis, the area of interest is a

transversal cross section of the flame located above the burner nozzle exit. The imaged flow

of combustion reactants is seeded with tracer particles, which the laser sheet illuminates and

induces an elastic “Mie” scattering of light subsequently captured by a high-speed CMOS

camera. The camera captures particle images consecutively, a software tool converts these

into interrogation windows, which are then cross-correlated and processed to determine the

displacement of the particles over the exposure time ∆t, generating velocity data for the flow

field [72].

High-speed PIV was used in the second experimental campaign to calculate the two-

dimensional velocity field at a high laser repetition rate in order to resolve turbulence

length and time scales. The high-speed PIV setup incorporates a single-head, diode-pumped

Nd:YLF laser (Photonics DM20-527), delivering a laser beam at 527 nm at a repetition rate
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of 10 kHz. The laser beam is formed into a 40 mm, 30 mm and 20 mm tall rectangular

sheet in evaluating conditions with higher H2 content. Atomized oil droplets are seeded in

the inner axial flow from an oil droplet generator (TSI 9307-6) approximately 1µm diameter

in size. Air flow passing through the inner plenum is redirected to the atomizer by means of

a micrometer-controlled bypass, which allows a set amount of air to flow through an array

of Laskin nozzles which bubble the seed liquid (i.e. canola oil). The oil droplets are aspi-

rated through the system and simultaneously mixed with the bypassed air in a mixing tank

downstream of the atomizer.

A high-speed CMOS camera (Photron Fastcam SA5) was used to record particle Mie

scattering in a viewer software at 10 kfps. The high-speed camera was equipped with a

105 mm lens (AF Micro Nikkor) and focused to a spatial resolution of 29.5µm/pixel (33.9

pixel/mm). The camera’s spatial resolution was calculated from the negative image of a

Thorlabs 0.5 mm spacing (R2L2S3P3) distortion grid target. The resolution was computed

by normalizing the actual 0.5 mm grid spacing by the imaged radial and axial pixel separation

between grid dots. The FOV of the flame was adjusted manually using a 2-axis stage to

radially align the center of the CMOS camera to the center of a Thorlabs graduated card

placed atop the nozzle exit. The centerline of the graduated card was aligned with the

centerline of the burner (see Figure 11).

Figure 11: Thorlabs 0.5 mm spacing calibration target used to calculate CMOS spatial
resolution (left). Thorlabs graduated card used to image flame FOV (right). Images are not
to scale.

All high-speed PIV images were processed in Lavision software (DaVis 8.2.1) and were

organized in an (n-1) multi-frame buffer scheme (i.e. first frame paired with second frame,

second frame paired with third frame, etc.) in order to correlate the velocity flow field from
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an image pair. For all conditions evaluated using high-speed PIV, only one atomizer was

used in the current experimental configuration. As a result, the inner axial flow originating

from the inner plenum was chosen to be seeded with atomized oil droplets instead of the

swirling flow originating from the outer plenum. Given the manner with which low-swirl

flames stabilize, seeding in the inner flow was deemed more appropriate. However, the outer

swirling flow was still imaged in the FOV of the camera, but the seeding density in the

swirling flow’s shear layers was sparse. Therefore, only the velocity field pertaining to the

center core flow was considered in post-processing (see Figure 12). For each image pair, a

multi-pass, decreasing window, sequential cross correlation scheme was used to compute the

pixel displacement field with a resolution down to a 32 × 32 pixel interrogation window size

with 75% overlap. This scheme resulted in an interrogation window spatial resolution of

944µm × 944µm in physical coordinates, enough to resolve the smallest eddies in the flow

(given the Dhole = 1.5 mm). The raw displacement data was then exported to MATLAB

where velocities were inferred using a finite differencing scheme. The main limitation in

this setup was the use of a single-head laser instead of a dual-headed laser, which meant

that the maximum ∆t used to calculate the velocity field was effectively the time delay

between laser pulses at 10 kHz (i.e. ≈ 10−4 s). Within a 32 × 32 interrogation window, and

given the current spatial resolution, PIV computation was only able to resolve convective

flow velocities up to ≈ 9.15 m/s. From DaVis, 10,000 image pairs were processed for all

experimental conditions.
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Figure 12: Mie scattering tomography of CH4-air condition seeded with atomized oil droplets
(left) with corresponding post-processed instantaneous velocity vector field (right). Pro-
cessed velocity field only in delineated region in red corresponding to seeded center core
flow.

2.4 Processing techniques

2.4.1 Measurement of instantaneous flame location and local flame curvature

Mie scattering tomography of micron-sized atomized canola oil droplets are dual-purposed:

1) to serve as adequate tracking of the flow for PIV processing and 2) to track the flame

surface by delineating regions between burned products and unburned reactants. The vapor-

ization of the atomized oil droplets marks the approximate preheat layer of the flame reaction

zone due to canola oil’s vaporization point at T s ≈ 576 K (see Appendix for uncertainty in

flame surface tracking). Each frame is Gaussian filtered with a 2-D Gaussian smoothing ker-
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nel 9-10 pixels in size, binarized with an edge threshold of 0.075 and 5x5 median filtered (see

Figure 13). The result is a white and dark region depicting burnt products and unburned

reactants from which the Laplacian of Gaussian filter can be applied in detecting the edge

between these regions. The edge contour produced is subsequently tracked in a chronological

manner from the top of the frame using the Pavlidis contour tracking algorithm [73]. For

each grid point along the flame contour, a total of 13 adjacent grid points (i.e. 6 on the

left, 6 on the right of the grid point of interest) are considered for the calculation of the

instantaneous slope dy/dx in absolute coordinates (x,y) and the local curvature κ. In this

calculation, a 4th order polynomial is fitted through the 13 grid points in MATLAB. The

curvature with respect to flame coordinates (r,z ) is calculated from the following formula,

where r depicts the radial direction and z depicts the axial direction:

κ =
r′z′′ − z′r′′

(r′2 + z′2)3/2
(21)

Figure 13: Edge detecting algorithm used to track flame front surface comprised of Gaussian
and median filtering, binarizing resultant image and subsequently pixel tracking (left to
right).

2.4.2 Measurement of flame surface area, FSD and mean progress variable

In this study, the increase in turbulent flame surface area Σ normalized by the equivalent

laminar condition (AT/AL) is estimated from a 2-D transversal cross-section of the flame.

Since PLIF and Mie scattering tomography cannot resolve the out-of-plane flame surface
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area, the estimated flame surface area can be thought of as the length of the flame contour

multiplied by the thickness of the laser sheet. Considering the laser sheet thickness remains

equivalent throughout testing means that the increase in flame surface area can be further

simplified to an analysis on the normalized flame length. However, the flame surface area

enhancement will continue being expressed as a ratio of areas for simplicity. In order to

calculate the flame length, the flame contour can be extracted from the OH signal, which

has been shown to be a good marker for the flame reaction zone, and from the tracked flame

contours processed from the Mie scattered images.

The mean flame surface area (FSA), AL is extracted from the mean progress variable

field along the c = 0.5 isoline, which can be expressed by the following equation:

c =
T − Tu

Tb − Tu

(22)

Here, the progress variable, also known as the temperature progress variable cT is defined

as the actual temperature difference between the unburned reactants (room temperature at

293 K) and the flame contour normalized by the temperature difference between burnt and

unburned reactants. From OH PLIF, the mean progress variable c = 0.5 corresponds to an

actual temperature range between 900-1100 K depending on the hydrogen fuel-blend eval-

uated. From Mie scattering tomography, the tracked flame surface only marks a maximum

temperature of 576 K due to the vaporization and disappearance of the seeded oil droplets.

Therefore, the mean flame surface (i.e. c = 0.5) from Mie scattering occurs at a temperature

of ≈ 435 K.

The OH PLIF signals were binarized with a threshold between 0.001-0.003 depending on

the % H2 condition to ensure sharper curvatures were not smoothed in the filtering process.

The binarized OH signals were then Sobel gradient-filtered to produce a 1-pixel thick, 2-D

contour of the flame front. Given the spatial resolution of the OH PLIF camera (i.e. 92

µm/pixel), the flame length can be calculated by the total number of non-zero pixels in

the image and subsequently converted to a physical length. Notably, the gradient filter of

the binarized OH image ensures that the flame front length is not being underestimated by

counting diagonal portions of the flame as 1 pixel. From Mie scattering tomography, the

flamefront having been tracked using the Pavlidis algorithm means that a gradient function

in MATLAB can be applied to all coordinates along the flame contour, expressed as a matrix

instead of a binarized image. The gradient magnitude is computed and summed across the

entirety of the flame contour to get an approximation of the flame length, which is then

calibrated to physical coordinates by the spatial resolution of the CMOS camera (i.e. 0.0295

mm/pixel).
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2.4.3 Measurement of local flame displacement velocity

Using high-speed laser diagnostics, the local flame displacement velocity (ST ) can be de-

termined at each flame grid point of the tracked flame surface and is calculated as the

summation of the local convective velocity of the flow, Su and the local flamelet velocity in

the flow coordinate system, SF normal to the flame front:

ST = (Su + SF) · n (23)

In a stabilized laminar flame, the local flame displacement velocity would be equal to the

convective velocity of the flow (S u = S u,ref) considering SF = 0. However, in turbulent flames,

the motion of the flame is much more considerable and is non-negligible in the determination

of ST. The 2-D S u and SF velocities were measured using a MATLAB algorithm developed

at McGill [54].

Figure 14: Measurement technique of S u component of the local flame displacement speed
(left) further zoomed-in (middle) to illustrate sampling rate of calculation. Schematic for
the calculation of S u at one flame grid point illustrated (right).

The convective velocity of the flow (i.e. S u velocity component) is calculated from the

velocity field data computed in DaVis 8.2.1 for each frame in a dataset. The S u velocity is

the unburned gas velocity upstream and normal to the flamefront. It is calculated from the

projection of velocity vectors located at the corner of neighbouring interrogation windows

onto the normal line (i.e. S u = SPIV · n) passing through the flame grid point of interest

(see Figure 14). The algorithm evaluates velocities one interrogation window at a time up to

a distance of 2 mm upstream of the flame. This distance is chosen to ensure only velocities

in the vicinity of the flamefront are considered. Since the interrogation window corners are

not normally equidistant to the normal line, projected velocity data at those corners are
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weighted depending on their relative position from the normal line. In each interrogation

window, a velocity vector with magnitude and relative position to the flame contour is

calculated. This process is repeated for the 9 interrogation windows (i.e. equivalent to 2

mm distance) evaluated upstream of the flame grid point of interest and sampled across the

flame contour in increments of 8 pixels where velocity data exists. In laminar flames, the

final velocity associated with the S u component at the flame grid point is theoretically the

minimum velocity. However, this algorithm considers the average of the two nearest weighted

velocities to the flame contour to account for flamefront wrinkling due to the turbulence. The

convective velocity is assigned a positive value if the incoming reactant velocity is pointed

towards the flame and a negative value if pointed away from the flame.

Figure 15: Schematic of measurement technique of SF component of local flame displacement
speed.

The SF velocity component at time ti considers the motion of the tracked flame surface

through five successive flame fronts: two upstream of t i at time t i-1 and t i-2, and two down-

stream of t i at time t i+1 and t i+2 (see Figure 15). In this schematic, the blue dots represent

the present flamefront coordinates while the purple dots represent the coordinates of the

successive flamefronts. The flamelet velocity at one grid point is correlated to the successive

flame fronts by an optimization of the minimum distanced between them. Once correlated

grid points are identified between flame fronts, their motion is tracked along a continuous,

third-order polynomial whose motion is normal to each successive flame front. Knowing the
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relative distance z travelled, the velocity is calculated using a fourth-order finite-differencing

scheme [74]:

SF =

(
∂z

∂t

)
ti

≈
8(zti+1

− zti-1)− (zti+2
− zti-2)

12∆t
(24)

The SF velocity component is considered positive if the flamelet propagates towards the

incoming reactant flow and negative if propagating away from the reactant flow. There

are several factors which render successive flamefront tracking complex such as: flamefront

wrinkling due to turbulence, disappearance of flame grid points in and out of the imaged

FOV and spurious velocities as a result of the flamelet moving too fast, resulting in erroneous

tracking. As a result, not all 10,000 instantaneous frames were processed effectively. To

improve the efficiency of the algorithm, only a shortened region of the tracked flamefront

was considered (-0.23Dnozzle ≤ r ≤ 0.23Dnozzle) while SF velocities exceeding the bulk velocity

U av = 13 m/s were neglected as non-physical.

2.4.4 Measurement of local hydrodynamic strain rate

Figure 16: Example calculation of the S u component at an arbitrary flame grid point where
K a represents the hydrodynamic axial strain (left). Schematic for the calculation of the
hydrodynamic tangential strain K s,t, which is a component of the flame stretch rate K, for
an arbitrary flame grid point (right).

The hydrodynamic tangential strain rate (s−1) is defined by the change in tangential flow

velocity nearest the flame, and is a component of the total flame stretch rate, K. In the same

way that S u considers projection of velocity vectors onto the normal line passing through
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each flame grid point, the tangential strain rate considers the projection of velocity vectors

onto its tangent line. The hydrodynamic tangential strain is calculated by considering the

tangent slope at the flame grid point of interest P i, which is obtained from flame surface

tracking techniques. Knowing the angle of inclination of the tangent line (θ), the adjacent

velocities near the flame grid point (at P i+1) and P i-1) along the axial (z ) and radial (r)

directions are projected onto the tangent line vector by computing the inner product (see

Figure 16). The difference in projected velocities at P i-1 and P i+1 normalized by the distance

between them results in the tangential strain at P i in units of (1/s). This algorithm for com-

puting the tangential component of S u is sampled at every 8 pixels along the flame contour,

corresponding to the interrogation window overlap from PIV processing where velocity data

exists.
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3 Results

The effect of hydrogen enrichment on fuel-lean, premixed, CH4-air low-swirl flames is evalu-

ated to observe the influence of differential diffusion in mixtures with a decreasing effective

Lewis number Leeff. By time-resolving turbulence for a large dataset using high-speed PIV,

the statistics for flame location, flame surface density, flame displacement speed and flame

stretch components such as curvature and tangential strain can be extracted locally to charac-

terize flame behaviour with hydrogen enrichment. Further characterization of the low-swirl

flowfield and differential diffusion effects are accomplished from simultaneous S-PIV/OH

PLIF techniques as a means to confirm the similarity of the low-swirl flowfield and to pro-

vide further insight on the evolution of the estimated flame surface area in hydrogen-enriched

mixtures.

3.1 Similarity of low-swirl flames

The similarity in flowfield of the low-swirl flame is examined for all evaluated conditions by

comparing the mean velocity fields, the turbulence intensity uRMS/U and the normalized

axial divergence rate dU/dx/U for a constant bulk velocity U av. From the mean 2-D 3C

velocity field obtained at the NRC (see examples in Figures 17-18), the radial profiles of the

mean axial (z direction), radial (r direction) and azimuthal (k direction) velocity normalized

by the bulk velocity U av are plotted in Figures 19-21. Similar velocity profiles have also been

obtained from Cheng et al.’s work on flow field characteristics of low-swirl flames [75][76],

highlighting self-similarity upstream of the flame is consistent for reacting and non-reacting

flows. However, in the figures below, it is important to note that the radial profiles of

velocity for compositions XH2
= 0% to XH2

= 80% are capturing the flow at different axial

locations downstream relative to the nozzle exit. This is because different levels of H2

enrichment lead to different flame liftoff heights (further detailed in section 3.2). As a result,

the burner datum needs to be adjusted to ensure the flame is captured within the FOV

of the diagnostics laser sheet. Effectively, the increase in mean axial velocity at locations

further downstream of the nozzle exit are evident that the radial profiles are capturing

velocities upstream and downstream the flame. While the bulk velocity is kept constant for

each condition, the jump in axial velocity is evident of the gas acceleration due to thermal

expansion by the flame. Ultimately, the flow acceleration decays leading to a slight drop

in mean axial velocity, as illustrated in Figures 20-21 at the z/D = 1.34 and z/D = 1.16

locations respectively. The radial profiles of the mean radial and mean azimuthal velocity also

demonstrates a continuously diverging flame downstream consistent with the stabilization

mechanism understood with low-swirl flames.
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Figure 17: CH4-air low-swirl flame (left) and average 2D-3C velocity vector field obtained
from S-PIV for CH4-air mixture at ϕ = 0.8, U av = 13 m/s (right). Color map depicts value
of azimuthal, out-of-plane velocity component.

Figure 18: H2-air low-swirl flame (left) and average 2D-3C velocity vector field obtained
from S-PIV for H2-air mixture at ϕ = 0.45, U av = 13 m/s (right). Color map depicts value
of azimuthal, out-of-plane velocity component.
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Figure 19: Radial profiles of mean velocity normalized by bulk velocity U av for XH2
= 0% in

a) axial b) radial and c) azimuthal directions at different z/D locations downstream relative
to nozzle exit (see legend).

Figure 20: Radial profiles of mean velocity normalized by bulk velocity U av for XH2
= 40% in

a) axial b) radial and c) azimuthal directions at different z/D locations downstream relative
to nozzle exit (see legend).

Figure 21: Radial profiles of mean velocity normalized by bulk velocity U av for XH2
= 80% in

a) axial b) radial and c) azimuthal directions at different z/D locations downstream relative
to nozzle exit (see legend).

The similarity in flow field is also evaluated by examining the axial turbulence intensity

(i.e. uRMS/U) in Figure 22 and the RMS velocity normalized by the bulk velocity (i.e.
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uRMS/U av) in Figure 23. As expected from both figures, the turbulent energy decay is

evident the further the flow traverses downstream of the nozzle exit. Nevertheless, the radial

profiles of axial turbulence intensity are larger for the XH2
= 0% condition than the XH2

=

80%. From the analysis on the mean velocity fields for different levels of H2 enrichment, a

smaller flow acceleration is to be expected for the CH4-air mixture than that with a larger

hydrogen content. Therefore, the larger turbulence intensity forXH2
= 0% may be attributed

to a normalization by a smaller mean axial velocity field. However, if the RMS velocities are

to be normalized by the bulk velocity U av instead, the profiles collapse between roughly 10%

≤ uRMS/U av ≤ 20%. This suggests the RMS velocities scale with bulk velocity as a result of

turbulence generated by a perforated plate. Furthermore, this suggests keeping a constant

bulk velocity across each condition is a valid approach towards maintaining a near-constant

turbulence effect on the flame for each condition. Similar profiles of RMS velocity normalized

by bulk velocity have also been achieved by Cheng et al. in their low-swirl apparatus [76].

Figure 22: Radial profiles of turbulence intensity uRMS/U expressed as a percentage for: a)
XH2

= 0% and b) XH2
= 80% at different locations z/D downstream relative to nozzle exit.

Each plot has its corresponding legend situated to the right.
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Figure 23: Radial profiles of RMS velocity normalized by bulk velocity uRMS/U av expressed
as a percentage for: a) XH2

= 0% and b) XH2
= 80% at different locations z/D downstream

relative to nozzle exit. Each plot has its corresponding legend situated on top.

The normalized axial divergence rate dU/dx/U characterizes the axial flow deceleration

upstream of the swirling flame (i.e.az) normalized by the bulk velocity of the condition.

Typically, the deceleration in flow velocity is synonymous with the axial flame stretch rate

K a expressed in units of (1/s), but the normalization by the bulk velocity means the axial

divergence rate is expressed instead in units of (1/mm). Therkelsen et al. have demonstrated

that this parameter is nearly constant in a reacting flow at ϕ = 0.7 for various Reynolds

numbers and tends towards az = -0.017 (1/mm) [60].
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Figure 24: Normalized mean axial velocity profile for select XH2
mixtures evaluated along

centerline of burner (top). Estimation of axial divergence rate az along centerline for all
hydrogen-enriched mixtures in low-swirl flames at McGill (left) and those reported for
hydrogen-enriched conditions at STP from Cheng et al., highlighted in red (right).

From Figure 24, the mean axial velocity profiles along the centerline of the burner are

plotted against axial position relative to the nozzle exit as a means for determining the

axial divergence rate in the conditions evaluated. It is important to note that only the

flow deceleration upstream of the flame can be captured due to the vaporization of the PIV

seeding particles. The non-dimensional normalized axial divergence rate from the XH2
=

0%, 40% and 80% conditions are -0.397, -0.344 and -0.335 respectively. Since the x -axis is

normalized by the nozzle diameter D = 21.6 mm, the axial divergence rate can be converted
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to a (1/mm) basis by dividing each normalized axial divergence rate by the corresponding

diameter. This results in az of -0.0184, -0.0159 and -0.0155 (1/mm) divergence rates for XH2

= 0%, 40% and 80% respectively. The increase in axial divergence rate with an increase in

hydrogen enrichment is attributed to the response of the flame in closer proximity to faster

flows exiting the nozzle. Cheng et al. have reported similar changes in axial divergence

rate from their laboratory investigation of hydrogen-enriched mixtures [77]. These findings

suggest that even transitioning from low- to high-hydrogen content conditions will lead to

similar axial divergence rates and is indicative that low-swirl flames exhibit similar flow

behaviour even with different mixture compositions.

3.2 Instantaneous flame location statistics

The axial position of the tracked flame coordinates are recorded relative to the bottom of the

imaged frame corresponding to the nozzle exit. As a result, the instantaneous flame location

for the 10,000 tracked flame surfaces are plotted in a normalized probability distribution (PD)

with a bin size of 0.02 (≈ 0.5/Dnozzle). The PDs of instantaneous flame location are calculated

for conditions XH2
= 0% - 80% H2, where the y-axis depicts the normalized probability and

the x -axis depicts the normalized axial position of the flame, z/Dnozzle (see Figure 25). The

PDs of the XH2
= 0% and XH2

= 20% conditions are not captured in its entirety due to the

instantaneous flame front leaving the FOV of the imaged plane. This was a compromise to

ensure the camera had sufficient spatial resolution to resolve the turbulent structures of the

flame. The PDs for the instantaneous flame location are also nearly symmetrical such that

the mean axial position coincides with the highest probable flame location, or expected flame

location. As such, the PDs illustrate a consistent horizontal shift to the left denoting lower

axial positions with increasing hydrogen enrichment. Essentially, this shift demonstrates

that hydrogen-enriched flames will stabilize closer to the nozzle exit. The same phenomenon

can also be observed from displacement of the mean flame location from Figures 26-27.
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Figure 25: PDs of the instantaneous flame location z/Dnozzle relative to nozzle exit for in-
creasing hydrogen enrichment from Mie scattered images (left). Instantaneous flame location
for XH2

= 0% and XH2
= 80% H2 condition. Appearance of corrugated, tongue-like struc-

tures appear in high-hydrogen mixtures (circled in red).

Cheng et al. have also reported low-swirl flames shifting closer to the nozzle exit with an

increase in hydrogen fuel fraction from XH2
= 40% to XH2

= 80% [77]. However, the equiva-

lence ratio ϕ is kept constant in their experiments with increasing hydrogen enrichment and

so the exhibited shift of the flame’s anchoring point closer the nozzle exit is attributed to an

increased reactivity. Therefore, it is important to note that while the same effect is observed

in this study, the baseline reactivity is kept constant (i.e. SL constant) with an increase in hy-

drogen concentration. Salusbury and Abbasi have observed the same effect in a counterflow

configuration with hydrogen-enriched propane at fuel-lean conditions at constant reactivity

[78][79]. The shift in flame position axially is also quasi-linear with hydrogen enrichment,

which not only provides a good feedback mechanism for detecting flashback propensity with

hydrogen enrichment, but is also consistent with the momentum balance describing low-swirl

flame combustion (see Equation 15). According to this momentum balance, the increase in

flame displacement correlates to an increase in the flame displacement speed ST. However,

the bulk velocity U av is also kept constant through each evaluated condition. Since the

swirl burner delivers near-equivalent turbulence along the mean flame surface, then the ax-

ial velocity fluctuation u’ and by extension, the normalized turbulence intensity uRMS/SL

remains nearly constant as well. By isolating against reactivity and turbulence intensity, the

dominating parameter responsible for increasing ST with hydrogen enrichment is the flame

stretch rate K, demonstrating the non-negligible influence of differential diffusion.
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3.3 Flame surface area and flame surface density statistics

The effect of flame stretch K as a result of differential diffusion contributes to enhanced

wrinkling of the turbulent flame surface, even at a constant turbulence intensity, as shown

in Figure 25. In this manner, the evolution of the turbulent FSA (i.e. AT) is analyzed in

response to hydrogen enrichment and normalized by the mean “laminar” FSA (i.e. AL).

The mean FSA contours are obtained by binarizing the mean temperature progress variable

field with an edge threshold of 0.5. The resultant image is then Sobel-gradient filtered to

delineate the edge of the FSA corresponding to cT = 0.5. The number of non-zero pixels

comprised in the gradient-filtered image are counted to estimate the approximate laminar

flame length AL for each %H2 dataset. The mean progress variable fields obtained from Mie

scattering are depicted in Figure 26 along with the smoothed, mean flame surface area while

those obtained from OH PLIF are depicted in Figure 27. The unsmoothed region near the

nozzle exit is due to the filtering effect of Mie scattered images with lower seeding densities.

The computed mean FSA lengths are reported from both laser diagnostics techniques in

Table 2.

Figure 26: Mean temperature progress variable for XH2
= 0 - 80% (left to right). The cT =

0.5 isoline illustrates the mean FSA used to approximate the laminar flame surface area AL.

Table 2: Flame length approximation of the 2-D mean FSA obtained Mie scattering tomog-
raphy and OH PLIF at a mean progress variable of cT = 0.5

XH2
AL (from Mie scattering) (mm) AL (from OH) (mm)

0 20.296 17.546
20 20.625 16.909
40 20.355 17.727
60 20.975 16.364
80 20.06 15.636
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Figure 27: Mean reaction progress variable for XH2
= 0 - 80% (left to right). The cR =

0.5 isoline illustrates the mean FSA used to approximate the laminar flame surface area AL.
Note axial position relative to the nozzle exit decreases

The flame surface area enhancement (Σ = AT/AL) has an important contribution on ST

and can be tracked from frame to frame. The FSA enhancement with hydrogen enrichment

can be observed qualitatively from the increasing corrugation and emergence of tongue-

like structures from Mie scattering as well as the instantaneous flamefronts extracted from

OH PLIF, illustrated in Figure 28. This evolution can also be captured quantitatively by

measuring AT from each frame in their respective dataset. In Figure 29, the PDs of Σ are

plotted for both Mie scattering and OH PLIF techniques by considering an equivalent FOV

of the flame, -0.25Dnozzle ≤ r ≤ 0.25Dnozzle.

Figure 28: Instantaneous flame images extracted from OH PLIF technique for a) XH2
=

0%, b) XH2
= 20%, c) XH2

= 40%, d) XH2
= 60% and e) XH2

= 80%. The emergence of
increasing corrugation at XH2

= 80% is highlighted in red.
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The FSA enhancement observed with hydrogen enrichment is evidenced by the linear

shift of the PDs towards larger Σ values. Although the scalar value of the mean flame sur-

face areas AL reported in Table 2 are not equivalent for both experimental campaigns, the

peak expected value of Σ for each H2 dataset remains comparable across both laser diagnos-

tics techniques. However, from OH PLIF, the PDs on FSA enhancement also demonstrate a

larger standard deviation, illustrating a higher probability for larger flame surface area with

hydrogen enrichment. The reason for higher probabilities of Σ between 3-6 may be due to

the ability for the binarized OH image to resolve higher curvatures. Conversely, the lower

standard deviations of Σ from binarized Mie scattering images are a result of sharper curva-

tures being smoothed by Gaussian and median filtering (see Appendix A.4 on uncertainty in

flamefront tracking). From the FSA PDs of Mie scattered images in Figure 29, this filtering

procedure can only resolve up to Σ ≈ 4. Nevertheless, the increase in Σ demonstrates an

enhancement of the flame surface area even if the turbulence intensity and turbulent kinetic

energy is kept nearly equivalent across each evaluated condition.

The flame surface density (FSD), defined as the amount of flame surface area generation

per unit volume (1/m) also gives an indication of the increased FSA generation with hydrogen

enrichment. According to Shepherd’s definition [80] of the turbulent burning rate, a larger

FSD/Σ is proportional to an increase in the turbulent burning rate. The ensemble-averaged

FSD is obtained from the binarized and gradient-filtered OH PLIF images to produce a mean

FSD field illustrated in Figure 30. Here, a reduced FOV roughly ≈16 mm from bottom of

image plane is considered for each hydrogen-enriched mixture to illustrate the enhancement

in FSD primarily at the forefront of the flame.

Figure 29: PDs of flame surface area enhancement Σ for increasing hydrogen enrichment
from Mie scattered images (left) and OH images (right).
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Figure 30: Ensemble-averaged (mean) FSD for a) XH2
= 0% and b) XH2

= 80%, normalized
by its maximum, where color map shows FSD as pixel intensity. Legend situated above plot
(right).

From Figure 30, the mean FSD of the flame is correlated against mean progress variable c.

Considering the measured progress variable ranges from c = 0 (unburned reactants) to c = 1

(burnt reactants), the average FSD is calculated incrementally with a bin size corresponding

to c = 0.01. Similar plots of FSD to c are reported by Hult et al. [81] in their 2D and 3D DNS

studies in lean, turbulent hydrogen-air mixtures. As illustrated, hydrogen enrichment leads

to an increase in overall FSD along with a skewness of the peak FSD towards a slightly larger

mean progress variable c. The increasing skewness of the FSD profile with decreasing Lewis

number can be explained by the formation of cusps towards the products side of the flame (c

> 0.5), a phenomenon which has been reported in V-flames [82] and is also consistent with

findings from Trouvé et al. [83] and most recently by Chakraborty [84]. This phenomenon

showcases that the increasing effect of differential diffusion plays a considerable role in not

only stretching and elongating the flame, but also altering its structure. Ultimately, the

enhanced FSA and the trend of larger FSD with hydrogen-enriched mixtures is expected to

increase ST and by extension, the turbulent burning rate ST,LC.

3.4 Local flamelet displacement velocity statistics

The local stretch factor I o, corresponding to an increase in the local flame displacement

speed ST, is hypothesized to be largely influenced by differential diffusion effects as a result

of hydrogen’s preferential diffusion at the leading points of the flame. The PDs of the S u

velocity component key to calculating ST is plotted in Figure 31.
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Figure 31: PDs of the convective velocity of the flow (S u component) with increasing hydro-
gen enrichment.

The S u velocities are largely positive considering the convective velocity of the flow moves

upward towards the flame, as evidenced by the PDs of S u in Figure 31. Instances where

the convective flow velocity is negative (i.e. defined as vectors pointed away from the flame,

S u < 0) are much rarer, lying outside a 1.5 - 2σ confidence interval and may be attributed

to an uncertainty on the PIV software in predicting the upward motion of particles at the

flamefront. Nevertheless, the PDs of S u still demonstrate a shift of the expected convective

velocity of the flow towards larger values for increasing hydrogen enrichment. This shift is

also exemplified by the increased standard deviation and negative skewness of PDs for high-

hydrogen content conditions. In general, this behaviour is consistent with a flame stabilizing

closer to the nozzle exit where turbulent mean velocities are larger. This phenomenon can

also be explained by a flame stabilizing where there is less decay of the turbulent kinetic

energy, which seeks to enhance the turbulent FSA (AT), which in turn increases the turbulent

burning rate of the flame.
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Figure 32: Example of 5 successive flamefronts (t i-2 to t i+2) depicting a) inadequate tracking
of flamelet motion due to b) flame “jumping”. Example shown is of CH4 -air mixture.

Figure 33: Example of 5 successive flamefronts (t i-2 to t i+2) depicting a) inadequate tracking
of flamelet motion due to b) flame “turning”. Example shown is of CH4 -air mixture.

From post-processing, a high number of instances have been found where the flamefront

exhibits jumping due to the rapid vaporization of atomized oil droplets (see Figure 32)

whereas other instances such as turbulence-induced flame turning (see Figure 33) cannot be

adequately captured. As a result, it becomes insufficient to track the entirety of the flame

front’s motion if numerical artefacts persist in the optimization scheme used to correlate

flame grid points between successive flame fronts. Therefore, this approach has been modified

to evaluate only the leading point of the flame towards resolving the flamelet velocity SF

component of the local flame displacement velocity ST.
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Figure 34: PDs of a) the local convective velocity of the flow S u and b) flamelet velocity S u

at the leading point of the flame (i.e. closest grid point axially relative to the nozzle exit).

The PDs of S u and SF characterizing the local velocities of the flamelet at the leading

point are plotted instead in Figure 34. As expected, the PDs of the S u velocity component

along the leading point exhibit the same shift towards larger values as those referenced in

Figure 31, which capture the convective velocity along entirety of the flamefront. Conversely,

there is not a marked shift of the SF PDs towards positive velocities, but rather a slightly

larger probability of negative SF values with H2 enrichment. This phenomenon can be

interpreted as the flamelet moving away from the nozzle and rapidly accelerating, as depicted

in Figure 35. The enhanced vaporization of the oil droplets could also be due to the out of

plane motion of the swirling flow, which becomes stronger as the flame displaces closer to

the nozzle exit with hydrogen enrichment. The increasing flamelet motion is also consistent

with the flame stabilizing closer to the nozzle exit where higher local turbulence has a larger

influence on perturbing the flamefront. In turn, this enhanced perturbation serves to distort

and stretch the flame surface further, effectively promoting larger flamelet velocities. This

suggests that the flame displacement in response hydrogen enrichment has a dual effect on

both components of the local flame displacement speed. The flame “jumping” phenomenon

occurs more frequently with hydrogen enrichment, but considering it is an artifact of flamelet

motion tracking means that larger positive SF velocities would not be captured as frequently

in the PDs of the SF velocity component.
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Figure 35: Example of 5 successive flamefronts (t i-2 to t i+2) depicting rapid acceleration of
leading point’s flamelet motion due to larger vaporization of atomized oil droplets. Example
shown is of 80% H2 -20% CH4 -air mixture.

Figure 36: PDs of the local flame displacement speed ST corresponding to the local stretch
factor, I o at the leading point.
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The summation of the S u and SF velocity components at each grid point along the flame-

front are represented by the PDs of ST in Figure 36. In this summation, the directionality of

the convective velocity (i.e. positive S u towards flame, negative S u if away) and the flamelet

velocity (i.e. positive SF moving towards reactants, negative SF if away) are considered in

the computation of the local flame displacement speed at each flame grid point. From these

PDs, it is possible to obtain a “negative” turbulent flame speed if for an instant, flame grid

points move locally away from the nozzle and whose motion is larger than the convective

velocity at those flame grid points. Nevertheless, the ST being largely positive demonstrate

that any negative flamelet motion is largely dominated by the positive convective velocity

S u coming into the flame. At the XH2
= 0% condition, the mean value for the local stretch

factor I o = ST/SL is approximately 3.24 while the mean I o for the XH2
= 80% condition

is as much as 7.81. The increase in local stretch factor with hydrogen enrichment is also

evident by the shift in mode (i.e. peak) values of ST/SL towards larger values. Since Σ and

I o both increase as the hydrogen concentration increases, then the turbulent burning rate

ST,LC must increase as well, even while maintaining a constant baseline reactivity and near-

constant turbulence intensity with hydrogen enrichment. The considerable increase in local

flame displacement speed from 3.24 to 7.81 highlights the degree that differential diffusion

affects the turbulent burning rate of hydrogen-enriched mixtures.

3.5 Local strain rate and curvature statistics

While an increase in the local flame displacement speed and the turbulent burning rate can

be correlated to differential diffusion effects, further analysis is required on the components

of flame stretch responsible for its increase. For instance, the influence of flame stretch

can be inferred from Figure 37, which depicts the evolution of the turbulent flame brush

thickness δT derived from the OH PLIF mean progress variable fields. The turbulent flame

brush thickness is computed by calculating the distance of the c = 0.1 and c = 0.9 isolines

relative to the c = 0.5 isoline. It is evident both qualitatively and quantitatively that the

turbulent flame thickness decreases with hydrogen enrichment. However, prior analysis of

mean FSD has demonstrated that Σ enhances with hydrogen enrichment. Therefore, the

increased FSA within a smaller flame brush thickness must mean that there is an increase

in flamefront curvature κ. The mean of the curvature PD from each dataset is considered in

Figure 38.
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Figure 37: Mean progress variable fields for a) XH2
= 0% and b) XH2

= 80% conditions
depicting progress variable isolines at c = 0.1 (white), 0.5 (purple) and 0.9 (black). Radial
profiles of c) the turbulent flame brush thickness normalized by the laminar flame thickness
δT/δL for all evaluated conditions.

The mean curvature from PDs of κ is plotted against effective Lewis number for each

evaluated condition. From the scatter plot, values of mean curvature straddle the κ = 0

line. This can be interpreted by κ PDs which are symmetric about κ = 0 and is consistent

with findings from Abbasi et al. that DL instabilities do not dominate at higher turbulence

intensities [85]. This is also indicative that there are both equally negative and positive

curvatures as the flame becomes more stretched. However, the larger standard deviation

for lower effective Lewis numbers means that there are higher probabilities for negative and

positive local curvatures with hydrogen enrichment. Therefore, an analysis is done instead

on the mean positive curvature to indicate if there is a development of positively curved

flamelets associated with the leading points hypothesis. From Figure 38, the mean positive

curvature increases below an effective Lewis number of 0.7, which corresponds to the XH2

= 40% condition. As hydrogen concentration increases past 50% fuel fraction, differential

diffusion effects influence the flame topology such that larger curvatures are more prevalent.

As expected, this behaviour of increased curvature is consistent with larger FSA generation

within a decreasing flame brush thickness. Therefore, the increased local curvature is respon-

sible for stretching the flame, increasing the local flame displacement speed and increasing

the turbulent burning rate. However, the flame stretch rate is comprised of two components

which both contribute to corrugation along the flamefront: the curvature κ and the hydro-

dynamic tangential strain on the flame induced by the bulk flow, K s,t. The components
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Figure 38: Mean curvature ⟨κ⟩ (left) and mean positive curvature ⟨κ > 0⟩ (right) correlated
against effective Lewis number Leeff.

of flame stretch are also extracted locally along the flamefront, where the mean value from

PDs of κST and K s,t are plotted in Figure 39. From Figure 39, it is important to note the

magnitude of the vertical axis from both contributions of flame stretch rate. The combining

influence from curvature and the local flame displacement speed is ≈ 7 times larger than

that from the hydrodynamic tangential strain experienced by the flow field.

Figure 39: At the leading point, a) mean of the positive curvature component κST (left) and
b) mean of the positive hydrodynamic tangential strain component K s,t (right) of the flame
stretch rate K plotted against effective Lewis number, Leeff. Note difference in scale on the
y-axis of both plots.

The contribution from the curvature component of flame stretch K is expected to increase

and agrees with the increasing positive, mean curvature observed at lower Lewis numbers.

Meanwhile, the influence from the tangential strain component remains relatively stagnant.
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This demonstrates that the turbulent flow field does not significantly alter the stretch be-

haviour of the flame, particularly because the bulk velocity is kept constant across each

condition. Therefore, the increased flame stretch as a result of hydrogen enrichment can be

largely explained by increasing curvature towards enhancing the local flame displacement

speed.

Figure 40: Contour plots of the local flame displacement speed enhancement I o = ST/SL at
the leading point correlated against positive curvature at leading point for a) XH2

= 0% H2

and b) XH2
= 80% H2 conditions.

The correlation between local flame displacement speed and increasing curvature are

interrelated since an increase in flame stretch rate will increase ST. In Figure 40, the contour

plots at XH2
= 0% H2 and XH2

= 80% H2 demonstrate a synergistic increase in local flame

displacement speed as a result of larger positive curvatures. Therefore, the increase in

curvature as a result of hydrogen addition is the dominating mechanism behind the increase

in turbulent flame speed and the turbulent burning rate.
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3.6 Turbulent burning rate

Figure 41: Mean local flame displacement speed enhancement ⟨Io⟩ = ST/SL at leading point
normalized by mean flame surface area enhancement ⟨Σ⟩ = AT/AL, correlated against the
mean normalized turbulent burning rate ⟨ST,LC⟩/SL (left) and against effective Lewis number
Leeff (right).

The turbulent burning rate is estimated as the mean of the PDs of I o and Σ, respectively.

In Figure 41, the relative contribution between I o and Σ are weighed against the turbulent

burning rate. With hydrogen enrichment and a decreasing effective Lewis number, the av-

erage of the relative contribution between I o and Σ is ≈ 2.6. This results in a I o relative

contribution of 72% compared to 28% from FSA generation Σ. However, this relative con-

tribution may be skewed towards larger values since only effective Lewis numbers < 1 are

considered in this study, where I o is expected to be more prevalent. Similar to experiments

designed by Abbasi et al. [85], it is believed that the ratio between I o and Σ may stagnate

towards a constant value for mixtures with higher Lewis numbers even in low-swirl combus-

tion. However, it is important to note that the mean ratio ⟨Io⟩/⟨Σ⟩ reported here is still

larger than 1 even for a mixture close to unity Lewis number.
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4 Conclusion

4.1 Discussion of results

In this thesis, the fuel volume fraction of H2 relative to CH4 (i.e. XH2
) was increased in

mixtures with constant SL and constant U av in an effort to isolate differential diffusion

effects with hydrogen enrichment. One of the primary impacts of hydrogen addition to fuel-

lean methane-air mixtures was the axial displacement of the low-swirl flame closer to the

nozzle exit, as observed qualitatively and quantitatively from both experimental campaigns,

demonstrating the flame stabilizing in a region with larger convective flow velocities. Given

the low-swirl flame stabilizes against an opposed flow where the local flame speed matches

the local velocity, the axial displacement must correlate to an increase in the turbulent flame

speed, by Equation 15. This behaviour suggests a stronger correlation to fuel composition

effects as a result of hydrogen addition even at moderate turbulence intensities. Cheng et al.

characterized the turbulent flame speed enhancement in low-swirl flames by introducing an

empirical constant to describe the proportionality between ST/SL and uRMS/SL, determined

to be K = 1.73 in fuel-lean CH4 mixtures and K = 3.15 in fuel-lean H2 mixtures [77]. From

these findings, the difference in empirical constants for fuel-lean-air mixtures at equivalent

turbulence intensities is also indicative that ST enhancement is strongly correlated to the

fuel composition (i.e. thermodiffusive effects).

Another impact of hydrogen addition is the increase in flame surface area enhancement

AT/AL coupled with the decrease in the turbulent flame brush thickness δT of the low-swirl

flame. This coupling effect serves to concentrate the FSA generation such that FSD increases

with hydrogen enrichment. The trend of increasing FSD with hydrogen enrichment, which is

also reported in Emadi et al.’s study of low-swirl hydrogen-enriched flames [86], promotes an

increase in the turbulent flame speed by means of increasing the burning rate. It is important

to recall the evaluated mixtures in this study describe flames within the BPTRZ regime,

which suggests turbulent diffusion whose turbulence scale is larger than the laminar flame

thickness δL wrinkle the flamefront towards increasing the turbulent flame speed. However,

the influence of differential diffusion is still prevalent for higher turbulence intensities in the

flamelet regime, which corroborates the increase in local flame displacement speed observed

in this study and that observed by Wu et al. for larger Reynolds number flows [87].

The larger FSD generation and enhancement of the local flame displacement speed with

hydrogen enrichment has prompted an analysis of local flame stretch effects to determine the

leading mechanism enhancing the turbulent burning rate. This analysis involves extracting

the components of flame stretch rate K (i.e. curvature and hydrodynamic tangential strain
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components) locally along the flamefront. The influence of the hydrodynamic tangential

strain component, synonymous with the strain induced by the bulk flow, was expected to be

similar across for all mixtures considering the equivalent bulk velocity boundary condition.

In this case, the product of the curvature and local flame displacement speed component (i.e.

κST) for flame stretch shows a monotonically increasing trend with decreasing Lewis number.

The κST term describes the coupled effect between flame stretch and flame propagation

behaviour becoming stronger as thermodiffusive effects become more prevalent with hydrogen

addition. DNS studies characterizing thermodiffusive instabilities in fuel-lean, premixed

hydrogen flames in a slot burner configuration also demonstrate the synergistic interaction

in this term exacerbated by differential diffusion [88]. In their simulation, the κST term,

which is most pronounced in regions of larger positive curvature, correlates strongly to an

enhanced local reactivity in thermodiffusively-unstable flames (i.e. Leeff < 1), leading to

larger local burning rates. Nevertheless, the enhancement in local flame displacement speed

or I o, does not necessarily occur at the most positively curved regions, or leading points of the

flame. Marshall et al.’s study in high-hydrogen content, low-swirl flames have attempted to

characterize if the curvature at the leading points are controlling the turbulent burning rate

enhancement [89]. Their findings, which illustrate an almost negligible change in leading

point curvature with hydrogen addition, suggest it might be a global effect of increasing

curvature rather than a local effect at the leading points towards increasing the turbulent

burning rate. Further analysis is required to validate the leading points concept towards

modelling flame stretch effects in response to differential diffusion.

The local stretch factor I o, defined in this study as ST/SL also differs from literature, as

mentioned in Driscoll’s review paper on turbulent premixed combustion [90]. The definition

of the stretch factor is based on the normalized local flamelet consumption speed SF,LC/SL

instead of the normalized local flame displacement speed ST/SL. This adopted definition

of the stretch factor introduces the turbulent Markstein number MaT (I o = 1 - MaT f (K ))

analogous to the laminar Markstein number MaL, which is dependent on Markstein length L.
Considering the relationship between Markstein length and number to flame stretch effects,

a thermodiffusively stable mixture (Le ≥ 1) is expected to result in Markstein numbers near

zero for both the laminar and turbulent conditions such that I o ≈ 1. However, it is important

to note that the definition of I o used in this study based on ST results in ⟨Io⟩ > 1 even for

near-unity Lewis numbers where mixtures are expected to be thermodiffusively stable. In

this respect, it is more amenable to examine the modal (i.e. expected) value of I o extracted

from the ST PDs at XH2
= 0%. The peak value of the PDs of ST LE/SL occurs at ≈ 1-2

and is somewhat close to I o approximations made in the literature.

The development of local extinction spots with hydrogen enrichment is recognized in
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this study. Nevertheless, the appearance of such local extinction in regions of large negative

curvature, as predicted by DNS studies for fuel-lean hydrogen-air mixtures [50] cannot be

adequately captured through developed flame surface tracking techniques from Mie scat-

tering of oil droplets. This phenomenon cannot be captured for two reasons: 1) there is

ambiguity from the oil droplet vaporization if a flame is locally extinguishing or not and 2)

there is an inherent limitation by the Pavlidis contour tracking algorithm such that it re-

quires a continuous contour to be tracked and cannot resolve regions where the flame locally

extinguishes, or cusps. Furthermore, increasingly negative curvatures associated with cusp

formation and flame extinction are more prone to being filtered in the curvature analysis,

which is limited to a curvature κ = 0.295 [1/pixel] or κ = 10 [1/mm] (equivalent to a radius

of 3.39 pixels). Therefore, analysis of the flame topology for hydrogen enriched mixtures is

better characterized by instantaneous OH-PLIF, which also serves to capture the formation

of flame pockets aside from the flamefront.

4.2 Summary of results

The key results of this thesis work on differential diffusion effects in fuel-lean, hydrogen

enriched low-swirl flames are summarized by two primary findings:

1) The low-swirl flame experiences a monotonically increasing, mean axial displacement

towards the nozzle exit with hydrogen enrichment. The momentum balance characterizing

low-swirl flame stability demonstrates the relationship between increasing axial displacement

and increasing turbulent flame speed. The increase in turbulent flame speed as a response

to hydrogen enrichment is evident even in mixtures at constant reactivity and near-constant

turbulence intensity, demonstrating the influence of differential diffusion effects.

2) The ratio between local stretch factor I o = ST/SL and FSA enhancement Σ has been

correlated against the mean turbulent burning rate, defined by Driscoll [90] to include stretch

sensitivity effects as a result of differential diffusion. The relative contribution between I o and

Σ has been found to be 72% and 28% respectively. This finding, which is in close agreement

with Abbasi in their analysis of counter-flow flames [54] suggests there may be a universal

relationship to predict the turbulent burning rate in response to differential diffusion effects

across various burner geometries for low-Lewis number mixtures.

4.3 Future work

The analyses undertaken in this study are largely made from a 2-D transversal cross section

of the low-swirl flame. While the 2D-3C velocity field is resolved using stereo PIV techniques,
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the out-of-plane velocity component does not provide sufficient information past the vorticity,

2×ω in the shear layers and the azimuthal velocity w. However, spatially resolving the flame

surface area in all directions using time-resolved 3D PLIF techniques could provide valuable

insight on FSA generation Σ and turbulent-flame interactions such as local extinction to

validate DNS and LES simulation of low-swirl flames with hydrogen enrichment. An example

of this level of analysis has been performed by Trunk et al. using a sophisticated laser

diagnostics setup to image OH PLIF in two parallel planes coupled with S-PIV to extract

the 3D local flame displacement speed [91].

Conversely, the simultaneous OH and CH2O PLIF techniques mentioned in this work

can be extended to extract and correlate the relative heat release rate (HRR) against cur-

vature along the flamefront. This correlation has been accomplished by Fan et al. on flame

wall interactions of fuel-lean hydrogen-air mixtures at the NRC [92]. In the context of

characterizing differential diffusion effects, the joint distribution between HRR and positive

curvatures would provide further insight into the enhanced reactivity exhibited at the fore-

front of thermodiffusively-unstable flames, as described by DNS studies from Berger et al.

[88]. A comparative analysis on the relative HRR between the turbulent inner axial and

high-velocity outer swirling flow of a low-swirl flame can also provide further information on

the dynamics of flame stability.

The low-swirl injector (LSI) and turbulence-generating plate (TGP) designed in this

study can also be exchanged for different geometries. In this manner, a characterization

of differential diffusion effects across different geometries can be done to validate hydrogen

enrichment as purely a Lewis number effect and not a geometry effect. The use of different

geometries also permits the possibility to examine hydrogen enrichment across different bulk

velocities and different turbulence intensities. The characterization of flame structure by

PLIF/PIV techniques can be used to further validate premixed combustion regimes in the

Borghi diagram. Since only the center core flow was analyzed locally in this study, this work

can be extended to characterize local phenomena in the shear layers of the low-swirling flow

as well where velocities and turbulence intensities are larger.

Lastly, the dependence of differential diffusion effects on the Lewis number in a low-swirl

configuration can be used to predict the behaviour of other fuel blends closer to industrial

practice such as syngas (H2 and CO) for the same configuration. The volume-based effec-

tive Lewis number of a syngas mixture can be coupled to a flamelet model generally used

in CFD simulations to better predict combustion behaviour of low-swirl flames such as its

turbulent flame speed, its heat release rate and its combustion emissions. Given the increas-

ing capabilities of laser diagnostics techniques today, new questions can be posed in regards
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to the behaviour of premixed low-swirl turbulent combustion. Experimental work geared

towards resolving smaller scales of turbulence remains an important step in the development

of thermochemical models able to capture the physics of turbulent-flame interactions, which

in turn would improve the design tools for developing fuel-flexible gas turbines.

79



A Appendices

A.1 Geometric derivation of swirl number

The swirl number for a fixed-vane configuration can be re-derived from Eq. 14. Since the

azimuthal velocity (w) is kinematically related to the axial velocity (u) by the vane angle

tanα = u/w, the axial flux of linear momentum (Gx) and axial flux of angular momentum

(Gang) can be represented as follows:

Gang = 2πρ

∫ Rb

Rc

ua(ua tanα)r
2dr = 2πρu2

a tanα
R3

b −R3
c

3
(25)

Gx = 2πρ

∫ Rb

Rc

u2
ardr+ 2πρ

∫ Rc

0

u2
crdr = π[ρu2

a(R
2
b −R2

c) + ρu2
cR

2
c ] (26)

Similar to Eq. 16, Rb represents the radius of the burner from the center to the outer

plenum and Rc represents the radius of the inner plenum. Since the azimuthal velocity is

a function of the axial velocity by the vane angle, the axial velocity is broken down to two

components to distinguish axial velocity through the inner plenum (uc) and through the

annulus in the outer plenum (ua). The density ρ is assumed constant and is equivalent in

both inner axial and outer annulus flows given the same premixed mixture is flowing through

both channels. Therefore, the swirl number is taken as the ratio of the momentum fluxes:

S =
2πρu2

a tanα
R3

b−R3
c

3

Rbπ[ρu2
a(R

2
b −R2

c) + ρu2
cR

2
c ]

(27)

From this expression, the density and the constant π cancel each other while the terms

Rb and u2
a can be factored from the numerator and denominator respectively. This simplifies

the formula to the following:

S =
2
3
u2
aR

3
b tanα(1−R3)

Rbu2
aR

2
b[(1−R2) + u2

c

u2
a
R2]

(28)

Additional terms u2
a and R3

b can be cancelled from the numerator and denominator such

that R represents the ratio of the burner and centerbody radii (Rc/Rb). Furthermore, the

square of the velocity ratio u2
c/u

2
a can be represented as a function of the mass flux ratio

m between the flow in the centerbody and the annulus and the burner to centerbody radii

ratio, R. The mass flux ratio is:

m =
ρucAc

ρuaAa

=
ucAc

uaAa

(29)
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Therefore, re-arranging terms and squaring both sides of the equation gives the following

expression for the square of the velocity ratio:

m2A
2
a

A2
c

=
u2
c

u2
a

= m2π
2(R2

b −R2
c)

2

π2R4
c

= m2 (1−R2)2

R4
= m2(1/R2 − 1)2 (30)

Substituting the above expression into Eq. 28 yields the geometric representation of the

swirl number outlined in section 2.1. However, in regards to the controllable swirl burner

used in this thesis project, the thickness between the centerbody and the annulus (2 mm)

is non-negligible. For the integrals in Eqs. 25-26 used to denote the annular section, the

lower and upper limits, Rc and Rb represent the area radially between the inner plenum’s

outer wall to the outer plenum’s inner wall. However, for the integrals in Eqs. 25-26 used to

denote the centerbody section, the upper limit Rc represents the area radially between the

center of the burner to the inner plenum’s inner wall. In brief, the geometric areas of the

inner and outer plenum are 0.00008229 m2 and 0.00020719 m2 respectively, while the nozzle

exit area is 0.000366 m2. The plenum areas do not equal the nozzle exit area because of the

area attributed to wall thickness.
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A.2 Swirl burner design details

Figure 42: Design drawing of feeding system with tangential inlets.

82



Figure 43: Design drawing of low-swirl injector.
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Figure 44: Design drawing of top modular piece to inner plenum. Piece fastens on top of
low-swirl injector.
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Figure 45: Design drawing of bottom modular piece to inner plenum. Piece fastens under
low-swirl injector.
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Figure 46: Design drawing of outer plenum.
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Figure 47: Design drawing of turbulence generating plate.
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Figure 48: Assembly drawing of fully-controllable low-swirl burner.
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Figure 49: Exploded view of all components of low-swirl burner.
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A.3 Uncertainty in PIV and flow measurements

Atomized canola oil droplets are used as the seeding medium for particle image velocimetry

because of their ability to simultaneously resolve the velocity field and the instantaneous

flamefront location. Ideally, the seeding particle, which is approximately 1-2 µm [93], follows

the fluid’s streamlines uniformly such that up = u f, where up is the particle velocity and

u f is the fluid velocity. Particle sizes are often chosen for their scattering efficiency, but

particles which are too large do not adequately follow flow streamlines due to slip which

occurs along the particle boundary. The forces exerted on the particle are considered to

estimate the uncertainty between tracked flow velocity and actual velocity. The inertia of

the seeding particle, which can be modeled as a perfect sphere, is described according to

Newton’s Second Law:

ΣF = mpap = ρp
πd3p
6

du

dt
(31)

Here, ρp describes the canola oil’s density multiplied by the volume of a sphere. The

acceleration a of the particle by the flame is assumed to be uniform. The forces acting on a

particle include:

ρp
πd3p
6

du

dt
= FSD + FG + FTP + Fother (32)

The summation of forces acting on a particle include Stokes drag FSD attributed to the

viscosity between the particle and the fluid, the gravitational force FG, the thermophoretic

force FTP observed in high-temperature gradients and additional forces Fother due to added

mass by an accelerating body in a fluid, pressure gradients in vicinity of particle and

buoyancy-driven forces. Since particle Reynolds numbers Rep are ≈ O(1), the flow around

the particle can be described as potential flow in which case the force due to added mass

can be neglected. Furthermore, the density of the gaseous mixture ρf is several magnitudes

lower than the density of the particle ρp. Therefore, forces due to buoyancy, gravity and

near-vicinity pressure gradients can be considered negligible with respect to Stokes drag and

thermophoretic forces. Lastly, the vaporization point of the oil droplets occurs at tempera-

tures < 576 K which is assumed to be within the low temperature-gradient zone of the flame.

In this case, the primary force acting on the particle which would skew its tracking efficiency

is the Stokes viscous drag. The Stokes drag is characterized by the following expression with

an additional correction factor to account for slip along the particle boundary layer:

ρp
πd3p
6

du

dt
= ρp

πd3p
6

σup =
3πµdp(uf − up)

CKW

(33)
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The Knudsen-Weber slip correction factor CKW is calculated by estimating the Knudsen

number from the mean free path of the particle, as detailed by Bergthorson et al. [94]. The

uniform velocity gradient σ (1/m) of the particle assumed to be equivalent to the velocity

gradient of the fluid, is estimated by normalizing the turbulent RMS fluctuation of the flow

by the characteristic integral length scale Λ such that σ ≈ uRMS/Λ. Therefore, an expression

to determine the relative velocity tracking uncertainty between the particle and the fluid is

derived below:

up

ug

=
1

1 + CKWτsσ
(34)

From equation 6, if the Stokes time τs = ρpd
2
p/18µ normalized by the flow time (often

associated with the Kolmogorov time scale τη ), also known as the Stokes number St, is

less than 0.05, then the particles adequately capture the flow. In these experiments, the

Kolmogorov time scale is on the order of O(10−4), in which case St is ≈ 0.03. The uncertainty

in particle tracking is captured in Table 3 depicting thermodynamic and transport properties

of the gaseous mixture used to compute the slip correction factor. In these experiments, the

maximum uncertainty in particle tracking is estimated to be below 1.2%.

Table 3: Thermodynamic and transport properties corresponding to PIV uncertainty calcu-
lation according to slip correction factor, CKW.

XH2
(%) MW mix. (kg/kmol) µmix. (Pa-s) Rmix. (J/kg·K) CKW τsσu·103 Uncert. (%)

0 27.83 1.7776E-05 298.7424 1.108 9.84 1.08
20 27.52 1.7782E-05 302.1076 1.108 9.50 1.04
40 27.10 1.7782E-05 306.7897 1.109 9.67 1.06
60 26.56 1.7779E-05 313.0860 1.110 9.75 1.07
80 25.79 1.7773E-05 322.3230 1.112 10.20 1.12

Flowrates for H2, CH4 and air are controlled by 4 Brooks Elastomer Sealed Thermal

Mass Flow controllers (2 for air, 2 for CH4 fuel) and 2 Bronkhorst EL-FLOW Select Mass

Flow controllers (MFC) (2 for H2 fuel). A total of six MFCs were used to independently

deliver reactant flow through the inner and outer plena of the burner in units of standard

liters per minute (SLPM). For both plena, identical conditions in ϕ and mixture composition

were delivered where the fuel streams for H2 and CH4 were first premixed prior to further

premixing with air (oxidizer). In the case of the inner plenum, a micrometer valve was

installed to create an air bypass which was delivered to the TSI atomizer. The bypass

ratio (i.e. effectively the seeding density) was controlled by installing the micrometer valve

downstream such that closing the valve forces more flow through the atomizer instead. The
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addition of two 0.5-micron Swagelok filters downstream of fuel-air premixing and four Poppet

Swagelok check valves downstream of the fuel MFCs were added as a safety precaution to

arrest the flame in case of flashback. The MFCs were calibrated on site using a Bios DryCal

ML-800-44 to reduce uncertainty between the flow rate at the setpoint (SP) and the actual

flow rate. MFC properties are listed in Table 4 and whose setup corresponds to the diagram

in Figure 50:

Table 4: Mass flow controllers used during experimentation. Uncertainties on MFCs reported
within 20-100% full scale (FS).

MFC Manufacturer Uncertainty (%)

Brooks SLA5800 (10 SLPM) ± 0.9% SP
Brooks SLA5800 (30 SLPM) ± 0.9% SP
Brooks SLA5800 (100 SLPM) ± 0.9% SP
Brooks SLA5800 (300 SLPM) ± 0.9% SP

Bronkhorst EL-FLOW (20 SLPM) ± 0.5% SP ± 0.1% FS
Bronkhorst EL-FLOW (50 SLPM) ± 0.5% SP ± 0.1% FS

Figure 50: Schematic of swirl burner setup with six (6) mass flow controllers.
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Considering the bulk velocity is kept constant in this study, an estimation of the mass flow

through the center channel (-0.25Dnozzle ≤ r ≤ 0.25Dnozzle) at the nozzle exit is calculated

by computing the bulk flow rate of the mixture. The bulk flow rate is estimated by radially

integrating the mean axial velocity profile obtained from high-speed PIV and assumes the

flowfield is axisymmetrical.

Figure 51: Radial profiles of normalized mean axial velocity collected at nozzle exit (McGill
experimental campaign).

In order to compute the constant bulk velocity at the nozzle exit, the interrogation

window in DaVis is changed from 32×32 to 64×64 to sufficiently capture the faster particle

motion. The measured bulk velocities in the center core are listed in Table 5. The average

inner velocity from all mixtures is 12.11 m/s with a standard deviation of 0.38 m/s with an

error of 19.7% to the theoretical value of u = 10.12 m/s through the center channel (i.e.

center core velocity required for a bulk velocity U av = 13 m/s).
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Table 5: Average flow velocity calculated in domain corresponding to center channel at
nozzle exit. Density of each mixture computed in Cantera using GRI30 thermochemical
mechanism and corresponds to density of unburned reactants.

XH2
ρmix. umeas. (m/s)

0 1.14 11.96
20 1.13 12.69
40 1.11 11.68
60 1.09 11.99
80 1.06 12.23

A.4 Uncertainty in flamefront tracking

The degree with which the MATLAB tracking algorithm predicts the flamefront location is

subject to inherent uncertainties in post-processing, as detailed by Abbasi et al. [54]. Several

sources of uncertainty between the predicted flamefront and the actual flamefront include the

mean tracer particle distance lp, the evaporation distance l evap as a result of the oil droplet

lifetime and uncertainties in distance due to median filtering lFilt and size of the oil droplets

captured by the CMOS camera l I. The mean tracer particle distance, which coincides with

the seeding density, is calculated from the binarized Mie scattered image relative to its

equivalent saturated image such that lp characterizes the average distance between particles.

This average measurement is performed for 2000 PIV images for all conditions evaluated.

The oil evaporation distance l evap is calculated from the multiplication of its lifetime τevap

and the maximum flamelet velocity SF,max measured in post-processing. The oil lifetime

is expressed as τevap = d2
p/E, where dp is estimated to be at most ≈ 2µm and E is the

evaporation constant, as described in [95]:

E =
8λ

ρcp
ln

(
1 +

cp(T∞ − Ts)

hv

)
(35)

Here, λ is the thermal conductivity of the mixture, ρ and cp are the density and specific

heat capacity of the canola oil, T∞ is estimated as the average temperature between the

adiabatic temperature and the ambient room temperature: T∞ = (T ad - T amb · )/2, T s is

the flash point of the oil at ≈ 576 K and hv is the latent heat of vaporization of the oil. The

distance uncertainty due to non-linear median filtering of the Mie scattered image with a

5x5 window is estimated as lFilt ≈ 2.5 pixels. Lastly, the distance related to the pixel width

of the imaged particle on the CMOS array is estimated as l I ≈ 2 pixels. The uncertainties

on lFilt and l I are converted to physical units through the spatial resolution coefficient, C.

All uncertainty contributions to flamefront tracking are outlined in Table 6.
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Table 6: Uncertainties in flamefront tracking dependent on mean particle distance lp, evap-
oration distance l evap · and distances due to filtering lFilt · and imaging l I of seed particles.

XH2
l I/δL lFilt · /δL lp/δL l evap · /δL lTot · /δL

0 0.189 0.236 0.589 0.041 0.663
20 0.190 0.237 0.472 0.042 0.563
40 0.191 0.238 0.442 0.043 0.539
60 0.192 0.240 0.387 0.046 0.496
80 0.193 0.241 0.335 0.049 0.458

Therefore, the total uncertainty due to flamefront tracking, which is calculated by the root

of the sum of squares from all uncertainty components (i.e. lTot · =
√

l2I + l2Filt · + l2p + l2evap · )

is estimated to be within 0.7 times the diffusive laminar flame thickness of the hydrogen-

enriched mixture (≤ 0.7δL).

95



B References

[1] H. Ritchie, M. Roser, P. Rosado, Energy, https://ourworldindata.org/energy (2022).

[2] V. S. Ediger, An integrated review and analysis of multi-energy transition from fossil

fuels to renewables, Energy Procedia 156 (2019) 2–6.

[3] Z. Liu, Z. Deng, S. J. Davis, C. Giron, P. Ciais, Monitoring global carbon emissions in

2021, Nature Reviews Earth & Environment 3 (2022) 217–219.

[4] P. Julien, J. M. Bergthorson, Enabling the metal fuel economy: green recycling of metal

fuels, Sustainable Energy & Fuels 1 (2017) 615–625.

[5] J. M. Bergthorson, Y. Yavor, J. Palecka, W. Georges, M. Soo, J. Vickery, S. Goroshin,

D. L. Frost, A. J. Higgins, Metal-water combustion for clean propulsion and power

generation, Applied Energy 186 (2017) 13–27.

[6] J. M. Bergthorson, Recyclable metal fuels for clean and compact zero-carbon power,

Progress in Energy and Combustion Science 68 (2018) 169–196.

[7] W. He, M. King, X. Luo, M. Dooner, D. Li, J. Wang, Technologies and economics of

electric energy storages in power systems: Review and perspective, Advances in Applied

Energy 4 (2021) 100060.

[8] V. S. Arutyunov, G. V. Lisichkin, Energy resources of the 21st century: problems and

forecasts. Can renewable energy sources replace fossil fuels?, Russian Chemical Reviews

86 (2017) 777.

[9] G. R. Timilsina, Are renewable energy technologies cost competitive for electricity gen-

eration?, Renewable Energy 180 (2021) 658–672.

[10] L. Delannoy, P.-Y. Longaretti, D. J. Murphy, E. Prados, Peak oil and the low-carbon

energy transition: A net-energy perspective, Applied Energy 304 (2021) 117843.

[11] D. Noble, D. Wu, B. Emerson, S. Sheppard, T. Lieuwen, L. Angello, Assessment of

current capabilities and near-term availability of hydrogen-fired gas turbines considering

a low-carbon future, Journal of Engineering for Gas Turbines and Power 143 (2020)

V006T09A007.

96



[12] T. Bexten, M. Wirsum, B. Roscher, R. Schelenz, G. Jacobs, Model-based analysis of

a combined heat and power system featuring a hydrogen-fired gas turbine with on-

sitehydrogen production and storage, Journal of Engineering for Gas Turbines and

Power 143 (2021) 081018.

[13] T. Bexten, S. Jörg, N. Petersen, M. Wirsum, P. Liu, Z. Li, Model-based thermodynamic

analysis of a hydrogen-fired gas turbine with external exhaust gas recirculation, Journal

of Engineering for Gas Turbines and Power 143 (2020) V005T06A023.

[14] P. P. Edwards, V. L. Kuznetsov, W. I. David, N. Brandon, Hydrogen and fuel cells:

Towards a sustainable energy future, Energy Policy 36 (2008) 4356–4362.

[15] H. Zhao, J. Wang, X. Cai, H. Dai, Z. Bian, Z. Huang, Flame structure, turbulent

burning velocity and its unified scaling for lean syngas/air turbulent expanding flames,

International Journal of Hydrogen Energy 46 (2021) 25699–25711.

[16] P. Venkateswaran, A. Marshall, D. H. Shin, D. Noble, J. Seitzman, T. Lieuwen, Mea-

surements and analysis of turbulent consumption speeds of h2-co mixtures, Combustion

and Flame 158 (2011) 1602–1614.

[17] M. Hermesmann, T. E. Müller, Green, turquoise, blue, or grey? environmentally friendly

hydrogen production in transforming energy systems, Progress in Energy and Combus-

tion Science 90 (2022) 100996.
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