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Abstract

McGill University is near completion on a five year Major Project in Photonic

Deviees and Systems funded by the Canadian Institute for Telecommunication Research

(CITR). The objective is to build and demonstrate a representative subset of an electro­

optical "InteUigent Optical Backplane" system capable of handling terabit data rates. This

thesis describes the construction and demonstration of a prototyping printed circuit board

(PCB) known as the ATMCard. The goal of the ATMCard is two-foid. The first is to

develop an electronic PCB supporting ATM switching which can he connected to the 1998

CITR opticai backplane demonstrator with minimal adjustments. The second goal is to

serve as an initial step towards the specification and dellelopment of a more advanced

electronic PCB designed for an opticai backplane capable of supporting a bandwidth on the

order of 10 Gbit/s. ATMCard functions include the extraction of ATM ceUs from SONET

frames, ATM œU header translation, cell queueing, access to the CITR optical backplane,

and the extraction of ATM ceIls from the backplane. The ATMCard is also a

reconfigurable and reusable hardware prototyping platform, enabling rapid testing and

verification of digital systems.

The first objective of this thesis, the successful demonstration of an operational

ATMCard which can he connected with minimal adjustrnents to the 1998 CITR

demonstrator, has been achieved. Furthermore, the detailed descriptions of the ATMCard

design and implementation included in this thesis provide the framework for the

construction and demonstration of more advanced second generation boards. Thus, the

second objective ofthis thesis has also been achieved.
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Résumé

Un projet majeur dans le domaine des composantes et des systèmes photoniques

sera complété sous peu à l'Université McGill. Ce projet est subventionné par l'Institut

canadien de recherche en télécommunications (lCRT). Le but de ce projet est la

construction et la dénlonstration d'une portion représentative d'un système électro-optique

nommé "Intelligent Optical Backplane". Ce système est capable de supporter un débit de

transmission un terabitls. La présente dissertation décrit la construction et la démonstration

du ATMCard, une plaquette de circuits imprimés. Le but du ATMCard est de démontrer

une interface entre le domaine SONET/ATM et le domaine optique à l'air libre. L'interface

traduit les préfixes des cellules ATM, mise en attente des cellules, pennet l'accès au fond de

panier optique à l'air libre et extrait les cellules ATM du fond de panier. Le ATMCard

constitue également un outil réutilisable qu'il est possible de reconfigurer selon les besoins

pour la production rapide de prototypes. Ceci permet de vérifier rapidement des

conceptions numériques. En outre, cette dissertation dévoile les bases nécessaires à la

prochaine génération du système qui à son tour pennettra un débit de transmission d'un

ordre encore plus grand.

Le ATMCard a été démontré avec succès, démontrant sa capacité à pourvoir une

interface fonctionelle entre les domaines electronique et optique à l'air libre. Au meilleur de

la connaissance de l'auteur, cette dissertation constitue la première description détaillée

d'une architecture opérant l'interface entre le domaine électronique conventionnel et un

fond de panier optique à l'air libre.
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Chapter 1: Introduction

CHAPTER 1
Introduction

1.1 Motivation

Asynclzro/lOllS Transler Nlode (ATivl) is a network protocol that has been

introduced to meet the growing bandwidth demands over telecommunication and computer

networks. ATM is revolutionary because it aims to merge diverse forms of traffic such as

voice, cable. and data ante a single universal network. Presently, there are several

specialized networks such as the cable and telephone networks. Each network incurs its

own maintenance, administration, and deployment costs. The economic advantages of

having a single multi-service network based on ATM are significant.

As bandwidth demands continue to grow, future ATM switching networks may

require novel architectures and technologies since physical limits such as crosstalk make it

increasingly difficult to build systems entirely in the electrical domain. McGiIl University,

with the Canadian Institute for Telecommunications Research (CITR), has undertaken a

multi-year project to develop a reconfigurable free-space optical backplane capable of

supporting one trillion bits of data per second. A reconfigurable optical backplane

architecture called the HyperPlane has been developed. An ATM switching fabric is one

possible configuration of the HyperPlane. The goal of this thesis is two-fold. First, it is to

develop an electronic peB supporting ATM switching which can be connected with

minimal adjustments to the 1998 CITR optical backplane demonstrator. Second, it is to

serve as a first step toward the specification and development of a more advanced

electronic peB for an optical backplane capable of supporting a bandwidth on the order of
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10 Obit/s. In particular, this thesis will describe the design and implernentation of a

transmit/receive PCB used to transport ATM cells across the HyperPlane.

The ATM transmitlreceive card - also known as the ATiVlCard - utilizes various

bztegrated Circuits (lCs). The main control unit of the ATMCard is implemented in a

specialized IC known as a Field-Programmable Gate Array (FPGA). FPGAs are

programmable logic devices which are ideal in rapid prototyping applications. Design

entry of the ATMCard control components are accomplished using VHDL (Very higlz

speed integrated circuit Hardware Description Language). Once the VHDL design code

is compiled and synthesized, the design can be programmed into the FPGA.

Another rc central to the ATMCard is a SONET/ATM transceiver called the

TNETA 1SODA. The TNETA IS00A device is a single-chip implementation capable of

transporting ATM cells over a SONET network [TEX94]. In the ATMCard, ATM cells

are received from the SONETIATM transceiver by the FPGA and transmitted to the

HyperPlane. Conversely, cells received from the HyperPlane are transported by the

FPGA to the SONETIATM transceiver. Since the HyperPlane is currently under

development and will not be operational until 1998, a VHDL hardware emulation of the

HyperPlane was implemented on the FPGA.

Finally, before ATM celIs are transmitted over the HyperPlane, ATM header

address translation occurs in order to switch the cell to its correct destination. The FPOA

controls the ATM header translation process. Headers are translated using look-up tables

that are implemented in a Content-Addressable lvlemory (CAJ.\t1) and SRAM. The devices

that are used in the ATMCard will be discussed in detaiI in subsequent chapters.

1.2 Author's Contributions

The author's contributions are four-foid. The first contribution is the research and

specification of an ATM hardware system which can be connected to the 1998 CITR

optical backplane demonstrator with minimal adjustments. This thesis also serves as a first

step toward the specification and development of a more advanced board. The third

contribution involves the design and implementation of the ATM hardware system. This

hardware system incorporates various aspects of ATM technology and integrates them for

2



•

•

•

Chapter 1: Introduction

use in a free-space optical backplane. The final contribution is the system evaluation of the

AT.NI hardware system.

1.3 Impact of the ATMCard

As a fully functional prototype, the ATMCard will aid in the development of

second generation HyperPlane PCBs. Figure l.1 illustrates a typical free-space opticai

backplane supporting A.TM/SONET traffic. If the backplane is able to support an

aggregate bandwidth of 1 Tbit/s, then each of the PCBs are envisioned to support tens of

gigabits of data per second. Hence, a second generation ATA1Card could support a

bandwidth on the order of 10 Gbitls. The architecture of the currentATMCard will be used

as a foundation for these second generation PCBs. Furthermore, new students working on

these future PCBs will benefit tremendously from the lessons learned in the design and

implementation of the ATMCard.

The ATMCard currently contains a single SONET OC-3 data stream. Second

generation HyperPlane PCBs may contain multiple SONET streams at rates higher than

OC-3 (Figure 1.1). Since the long-term objective of the HyperPlane project is to have each

PCB supporting a bandwidth in the neighbourhood of 10 te 50 Gbitls, these multiple

SONET streams will be necessary [SZY96]. Other possible enhancements for these

future PCBs include software-controlled traffie management and monitoring, buffer

management. the use of faster FPGAs. and the possible replacement of FPGAs with

Application Specific Integrated Circuits (ASrCs).

Demonstrating a more Immediate use. the ATIY/Card may be used with a

HyperPlane demonstrator due for eompletion in 1998. The ATMCard was designed for

use with a Smart Pixel Array (SPA) designed in 1994 [SZY94a]. SPAs are optoeleetronic

devices composed of optical input and output windows along with associated eleetronic

processing circuitry. The 1998 HyperPlarze demonstrator will use a SPA very similar to

the 1994 SPA. Hence, the ATMCard may be incorporated within the 1998 HyperPlane

with little or no modifications. The impact of the ATMCard in this system would be

substantial since it would allow ATM switching to occur over the 1998 HyperPlane

demonstrator. Currently, no other research team has demonstrated ATM switching over a

free-space optical backplane.

3
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Optomechanical
suppon structure

Multiple SONET links per PCB
over optical fiber or unshielded ---......;;...-__~_

twisted pair (UTP)

Figure 1.1: A pictorial representation of a free-space optical backplane.

1.4 Thesis Overview

Chapter 2 presents a broad overview of ATM. It depicts the technological

evolution towards ATl\tI and follows with a description of ATM including protocol layers

and ATM traffic management. Chapter 2 concludes with a discussion of ATM switching

fabrics and queueing. ATM is a broad area of research that is difficult to fully grasp in one

reading. Therefore, it is not necessary to obtain a detailed understanding of Chapter 2 ln

order to continue on to subsequent chapters.

Chapter 3 discusses free-space optical interconnects and reasons for their possible

use in future high-bandwidth digital systems. One particular project at McGiIl University,

4
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the smart pixel based HyperPlalle. is presented. The HyperPlane is the target system for

the ATMCard.

Chapter 4 presents the system specification of the ATMCard. Included in this

chapter is a specification of the optical backplane.

Chapter 5 presents an overview of the ATMCarcf. It begins with an explanation of

the system design goals used for the ATMCard and continues with a description of the

hardware components used by the ATMCard.

Chapter 6 provides a detailed top-down hierarchical description of the ATMCard.

Each of the VHDL components designed for the ATMCard are discussed here. The

functionai operation of the ATMCard is aiso described.

Chapter 7 discusses the system evaluation of the ATMCard. FPGA area and

timing statistics are provided as weIl as a brief description of an ATM cell generator used

to source ATM cells for the ATlYlCardlHyperPlane system.

Chapter 8 concludes with a summary of the design and implementation of the

ATMCard. The ATMCard was designed to be compatible for use with the CITR 1998

demonstrator with minimal adjustments. Also. with the knowledge obtained from the

design and implementation of the ATMCard, the foundation has been made enabling faster

development of second generation HyperPlane PCBs.

5
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CHAPTER2

ATM Network Fundamentals

2.1 Introduction

ATM is a novel network protocol proffilslng integration of diverse broadband

multimedia services over a high-speed network. The complexity of such a netwq~k makes

ATM a vast area of research. For completeness7 this chapter will anempt to provide a

general overview of the key aspects of ATM. The reader does not require a detailed

understanding of Chapter 2 to comprehend subsequent chapters. Renee, a "light reviewn

of Chapter 2 is recommended. Advanced readers requiring additional information are

referred to the references.

The reasons behind the introduction of ATM are discussed in the first section of

this chapter (2.2 Transfer Modes - Why ATM?). The following section (2.3 Asynchronous

Transfer Mode) describes the ATM network layer mode!. Section 2.3 includes a discussion

of the Synchronous Optical Network (SONET), ATM header translation (VCINPI

switching), and ATM traffic management. A description of the 53-byte ATM cell is also

provided. The final section (2.4 Broadband ATM Switching) introduces ATM switching

fabrics and ATM cell queueing. Again, the reader is reminded that it is not a requirement to

have a detailed knowledge of this chapter in order to understand subsequent chapters.

Sections that are needed7 however7 include the description of the 53-byte ATM cell, ATM

header translation (also known as VCIIVPI translation), and a rudimentary knowledge of

ATM switches.

2.2 Transfer Modes - Why ATM?

CUITent and future telecommunication networks will require an increasing amount of

integration of high-bandwidth services. Existing single-traffic networks such as voice and

cable can handIe service integration only in a lirnited capacity. The reason for the recent

focus on service integration is the economic advantage that arises from having a single

network serving the demands of a wide variety of existing traffic with the capability of

supporting future applications (VIC93]. Narrowband-Integrated Services Digital Network

6
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(N-ISDN or just ISDN) was a first step at integrating voice and data traffic over a single

network [DEP93]. The transfer mode used for ISDN is the Synchronous Transfer Mode

(STM), otherwise known as circuit switching.

The Intemational Telecommunications· Union Telecommunications

Standardization Sector (lTU-T) defines a transfer mode as the method by which a

telecommunication network handles the transmission, multiplexing, and switching of traffic.

STM has long been used in telephone networks. The fundamental transmission rate of

STM is based on the bandwidth required to effectively transmit the human voice over a

communication channel.

The human voice contains frequencies from 0 to about 4 kHz. From a theorem

developed by Harry Nyquist, it is known that discrete-time sampling must occur at least

twice as fast as the highest frequency produced by an analog signal - the human voice~ in

this case - in order to accurately reproduce that analog signal (KES93]. Thus, the sampling

frequency required for the human voice is at least 8 kHz corresponding to a time interval of

125 Ils. Each sample is converted into a digital signal using Pulse Code Modulation

(PCM) in which a sample's amplitude is quantized into 256 levels (8 bits). Therefore, the

human voice requires 64 kbitls (8 bits every 125 ~ is equal to 64 kbitls) of bandwidth.

Information carried on an STM network is based on. these 64 kbitls signais. In

North America, 24 of these voice signais are Time-Division Multiplexed (TDM) together

with framing bits to forrn what is known as a frame (Figure 2.1). Each of the 24 voice

signais resides in its own rime slat. The resulting bandwidth of these 24 64 kbitls voice

signais, aIso called a Tl or DS 1 frame, is 1.544 Mbitls. A single telephone connection

("circuit") will always use the sarne time slot for the duration of the caIl. Other users

cannot use this time slot even during periods when the two users are siIent. ATM

overcomes this inefficient use of bandwidth by setting up what is known as virtual circuits.

In an ATM network, a connection is made between end users that will be used for the

duration of the calI. However, in ATM other users will he able to share any unused

bandwidth through a scheme called statistical multiplexing. StatisticaI rnultiplexing takes

advantage of the fact that voice packets belonging to a particular connection will oot

generally follow one after the other. In other words, they will not utilize the entire channel

bandwidth. Any remaining bandwidth will then he free for use by other connections

[VET95].
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Figure 2.1: Synchronous transfer mode (STM). (Not aIl of the 24 rime slots
available in the North American standard are shown.)

In addition to inefficient bandwidth utilization, pure circuit switching is

inappropriate for an integrated services network since ail services are offered the same

fundamental bit rate (64 kbitls). Services requiring bit rates below 64 kbit/s will be

allocated the entire bandwidth leading to an inefficient use of resources. On the other hand,

very high bandwidth services will not be allocated sufficient bandwidth. This inflexibility

in time slot bandwidth becomes even more troublesome when considering future

applications whose bandwidth characteristics are presently unknown. Therefore, STM's

potential for scalability appears limited.

One proposed solution was to aIlow a connection to utilize several basic rates (in

STM's case this is 64 kbitls) simultaneously [DEP93]. This transfer mode is called

Multirate Circuit Switching (MRCS). A problem arises when trying to choose the size of

this basic rate. If the basic rate is chosen to be small then applications requiring large bit

rates become difficult to manage and correlate since they will use a large number of these

basic rates. If a larger basic rate is chosen 50 that high bit rate applications 5uch as digital

video become easier to manage, then bandwidth will be wasted for low bit rate applications

such as voice and facsimile.

In order to overcome the problem of optimal base rate selection, another solution

was proposed whereby multiple basic rates would be used. This is the solution currently
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employed in ISDN. Here, the basic rates are chosen so that they more closely match the

known bit rates of available services. For example, ISDN includes as one of its basic rates

the B channel which has a bit rate of 64 kbit/s. For applications such as medicaI imaging

and high-definition television (HDTV), it also offers higher bit rate channels: the Ho

primary rate access channel running at 384 kbitls, the H 11 primary rate access channel

running at 1.536 Mbitls, and the H 12 offering a bit rate of 1.920 Mbit/s [HAN94].

Despite these improvements, difficulties arise when these networks try to support

severaI integrated services whose traffie characteristics differ greatly. Furthermore, since

the numerous basic rates were chosen with existing applications in mind, future

applications may not be serviced efficiently with the CUITent partitioning of bandwidth.

Finally, STM networks in general are unable to cope with traffic that is bursty in nature.

Bursty traffic is characterized by having a large peak-bandwidth-to-average-bandwidth

ratio. In circuit switching, once a connection is made between two or more parties, the

connection is maintained and the bandwidth is retained for the duration of the cali, whether

that bandwidth is being utilized or not. Inefficient bandwidth usage is quite cornmon for

bursty traffic since the selected channel rate must be at least as large as the peak bit rate of

the bursty source.

Although circuit switching networks may have suited the limited requirements

demanded by users in the past, telecommunication groups now realize that in order to cope

with diverse high-bandwidth applications in single digital network, a new transfer mode

was required. In addition, this new transfer mode must allow for the integration of future

applications whose traffic characteristics are presently unknown. The transfer mode

chosen for this new network, the Broadband lntegrated Servéces Digital Net\1/ork (8­

ISDN), is the Asynchronous Trallsfer Mode (ATM) [MIN89].

2.3 Asynchronous Transfer Mode

2.3.1 Introduction

Asynchronous Transfer !v/ode (ATM) is emerging as the base technology for the

next generation of broadband communication networks. Diverse applications such as

medical imaging, high-speed data transfer, digital television, voice, and the Global

9
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Positioning System (GPS). with their widely varying traffic characteristics. will benefit

from the flexibility and speed that ATM provides (Figure 2.2). ATM's versatility supports

the integration of future applications whose trafflc characteristics are currently unknown.

In terms of economics. having one universal broadband network catering to the demands
~ ~

of a multitude of services is much more efficient than having an overlay of severaI

networks each specialized for a particular traffic type. In addition to telecommunication

related applications, another application that will benefit from ATM is distributed

computing [VET95]. making ATM a truly universal broadband network.

Entertainment
Video

104 CD Audio

103

101

- 1 Hour

Telemetry

•

10101()4 106 108

Channel Data Rate (bits/second)

102

100 -+----+--+---+---+--I----+---+--I----+---+--I~

100

Figure 2.2: Traffic characteristics of broadband services [HIN93].

•

Previous packet switched networks such as X.25 and frame relay required complex

control protocols, such as cyclic redundancy check (CRe) for bit error control and

automatic repeat request (ARQ) for error recovery, in arder to ensure the successful

transmission of packets. This complex control mechanism was needed due to the poor

quality of the physicaI links. Today, the low bit error rates of high quality fiber optics

enables the simplification of the control protocols in ATM networks. This simplification

leads to a much faster network [DEP93]. The remainder of this chapter will describe
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various aspects of ATM including the ATM protocol reference model. ATlVI traffic

management. and ATM switching. It is not the purpose of this chapter to provide a

detaileà explanation of aIl aspects of ATM, only an introductory overview. However. sinee

ATM is such a broad topic. even this overview delves deeper into ATM than is needed in

order to gain an understanding of subsequent ehapters. Further reading on ATM is

provided in the referenees [ATM93], [DEP93]. [HAN94], [MIN89], [R0094], [SIU95],

[STI95], [VET95]. [VIC93].

2.3.2 ATLVI Protocol Reference Model

•

The seven layer Open Systems Intercolllzect (OS1) modei developed by the

International Standards Organization (ISO) has proven to be a sueeessful representation

of communication networks. A similar model has been adopted for ATM networks. The

ATM Protocol Reference Madel (PRM) is composed of three planes (Figure 2.3): a User

Plane that is eoneemed with the transmission of user information, a Control Plane that

handles calI control and connection control functions, and a Management Plane that is

eomposed of two types of funetions known as Plane Management and Layer Management

[HAN94]. Plane Management funetions provide coordination for all three planes while

Layer Managenzent funetions deal with the Operation and Maintenance (OAM) funetions

for each layer. Eaeh of these planes lie vertically in Figure 2.3. The Management Plane

spans aeross all layers in Figure 2.3 while the Control and User Planes span the ATM

Adaptation Layer (AAL) and the higher layer protoeols.

ATM Adaptation Layer (AAL)

User Plane

Higher Layer
ProtocoIs

Control Plane

Higher Layer
Protocols

A Tl\Il Layer

~-----J.\tlanagementPlane------.,('

Physical Layer• Figure 2.3: The ATM Protocol Reference Model (PRM).
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The User Plane, the Control Plane, and the Layer Management portions of the

Management Plane are further divided into three layers: the Physical Layer, the ATM

Layer, and the ATM Adaptation Layer (AAL). This section will focus on these three

layers. The Plzysical Layer is responsible for defining the transport method that individual

ATM eells will use to travel between ATM entities such as an end user or an ATM switch.

The ATM Layer is mainly concerned with performing the switching and multiplexing

funetions for the ATM cells. This layer provides the transparent transfer of fixed-size 53

byte ATM cells. Finally, the ATM Adaptation Layer (AAL) is responsible for defining the

set of service classes that are required to match the needs of different applications. The

AAL adapts user information to the ATM stream and vice versa [VET95].

Layer Sublayer Functions
AAL CS Convergence

SAR Segmentation and reassembly
Generic flow control

ATM Cell VPINCI translation
Cell multiplex and demultiplex
Cell rate decoupling
HEC header sequence generationlveritïeation

TC Cell delineation
Physical Transmission frame adaptation

Transmission frame generationlreeovery
PM Bit timing

Physical medium

CS Convergence sublayer
HEC Headcr error control
PM Physical medium
SAR Segmentation & reassembly

TC Transmission convergence
vcr Virtual channel identifier
vpr Virtual path identifier

•

Table 2.1: The ATM PRM layers and funetions [DEP93].

Finally, the PhysieaI, ATM and AAL layers are themselves composed of sublayers

(Table 2.1). The following subsections will present these three layers and their

corresponding sublayers (Table 2.1) in greater detaiI. Again, the detail provided is more

than is required to understand subsequent chapters, hence a "'light review" is

recommended.
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2.3.2.1 The Physical Layer

The Physical Layer defines the characteristics needed for encoding and decoding

data into waveforms that will he transmitted and reeeived over a specifie physical media

[SIU95]. This layer is subdivided into the Physical Medium (PM) and Transmission

Convergence (TC) sublayers (Table 2.1).

The TC sublayer recognizes individual bits. After bit reconstruction, this sublayer

adapts the data to the transmission system in use. A few transmission systems that have

been defined for use with ATM are the Synchronous Optical Network (SONET), the

Plesiochronolls Digital Hierarchy (pDH), and the Fiber Distributed Data Interface

(FDDD [DEP93]. The TC sublayer is responsible for the generation of a Header Error

Check (HEC) field which provides a means for a receiver to perforrn proper cell delineation.

The HEC field of the AlM header locates and corrects single-bit errors that occur in the

header. Due to the high quality of fiber optics and their low bit error rates, error correction

functions are simplified. Furthermore, an ATM receiver performs cell delineation on the

HEC field of an ATM header and not on the payload. (The structure of an ATM cell will be

described shortly.) This feature results in a simpler receiver design. Finally, the TC

sublayer is responsible for inserting and suppressing unassigned AlM cells according to

the portion of the channel bandwidth that is being used by user applications. (An

unassigned cell is identified by a standardized virtual path identifier cvPn and virtual

channel identifier (VCn value, which has been generated and does not carry infonnation

from an application using the ATM Layer service [ATM93].) This is known as cell rate

decoupling [DEP93].

The PM sublayer is the lowest sublayer and deals only with physical medium

dependent functions such as bit alignment, bit timing, line coding, and electrical/optical data

conversion. For the most part, the physical medium will be optical fiber although other

media such as coaxial and twisted pair cables may be used. The next subsection will

discuss the Synchronous Optical Network (SONET) protocol. SONET is a transmission

system that may be used ta transport ATM cells.
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2.3.2.1.1 SONET

This section will provide a detailed description of SONET. Readers may omit this

section without any loss of continuity. The reader must only he aware that SONET is an

optical transport system that is capable of carrying ATM trafflc.

The Synchronous Optical Network (SONET) is a synchronous transmission

standard for optical networks that has been acknowledged as an international transmission

standard used for framing and synchronization at the physicaIlayer. SONET (aIso known

as SDH in Europe) is able to carry severa! plesiochronolls signaIs - signaIs operating at

roughly the same data rates with any variation in rates being confined within specified limits

- in a synchronous environment [BAL89], (OrvII93].

The fundamental unit of the SONET signal hierarchy is the 51.84 Mbitls

Synchronous Transport Signal - LeveZ 1 (STS-l). The OpticaZ Carrier - LeveZ 1 (OC-l)

signal is derived from the STS-1 after scrarnbling and electricai-tO-optical conversion.

Scrambling is performed to aid in receiver cIock recovery by avoiding long strings of ones

or zeroes [BAL89]. The STS-l frame structure can be viewed as a t\vo-dimensional entity

with 90 colurnns and 9 rows of 8-bit bytes (Figure 2.4). The order of transmission is row

by row, from left to right, starting at 0 JlS and ending at 125 Jls. The timeinterval required

to send an entire STS-I frame - 125 JlS - is the same time needed to transmit one sample of

8 bits over an STM voice network. The first three columns of the STS-l frame comprise

the section and line overhead bytes while the remaining 87 bytes are for the Synchronous

Payload Envelope (SPE). The SPE is used to carry SONET payloads. The SPE aIso

includes 9 bytes of path overhead.
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Frarning

Pointers
STS-l Synchronous
Payload Envelope

• ...3 bytes...........------87 bytes------t....
OJls

S
4.

ectIon
Overhead,
Î

Line
Overhead

~

9 rows

•

•

125 J.ls
Figure 2.4: The SONET STS-I frame structure.

The SONET STS-I frame contains overhead bytes which are divided ioto section,

tine, and path layers. Figure 2.4 illustrates that the section and Hne overheads occupy the

first three columns of a SONET frame. The path overhead is embedded within the SPE.

The section overhead contains two frarning bytes that signal the start of each STS-I frame,

an STS-l identification byte, an 8-bit Bit-Interleaved Parity (BIP-8) check to monitor

section overhead errors, a channel for maintenance purposes, and user channels for future

use. When a SONET frame is scrarnbled, the framing bytes and the identification byte of

the section overhead are left unscrambled. The tine overhead includes three STS-l pointer

bytes (which will be discussed shortly), a BIP-8 check for monitoring line overhead errors,

and additional channels for messaging and future use. Finally, the path overhead of a

SONET STS-I frame includes a path BIP-8 error check for payload error monitoring, a

label field to identify the type of payload being carried, and others.

One main advantage of SONET is the ease of forrning higher data rate signaIs by

byte-interleaving N frame-aligned STS-l signaIs to form an STS-N signal (Figure 2.5)

[BAL89]. AlI the section and line overhead bytes from the STS-l #1 signal are used in the

STS-N frame. However, many of the overhead bytes from the remaining N - 1 STS-l

signals are unused. The only bytes that are kept from the remaining signals are the framing,

STS-l ID, and BIP-8 channels from the section overhead and the pointer and BIP-8

channeis from the Hne overhead. The STS-N frame is then scrambled to fonn an Optical

Carrier - Level N (OC-N) signal. In this ma..l1ner, higher bit-rate frames may easily be

derived from the fundamental STS-l signal. Typical OC-N levels are OC-3 (155.52

Mbit/s), OC-12 (622.08 Mbitls), and OC-48 (2.48832 Gbit/s).

15



•

•

•

Chapter 2: ATM Network Fundamentals

....~---------Nxbytes---------t..~

.,.3 bytes.........------STS-NSPE------I...~
Ops

~ Section
..- and Line-+------------------f
..-Overhead 9 rows

125 Jls

Figure 2.5: The SONET STS-N frame structure.

Maintaining synchronization when multiplexing payloads into a higher rate signal is

accomplished in SONET via the use of pointers which are located in the line overhead. The

payload pointer is a value stored in bytes Hl and H2 (Figure 2.6) of each STS-l line

overhead. The payload pointer indicates the location of the starting byte of the STS-l SPE

payload within the STS-l frame. Thus, the payload is not set at a fixed location within the

STS-l payload. Small frequency variations that occur in the payload of an STS-l frame are

accounted for by either incrementing or decrementing the pointer value (Figure 2.6). In this

manner, the synchronous frame structure of SONET is able to deal with plesiochronous

signais. For example, if the payload signal rate is slightly higher than the SONET frame

rate then the pointer value is decremented by one and the H3 line overhead byte Cnext to the

H2 pointer byte) is used to carry payload data for one frame (Figure 2.6 Ca». Likewise, the

payload pointer value is incremented by one and the data byte immediately following the H3

Hne overhead byte is nulled for one frame if the payload signai rate is slightly Iess than the

SONET frame rate (Figure 2.6 Cb». In effect, the size of the SONET payload may he

incremented or decremented by one byte in a plesiochronous environment. Using pointers

avoids data slips and the resulting data loss that occur when using more conventional

methods such as bit-stuffing and fixed location mapping to multiplex payloads into higher

rate signais [BAL89].
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Figure 2.6: Ca) Negative STS-l pointer adjustment operation and (b)
positive STS-I pointer adjustment operation [BAL89].

Finally, if a high data rate service requires N STS-l payloads, then the phase and

frequency of N STS-1 payloads must he locked together. This is done by grouping

together the STS-1 pointers in an STS-N signal and aligning ail STS-1 signals within the

STS-N frame [BAL89]. A concatenation indication is used in the second and third STS-l

pointers. This concatenation indication simply informs any STS-1 pointer processor that

the value of this pointer must be the sarne as the previous STS-I pointer. Therefore, by

using pointer concatenation and frame aligning STS-N signals, larger payloads formed from

multiple STS-1 payloads may he created. The resulting signal is known as an STS-Nc

signal where the "c" stands for concatenation. European telecommunication groups such

as the !TU-T had little use for the STS-l signal. They preferred a base signal that operated

near 150 Mbitls. For this reason, the STS-3c, which operates at 155.52 Mbitls, was chosen

to be the building block of the signal hierarchy for SDH. In SDH, the STS-3c signal is

known as the Synchronous Transport Module - LeveZ] CSTM-I).

The reader is referred to [BAL89] for further details on the SONET protocol.
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2.3.2.2 The ATM Layer

The ATM layer serves as an interface hetween the AAL and the physicallayers and

is independent of the transmission medium used to' transport the ATM cells. This layer

defines a fixed ATM cell size of 53 bytes. The choice of this cell size resulted from a

compromise hetween North American and European telecommunication organizations. In

high-speed fast packet switching. the header of a cell must he processed extremely quickly.

North American observers felt that a œIl with a 64 byte payload would give switching

systems enough rime to process the header. Europeans were focusing more on the

integration of services. including voice. At 64 kbit/s, a 64 byte cell would take 8 ms to he

filled with voice traffic. This increase in delay for voice services would require additional

funds to employ echo cancellers, something the Europeans were opposed to do. Thus, the

Europeans proposed a cell payload size of 32 bytes. Finally, a compromise was reached

where the cell would be comprised of a 5 byte header and a 48 byte payload (the average of

32 and 64). This is one of the reasons why ATM is sometimes referred to as a compromise

technology [VIC93] .
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(a) UNI Cb) NNI

Figure 2.7: ATM cell format for the UNI Ca) and NNI Cb).

•

The 5-byte ATM cell header formats are shown in Figure 2.7. The header formats

are defined for the User-to-Netwark Inteifaee (UNI) and the Network-ta-Node Inteifaee

(NNI). The UNI defines the interface at the user end of the network while the NNI defines

the interface between ATM switches and/or nodes. The ooly difference between the two is

that the four most significant bits of the first byte in the UNI cell fonnat house the Generie

Flow Control (GFC) fields, whereas the NNI cell uses these bits for the Virtual Path
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Identifier (VPI). ATM bytes are transllÙtted in increasing order starting with byte l.

Within a byte, the bits are sent in decreasing order beginning with bit 8 and ending with bit

l (Figure 2.7).

ATM layer functionality is defined by the cell header format shown in Figure 2.7.

The following is a summary of the main functions provided by the ATM layer [DEP93].

1) The multiplexing and demultiplexing of cells of several different connections

are performed with the aid of the Virtual Path Identifier (VPI) and Virtual

Channel Identifier (VCn fields.

2) VPIIVCI cell header translation is accemplished when switching an ATM

cell from one physicallink to another across an ATM switch.

3) The ATM layer provides a certain Quality of Service (QoS) class for a

connection through the CeU Loss Priority (CLP) field.

4) Management functions such as congestion indication are handled in the

ATM layer using the Payload Type Identifier (PT!) field.

S) Extraction of the header is performed before the cell is sent to the AAL layer,

while insertion of the header occurs after the AAL layer delivers the cel! to

the ATM layer.

6) Flow control is performed in the ATM layer through the Generic Flow

Control (GFC) bits of the ATM cell header. (This field is found only in the

UNI ATM cell fonnat.)

7) A simple errer checking scheme for the ATM cell header is provided by the

Header Error Control (HEC) field.
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•

Virtual Path Switch

Figure 2.8: Virtual path switching [HAN94].

•
ATM cells of different connections are identified and distinguished by their vcr

and VPI fields. The vpr and vcr fields of the ATM header are used in the routing of

ATM cells in a connection. The ver identifies a single channel while the VPI groups (or

multiplexes) individual Virtllal C/zallllels (VCs) with different VCIs. so that an entire

group of VCs may be switched as a single entity. Upon entering an ATM switch on a

given link. an ATM ceII's VPI field is used to deterrnine the output port that the incoming

cell must take. In addition. a new VPI field will be inserted to replace the oid VPI field

(VPI cell header translation) and the ceII is forwarded ta the next switch or end-user. This

is known as VP switching and is illustrated in Figure 2.8. From this figure. it should be

noted that virtuai channels within a VP are switched as one entity. However. VPI and vcr
fields in a header may also be translated simultaneously in what is known as VP/VC

switching. This is shawn in Figure 2.9.

•

It should be stressed that the VPIs and VCIs have significance only on the local

physicai link. The VPI and vcr values in the ATM cell header will generally change as the

cell travels from link to link. The VPI and VCI fields in the UNI cell format comprise 24

bits. This corresponds to over 16 million simultaneous connections (224 = 16.777.216).

For the NNI format. there are 28 bits in the VPI and VeI fields which translates ta over

260 million connections (22S = 268.435.456) [SIU95] .
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Virtual Channel Switch
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Figure 2.9: Virtual channel/virtual path switching [HAN94].

The GFC field (Figure 2.7) is used by the UNI to control the traffic rate entering the

network. This four bit field allows the UNI to limit the amount of data entering the

network during periods of congestion. In the NNL these four bits are used for the VPL

The PTT field (Figure 2.7) is used to distinguish between ATM ceUs that are

carrying user infonnation and ceUs that are carrying control information. This field allows

control and signaling data to be transmitted on other subchannels which are different from

the user channels. In addition. the PTT field may be used to indicate traffic congestion.

The CLP field (Figure 2.7) is used to ensure that a particular connection is offered a

certain Qualiry ofService (QoS) class. This field is used to indicate whether an ATM cell

may be discarded during periods of network congestion. For example. voice and video

applications can usually tolerate a minor amount of data loss whereas data applications

cannot. Therefore, a higher celI loss priority will be given ta voice and video traffic

enabling sorne of those cells to be drapped during periods of network congestion. The

CL? field may aiso be used by the netwark ta tag cells chat exceed the negotiated

bandwidth limit allocated to that particular connectian.
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The HEC field (Figure 2.7) is used to reduce the errors that may occur in the header

but not in the payload field. Multiple-bit errors are detected with high probability. In

addition, single-bit errors can he corrected. This is usually sufficient since for ATM

connections traversing fiber optic links the probability of a bit error is less than 10-9
•

Therefore, most header errors may be corrected with single bit error correction [SIU95].

2.3.2.3 The ATM Adaptation Layer

The purpose of the ATM Adaptation Layer (AAL) is to provide a link between

higher layer protocols and the ATM layer. The Protocol Data Units (PDUs) of higher

layer protocols are mapped by the AAL into the information field of one or more 53-byte

ATM cells of a virtual connection. In the other direction, the AAL takes the ATM cells and

reassembles the payloads into a format that higher layer protocols can understand. This

process is called Segmentation and Reassembly (SAR) and is performed by the SAR

sublayer of the AAL. The Convergence Sublay-er (CS) of the AAL (Table 2.1) is service

dependent and may include functions such as higher-Iayer error detection and correction,

allocating buffer sizes, source clock recovery at the receiver, and handling of cell delay

variation [DEP93].

Class A Class B Class C Class D

Timing between
source and Required Not required
destination

Bit rate Constant Variable

Connection mode Connection oriented Connectionless

Figure 2.10: ATM B-ISDN service classes.

Services that are to he transported over ATM networks are grouped into 4 classes

(Figure 2.10), each of which has its own specific requirements on the AAL. The

classification of these services is perforrned according to three different parameters:

1) The time relation between the transmitter and the receiver in a connection is

taken into account. Sorne services such as voice require a strict time relation
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between the source and destination. Services that require a time relation are

sometirnes referred to as real time services.

2) The bit rate that is characteristic of a particular service is considered. Sorne

services have a constant bit rate while others have a variable bit rate.

3) AIso taken into consideration is the connection mode that is used. Services

are either conneetion oriented or conneetionless.

These 3 pararneters result in 8 possible combinations for traffic types although only 4 of

these result in valid existing services. These 4 service classes are named A B, C, and D

(Figure 2.10) [DEP93].

Class A: Constant Bit Rate (CBR) service. This service class defines a

conneetion-oriented service whose bit rate is constant and where a timing

relation is required between the sender and receiver. AALI is responsible

for this type of service classA An example of a Class A service is 64 kbitls

voice that current telephone networks carry.

Class B: Variable Bit Rate (VER) service. This service class defines a

conneetion-oriented service whose bit rate is variable but requires a bounded

delay for proper delivery. This service class utilizes the AAL2 protocol. An

example of a Class B service is compressed packetized voice or video.

Class C: Connection-oriented data service. This is a connection-oriented

service whose bit rate is variable and whose delay for delivery is not

bounded. This class includes data communications where a connection is

set up prior to transmission. The ITU-T had originaIly recommended two

AAL protocols for this classA These two protocols, however, have been

merged into a single type eaIled AAL3/4. The complexity of this protocol

has prompted the proposai of a simpler protocol, the AAL5, to support this

service c1ass.

Class D: Connectionless data service. This class defines those services whose

bit-rate is variable, where no time relation is required between sender and

receiver, and whose operation does not require a connection to be set up. An

example of a Class D service is datagrarn traffic. Either AAL3/4 or AAL5

may be used to support Class D services.

Although each traffic class has a specifie AAL protocol that is optimized for il, there

is no requirement that an AAL designed for one class may not be used for another clasSA In
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fact~ many ATM equipment vendors have manufactured products that use AAL5 to support

aIl 4 classes of traffic. In addition~ sorne standards organizations such as the ATM Forum

have been focusing their activities on AAL5 [SIU95].

2.3.3 ATM Traffic Management

ATM traffic management is essential for guaranteeing the desired Quality of Service

(QoS) dernanded by integrated broadband services, while maximizing the utilization of

available resources. Problems arise during periods of heavy traffic load especially when

these traffic demands cannot he predicted in advance. For this reason, the most important

aspect of traffic management is congestion control [JAI95], (SIU95]. This section will

offer only a brief introduction to ATM traffic management and its main issues. Further

information may he obtained from the references [JAI95], [SIU95]~ [BON95], [KUN95].

[IAr90], [NEW94].

During caU setup, user applications are able to specify the following pararneters

related to the desired QoS [JAI95].

• Peak CeU Rate (PCR): The maximum instantaneous transmission rate of the
user.

• Sustained CeU Rate (SCR): The average transmission rate measured over an
extended time intervaL

CeU Loss Ratio (CLR): CLR = # Lost Cells
. # Transmitted Cells

CeU Transfer Delay (CID): The time it takes for a cell to travel from its
source to its destination.

Cel! Delay Variation (CDV): The variance of the CID.

Burst Tolerance (BT): This is the maximum burst size that can be
transmitted at the peak rate.

Minimum Cel! Rate (MeR): The minimum instantaneous transmission rate
of the user.

Using these pararneters~ a traffic contract is made between the user and the network during

calI setup in order provide a guaranteed QoS. This contract includes a connection traffic

descriptor and a confonnance definition. However, not all connections need to have a

specified QoS. If the opposite were true then ATM network resources rnay be wasted since

connections may not be utilizing the full capacity that their QoS contracts aIiocated. ATM

networks can support unspecified QoS contracts on a best-effort basis.
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An ATM traffic contract specifies four classes of traffic. Constant Bit Rate (CBR)

traffic, which is used to emulate circuit switching, was discussed previously along with

Variable Bit Rate (VBR) traffic. A third traffic class, Unspecified Bit Rate (UBR), is

designed for data applications that wish to use any left-over bandwidth and are not sensitive

to cell 105S or cell delay. Data file transfers that ron in the background of a work station

with minimal service requirements are an example of a UBR application (BON95]. The

fourth traffic class, Available Bit Rate (AER), serves applications with vague requirements

for bandwidth and delay. In these cases, the ATM network will atternpt to allocate a best­

effort service 50 as not ta waste network resources. For this reason, ABR is sometimes

referred ta as a best-effort traffic class. Typically, the user will define a Minimum Cel! Rate

(MCR) which is guarantee.d by the network if the trafflc contract is made. Most

connections will request an MCR of zero and those that do not may be denied service if

enough network resources are not available.

As was previously mentioned, congestion control remains one of the most vital

aspects of ATM traffi~ management. Primary functions of a congestion control scheme

include ensuring adequate bandwidth resources and delay performance for a particular

connection, maintaining a fair allocation of network resources to each user, and providing

policing mechanisms to protect connections that obey their traffic contracts from those that

do not [BON95]. The problem of congestion control becomes more difficult for

unspecified QoS traffic such as ABR whose traffic characteristics are often very bursty and

unpredictable.

A rather simple method to avoid network congestion is to accept new connections,

whose QoS requirements must be guaranteed, during calI setup only when sufficient

network resources are available ta provide the requested QoS. This method is known as

Connectioll Admission Control (CAC) and is used for connections where the QoS must be

guaranteed. An example of CAC is the "busy" signal that one hears on a telephone when

telephone networks are congested.

The Generic Cell Rate Aigoritlzm (GeRA) is another method used for congestion

control. The GCRA, also known as the "leaky bucket" algorithm, transforms a highly

irregular bursty data stream into a more regular pattern. Essentially, this algorithm places

incorning cells into a bucket which is drained at the Sustained Cel! Rate (SCR) defined in

the traffic contract. It is possible for the bucket to overflow if tao many cells arrive at once.

The network may not accept these overflowing (or non-conforming) cells. Non-conforming

ATM cells will have their header Cel! Loss Priority (CLP) bit set 50 that these cells will be

the first to be discarded in case of network overload.
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The leaky bucket algorithm performs trafflc shaping meaning that traffic originating

from the sender is "shaped" so as to fit within the traffic bounds (such as sustained and

peak cel! rates) that were negotiated prior to connection setup. Since these traffic

parameters cannot he dynamically adjusted should network congestion occur, these traffic

shaping algorithms are termed open loop. However, in closed loop or feedback congestion

control methods, end users are inforrned dYnamically whether to increase or decrease their

transmission rate according to the amount of network congestion.

Two major approaches to feedback congestion control have appeared in recent years

- credit-based congestion control [KUN95] and rate-based congestion control [BON95].

Without going into detail (the reader is referred to the references for a more in depth

account of these two feedbàck congestion control mechanisms), it can be said that the rate­

based scheme was chosen overwhelmingly by the ATM Forum over the credit-based

scheme largely because of the per-VC (virtual channel) queueing required by the latter. Per­

VC queueing makes any switching node have a complexity that is proportional to the

number of ves. AIso making the credit-based option less attractive was the need for link­

by-link flow control. The rate-based schemes, on the other hand, used the Explicit Forward

Congestion Indication (EFCI) located in the PTI field of the ATM cell header ta avoid

network congestion. This field could be set by switches during periods of congestion. As a

result, the rate-based methods required only end-to-end flow control and were thus simpler

and more flexible to implement. An approach that combined the best features of the rate­

based and credit-based alternatives was proposed [RAM95] but it was rejected largely

because of the need for per-VC queueing. Thus, rate-based congestion control was chosen

by the ATM Forum in September 1994 to support ABR services [SIU95], [JAI95].

2.4 Broadband ATM Switching

The central component of an ATM network is the ATM switch (Figure 2.11). An

NxN ATM switch provides a means of connecting N inputs to N outputs without resorting

ta the use of a fully connected N-node network. As Simcoe and Pei eloquently stated,

"Switches allow the sharing of links in a way that provides the illusion that each node is

connected ta every other node in the network" [SIM95]. An ATM switch consists of a

switch fahric which routes ATM cells from input ports ta the correct output ports; a

management control processor which communicates with the switch fabric and the port

control processors in order to facilitate switch operation, administration, and management;

and input and output port control processors which perform various functions such as ATM
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cell queueing, œIl duplication for broadcast purposes, VPINCI header translation, and

multiplexing and demultiplexing trafflc.

•

o

N-I

Management·
Control Processor

~~

"
---. Input port

~ --+
Output port

~

control processor control processor

• •S\Vitch
Fabric

• •

• X •

-. Input port --- f----+
Output pon

~

control processor control processor

Figure 2.11: Madel of an ATM switch.
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For a strictly nonblocking switch, it is always possible to connect an idle input port

to an idle output port without disturbing any of the input/output connections that bave

already been made [BEN62]. Switches that are nonblocking in the wide sense will bave

blocking states that may be avoided by following a mIe to make the input/output

connections and thus making the network effectively nonblocking. Finally, there exist

switches wbere a connection between an idle input and an idle output may he made by

rearrangÏng existing connections (if necessary). Sucb switches are rearrangeably

nonblocking. Switching networks that use multistage arrays of smaller switching elements

are usually of the latter two classes of nonblocking switches. Multistage switching

networks will be discussed shortly.

Even if a switch is strictly nonblocking, output port contention may occur when two

or more inputs try to go to the same output port simultaneously. If the contention is severe

and persists for an extended period of time the usual way to deal with this sort of traffic

congestion is to use feedback traffic control in conjunction with cell queueing. If the

contention is less major simple cell queueing may be used. This section will focus on œIl
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queueing and the switch fabric. For more information on ATM switching architectures,

there are severa! articles that provide a detailed introduction [AlW89], [GAR94], [PAT93],

[R0094], [SIM95], [TOB90], [ZEG93].

2.4.1 ATM Switching Fabrics

There exist three broad classes of ATM switching fabrics. These are the shared

medium switches which are similar to existing LANs, the multistage switching fabrics or

self-routing switch arrays, and the crossbar [SIM95].

0 Input port Output port 0

• Shared •
Media

• •

• N-l Input port Output port N - 1

Figure 2.12: Shared media switch.

•

Shared media switches work by sharing a high speed medium such as a bus, a ring,

or a bus with an attached memory system. Examples of this class of switching architectures

are Token Ring, Ethemet, or Fiber Distributed Digital Interface (FDDI). Shared media

switches have a bandwidth that is limited by the distances traversed by the bus; the type, the

number, and the distribution of the loads; and the bus width. Multicasting and broadcasting

of data are relatively easy to implement when using shared media-type switches since aIl

output ports have access to the data that has been stored on the shared media. AIso, shared

media switches are viewed as being the most cast effective when implemented with off-the­

shelf technology at lower data rates. However, due ta the limitations of bus loading, shared

media switches are not scaleable and have a relatively low bandwidth (SIM95].

An example of a crossbar topology is shown in Figure 2.13. Here, the bold lines

represent a connection made between input 1 and output 2. For a more general NxN

crossbar, there are N 2 paths between N input ports and N output ports. The crossbar

contains a single contact pair for each input-output combination. Broadcasting is permitted
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in a crossbar switch since an input row may he connected to more than one output column.

Not surprisingly, the crossbar is one of the rnost simplest switching architectures. However,

scalability becomes a problem since the cost of a crossbar switch is on the order of NZ
• In

this case, the cost is described in tenns of the number of contact pairs required. However, it

is now known that the limiting effect of crossbar size when using VLSI CMOS

technologies is not the nurnber of contact pairs but the size of the chip bonding pads and the

nurnber of pins on currently available chip packages (SIM95]. In other words, using

current VLSI technologies. it is possible to fit a larger array of contact pairs onto a chip but

this wouId prove futile since there would not be enough bonding pads to accommodate all

the inputs and outputs required by the number of contact pairs. This is an exarnple of the

limitations incurred by current chip packaging technologies that may be avoidedwhen using

optics. (This point will be discussed in the following chapter.)

O--__-+-_-+--_~I----_ __+--___+_-

2--__0f-0c--+--~__i~-~_.--_oE::'""_+_-

3--.............~+---~--I--- - -I--

o 1 2 3

•

Figure 2.13: An Nxll! crossbar switch eN = 4 and M = 4).

Multistage switches comprise the third class of switching architectures. Multistage

switches are composed of arrays of simpler switching elernents. Delta networks are

exarnples of rnultistage switches (Figure 2.14). Figure 2.14 (a) shows a 3-stage 8x8 delta

network composed of 2x2 switching elements Ca delta-2 network). Self-routing of ATM

cells is accomplished by a technique known as the Perfect-Shuffle (R0094] whereby the

bits of the destination address provide the required routing tags. For example, in Figure

2.14 Ca) the most significant bit is used to set the state of the switching element in stage l,

the second most significant bit sets the state of the stage 2 switching element, and the least
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significant bit is used for the third stage switching element. If the bit is 1 the input port of a

switching element is connected to output port 1. If it is a then output port a is connected to

the input port.

Cb)

000

001

010

011

100

101

llO

III

Ca) Output port

000 011

blocking~

0000

001 001

010 DIO

011 011 011

100 100

101 101

110 110

III III

Cc)

110 --t::=:1-..

OlO--=~"'\

•

Figure 2.14: Ca) An 8x8 delta-2 network with (b) intemallink
blocking and Cc) output port blocking [AHM89].

•

In general, in an N-input port switch composed of bxb switching elements, there are

K stages where K =10gb N and N / b switching elements in each stage. Therefore, the

switch complexity is on the order of N 10gb iV making these architectures theoretically more

scaleable. For a central office class sized switch, N is preferably on the arder of 103 or 104
•

However, according to [BAN91] and [IT091], physicallimits like chip pins, bonding pads,

printed circuit board (PCB) size, and card connector systems have prevented switches with

N> 128 from being fabricated. Again, these limitations are ones that optical systems hope

to avoid.
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Another drawback of multistage switches is in the area of traffic congestion.

Multistage switches have somewhat more difficulty dealing with traffle congestion than

other switch classes because of the extensive pipelining and queueing that occurs within the

switch (SIM95]. Once contention has been detected~. an ATM cell may he too far inside the

multistage switch requiring the ceII to be either stored or redirected back to the inputs.

Figures 2.15 (b) and (c) show two different types of blocking that can occur in a

multistage switching network. The first type of blocking (or contention) occurs within an

internai Iink of the network. The second occurs when two or more inputs wish to access the

same output port. There are severaI methods that reduce internaI or output blocking and

theyare briefly surnmarized below (R0094].

• Place a distribution network in front of the network to reduee or eliminate

the probability of blocking. This is much like rearranging input-output

connections to avoid blocking in a rearrangeably nonblocking network.

• Include blocked ATM celIs in the next cycle by recirculating them back to

the input ports.

• At the input ports, add a contention resolution phase.

• Add a handshaking protocol between stages of the network ta control the

flow of traffic across the stages.

•

•

•

•

•

Add additiona! stages and paths to the network making the net\vork strictly

nonblocking in the best case or reducing the blocking probability in the

worst.

Insert queues either at the input ports, output ports, or within each switching

element (to be discussed in the next subsection).

Speedup the operation of the switching fahric relative to the speed of the

external input and output links.

Decrease the blocking probability by using severa! networks in parailel.
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2.4.2 ATM Cell Queueing

For less severe instances of traffic congestion, cell queueing may he used to reduce

the probability of output or link contention. Queueing strategies may he used for the input

ports, the output ports, within the switch fabric, or a combination of the three. However,

conventional analysis of queueing networks has used an independence assumption whereby

ATM cell traffic is modeled as being unifonnly distributed across all N inputs of a switch

fabric with cell destinations also being uniformly distributed among the N output ports.

These assumptions may not be valid for real ATM traffic such as the Available Bit Rate

CAER) trafflc class discussed earlier [SIM95].

When queues are positioned at the input ports of an NxN·switch ATM ·cells may he

subject to Head of Line (HOL) blocking. HOL blocking occurs in First-In-First-Out

(FIFO) Queues when cells in a FIFO queue whose destined output ports are not busy are

not able to transmit to their respective output ports because these cells follow an HOL œIl

which is blocked because its destined output port is busy. The throughput of an input

queued switch has been shown to be limited to 58.6% ofits capacity [KAR87]. IdeaIly, one

would like to have the switch utilization at 100% especially in Wide Area Networks

(WANs) where the bandwidth required is expected to be large.

Placing queues at the output ports avoids HOL blocking at the expense of

increasing the hardware complexity. Each output queue must be able to accept the

simultaneous arrivai of a maximum of N cells (in an NxN switch). This requires that the

switch fabric have a speedup of up to N times the speed that the external input and output

links are running [STh195].

In order to limit the speedup factor needed for the switch fabric, it was originally

proposed that sorne celIs be dropped in the rare cases that large numbers of cells would

access the same output port. This is the basis of the famous Knockout switch [YEH87].

Later, switching fabrics using a combination of input and output queueing were proposed.

It has been shown that when using queues at the input and output ports and a marginal

speedup of L = 3 for the switching fabric, the output link utilization can be increased to

97.6% in the limit corresponding to a ceIlloss probability on the order of 10-6 [OIE89].

Therefore, it does not seem necessary to use the maximum speedup of N for an Nx.N switch.

Other more complex queueing strategies include the use of shared queues and the

placement of inpu~ output and/or shared queues within individual switching elements in a

multistage switching network. Input and output queueing allocates individual buffers to

each input or output port. In shared queueing, every input and/or output port has access to
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the same queue. This alternative is the most complex in terms of hardware and will not he

discussed further.

2.5 Summary

This chapter provided a concise overview of ATM. Topics that were discussed

included the motivation behind the development of ATM. This chapter aIso provided a

description of the ATM cell, the ATM network layer modet ATM traffic management, and

the SONET transmission standard. The chapter concluded with a discussion of ATM

switching fabrics and cell queueing.
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CHAPTER3

Free-Space Optical Interconnects

3.1 Introduction - The Need for Optical Interconnects

ATM networks and high performance computing applications are driving the need

for faster digital systems. However, as physical lirnits such as dock skew, interconnection

density, and power dissipation of an eiectrical based system are approached, it becomes

dear that new alternatives to interconnection are necessary. One solution that could meet al

least sorne of these challenges is to incorporate optics into digital systems. It is not the

purpose of optics to supplant electronics completely. In fac~ the most logical avenue for

optics to follow is one where optics complements electronics in a way where optics only

replaces its electronic counterparts when a sufficient advantage can be gained. One possible

application of this approach is in the area of board-to-board interconnects [HAR86],

[HIN94], [RIN95], (NOR92], [N0R95], [SZY95].

In high speed digital systems such as an ATM switching fabric, distances between

adjacent integrated circuits (les) or adjacent printed circuits boards (PCBs) become

comparable to the wavelength of the propagating signal (NOR95]. In these situations,

transmission lines are required as a propagating medium for signais. An important design

mIe is to minirnize the interconnecting lengths sa that these lengths are smaIl relative ta the

wavelength of the propagating signal (i.e., l < À./I0 where l is the length of the

interconnection and À. is the wavelength). Another guide based on the same principle

would be to keep the maximum bit rate (BR) below a certain vaIue as in equation (3.1)

•
BR 5: c

50lF:
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where Er is the relative dielectric constant of the packaging medium l
, c is the speed of

ligh~ and where the rise time of the propagating signal is assumed to he one-fifth of the

signal's period [NOR95]. As long as these rules are fol1owecL one may avoid resorting to

complex transmission line techniques in order to maintain signal integrity (NOR95]. If

transmission lines are required it should he noted that transmission lines are best suited for

relatively short distances. As distances are increased, the propagating signais become

attenuated by the "skin effect" and parasitic capacitances and inductances further reduce

the available bandwidth [10H88].

Teleconununication switches from AT&T, NEC, and Fujitsu with bandwidth

capacities exceeding 100 Gbit/s [HUI96] have already been announced. A free-space

optical interconnectlbackplane solution may be required in order to obtain higher bandwidth

digital systems - such as the aforementioned switches - approaching 1 Tbit/s capacities.

This approach may be necessary as parasitic effects mentioned above become substantial in

these high-bandwidth systems. In particular, as the technologies required in a free-space

optical backplane mature, the performance of an optical backplane may be increased to meet

or exceed the bandwidth required in a Thit/s telecommunication switch or a Teraflop

supercomputer.

Figure 3.1 shows an example of what a free-space optical backplane might look like.

Board-to-board communications are accomplished through the use of the Smart Pixel

Arrays (SPAs) and the Optical Communication Channels (OCCs). SPAs are

optoelectronic components composed of optical input and output windows and associated

electronic circuitry. A PCB wishing to transmit information to another PCB across the

backplane would use a SPA to convert the electrical signal into an optical form for

transmission over an acc. Similarly, a receiving PCB will accept the transmitted optical

signal from an acc via a SPA which converts the signal back into electrical fonn [RIN95],

[SZY95]. Obtainable interconnection densities may exceed 10,000 high bandwidth

connections per PCB for an aggregate bandwidth exceeding 1 Tbit/s. Furthermore, the

associated electronics in each SPA enables signal processing to occur giving the SPA and

the accs sorne intelligence.

1 The dielectric constant of free space, co' is equal to 8.854x10-12 C2/Nm2• For PCBs, the typical value for

Cr is 2.8 to 4.5 tirnes co. [10H93].
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Optomechanical
suppon structure

Multiple SONET links per PCB
over optical fiber or unshielded ---""";;""---j;."'IIIIIl,-.

twisted pair (UTP)

Figure 3.1: Free-space optical backplane.

Several groups are currently investigating high speed free-space optical

interconnects. The former AT&T (now Lucent Technologies) in Naperville, Illinois has

produced a number of demonstrators ranging from a simple switching node to a 32 x 16

switching fabric with a system bit rate of 50 Mb/s [HIN94]. This thesis is part of a multi­

year project at NIcGill University to demonstrate representative portions of an optical

backplane for use in high performance systems such as an ATM switching fabric [CIT95].

A system demonstrator has been built showing both high channel data rates (l00 Mb/s)

and large interconnection densities (2222 channels/cm2
) [ROL96]. One of the pUl-poses of

this thesis was to build an electronic backplane capable of working with the CITR 1998

optical backplane demonstrator with Iittle or no adjustments. In particular, the goal is to

build and demonstrate a PCB which receives ATM cells from a SONET payload,
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performs VCIIVPI header translation, transmits these ATM cells to the accs via the

SPAs for switching, and receives ATM cells From the accs to be sent over fiber or

unshielded twisted pair (UTP) cable within a SaNET payload.

3.2 HyperPlane Smart Pixels

Figure 3.2: Smart pixel arrays [HIN95].

A smart pixel is composed of optical inputs and outputs along with electronic

circuitry for signal processing to give it its intelligence [HIN95]. A generic Smart Pi.x.el

Array (SPA) is shown in Figure 3.2. In this exarnple, data is injected to and extracted

From the Optècal Communication Channels (aCCs) by the electrical inputs and outputs of

each smart pixel. Each SPA which is packaged and mounted on a PCB is able to

communicate optically with other SPAs that are mounted on other PCBs. Standard VLSl

technologies enable the packaging of a few thousand smart pixels within a square

centimeter [MIL95], leading to very high interconnection densities. In addition, the SPA is

able to communicate with lCs on the PCB through electrical channels. Data injection or

extraction between a PCB and the accs is possible in this manner.

Individual
Sman Pixel

Smart Pixel
Array

~----..
~---- ..

I~""~f<.---'" Optical ua
(> 100 Gb/s)

Electrical ua
« 10 Gb/s)

>-

•

•
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One typical SPA is illustrated in Figure 3.3. Here, one can see the opticaI inputs

and outputs along \Vith their associated eiectricaI circuitry. peB-to-peB communication is

accomplished through the use of the Optical Communication C/za1Zllefs (OCCs) and the

extractor and injecter channeIs of a SPA. Each smart pixel has four basic states:

1) Transparent state: Data is not exchanged between the peB and the smart

pixel. OpticaI data is allowed to pass uninterrupted from the optical input ta

the optical output.

2) Transmitting state: Data is injected into the smart pixel from the peB on

an injector channel and is transmitted ta the opticaI output.

3) Receiving state: Data received from the optical input is sent ta the peB on

an extractor channel.

4) Transmitting and Receiving state: In this case, actions for the transmitting

state and the receiving state occur simultaneously.

Due to CUITent chip fabrication limitations, smart pixel electronics have a modest

complexity of approximately 100 gates. As the technology matures, complex circuit

designs of several hundred gates or more may be incorporated into the electrical portion of

each smart pixel.
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Figure 3.3: TypicaI HyperPlane smart pixel [SZY96] .

Several rapidly evolving technologies are available for fabricating SPAs. Each of

these technologies can produce SPAs using fairly standard VLSl processes. Packaging is

accomplished in the same manner as in CUITent VLSI lC chips. Among these technologies

are FET-SEED smart pixels. These monolithic optoelectronic devices are produced by

combining MESFETs and self-electro-optic effect devices (SEEDs). These MESFETs

are processed on a GaAs substrate which contains the SEED multiple quantum weIl

structure [HIN93aL [G0089], [MIL9ü], [MIL84]. Multiple quantum wells are composed

of thin altemating layers of narrow and wide bandgap semiconductor materials. Since

carriers are confined within the quantum wells, an absorption spectrum will show distinct

peaks known as exciton peaks. These peaks can be moved by applying an electric field

perpendicular to the plane of the quantum wells. This phenomena is known as the

quantum-confined Stark effect (QCSE). Thus, SEEDs can be used as optical modulators

in smart pixel transmitters by having the SEED modulate the optical power from an off­

chip laser. They may also be used as optical detectors in smart pixel receivers. One

advantage of FET-SEED smart pixels is that they operate extremely quickly. However, it
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is currently quite difficult to obtain dense, low power designs \Vith the FET-SEED smart

pixel electronic circuitry making this approach unattractive.

At McGill. research has been focused on using Hybrid-SEED (or C!vl0S-SEED)

and VCSELIN1SM smart pixels in its optoelectronic systems (CIT95]. Hybrid-SEED

technology involves creating arrays of quantum weIl diodes from a SEED substrate.

These arrays are then turned and solder-bump bonded onto a silicon CrvIOS circuit.

Another name for this bonding process is flip-chip bonding. Once the bonding is

complete, the SEED substrate is removed leaving isolated quantum wells bonded to a

CMOS circuit [Mll...95], [RED87]. Smart pixels fabricated using the hybrid-SEED

technology are fast and are able to support relatively dense electronics.

A VCSELIN1SM smart pixel utilizes vertical cavity surface emitting lasers

(VCSELs) and metal-semiconductor-metal (MSM) detectors along with electronics

[HIN95], [IGA88]. Since VCSELs (which serve as optical transmitters) produce Iight.

there is no need for extemallasers and associated optical components as in the rnodulator­

based technologies. As this technology improves, VCSELs drive power will he reduced

making this a very attractive option.
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3.3 The McGill HyperPlane Architecture

Novel optoelectronic technologies aIone cannot produce an effective high­

performance optical backplane system. Architectural innovations must also be realized in

order to maximize the performance. A novel high performance backplane architecture

called the HyperPlane has been defined. The HyperPlane is a free-space optical backplane

architecture capable of interconnecting communicating nodes through a number of

reconfigurable network topologies. Optical embeddings for linear arrays, meshes, toroids,

hypercubes, crossbars, dilated crossbars, hypermeshes, shuffle-based networks, and multi­

stage netwarks have been mapped inta the HyperPlane architecture, dernonstrating its

versatility as a digital system for use in both telecarnmunication and parallei cornputing

app lications [SZY96].

• • •

NodeN_2

___ 1 ~___ _ _

------~ - - - -~ -- --- -- -_.-

--1 --

•
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Optical
Communication
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NodelNodeO
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•
Figure 3.4: HyperPlane node connectivity [SZY94].
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The architecture of the HyperPlane is composed of M primed circuit boards

(PCBs) or multi-chip modules (MCMs) which are interconnected by the Optical

Cormnlllzicatioll C/zannels (OCCs) of the free-space optical backplane. (This thesis

involves the design and implementation of the printed circuit boards for ATrvl switching.)

Each PCB contains multiple nodes where each node includes a Processing Element (PE)

and a Message Processor (MP). General purpose microprocessors and ATivl s\vitching

nodes are examples of PEso The message processors enable point-to-point or broadcast

connections between nodes through the control of node access to Z accs {CI' C::..K .Cz }.

Through the use of injectors and extractors, each message processor has access to a

selected subset of the OCC channels. More specifically, there are X injectar and Yextractor

access channels for each message processor labeled {I}. [2.K •Ix :X ~ Z} and

{El' E:!,K ,E y : y ~ Z}, respectively. By allowing access to a selected subset .. of OCCs

through the injectors and a subset - through the extractors, a multi-dimensional

interconnection design space known as the HyperPlane is formed [SZY96]. The

HyperPlane allows the embedding of aIl N node interconnection networks of degree K. In

addition. by allowing the message processors to dynamically alter node access

configurations ta the OCCs. the notion of a dY1Zwnically programmable interco1Z11ection

nenvork is introduced. As a result. the HyperPlane is able ta implement crossbars.

meshes, hypercubes, and other networks as required for each application.

Figure 3.5 illustrates how an actual HyperPlane optical backplane system may

look. The Processing Elements (PEs) and the Message Processors (MPs) are found on

each PCB. The PCBs shown in Figure 3.5 are caIled ATMCards. The purpose of this

thesis is the design, implementation. and description of the ATMCard. Each ATMCard

discussed in this thesis contains one SONET VO as opposed ta the multiple SONET 1/05

shown in Figure 3.5. Future versions of the ATMCard or other second generation PCBs

will support multiple SONET VOs. The ATMCard will be described in detail in

subsequent chapters .
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Figure 3.5: ATMCard and the HyperP!ane system.

•
McGilUCITR is in the midst of an ongoing project to develop free-space optical

backplanes. Severa! generations of Smart PLtel Arrays (SPAs) have been developed for

this project. Figure 3.3 illustrated one version of a SPA. The June 1994 SPA uses Time­

Division Mllltiplexillg (TDM) and assumes an ATM switching function. AlI subsequent

references to the HyperPlane assume that the June 1994 SPA is used. It should be noted

that the 1998 optical backplane demonstrator funded bl' the CITR will use essentially the

same SPA. Hence, the ATMCard mal' be used in the 1998 demonstrator with only minor

modifications.

3.4 Summary

•

In this chapter, the motivation behind the use of free-space optical interconnects

was explained. A description of smart pixels - one of the n1ain components of a free-space

optical interconnect system - followed. As an example, a tl'pical smart pixel developed at

McGilI University was outlined. FinalIy. the chapter concluded with a description of a

free-space optical backplane - known as the HyperPlane - being developed at McGill

University .
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CHAPTER4
System Specification-

4.1 Introduction

One of the goals of this thesis was ta design the ATMCard for the 1998 CITR

demonstrator with minimal adjustments. In arder ta facilitate the incorporation of the

ATMCard within the 1998 demonstrator, a specification of the ATMCard and its

environment is required. Chapter 4 provides a description of the environrnent the ATMCard

will function in - a smart-pixel based optical backplane switching system. It will also

describe ATMCard funcrions within this environment, such as insertion and extraction of

ATM cens to and from SONET frames and ATM switching.

4.2 Smart Pixel Array Specifications

The block diagram of the June 1994 HyperPlane Smart Pixel Array (SPA) is

shawn in Figure 4.1 [SZY94a]. Each HyperPlane SPA has four 8-bit wide optical channels

labeled Cl' C2, C3, and C4• The ATMCard has access ta each of these 4 channels (Figure

4.1). Data is transmitted into the HyperPlane on a frame-by-frame basis. Therefore, the

ATMCard must wait for the start of a frame before it can start sending data, which in this

case is an ATM cell. Since the 1998 CITR optical HyperPlane is currently under

development, it has been emulated on a Xilinx FPGA for the purposes of this thesis.

Typical parameters for an optical backplane system that are foreseeable in the near

future include a system that is able to support a range of 4 ta 16 PCBs which can accept

external ATM-carrying SONET streams and switch them over the backplane. The number

of optical channels envisioned in this future system vary from 4 to 32 in the backplane, with

each channel being 8 ta 32 bits wide. Each optical channel would he clocked at frequencies

from 50 MHz ta 200 MHz, enabling aggregate bandwidths on the order of a few hundred

Gbitls. This SPA forros the basis for the 1998 CITR optical backplane demonstrator.
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•

The 1998 CITR demonstrator will support 4 PCBs with 8 16-bit wide optical

channels clocked at frequencies between 50 and 300 MHz. Again~ the ATMCard is

designed to fit within the 1998 demonstrator with minimal adjustments.

The specification of the smart pixel array presented in this chapter is only an

overview. A separate document contains a detailed specification of the smart pixel array

used with theATMCard (SZY94a]. Included in this document are detailed timing diagrams,

block diagrams, and a listing of the SPA functionality. For further information regarding

this document please contact Prof. Szymanski or the CITR whose mailing address may he

found in the References.
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4.3 ATMCard Specifications

The ATMCard is a transrnitlreceive card d~signed for a CITR free-space opticaI

backplane demonstrator. Figure 4.2 illustrates the main input/output ports of the

ATMCard.

(from external world)
SONET OUT SONET IN

OC-3 over OC-3 over
UTP-S cable UTP-S cable

ATMCard

HyperPlane Simulator
(actual HyperPlane unavailable
until 1998; simulated to specs)

Figure 4.2: High-Ievel block diagram of the ATMCard.

Referring to Figure 4.2, each ATMCard will connect to two SONET UTP-S cables.

One cable will carry incoming SONET traffic to the ATMCard and the other will carry

outgoing trafflc away from the ATMCard. In the future, the UTP-S cables may be replaced

with optical fibre. Adding optical fibre would also entai! the addition of optical transceiver

components to the ATMCard. The data format of the incoming and outgoing seriai
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SONET links is OC-3 (please see section 2.3.2.1.1 for an explanation of SONET data

formats) with a data rate of 155.52 Mbitls in each direction.

ATM œil buffering is perforrned witlùn the TNETAISOOA transceiver of the

ATMCard. This transceiver is capable of buffering 3 ATM cells in the incoming and

outgoing directions.

The mechanical format of the ATMCard is a standard 6U V1vŒ board. The 1998

CITR demonstrator also uses 6U VIvŒ boards to connect to the backplane making the

ATMCard mechaoically compatible with the 1998 demonstrator. The pin configuration for

the edge connectors of the ATMCard have been defined to match the pin configuration of

the system used to test the ATMCard. As such, the as-yet-to-be-defined pin configuration

of the 1998 demonstrator may differ from the current configuration found on the

A TMCard. This issue is not serious since the pin configuration on the ATMCard cao

easily he re-wired to match the configuration of the 1998 demonstrator.

4.4 ATMCard Functions

The ATMCard exhibits severa! key functions which are listed here.

1) The ATMCard performs the reception of extemaI ATM-carrying SONET

frames from UTP-5 cable or optical cable from the external world.

2) The ATMCard performs the transmission of A1M cells onto SONET

frames traveling over UTP-S cable or fibre optic cable from the external

world.

3) ATM cell buffering is handled on the ATMCardo

4) ATM VPI header translation is supported by the ATMCard.

5) The ATMCard provides a transmit interface to the optical backplane. The

ATMCard synchronizes the ATM trafflc to the opticai backplane timing

signais and inserts ATM cells into empty time slots of the backplane.

6) The ATMCard provides a receive interface to the optical backplaoe. It

synchronizes ATM cells received from the backplane to the ATMCard

timing signais and transmits the cells over a SONET frame.

47



•

•

•

Chapter 4: System Specification

4.5 UTP-5 Cables

UTP-S cables are used to connect end-users in the external world to PCBs (in this

case, ATMCards) in the optical backplane switching system. Traditional copper-based

wires are not capable ofproviding the bandwidth needed to support 155.52 Mbit/s SONET

OC-3 traffic. Instead, fiber optic cables or unshielded twisted pair (UTP) copper

transmission lines are required to effectively carry such traffic. SONET OC-3 signaIs used

by the ATMCard travel over UTP Category 5 (UTP-5) cables. It has been shown that for

relatively short distances (= 100 m) UTP-S cables may he used to transport 155.52 Mbitls

SONET signaIs [BAN92], [Th193]. Therefore, UTP-S wiring is ideal for high-bandwidth

local area networks (LANs) where distances are relatively short. Testing of the ATMCard

will be perfonned under very short distances « 10 m) allowing the use of UTP-S cables.

Higher data rate signais such as SONET OC-12 and OC-48 will require optical fiber cables

as a transmission medium.

4.6 Summary

This chapter has presented a brief specification of the optical backplane system in

which the ATMCard is to operate, and a list of functions the ATMCard is ta perforrn. For a

more detailed specification of the smart pixel array or the 1998 CITR OpticaI Backplane

Demonstrator, the reader is referred ta [SZY94a] or the CITR.
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CHAPTERS

ATMCard Overview

5.1 Introduction

This chapter will present an overview of the ATMlSONET transmitireceive card

implemented on a prototyping PCB. The prototyping PCB utilizes Field-Programmable

Gate Arrays (FPGAs) and Speedwire™ l prototyping terminais and will be incorporated

within the HyperPlane system. This transmitlreceive card has been dubbed the ATMCard.

Chapter 5 begins with an explanation of the ATMCard system design goals. It then

continues with a description of the hardware components used on the ATMCard.

5.2 ATMCard System Design Goals

When designing and choosing the components of the ATMCard, care was taken to

meet certain design goaIs. With competition in research and industriaI sectors reaching a

feverish pace, it becomes necessary to design and test prototyPe digital systems as quickly

and as efficiently as possible. Therefore, a reusable single hardware platform enabling the

rapid and efficient testing of digital system designs becomes attractive. With these

philosophies in minci, the ATMCard was designed within a prototyping framework which

enables rapid testing and debugging of the ATMCard's various transmit and receive

functions. Specifically, the ATMCard makes use of FPGAs and Speedwire™ prototyping

terminais. Furthennore, large arrays of Speedwire™ terminais enable the inclusion of a

wide variety of integrated circuits with varying footprints. This feature makes the choice of

components used in the ATMCard less restrictive.

Both Speedwire™ and wirewrap technologies avoid the use of permanent

connections between integrated circuits (les) and instead use conventionaI copper wire.

During system testing, a re-design that requires certain connections to he altered may be

1 Speedwire is a trademark of VERO Eleetronies. !ne.
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performed by simply removing the wires connecting tenninals in the previous design and

making the new connections. Further advantages over wire-wrap that are demonstrated by

Speedwire™ include [BIC94]:

1) SpeedwireTM connections require less - time to make than wirewrap

connections since wire does not have to he stripped and wrapping of wire

around terminals is not required.

2) PCBs using Speedwire™ may be packed closer together in a PCB card cage

since Speedwire™ tenninals are shoner than two-Ievel or three-Ievel

wirewrap terminais.

3) Speedwire'sTM low profile minimizes the "antenna'.'·.· effect at high

frequencies that is generated by radiation from the top of the wirewrap

terminais.

4) Sockets for dual in-line package (DIF) les are not required.

One drawback of using SpeedwireTM as opposed ta wirewrap is cost. However, the time

that is saved from making connections in Speedwire™ more than justifies this additional

cost.

The ATMCard system design goals and many design features on the CUITent version

of the ATMCard were developed after much discussion and help from Ted Szymanski and

John WaIker of McGill University. The remainder of this chapter will discuss the

components that are used in the ATMCard. The ATMCard is a transmitter/receiver card

that transports ATM cells which are extracted from a SONET frame and then transports (or

switches) these cells across the HyperPlane. In addition to its fonction as a transrnitlreceive

card, the ATMCard aIso performs ATM VPWCI header translation on the ATM cells.
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5.3 Components of the ATMCard

This section will briefly describe each of the components that will he used on the

ATMCard. A simplified block diagram of the ATM.Card is shown in Figure 5.1. In this

Figure, the flow of ATM cell data is shown. Note that incoming cells are defined to he

those ceUs that are transmitted from the TNETA1500A transceiver to the HyperPlane.

Similarly, outgoing cells are thase cells that are transmitted from the HyperPlane to the

TNETA1500A transceiver (Figure 5.1).

./1TMÇard.,~ _. . ~.s.,. ..
.--~ _ ...... ~ ,'-" -

CAM SRAM FIFO
- , -

.~ : ' /
Inconung. -

TNETA
data .. .Incoming - HyperPlane- data

- ....
1500A Xilinx

SONETI : 4DIOPG191-6 --
AlM FPGA ~ Outgoing

traDsceiver -- ~ dataOutgoing
data

Figure 5.1: Simplified block diagram of the ATMCard and the HyperPlane
showing the major cornponents and incoming ATM cell data, f10w and

. outgoing ATM cell data f1ow.

The main components of the ATMCard are aIso shown in Figure 5.1. The main

control unit of the ATMCard resides within the FPGA. Other components on the

ATMCard include the TNETA1500A SONET/ATM transceiver; a Content-Addressable

Memory (CAM), an SRAM, and a First-In First-Out (FIFO) queue. It should be noted that

since the optical HyperPlane is still under development and not scheduled for completion

until 1998, a functionally equivalent version of the HyperPlane has been emulated within the

FPGA for the purposes of this thesis. Subsequent sections of this chapter will describe

each of the ATMCard cornponents.
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5.3.1 Xilinx FPGAs

The reconfigurability of the ATMCard is realized through the use of Field­

Programmable Gate Arrays (FPGAs). FPGAs are "general-purpose? multi-Ievel

programmable logic devices that are custonllzed in the package by the end usersH [TRI94].

A major difference between FPGAs and theircousins? the Mask Programmed Gate Arrays

(IvIPGAs), is that in the latter custom masks are required during the manufacturing process.

Custom masks make low-volume production of MPGAs expensive [TRI94]. Therefore,

law-volume designs such as digital system prototypes favour the use of FPGAs from a cost

perspective. One drawback, however, is that designs implemented using FPGAs generally

require more gares than when implemented on an rvIPGA. In addition, interconnections are

" slower in an "FPGA due to the programming circ~itry. Therefore, once a design has been

thoroughly tested and is ready for mass-volume production, one can expect that a design

using MPGAs will not only be faster but will aIso require less gare area.

FPGAs are composed of logic blocks that are connected by a programmable

interconnect and are surrounded by input/output (lIO) blacks (Figure 5.2). There are many

commercially available FPGAs, each with varying logic block cornplexities and

programmable interconnect strategies. Currently, the most popular are the SRAM-based

FPGAs such as those produced by Xilinx, AT&T, and Altera. The ATMCard uses the

XC4000 family of FPGAs from Xilinx.
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UO Blodes

Figure 5.2: Generalized FPGA architecture IROS93].

The ATMCard utilizes the Xilinx XC401Opg191 FPGA. This FPGA implements

combinatorial logic in small look-up tables [XIL94]. The XC401Opg191 can hold an

approximate gate count of 10,000 gates where agate is defined as a 2 input N AND

[BR092]. Furthermore, the XC401Opg191 contains 160 user-definable If0 ports. The

gate density and number of If0 ports are sufficient for the ATMCard. If larger or faster

designs are to he implemented on the ATMCard 'requiring higher gate densities and

additional If0 ports, then FPGAs such as the Xilinx XC4013 or 4025, the Altera FLEX IOK

family, or the AT&T ORCA families of FPGAs may he utilized. These devices boast gate

densities exceeding 100,000 gates with user If0 ports numbering greater than 400 and clock

speeds up ta two or three times the clock speeds found on the XC401Opg191-6.

53



•

•

•

Chapter 5: ATMCard Overview

5.3.1.1 FPGA Design Methodology

Portions of the ATMCard design were implemented using Xilinx. XC401 Opg 191-6

FPGAs. The design implemented within the FPGA was perfonned according to a standard

design methodology. The hardware description language, VHDL (Very high speed

integrated circuit Hardware Description Language), was chosen as the design level entry for

the various hardware modules that are implemented within the FPGA. Its ease of use,

debugging and modification features were reasons for choosing VHDL. Synthesis of the

VHDL code into a Xilinx netlist format (XNF) was performed by Synopsys version 3.4b

synthesis tooi. Finally, partitioning, placement, and routing (PPR) of the design was

Performed on the XNF files by the Xilinx Automated CAD Tools (XACIT)"version 5.2:1.

5.3.2 Texas Instruments' SONET-ATM Transceiver: The TNETA1500

The TNETA1500 is a single chip BiCMOS SONET/ATM transceiver [fEX94].

Hereafter, we will refer to this chip as the SONET/ATM transceiver or just transceiver. The

SONET/ATM transceiver along with the Xilinx FPGA forro the comerstones of the

ATMCardo ATM insertion and extraction to and from SONET frames is performed by the

transceiver, while ATM data flow control and the HyperPlane simulator are implemented in

the Xilinx FPGA. The transceiver implements the physical layer of the ATM Protocol

Reference Model by transporting ATM ceIls over a SONET frame running at the STS-3c

rate of 155.52 Mbitls. Incorning SONET frames are accepted serially by the transceiver

(Figure 5.1). The device performs clock recovery, frame alignment, serial-to-parallel data

conversion, SONET payload identification, and ATM œIl boundary establishment on those

frames. In the ATMCard, ATM cells are extracted from the SONET payload, descrambled,

and then sent to an incoming first-in first-out (FIFO) queue. From there, the ATMCard

processes the ATM cells before transmitting them to the McGill HyperPlane (Figure 5.1).

Outgoing ATM cells received from the HyperPlane are placed inta a transmit input FIFO

queue located within the transceiver. From here, these ATM cells are then scrarnbled and

inserted into the synchronous payload envelope (SPE) of an STS-3c frame. The 155.52

Mbitls output dock is generated by an analog phase lock loop (APLL) from an external

19.44 MHz oscillator. Figure 5.3 shows a simplified block diagram of the major

cornponents of the SONET/ATM transceiver.
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Figure 5.3: Simplified functional block diagram of the TNETA1500 [TEX94].

5.3.3 MUSIC Semiconductor's Content-Addressable Memory

Content-addressable memories (CAMs) operate in a fashion opposite to their

Random Access Memory (RAM) counterparts [MUS94]. In a RAM, an address is

presented to the device and the data that is pointed to by that address is accessed. However,

in a CAM data is presented at the inputs and the address where that data is located is output.

A flag is aIso generated to signal a hit if the data has an associated address within the CAM;

a miss is generated if there is no associated address for the data. Alternatively, a CAM may

output associated data instead of the matching address. The speed at which CAMs operate

make them ideal for data search processes. In the ATMCard, ATM header translation is

accornplished through the use of CAM and SRAM memories.

MUSIC Semiconductors' MU9C148ü LANCAM® is a lK x 64 bit fixed-width

CMOS CAM used in Local Area Network (LAN) address filtering applications and in

ATM VPIIVCI header translation and tagging (Figure 5.4). External communications with

the LANCAM is done on a 16-bit wide data bus. The internaI data path, however, is 64-bits

wide thus requiring 4-way rnultiplexing in arder to connect with the external bus. Control

flexibility of the LANCAM is obtained through four control signais: Write Enable, Chip
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Enable, Command Enable, and Comparison Enable. Furthermore, an extensive instruction

set minimizes software overhead in systems. The internaI memory array of the LANCAM

may he configured as a mixture of CAM and RAM on 16-bit boundaries. Data stored in

the memory array may he accessed randomly as in RAMs or associatively as in CAMs.

Finally, when data is input into the Comparand register for comparison with the CAM array,

individual bits may he masked by setting the appropriate Mask regÏster bits during both

read and write comparison operations. AIl these features allow easy use of the LANCAM

in ATM header translation applications.

•
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Figure 5.4: Simplified functional block diagram of the LANCAM [TEX94].
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5.3.4 Memory

Memory devices used in the ATMCard include 256-Kbytes Statie RAMs (SRAMs),

64x4 bit and 64x5 bit parallel PIFOs, and 512-Kbytes UV-erasable EPROMs. After a

CAM comparison has been made, the associated data that is pointed to by the CAM OUtpllt

is located in the SRAMs. The ATMCard utilizes high-speed SRAMs l manufactured by

Integrated Deviee Technology, !ne. which have a read-write aceess time of 35 ns [INT94].

FIFOs are located on the ATMCard to pipeline the design [INT94a]. A 4-bit wide and a 5­

bit wide FIFO are configured together as a 9-bit wide PIFa! . The extra bit is used as a tag

field. 512-Kbyte EPROMs3 are used to store the bit-stream used to program the Xilinx

FPGAs [TEX89]. Further details on the use of th~ CAM and. SRAM memory components

are diseussed in the following ehapter.

5.4 Summary

This chapter introduced the ATMCard and presented a brief description of the major

components used on the ATMCard. The next chapter will provide a detailed functional and

structural description of the ATMCard and how the ATMCard utilizes these components.

l SRAM part number is ID171256L35P.
2 AFO part numbers are ID172401L35P (4-bit wide PIFÛ) and IDT72402L25P (5-bit wide AFO).
3 EPROM part number is 27C512.
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CHAPTER6

ATMCard Design Implementation

6.1 Introduction

Chapter 6 will provide a detailed description of the ATMCard. The ATMCard is a

transmitlreceive card that transports ATM cells between fiber or UTP-5 cable carrying

SONET frames and the McGill HyperPlane. After the reception of SONET frames from

optical fiber or UTP-S cables, the ATMCard extracts ATM cells from these SONET

frames. ATM cell header translation is then performed on these ATM cells, after which the

cells are transmitted to the HyperPlane. The HyperPlane serves as the switching medium;

based on the value of the VPI and VeI fields of the ATM cell header, ATM cells are

switched to other ATMCards via the HyperPlane (Figure 6.1). ATM cells received by an

ATMCard from the HyperPlane are then inserted into SONET frames for transport over

fiber or UTP-S cables. It should be noted that the optical HyperPlane demonstrator is not

scheduled for operation until 1998. Hence, a VHDL implementation of the HyperPlane

emulated on a Xilinx FPGA was used in this thesis. This HyperPlane Simulator was

created by Stephane Gagnon and Palash Desai when they were with McGill University

[SZY94a], [DES9Sa].
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Figure 6.1: Equivalent representations of the ATMCard
and the McGill HyperPlane system. Next generation

ATMCards will support multiple SONET IIOs per ATMCard.

•

•

Portions of the ATMCard design are based upon the work of students in McGill

Universiti's 304-494 Project Laboratory, supervised by Dr. Ted Szymanski. Nabbus and

Telfer' s [NAB95] project involved the VHDL design of a unidirectional interface that

extracted ATM cells from the TNETA1500A transceiver and transrnitted them to the

HyperPlane. This design stored an entire 53-byte ATM cell in a FIFO queue that was

designed using VHDL and targeted for a Xilinx 4010PG191 FPGA. Since space is at-a

prernium on a Xilinx 4010 FPGA, it was decided to use an extemal FIFO for the

ATMCard. The second 304-494 project that the ATMCard is based on was by Li and Wai

[LI95J. In this project, an ATM header translation component was designed that makes us.e

of a CAM and a replacement arbitration unit. Both the CAM and the replacement

arbitration unit were coded in VHDL for implementation on a Xilinx FPGA. In order to

save space, the ATMCard uses an extemal CAM. The ATMCard design incorporates

portions of these two projects. The ATMCard is aiso loosely based on a design described

in an application note by MUSIC Semiconductors [BRI94].

This chapter will provide a description of the ATMCard design. The functionality

of the various VHDL entities that make up the ATMCard will he explained. AIso, through

the aid of figures, a structural description will be provided. The design will he presented in

a top-down fashion.
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6.2 ATMCard Design Overview

This section will present an overview of the ATMCard design. Figure 6.2 shows a

black diagram of the major components that comprise the ATMCard. The ATMCard is

comprised of commercially available components - the TNETA1500A transceiver, the CAM,

the FIFO, and the SRAM - and cornponents designed in VHDL that are implemented in an

FPGA - the TNET_Interface, the HyperPlane_Interface, and the TNET_TX_Interface. For

practical design purposes, the HyperPlane Simulator will he implemented on the same

FPGA as the other VHDL components. Since the previous chapter dealt with the

lNETA1500A, the CAM, the PIFO, and the SRAM memories, this chapter will concern

itself primarily with the VHDL components.

L...-}ï_~_"?_0-J·-~flli--'TNETA
1500

SONETI

~~~ver·_·_--·ilflr~

O
denotes commer- ~

cially available
component

denotes com­

V;~-I pon~ntim'p~emen-
',:~,..-, ted In a Xihnx

FPGA

..
8-bit wide !4
data path

•

Figure 6.2: ATMCardblock diagram (alI data path widths are 8-bits except
data path connecting TNET_Interface and CAM which is 16 bits).

•
The ATMCard serves three main functions. First, the ATMCard controls the

transport of ATM cells from SONET frames received from the SONET/ATM transceiver to

the HyperPlane. Second, it performs rudimentary ATM header translation before

transmitting the cells across the HyperPlane. Finally, the ATMCard controls the transport
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of ATM cells that are received from the HyperPlane and destined for the SONET/ATM

transceiver. The switching core is implemented within the HyperPlane as illustrated in

Figure 6.1.

ATM cell data flow within the ATMCard is shown in Figure 6.3. With the aid of

this figure, the reader should get a better understanding of how the ATMCard functions. In

Figure 6.3 (a), the first byte of an ATM œIl is received by the TNET_Interface component

of the ATMCard. (This point is labeled (i).) After reading in the 5-byte ATM header from

the SONETIATM transceiver, the TNET_Interface loads the VCI and VPI values of the

header into the CAM (Figure 6.3 (b) point (ii)). The CAM, together with the SRAM, serves

as a look-up table; according to the value of the VCI and vpr fields received from the

TNET_Interface, the CAM will perfonn a search and ~ if it finds a match - will provide the

SRAM address where the new vcr and VPI fields are located. In Figure 6.3 (c), a CAM

match is assumed to have occurred. Thus, the TNET_Interface reads out the matching

SRAM address field from the CAM look-up table and this data is supplied to the SRAM

(Figure 6.3 Cc) point (iii». Concurrently, the TNET_Interface reads out the payload of the

ATM cell and transmits this payload to the extemal 64x9 FIFO (Figure 6.3 Cc) point (iv) .
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Figure 6.3: Operation and ATM cell data flow in theATMCard.

While the SRAM address from the CAM is valid, the HyperPlane_Inteiface reads

and stores the new 6-byte ATM cell header from the SRAM (Figure 6.3 (d) point Cv». The

header is now 6-bytes because an additionai byte has been prepended. This byte is for

internai HyperPlane use and is needed to identify the destination ATMCard this ATM œIl

is intended for. After the new header has been stored in the HyperPlane_Interface, the

62



•

•

•

Chapter 6: ATMCard Design Implementation

HyperPlane_Interface then waits for a "start-of-frameu signal from the HyperPlane. Ir

then transmits the 6-byte header to the HyperPlane followed by the 48-byte payload that it

receives from the extemal 64x9 FIFO (Figure 6.3 Ce) point (vi)). For an ATMCard

receiving an ATM cell from the HyperPlane~ the TNET_TX_Interface is first informed by

the HyperPlane that an ATM cel! is arriving (Figure 6.3 (f) point (vii)). After removing the

prepended byte from the header~ the TNET_TX_Interface then transmits this 53-byte ATM

cell to the TNETA1500A SONET/ATM transceiver.

The purpose of the extemal 64x9 FIFO memory in the data flow cycle described

above is to pipeline the design. During header translation, the ATMCard can

simultaneously read in the rest of the ATM cell and store it within the 64x9 FIFO. In a

sense, the ATMCard is multitasking the two functions of cell transmission· to the

HyperPlane and cell header translation. While header translation within the CAM and

SRAM is being processed~ the TNET_Interface continues to read in the 48-byte ATM

payload from the SONET/ATM transceiver. In order to avoid losing any clock cycles, the

tirne required for the ATMCard to perform header translation should be equal to or less

than the time it takes to read in the 48-byte header from the SONETlATM transceiver.

Otherwise, if ATM celIs with valid data were to arrive in every time slot the ATM buffers in

the SONET/ATM transceiver would overflow causing ATM cellioss to occur.

The 64x9 extemal FIFO also contains a "falI-throughU mode. In this mode, data

arriving at the input of an empty FIFO is propagated to the output after a certain fall­

through delay [INT94a]. This fall-through delay is much less than the time required for

data to reach the FIFO output after visiting each element of the FIFO queue. Because of

this feature, the HyperPlane_lnterface does not have to wait for data to propagate through

all 64 memory elements of an empty 64x9 FIFO; data arriving at an empty FIFû input will

appear at the output after a very short fall-through delay. In addition, it should be noted that

transmission of ATM cells to the HyperPlane and reception of cells from the HyperPlane

may occur simultaneously.

Figures 6.4 Ca) and (b) present a more detailed illustration of the ATMCard.

Figures 6.4 (a) and (b) are magnified versions of Figure 6.2 with signaIs being identified.

The main VHDL components responsible for header translation and the transmission of

ATM cells from the SONET/ATM transceiver to the HyperPlane are the TNET_Interface

and the HyperPlane_lnterface (Figure 6.4 Ca)). In the other direction, the VHDL

component which handles ATM cell transport from the HyperPlane to the SONET/ATM

transceiver is the TNET_TX_Interface (Figure 6.4 (b)).
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•
This section has provided a high-Ievel description of the function and structure of

the ATMCard. Figure 6.5 illustrates the hierarchical structure of the VHDL

entities/components of the ATMCard. In continuing with a top-down approach to

describing the ATMCard, the remainder of this chapter will concentrate on providing a

detailed description of each of these three main components and ail their subcomponents

shown in Figure 6.5.

•
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Figure 6.5: VHDL hierarchical organization of the three main ATMCard VHDL

components. The three top level entities TNET_lnteiface,
HyperPlane_Interface, and TNET_TX_Interface - are shown in bold.

6.3 The TNET_Interface

6.3.1 Introduction

•

The TNET_Interface and the HyperPlane_Interface components of the ATMCard

are responsible for eontrolling ATM cell header translation and the transmission of A1M

cells from the SONET/ATM transceiver to the HyperPlane. This section will foeus on the

TNET_Interface. A detailed block diagram of the TNET_Interface is shawn in Figure 6.6.

The TNET_Interface is comprised of three main VHDL entities - the Main_ControL_Unit,

the ID_ControL_Unit, and the CAM_Init_Unit - in addition to a 5x8-bit internaI FIFO,
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multiplexers, and logic gates. The overalI VHDL hierarchical organization of the

TNET_Interface was illustrated in Figure 6.5.

The TNET_Interface serves three main functions. First, it is responsible, through

the CAM_Init_Unit, for the initialization and configuration of the CAM. Second, it controIs

the reading of the ATM header from the SONETIATM transceiver and the subsequent

writing of this header to the CAM during the header translation process. Finally, the

TNET_Interface transmits the ATM payload from the SONET/ATM transceiver to the

external 64x9 FIFO queue.

The central control component of the TNET_Interface is the Main_ControL_Unit

(Figure 6.6). It becomes operational after the CAM_Init_Unit has completed the

initialization and configuration of the CAM. The Main_ControL_Unit is specificaIly

responsible for directing the IO_ControL_Unit to read bytes of an ATM cell from the

SONET/ATM transceiver. The Main_ControL_Unit is also responsible for initiating the

header translation process by writing the ATM header to the CAM and waiting ta see if a

match has occurred. If a matching field has been found within the CAM the

Main_ControL_Unit will read out the SRAM address value that is stored inside the CAM.

The ID_ControL_Unit controis the byte-by-byte transfer of ATM cells from the

SONET/ATM transceiver ta the internal 5x8 FIFO (FIFOS in Figure 6.6) and aIso to the

external 64x9 FIFO. The ID_ControL_Unit perforrns these actions under the direction of

the Main_ControL_Unit.
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Following Figure 6.3 for an overview and Figure 6.6 for the block diagram, a

description of the actions that the cornporients of the TNET_Interface perform during

header translation and ATM payload transmission will he given. In the point labeled Ci) in

Figure 6.3 (a), the start of an ATM cell is received by the TNET_Interface. The

SONET/ATM transceiver sends a signal to the Main_Controi_Unit that the first byte of an

ATM cell is being output on RD(7..0) by setting the RXCELL signal to a logical vaIue of

'1'. Once the Main_ControI_Unit receives this signal, it instructs the IO_ControI_Unit ­

by setting the TNET_read_header signal to '1' - to read the ATM header (the first 5 bytes

of the ATM cell) and store it into FIF05.

Once the ATM header has been stored into FIF05, the.TNET_Interface writes this

header to the CAM comparand register for comparison (Figure 6.3 (b), label (ii)). In order

to perfonn this action, the Main_Controi_Unit must first output the header on

CAM_data_out(15..0). The Main_Controi_Unit accomplishes this by properly setting the

two 2-to-l rnultiplexers and the tri-state gate using the signais FIFO_mux_select,

mux2_select, and data_out_enable_B (Figure 6.6). Since the CAM_data_out(15..0) output

is 16 bits wide, the header can he written to the CAM comparand register 2-bytes at a rime

using two CAM write cycles. (The fifth byte of the header, the HEC field, is not used in

header translation and, therefore, is not written to the CAM.) Once the CAM receives the 4­

bytes of the header, it proceeds to search its memory· contents for a matching field. In the

LANCAM, each address location is partitioned into a 4-byte CAM field that is used in

comparisons and a 2-byte RAM field that acts as the associated data. This associated data

field stores the SRAM address pointer that points to the SRAM location where the new

ATM header is located.

A match from the CAM is signaled by the assertion of a logical '0' value on the

MF (Match Flag) signal. At this point, the Main_ControL_Unit reads the associated

SRAM address value from the CAM and supplies this value to the SRAM (Figure 6.3 (c),

label (iii)). It then instructs the HyperPlane_Interface, via the SRAM_read signal, to read

the new header from SR.AJ.\.1 at the address pointed to by the CAM (Figure 6.6). The

Main_ControL_Unit will terminate reading the SRAM address from the CAM only when

the HyperPlane_Inteiface has finished reading in the new header. The

HyperPiane_Interface uses the SRA1Yf_read_done signal to inforrn the Main_Controi_Unit

that it has finished loading the new header from SRAM (Figure 6.6). While header

translation processes are being executed, the Main_ControL_Unit uses the

TNET_read-fJayload signal (Figure 6.6) to instruct the ID_Control_Unit to read the ATM
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payload from the SONET/ATM transceiver and write this payload to the external 64x9

FIFO queue (Figure 6.3 Cc), label (iv).

Conversely, if the ATM header does not produce a match within the CA1v1 the ATM

cell is discarded. The Main_Control_Unit instructs the ID_ContraI_Unit to discard the rest

of the ATM cell through the flush_TNET signal (Figure 6.6). The 10_Control_Unit will

then flush the remaining bytes of the ATM cell from the TNETA1500A by setting RRE

(Receive Read Enable) to '0' until the start of a new ATM cell is received.

This section has provided a description of the function and structure of the

TNET_Inteiface. The following sections will discuss ·the three main components of the

TNET_Inteiface: the Main_Control_Unit, the IO_ControI_Unit, and the CAM_Init_Unit.

6.3.2.1 Introduction

The black diagram for the Main_ControL_Unit is shown in Figure 6.7. The

Main_ControCFSM, the CAM_Write_FSlvf, and the CAM_Read_FSM are the three main

VHDL components that comprise the. Main_ControL_Unit (Figures 6.5 and 6.7). CAM'~

read and write operations are handled by the CAM_Read_FSM and the CAM_Write_FSM

components, respectively. The CAM read and write functions were placed in separate

components to simplify the Main_ControI_FSM. It was also advantageous to separate

these functions since they can be used again in other compooents; the CAM_Write_FSM is

us.ed by the CAM_Init_Unit during CAM initializatioo. This partitioning of finite state

machines for the purposes of design component simplification is done repeatedly in the

VHDL components of the ATMCard. The next two sections will discuss these three

components of the Main_Contrai_Unit.
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Figure 6.7: Black diagram of the Main_Control_Unit.

•

When the ATMCard is first powered on, the CAM_Init_Unit of the TNET_Interface

configures and initializes the CAM. Once this process is complete, control is transferred ta

the Main_Control_FSM. The Main_Control_FSM generates severa! control signais which

control cornponents in the TNET_Interface. The Main_Control_FSM is responsible for

writing ATM headers it receives from the SONET/ATM transceiver to the CAM camparand

register for comparison. In case of a CAM match condition, the Main_Control_FSM is

aIso responsible for instructing the 10_Control_Unit of the TNET_Interface to transmit the

ATM payload from the transceiver to the external 64x9 FIFO. In addition, if an ATM œIl
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does not appear on the output data lines (RD(7..0») of the SONETIATM transceiver the

Main_Control_FSM instructs the ID_Contrai_Unit of the TNET_Interface to flush data

from the SONET/ATM transceiver output queues until the start of an ATM cell appears on

RD(7..0). Finally, during ATM header writes to the CAM, the Main_Control_FSM handles

the proper set up of the two 2-to-l multiplexers and the tri-state gate that are located within

the TNET_Interface.

The Main_Control_FSM is a 13-state finite state machine with 29 transitions and

with 10 inputs and 27 outputs. A flow chart outlining the operation of the

Main_Control_FSM is shown in Figure 6.8.

Figure 6.8: Functional flow chart for the Main_Control_FSM.

•

•

InStnlct
fO_ConrroCUnit

to clear rest
of ATM ceLI

from TNETA­
1500A

r
InStrllct /0_ConrroCUnic
to read ATM ceU header
from theTNETAlS00A
and load this header into

FIF05; alsa. write header
into CAM and perfarm

comparison

Read assaciated data
from CAM and infann
CAM_ReaiCFSM ta
instnIct HyperPlane_

Interface to read translate
cell header from SRAM

Read ATM paylaad
from TNETA1500A

and write ta
64x9FIFO

InstfUct /0_ControCUniI
to read next byte from

the TNETAlS00A
RX AFO (flush_TNE1)

72



•

•

•

Chapter 6: ATMCard Design Implementation

Starting at the top of Figure 6.8, the Main_Control_FSM first waits for the

CAM_Init_Unit to complete the initialization and configuration of the CAM. Once this

pracess is complete, the Main_Control_FSM will wait for ail SONET/ATM transceiver

interrupts to clear. This event is signaIed when INTR = 'l' (Figure 6.7). Following down

the flow chart in Figure 6.8, the Main_Control_FSM waits for RXFE = 'l' which means

that there is an ATM cel! in the internaI receive queue of the SONET/ATM transceiver.

Next, the Main_Control_FSM must wait for the first byte of the ATM cell to appear on

RD(7..0) (Figure 6.6).

The appearance of the first ATM byte on RD(7..0) occurs when RXCELL = 'l' ..0, If

the first byte does not appear on the output the Main_Control_FSM instructs the

IO_Controi_Unit ta flush data from the internaI receive queue of the SONET/ATM

transceiver until RXCELL = '1'. Otherwise, the Main_Control_FSM instructs the

IO_Controi_Unit ta read the 5-byte ATM header and ta load this header into FIFOS

(Figure 6.6). After setting up the multiplexers and the tri-state gate to allow data from

FIFOS ta appear on CAM_data_out(IS..0) in Figure 6.6, the Main_Control_FSM then

instructs the CAM_Write_FSM in Figure 6.7 ta write the header from FIFOS to the CAM

for camparison. If a match does not occur (MF = '1 '), then the Main_Control_FSM

instructs the ID_ControL_Unit to flush the rest of the ATM cel! from the SONET/ATM

transceiver and proceeds back ta the top of the flow chart (Figure 6.8) to begin the process

again. If a match does occur, the Main_ControL_FSM instructs the CAM_Read_FSM ta

read the associated data from the CA.M. The CAM_Read_FSM, in tum, instructs the

HyperPlane_Interface to read the new ATM header from SRAM. Meanwhile, the

Main_Control_FSM instructs the ID_Controi_Unit, through the TNET_read-fJayload

signal, ta read the 48-byte A1M payload from the SONET/ATM transceiver and write this

into the externaI 64x9 FIFO, after which the Main_Controi_FSM proceeds to the top of the

flow chart in Figure 6.8 to begin the process again.

This section has atternpted to provide a brief functionaI description of the

Main_Control_FSM. The following section will discuss the CAM_Write_FSM and the

CAM_Read_FSM.

The Main Control Unit utilizes the CAM Write FSM and the CAM Read FSM- - - - - -
during CAM read and write cycles (Figure 6.7). With the LANCAM, there are two
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different types of read and write cycles. There are read and write cycles that access the

control registers of the CAM. These cycles are known as command reads or wrÎtes.

Similarly, read or write cycles that access the memory portion of the CAM are known as

data reads or writes. The TNET_Inteiface performs both data and command writes to the

CAM but only executes data reads from the CAM.

Read and write cycle timing diagrams are illustrated in Figures 6.9 and 6.10. In

bath figures, the CAM_Write_FSM and the CAM_Read_FSM are responsible for

controlling the CAM chip enable signais (Ela and EIb), the CAM readlwrite signaIs

(Wla and Wlb), and the CAM command/data signals (CMDla and CMDlb). The latter

~e used to notify the CAM whether a command read/write cycle is occurring or a data

read/write cycle. Setting up of data on CAM_data_our(15..0) is controlled by the

Main_Control_FSM.

Looking at the write cycle timing diagram in Figure 6.9, Wla is puised low at (i) to

signify a wrïte. The CAM does not care about the value of WIa before this point. A CAM

command or data write is chosen by selecting the appropriate value for CMDIa where

CMD1a = '1' denotes a data write and CMD1a = '0' denotes a command write. Once

these signaIs have been set, the data has settled on CAM_data_our(15..0), and after a certain

setup rime defined in the CAM data sheets [MUS94], Ela is puised low (point (ii) in

Figure 6.9). Data appearing on CAkf_data_ollt(15..0) is written into the CAM on the

falling edge of Ela.

Ela \ /
(i) Cii)

Wla ~ /

=xCMDla VALID X

=x XCAM_data_out(15..0) VALID

Figure 6.9: ATMCard CAM write cycle timing diagram
(signaIs named according to Figure 6.7).

Next, the CAM read cycle timing diagram shawn in Figure 6.10 will he discussed.

The CAM_Read_FSM is slightly more complex then the CAM_Write_FSM because it must
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infonn the HyperPlane_Interface when it can read a new ATM header from the SRAM.

The CAM read cycle begins simiIarly to the write cycle in that the W1b and the CMD1b

signais must be set before the CAM is enabled by puIsing Elb low (Figure 6.10, points Ci)

and(ii». Forcommandreads, CMDlb = '0' andfordatareads CMDlb = 'l'. GnIy data

read cycles are used by the TNET_Interface. AIso, the duration that Elb is puIsed low

controls the Iength of time the data on CAM_data_out(15..0) is vaIid.

(vi)

Cv)

_______---J/,...---,.'--

Figure 6.10: ATMCard CAM read cycle timing diagram
(signais narned according to Figure 6.7).

After a certain deIay specified in the CAM data sheets (MUS94], data read from the

CAM becomes valid on CAM_data_out(15..0) (Figure 6.10, point (iii». In the ATMCard,

this data will aIso be suppIied to the address signais of the 256K SRAM. Recaii that the

associated data read from the CAM after a CAM match has occurred is the address location

in the SRAM where the new ATM header can he found. In order to inform the

HyperPlane_Interface that it can now read the new header from SRAM, the

CAM_Read_FSM sets the SRAM_read signal to '1' (Figure 6.10, point (iv». The

CAM_Read_FSM then waits for the HyperPlane_Interface to notify it that it has completed

reading in the new header. When the header read is done, the HyperPlane_Interface sets

the SRAM_read_done signal to 'l' (Figure 6.10, point Cv) and the CAM_Read_FSM can

now release the SRAM address data that was appearing on CAM_data_out(15..0) (Figure

6.10, point (vi).
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Finally, for completeness, functional flow chans for the CAM_Write_FSM and the

CAM_Read_FSM are shown in Figures 6.11 and 6.12.

Stan

Perfonn a CAM data write
with the data on the out- Yes

put. CAM_data_out(l5..0),
of the TNET_Interface

Perform a CAM conunand
write with the data on the Yes

output, CAM_data_out(15..0).
of the TNET_Interface

•
Figure 6.11: FunctionaI flow chart for the CAM_Write_FSM.

Stan

Perfonn a data read
from the CAM and
hold the output on

the data lines; instruct
HyperPlane_Interface to read

new header from SRAM

Release output
fromCAM

•

Figure 6.12: Functional flow chart for the CAM_Read_FSM.
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6.3.3 The ID_Control_Unit

6.3.3.1 Introduction

The second main component of the TNET_Interface is the IO_Contro/_Unit. The

floorplan of the TNET_Interface was shown in Figure 6.6. A block diagram of the

IO_ControI_Unit is shown in Figure 6.13. Through commands received from the

Main_ControL_Unit, the la_ContraI_Unit is responsible for controlling the byte-by-byte

transfer of ATM cells from the SONET/ATM transceiver to the internal FIFOS queue of

the TNET_Interface (Figure 6.6) and also to the external 64x9 FIFO. The three main

VHDL components of the 10_Control_Unit are the la_ControI_FSM, the LFSR6

component, and the LFSR3 component. The LFSR6 and the LFSR3-components are 6-bit

and 3-bit Linear Feedback Shift Registers (LFSR), respectively. These two components

will be discussed shortly. The purpose of the two LFSRs is to act as counters. The

following two sections will discuss the ID_Control_FSM and the two LFSRs.
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Figure 6.13: Black diagram of the IO_ControL_Unit::

6.3.3.2 The ID_Control_FSM

•

The IO_Control_FSM is responsible for controlling the transfer of ATM cells from

the SONET/ATM transceiver ta the FIFOS queue of the TNET_Interface (Figure 6.6) or ta

the extemaI 64x9 FIFO queue. If an ATM cell does not apPear on the output port RD(7..0)

of the SONET/ATM transceiver, the IO_ControL_FSM is then responsible for flushing the

internaI receive queue of the SONET/ATM transceiver until the start of an ATM œIl

appears on RD(7..0).
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The ID_ControL_FSM is a 9-state finite state machine with 21 transitions and has 9

inputs and 9 outputs. A flow chart outlining the operation of the IO_Control_FSM is

shawn in Figure 6.14.

In Figure 6.14, the 10_Control_FSM first checks ta see if RXCELL ='1'. If this is

not true then the 10_Control_FSM will wait for the Main_ControL_Unit ta instruct it ta

flush the SONET/ATM transceiver internaI receive queue until the start of an ATM œIl

appears on the data tines, RD(7..0). The Main_Controi_Unit instrucLS the

10_Control_FSM ta begin flushing by setting the flush_TNET signal to '1' (point Ci) in

Figure 6.14). Since the IO_ControL_FSM is always waiting for instructions from the

Main_ControL_Unit, the Main_Controi_Unit may he seen as the master component while

. -the ID_Control_Unit may be seen as the slave compohent. - .

Once the start of an ATM œll appears on RD(7..0), the 10_Control_FSM infonns

the Main_Control_Unit of this event and then proceeds ta wait for the Main_ControL_Unit

ta instruct it to read the header (point (ü) in Figure 6.14). When the Main_ControL_Unit

sets the TNET_read_header signal ta '1', the /0_Controi_FSM begins ta read the 5-byte

header from the 1NETA1500A transceiver and loads this header into the internaI FIFOS

queue (point (iii) in Figure 6.14). The 10_ControL_FSM uses the LFSR3 counter to notify

itself when all 5-bytes have been written ta FIFOS. After the header has been loaded, the

10_Controi_FSM informs the Main_Contrai_Unit that it is done and waits again for the

Main_Controi_Unit to instruct it ta read the 48-byte' ATM payload (Figure 6.14). The

Main_Controi_Unit instructs the 10_Controi_FSM to read the payload by sening the

TNET_read-fJayload signal ta '1' (point (iv) in Figure 6.14). When this event occurs, the

10_Controi_FSM first verifies that the extemal 64x9 FIFO is ready to accept data. Once

the external64x9 FIFa is ready, the 10_Control_FSM commences the transmission of the

ATM payload from the SONET/ATM transceiver to the extemal FIFO (Figure 6.14). The

10_Controi_FSM uses the LFSR6 counter to notify itself when aIl 48-bytes have been

written to the external FIFO. It should be noted that the extemal FIFO is 9-bits wide sa that

the HyperPiane_lnterface can identify the start of a 48-byte payload. When the first byte

of an ATM payload is written to the externaI 64x9 FIFO, the IO_Control_FSM sets the

most significant bit (the ninth bit) to one. This bit is set ta zero for aIl other bytes in the

ATM payload. When the entire payload has been written to the external FIFO, the

IO_ControL_FSM returns ta the top of Figure 6.14 and the process begins anew.
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Wait for stan
of ATMcell
to appearon

TNETA1500A
output port

(üi)
Read header from

TNETA1500A and load
into FIF05; Main_Controe

Unit will take this header and
write it into CAM

LoadATM
payload into

the 64x9 AFO

•

Figure 6..14: Functional flow chart for the ID_Control_FSM.

6.3.3.3 Linear Feedback Shift Register Counters

AIl counters that are used on the ATMCard are implemented as Linear Feedback

Shift Registers (LFSR). An LFSR counter differs from conventional binary counters in

their high speed and simple structure, which is gained at the expense of sacrificing the
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binary count sequence [ALF94], [ALF95]. The size and speed advantages that are inherent

in LFSR counters make them ideal for high speed telecommunication applications such as

theATMCard. An n-bit LFSR counter is capable ofhaving a maximum sequence length of

(2n
- 1). An n-bit LFSR is simply an n-bit shift register with an XNOR gate in the feedback

path from selected outputs of the shift register ta the first inpu~ Do (Figure 6.15). The

ATMCard uses a 3-bit LFSR (LFSR3) and a 6-bit LFSR (LFSR6) enabling counting

operations up to the number 63. In order for the two LFSRs to function, outputs QI and Qz

must be fed to the inputs of the XNûR gate of LFSR3, while outputs ~ and Qs must he fed

to the XNOR inputs of LFSR6 (Figure 6.15). These configurations guarantee a pseudo­

random count having the maximum sequence length of (2n
- 1).

The outputs ~, x = O,l,...,n-l, of an n-bit LFSR are used by components in the

ATMCard to detennine when a count to a certain number has been reached. For example,

in the counting sequence followed by LFSR3 the number five is represented by Qo= '0' ,

QI=' l', and Q2='0' . Therefore, a signai that aIerts a component that a count to five has

been reached (such as the count5_done signai of Figure 6.13) will be the output of a 3-input

AND gate that has as its inputs the signais Qo='O', QI=' l' , and Q2='0' .
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clock_enable

Ca)

LFSR3
(VHDL entity)

•

•

Qo

LFSR6
clock_enable (VHDL entity)

(b)

Figure 6.15: Linear feedback shift register (LFSR) eounters With
maximum sequence length of (21l

- 1). Ca) A 3-bit LFSR counter
(LFSR3) and (b) a 6-bit LFSR eounter (LFSR6) are shawn (dock and
reset signais are nat shawn) [ALF94].

6.3.4.1 Introduction

The third and finaI VHDL camponent of the TNET_Interface which was shown in

Figure 6.6 is the CAM_Init_Unit (Figure 6.16). The CAM_Init_Unit is composed of the

CAM_Init_FSM and the CAM_Write_FSM. When powering up the ATMCard, the

CAM_Init_Unit is responsible for the initialization and configuration of the LANCAM.

Once its task is complete, the CAM_Init_Unit passes control to the Main_Controi_Unit sa
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that normal TNET_Interface operations may proceed. At this poin~ the CAM_Init_Unit

remains dormant. The following section will discuss the CAM_Init_FSM component.

Since the CAM_Write_FSM has aIready been described in section 6.3.2.3, it will not he

discussed here.

toCAM

Figure 6.16: Block diagram of the CAM_Init_Unit.•
~

toMain_
Control_Unit

. ~ '_,.,~-', \ .' >

clock

~",<,•.""." . .; -' .~,.., ;.. .. " ....,,- ...

reset

CAM_Write_
FSM

(VHDL entity)

•

The CAM write control signaIs are managed by the CAM_Write_FSM. During

CAM initialization and configuration, the CAM_Write_FSM is, in tum, controlled by the'

CAM_Init_FSM. The CAM_Init_FSM also controis what is to he written to the CAM and

whether the write actions are to be CAM data writes or CAM command writes.

The CAM is configured by the CAM_Init_FSM to enable the 5-byte ATM header

comparison cycles that were described previously. To recapitulate, four bytes of the 5-byte

header (the HEC field is not used) are written to the CAM comparand register by the

Main_ControL_Unit. The CAM then proceeds to search its memory contents for a field

matching these four bytes. In the case of a match, the Main_ControL_Unit reads from the

CAM the 2-byte data that is associated with this matching field. These two bytes comprise

the address where the new ATM header can be found in the 256K SRAM.

Since the LANCAM manipulates data as 64-bit words (8 bytes), the CAM memory

is partitioned so that the most significant 6 bytes act as CAM fields and the least significant

2 bytes serve as the associated RAM fields. Therefore, during CAM comparison cycles
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only the most significant 6 bytes of the CAM memory are searched. This partitioning,

however, is not enough. The LANCAM allows a user to mask CAM memory bits during

comparisons. The CAM_Init_FSM masks the most significant 16 bits (2 bytes) of the 6­

byte CAM rnemory field leaving only 4-bytes which are used during CAM comparison

cycles. These 4-bytes correspond to the 4-bytes of the ATM header that are used during

comparisons. Similarly, the 2-byte SRAM address pointer is stored in each 2-byte RAM

field of the CAM memory, allowing the address pointer to be output during a CAM

comparison match.

The instruction sequence that the CAM_Init_FSM uses to configure and initialize the

MU9C1480 CAM aIso partitions and rnasks the CAM memory so that all the above actions

may occur. Table 6.1 illustrates the command sequence that· is followed by the

CAM_Init_FSM in order to properly initialize and configure the CAM. It should be noted

that the CAM Instruction Register (IR) is the default destination of all cornmand writes

(CW) to the CAM. In order to write to other CAM control registers, a Temporary

Command Overwrite (TeO) instruction must be written to the Instruction Register (IR)

telling the CAM which control register is ta he written. The next command write after the

TCO instruction will he destined for the new control register. Similarly, the CAM

Comparand Register is the default destination of all eAM data writes (DW). In order ta

perform a data write to the CAM memory or the Mask· Registers, a Select Persistent

Destination (SPD) instruction must be written to the Instruction Register. Once the new

destination has been chosen with the SPD instruction, it \vill becorne the default destination

for aIl subsequent data writes until another SPD instruction has been made [MUS94].
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Command Abbreviation

1) eWTCO cr

2) CWOOOOh

3) CWTCO cr
4) CW FESCh

5) ew SPD MRI

6) DWOOOOh

7) DWOOOOh

8) DWOOOOh

9) DW FFFFh

10) CW SPD CR

Il) CW TCO SC

12) CW 1024h

13) CW SPS M@HPM

Description

Command write (CW) the TemporaI)' Command Overwrite
(TeO) instruction. This command makes the next CW
instruction write ta the Control Register (CT). The default
destination for command writes is the Instruction Reeister.
Command write the value OOOOh to the CT register. This resets
the device and accounts for power un anomalies.
Sarne command as 1.
Command write FE5Ch to the CT register. Writing this value
to the CT register configures the lowest 16 bits of a CAM
memory location as a RAM field and the remaining 48 bits as
CAM fields. Therefore, during comparisons only the most
significant 48 bits are used. Also, this command masks ail
comparisons with the contents of Mask Reeister 1 (MR1).
Command write the Select Persistent Destination (S PD)
instruction.· This command makes all subsequent data writes go
to the selected destination. In this case, the selected destination
is Mask Re~ister 1 (MRl).
Data write the value OOOOh to the lowest significant 16 bits of
the 64-bit MRl.
Data write the value OOOOh to the second lowest significant 16
bits ofMRl.
Data write the value OOOOh to the third lowest significant 16
bits ofMRl.
Data write the value FFFFh to the most significant 16 bits of
MRI. \Vriting all ones to the most significant 16 bits means
that these bits are masked. AlI CAM comparisons will only use
the least significam 4 bytes of an 6 byte CAM field.
Select the Comparand Register (CR) as the persistent
destination for data writes. After the CAM is initialized and
configured, ail data writes from the Main_ControCUnit will go
to CR for comparison operations.
Select the Segment Control (SC) Register as the destination for
the next command write instruction.
Write the value 1024h to the SC Register. Writing this value
configures the CAM 50 that only the least significant 48 bits (4
bytes) of a 64-bit word are written to the comparand register
during comparisons (the most significant 16 bits are masked).
A1so, during aIl data reads only the least significant 16 bits (2
bytes) are read and the remaining 48 bits are ignored. The 16
bit field that is read is the SRAM address oointer.
Command write the Select Persistent Source (SPS) instruction.
This command makes aU subsequent data read cycles read from
the memory location where the highest priority match (HPM)
from a comparison occurred.

•

Table 6.1: CAM_Init_F5M configuration and initialization command sequence.
(CW =command write; DW =data write)

CAM command abbreviations are shown in Table 6.1. For abbreviations involving

CAM data writes (DW), the 16-bit hexadecirnal field represents the 16-bit value appearing

on the CAM data ports that will be written into the CAM. For example, "DW aOaOh"

signifies that the 16-bit hexadecimai value OOOOh will he written into the CAM during a data
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write cycle. The command write (CW) TCO, SPD, and SPS instructions shown in the first

column of Table 6.1 are 16-bit instructions appearing on the CAM data ports that are

written into the CAM during command write cycles (MUS94].

This section completes the description of the TNET_Interface component and its

three main subcomponents - the Main_ControL_Unit, the 10_Control_Unit, and the

CAM_Init_Unit. The next section will discuss the HyperPlane_lnterface and its

subcomponents shown in Figure 6.5.

6.4 The HyperPlane_Interface

6.4.1 Introduction

The HyperPlane_Interface works in conjunction with the TNET_Interface in order

ta perforrn ATM cell header translation and in order to transmit ATM cells from the

SONET/ATM transceiver to the HyperPlane. An overview of the HyperPlane was

presented in Chapter 3. This section will discuss the HyperPlane_Interface VHDL

component. A detailed black diagram of the HyperPlane_lnterface is illustrated in Figure

6.17. The HyperPlane_Interface is comprised of two main components - the

SRAM_Control_Unit and the SPA_TX_Control_Unît - in addition to a 6x8...bit FIFO

(FIF06), multiplexers, and an OR gate. The overall VHDL hierarchical organization of the

HyperPlane_Interface was shawn in Figure 6.5.

There are two main functions that the HyperPlane_lnterface serves. Through its

SRAM_Control_Unit subcompanent, the HyperPlane_Interface is responsible for reading

the new 6-byte ATM header from the external 256K SRAM and writing this header into the

internaI FIF06 queue (Figure 6.17). During ATM header translation, the new header is 6­

bytes long because an extra byte has been prepended. This prepended byte is used

intemally by the HyperPlane ta direct the ATM cell to the destined ATMCard. The other

subcomponent - the SPA_TX_Control_Unit - is responsible for the second main function of

the HyperPlane_lnterface. This function is the transmission of the ATM header from the

FIF06 queue to the HyperPlane and also the transmission of the ATM payload from the

external 64x9 FIFO to the HyperPlane.
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to256KSRAM

Figure 6.17: Block diagram of the HyperPlane_Interface.

A description of the procedures used by the HyperPlane_Interface during AlM

header translation and ATM cell transmission to the HyperPlane will be given. The reader

is asked to refer to Figure 6.3 during this discussion. Once a matching SRAM address

field has been found within the CAM memory (Figure 6.3, label Cili)), the TNET_Interface

instructs the SRAM_Control_Unit, via the SRAM_read signal (Figure 6.17), to read the new

6-bit ATM header from the SRAM. Upon receiving an instruction to read from the SRAM

CSRAM_read = '1 '), the SRAM_Control_Unit proceeds to read the 6-byte header from the

SRAM and loads this header into the internaI FIF06 queue of the HyperPlane_Interface

(Figure 6.3, label Cv)). The SPA_TX_Control_Unit may then transmit this 6-byte header

together with the ATM payload received from the external 64x9 FIFû only when a special
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dock signal, firstJrame_1 (Figure 6.17), is equal to a logical value of 'l'. Since the

HyperPlane functions on a time-division multiplexed (TDM) scheme, it is imperative that

the SPA_TX_Control_Unit transmit the ATM cell only at the beginning of a HyperPlane

frame (signaled by firstJrame_1 = '1 '). . When firstJrame_1 = 'l' the

SPA_rx._Control_Unit frrst transmits the 6-byte header from FIF06 ta the HyperPlane,

and then the ATM payload from the external64x9 payload (Figure 6.3, label (vi)).

This section has provided a brief description of the HyperPlane_Interface. The

following sections will discuss the two main components of the HyperPlane_Interface: the

SRAM_Control_Unit and the SPA_TX_Control_Unit.

6.4.2.1 Introduction

The first main VHDL component of the HyperPlane_Interface is the

SRAM_Control_Unit. The black diagram for the SRAM_Control_Unit is illustrated in

Figure 6.18. The SRAM_Control_Unit is responsible for reading the new 6-byte ATM

header from SRAM and loading it into the internaI 6x8-bit FIFO (FIF06) of the

HyperPlane_Interface. Upon cornpletion of this task, the SRAM_Control_Unit then

transfers control to the SPA_TX_Control_Unit of the HyperPlane_Interface (Figure 6.17),

wmch transmits the 6-byte translated ATM header along with the 48-byte ATM payload

into the HyperPlane. The main VHDL cornponents of the SRAM_Control_Unit are the

SRAM_Control_FSM and the 3-bit LFSR counter (LFSR3). The following section will

discuss the SRAM_Control_FSM. The 3-bit LFSR counter will not he described in this

section since it was previously discussed.
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•

"internai HyperPlane_ dock reset
Interface signal

Figure 6.18: Block diagram of the SRAM_Control_Unit.

• i The SRAM_Control_FSM is responsible for reaqing the 6-byte translated AlM

header and loading it into the internai 6x8 FIFO (FIF06) of the HyperPlane...Jnterface.

The SRAlvI address that· the SRAM_Control_FSM should read from is obtained from the

ÇAM after a matcn has occurred. Once the 6:·byte heél:der .has _been: written into FIF06, the

SRAM_Control_FSM passes control over to the SPA_TX._Control_FSM.

The SRAM_Control_FSM is a 6-state finite state machine (FSM) with 8 transitions

between states and it has 4 input ports and 10 output· ports. A flow chart outlining the

operation of the SRAM_Control_FSM is illustrated in -Figure 6.19.

•
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Stan

Read 6 byte header
from SRAM and
load into FIFü6

Inform the Main_
ControCUnit of the

'-----1 TNET_Interface that
the SRAM read
process is done

Figure 6.19: Functional flow chart for the SRAM_Controi_Unit.

The operation of the SRAM_Control_Unit is very simple. Beginning at the top of

Figure 6.19, the SRAM_Control_Unit waits for an SRAM read instruction from the

TNET_Interface (SRAM_read =' 1'). When the instruction arrives the TNET_Interface has

ensured that the proper address has been sent ta the SRAM. This address originates from

the associated data field of the CAM memory. It points to the SRMf address 'where the

start of the new ATM header is located. Therefore, the SRAM_Control_Unit need only

concern itself with sequentially reading the new 6-byte ATM header from the SRAM and

loading this header into the FIF06 queue of the HyperPlane_Interface. Once it has

finished loading FIF06, the SRAM_Control_Unit must notify the TNET_Interface that it is

done so that the Main_Controi_Unit of the TNET_Interface may terminate the CAM read

cycle. At this point, the SRAM_Control_Unit proceeds back to the top of Figure 6.19 and

waits for the next SRAM read instruction.
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6.4.3 The SPA_TX_Control_Unit

6.4.3.1 Introduction

Figure 6.20: Black diagram of the SPA_TX_Control_Unit.

The second main VHDL component of the HyperPlane_Interface is the

SPA_TX_Control_Unit. Figure 6.20 illustrates the block diagram of the

SPA TX Control Unit. After ATM header translation has been performed, the

SPA_TX_Control_Unit is responsible for the transmission ofthese translated ATM cells to

the HyperPlane. To accomplish this transfer, the SPA_TX_Control_Unit frrst transmits the

6-byte ATM header stored in FIF06 to the HyperPlane (Figure 6.17). It then transmits the

ATM payload from the extemal64x9 FIFO queue to the HyperPlane. These transmissions

must be performed in a synchronous manner so that the ATM cell is .inserted into .a -valid .

frame of the HyperPlane.

The main VHDL components of the SPA_TX_Control_Unit are the

SPA_TX_Control_FSM and the LFSR3 and LFSR6 counters (Figure 6.20). The following

section will discuss the SPA_TX_Control_FSM. The LFSR counters will not be described

in this section since they were described previously.

LFSR3
(VHDL
entity)

LF8R6
(VHDL
entity)

SPA_TX_Control_Unit
(VHDL entity)

:~;~'::?.:;-?~~'" .

o~~~+~~~~~..
·:.~j!:~-tœ;

' ..:... ::;. ......, ---:-----'

.:i~;·~~;+fT~~.~..·-~;··.·:},·;.•~':·:{:,;·cl@~·
.' ·ount48.::..emilile',· - ,

·~"i .?~ti8,~~~~~:.;: .' .~

dock reset

8PA_TX_
Control_F8M

(VHDL entity)

to HyperPlane
SPA_tx_

frrscslot_l enable

·.i<·~,~';>.~~t~~~.tc~.••.>....': l...-----,_----,--.--,-----:---I

~;::~'~·'~-r·::..'·'::::,:;:~::~:-~.~,.. '-, <.~.j .. :>~~ ~'.
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Control_Unit

•

•

91



•

•

•

Chapter 6: ATMCard Design Implementation

The SPA_TX_Control_FSM is responsible for transmitting an ATM cell to the

HyperPlane. An additional byte has been prepended to the ATM header. This prepended

byte is used intemally by the HyperPlane in order to identify the correct destination

ATMCard. In order to transmit the ATM cell, the SPA_TX_Control_FSM first reads the 6­

byte header from FIF06 (Figure 6.17) and sends the header to the HyperPlane.

Immediately after the header has been sent, the SPA_TX_Control_FSM transmits the 48­

byte ATM payload from,the extemal64x9 PIFO queue to the HyperPlane . . _

The SPA_IX_Control_FSM is a 6-state finite state machine with 13 transitions

between states and it has 8 input ports and 8 output ports. A flow chart outlining the

operation of the SPA_TX._Control_FSM is illustrated in Figure 6.21.

Stan

Transmit 48-byte
payload from 64x9

external FIFO
to the HyperPlane

Transmit 6-byte
header from FIFD6
to the HyperPlane

Figure 6.21: Functional flow chart for the SPA_TX_Control_Unit.
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Before the SPA_TX_Control_Unit is able ta send an ATM cell ta the HyperPlane, it

must wait for the SRAM_Control_Unit ta complete its Ioading of FIF06 with the new 6­

byte A1M header (top of Figure 6.21). When the Ioading is complete, the

SRAM_Control_Unit informs the SPA_TX_Control_FSM of this event by setting the

SRAM_read_done signal ta a logical value of '1' (Figure 6.20). Once this signal is set ta

true, the SPA_TX_Control_FSM waits for the first byte of the 48-byte ATM payload ta

appear on the output port of the extemal 64x9 FIFO. When FIFO_MS_data is asserted.

the first byte of the ATM payload is on the output port (Figure 6.20).

Finally, before transmission of an ATM cell to the HyperPlane can begin, the

SPA_TX_Control_FSM must wait for the star! of a frame. Recall that data sent across the

HyperPlane is time-division multiplexed. Therefore, it is important for the

SPA_TX_Control_FSM to begin transmission of an ATM cell at the start of a frame. In this

case, the SPA_TX_Control_FSM may begin ATM cell transmission only at the start of a

HyperPlane rime frame (Figure 6.22). At this point, the SPA_TX_Control_FSM begins

transmitting the 6-byte header from FIF06 to the HyperPlane. The

SPA_TX_Control_FSM uses the LFSR counter, LFSR3, ta notify it when the entire 6-byte

header has been sent and when it should begin transmitting the 48-byte payload from the

external 64x9 FIFO ta the HyperPlane. Similarly, the SPA_TX_Control_FSM uses the

LFSR6 counter ta signal the end of the 48-byte payload. When the LFSR6 counter has

reached the value of 48, the SPA_TX_Control_F5M stops and proceeds to the top of Figure

6.21 ta await the transmission. of the next ATM cell.

firscframe

dock

• Figure 6.22: Timing diagram showing the transmission of
an ATM ceU to the HyperPlane [SZY94a].
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This section completes the description of the HyperPlane_Interface VHDL

component and its two main subcomponents - the SRAM_Control_Unit and the

SPA_TX_Control_Unit. The next section will describe the final component which is the

TNET_TX_Interface.
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6.5.1 Introduction

While the TNET_Interface and the HyperPlane_Inteiface together are responsible

for the transmission of ATM cells from the SONETIATM transceiver to the HyperPlane,

the TNET_TX_Interface is solely responsible for the transmission in the reverse direction,

that is, from the HyperPlane to the SONET1ATM transceiver. This final section of this

chapter will describe the TNET_TX_Inteiface. A detailed black diagram of the

TNET_TX_Interface is shown in Figure 6.23. The TNET_TX_Interface is very simple

compared with its counterparts the TNET_Interface and the.HyperPlane_lnterface, since its

sole task of transmitting ATM celIs frOID the HyperPlane to the SONETIATM transceiver

is much simpler. Also, unlike the TNET_Inteiface or the HyperPlane_Inteiface., the

TNET_TX_Inteiface does not utilize any external memory components.

...·'>"'~t~;;i~*~;~-~~,}:j~"
!!n{!~) :[itJ~:!C;:F~' ~:t

-~·;.'done· <'. Q3

, "",':Q4'
,L-,--,--......----,---r-:----J,,:-:,~·:·V:---:_:'.::. : ::':~Q5~

.. -::'-,,:,.~-'<-.;':.:,' .. _'_-':' __ ', .,'·:t::." '--~-...,.---,-~

clock reset

Figure 6.23: Black diagram of the TNET_TX_Interface.

The only task that the TNET_TX_Inteiface must perform is the transmission of

ATM cells it receives from the HyperPlane to the SONET/ATM transceiver (Figure 6.3 (t),

label (vii)). Before transmitting a œIl, however, the TNET_TX_Interface must remove the

prepended header byte that was used intemally by the HyperPlane. Once this byte has been

removed., the TNET_TX_Interface can send the entire 53-byte ATM cell to the

SONET/ATM transceiver. Figure 6.23 shows that the two main components of the
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TNET_TX_Inteiface are the TNET_TX_FSM and the LFSR6 counter. Since LFSR

counters have been discussed previously, the next section will only describe the

TNET_TX_FSM.

The TNET_TX_FSM is responsible for transmitting ATM cells received from the

HyperPlane to the SONET/ATM transceiver. Before the transmission, however. the

TNET_TX_FSM must remove the prepended header byte that was used by the HyperPlane.

The TNET_TX_FSM is a 6-state finite state machine with 13 transitions between

states and it has 6 input ports and 4 output ports. A flow chart outlining the operation of the

TNET_TX_FSM is illustrated in Figure 6.24.

.....----lReset counter

Remove prepended
HyperPlane header byte

and then transmit 53-byte Yes
ATM cell from the
HyperPlane to the

TNETA1500A

Figure 6.24: Functional flow chart for the TNET_TX_FSM.
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Before any ATM cell transmission can QCcur, the TNET_TX_FSlv1. must first verify

that the SONET/ATM transceiver is operational. First, it waits until ail SONET/ATM

transceiver intermpts are clear (point CI) in Figure 6.24). Next, if the SONET/ATM

transceiver internaI transmit queue is full then it cannat accept any additionaI ATM cells.

The TNET_TX._FSMwaits until there is room within the SONET/ATM transceiver internaI

transmit queue for an additional 53-byte ATM cell (Figure 6.24). Once it has been verified

that the SONET/ATM transceivercan receive ATM cells, the TNET_TX_FSM waits for the

arrivaI of an ATM cell from the HyperPlane. When the RX_indicator signal is equal to ' l '

(Figure 6.23), it means that an ATM cell has arrived from the HyperPlane. At this point, the

TNET_TX._FSM discards the first prepended header byte. It then proceeds ta transmit ·the

rest of the 53-bytes of the ATM cell to the SONETlATM transceiver. The LFSR6 counter

(Figure 6.23) is used to notify the TNET_TX_FSM when aIl 53-bytes have been

transmitted.

6.6 Summary

This chapter provided a functional and structural description of the ATMCard. In

particular, the three main components of the ATMCard - the TNET_Interface, the

HyperPlane_Interface, and the TNET_TX_Interface - and their subcomponents were

described in a top-down fashion (Figure 6.5). The following chapter will discuss the actual

implementation of the ATMCard.
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CHAPTER7

ATMCard Evaluation

7.1 Introduction

This chapter will discuss the experimental evaluation and the VHDL synthesis

results of the ATMCard. Figure 7.1 illustrates how the functioning of a two-board system

was implemented on a single ATMCard. Since the HyperPlane is currently under

development, FPGA emulation of the HyperPlane was required (Figure 7.1). In Figure 7.1,

the s;omponents in the patli frôm point A to point B (the ATM Cell Gem~rat6r, the

TNET_Interface, the HyperPlane_Interface, the HyperPlane simulator, and the

TNET_TX_Interface) were implemented in the Xilinx FPGA of one ATMCard. The

components labeled ATM Cell Generator', TNET_Interface', HyperPlane_Inteiface', and

TNET_TX_Interface' in the path from A' to B' were not implemented since only one

ATMCard was available for testing. However, Figure 7.1 illustrates how it was possible to

mimic the behaviour of two ATMCards using only one ATMCard. The only difference was

the fact that only a unidirectional datapath from point A to point B could he implemented

and tested.

SONET OUT SONET IN SONET OUT SONET IN

.........-.j~B --

•
Figure 7.1: ATMCard evaluation setup showing two ATMCards connected

together. Shaded blacks were implemented in a single Xilinx FPGA.
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Ofparticular note in Figure 7.1, is the ATM CeU Generator. When the ATMCard

was implernented, a source for ATM ceIls was required. The ATM CeU Generator is a

VHDL entity irnplemented as an 8-bit Linear Feedback Shift Register (LFSR) that

generates a pseudo-random sequence of 8-bit words (section 6.3.3.3). LFSRs also generate

pseudo-random bit sequences but in this case, the LFSR is used to output a pseudo-random

byte sequence. Upon each dock cycle, the bits in the LFSR shift one position and the 8-bit

word is read out. Since the ATM Cell Generator is an 8-bit LFSR, a total of (28
- 1) or 255

unique 8-bit words are generated. Recall from Chapter 6 that in order to transmit atî ATM

cell into the SONET/ATM transceiver, the assertion of a TXCELL signal was required to

allow the SONET/ATM transceiver to identify the first header byte of an ATM celi.

Combinatorial logic within the ATM CeU Generator. ensures that only one of the possible· .

255 unique bytes that are generated from the 8-bit LF5R result in the TXCEU signal being

asserted. Since an ATM cell is orny 53-bytes long, the remaining 202 bytes that are

generated by the 8-bit LFSR are not transmitted into the SONET/ATM transceiver. The

255-byte sequence is generated repeatedly.

The SONET/ATM transceiver is only able to receive and transmit a single stream of

ATM cells. Since the ATM CeU Generator is already transmitting ATM cells into the

SONET/ATM transceiver, the TNET_TX_Interface (Figure 7.1) described in Chapter 6 will

not be able to transmit ATM cells received from the HyperPlane into the SONET/ATM

transceiver at the same time. Therefore, the ATM cells transmitted by the

TNEF_TX_Interface are output to point B in Figure 7.1. These ATM cells are routed to a

logic analyzer for observation. A second observation point (point A in Figure 7.1) appears

in between the SONET/ATM transceiver and the TNET_Interface. A logic analyzer is aIso

able to view the ATM cells at this point. In conclusion, ATM cells are generated by the

ATM CeU Generator and transmitted into the SONET/ATM transceiver. The transceiver is

put in loopback mode 50 that any ATM cells received from the ATM Cel! Generator are

looped back and transmitted to the TNET_Interface. From the TNET_Interface, the ATM

cells are sent to the HyperPlane_Interface for transmission into the HyperPlane. The

TNET_TX_Interface receives these ATM cells from the HyperPlane and outputs these cells

to point B in Figure 7.1.

A successful demonstration of the ATMCard setup shown in Figure 7.1 was

accomplished. ATM traffic was shown ta travel from the ATM Cell Generator (point A) ta

the TNET_TX_Inteiface (point B). This demonstration showed that the FPGA components

functioned properly. In addition, the HyperPlane simulator functionality was verified.

Finally, correct header translation was observed at point B demonstrating the proper
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functioning of the header translation components which included the CAM and SRAM

memories.

A photograph of the ATM Card is shown in Figure 7.2. In addition to previously

mentioned components such as the Xilinx FPGA and various memory lCs, several other

components are shown. The SONET/ATM transceiver is housed in a Plastic Quad Flat­

Pack (PQFP) chip p~kage which has If0 pins that are incompatible with the Speedwire™

terminals used on theA1MCafd. Therefore:r the SONET/ATM transceiver was placed in a

Zero-Insertion Force (ZIF) adapter that enabled it to he rnounted on the Speedwire™

terminais of the ATMCard. The 19.44 :MHz oscillator (Figure 7.2) is used by the

transceiver to generate a 155 MHz dock used in the seriai transmission of SONET OC-3

-- .. data. The 512K Erasable Programmable Read-Only Memory (EPROM) is used to store"· ..

the bit-stream that configures the Xilinx FPGA. FinaIlY:r DIP switches and LEDs are used

to reset the ATMCard and monitor key signals:r respectively.

Figure 7.2: Photograph of the ATMCard.
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7.2 VHDL Synthesis Results

Synthesis of the ATMCard VHDL entities was accomplished using the Synopsys

VHDL compiler version 3.4b. Synopsys produces a netlist flie known as the Xilinx Netlist

Fonnat (XNF). The XNF file is then used by the XiIinx XACfStep version 5.2.1 CAD

tooi. Specifically, XACfStep performs placement, partitioning, and routing (PPR) of the

design and maps it to the selected Xilinx FPGA. For the case of the ATMCard, the

4010PG191-6 FPGA was used. A final bit-stream flie is produced by XACfStep that will

be stored on an EPROM to program the FPGA.

The use ofVHDL in the design of the ATMCard was highly beneficial in terms of

rapid design prototyping. If a design change was required in one of the VHDL entities the

designer simply edited the VHDL code, resynthesized, and downloaded the newly

synthesized design onto the FPGA.

XAÇTStep aIso provides area and timing statistics. Recall from Chapter 4 that a

Xilinx FPGA. is composed of a matrix of interconnected logic blacks known as

Configurable Logic Qlocks CCLB). These CLBs implement combinatorial logic in small

look-up tables whose- outputs are fed to flip-flops, other CLBsj;or 110 ports. Each CLB

implements these look-up tables in three function generators labeled F, G, andH. A

4010PGI91-6-Xilinx FPGA -contains a 20x20 matrix of CLBs. The area stâtlstics are

expressed in .termsof the CLB~ used, the flip-flops, used, and .the function generators used.

Table 7.l shows the area statistics for the VHDL entities of the ATMCard synthesized with

the HyperPlane simulator.

CLBs 352 400 88%
F and G function g;enerators 385 800 48%

Hfunction generators 88 400 22%
CLB flip-flops 281 800 35%

Table 7.1: FPGA area statistics for the ATMCard with
the HyperPlane simulator (area optimization used).
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1t shouId he noted that the FPGA area resources required by the HyperPlane

simulator amount ta less than IS% of the total resources available on the FPGA. This result

is much lower than those found in [DES95a]. Also, the HyperPlane simulator used by the

ATMCard uses 8-bit wide channels whereas the SPA described in [DES95a] uses 4-bit

wide channels.

This seemingly contradictory finding is due to the fact that many of the SPA ports

shawn in Figure S.l in Chapter 5 were not used in the HyperPlane simulator. To conserve

FPGA resources, the unused ports were removed from the VHDL code of the HyperPlane

emulator. For example, referring to Figure S.l, the ATMCard demonstrator used only one

of the four available channels (Le., only channel Cl was used). Hence, when the simplified

SPA was placed on the FPGA, the number of I10 pins was reduced by a factor of fotir. It is

interesting ta note that the 1998 demonstrator faced the same constraints. To conserve I10

pins, each SPA utilized only one channel rather than the four channels as shown in Figure

5.1.

•
During VHDL synthesis and optimization, Synopsys would prune out logic that

was associated with these unused ports. The resulting area-optimized design would still

have- its original design functionality preserved. To demonstrate this point, the 8x4 SPA

HyperPlane simulator was frrst synthesized with portS removed in the YHDL code - leaving

one electrical ch~nel per SPA - and then again with': aIl ports left intact. .The results are

shawn in Tables 7.2 and 7.3.

. .. ; ~ ....

.."" .

._ .' FPG-A:Resource::·~Number:used!~:Max •. Available.,·~ ;;Percentage.
'.' .'·i'·;'· '.. ...~ ·~î6~i~iÎ6·_')Used

'. ' ..: .'

CLBs 58 400 14%
F and G function generators

H function generators
CLB flip-flops

30
2

54

800 3%
400 0%
800 6%

Table 7.2: FPGA area statistics of the HyperPlane simulator with one eiectrical
channel per SPA (with three of the four ports removed in VHDL code).

•
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;;Jili;_~~'~i~~ll_I~llij~i~~~!iim~ii~;!~~~~I~~
CLBs 343 400 85%

F and G function generators 445 800 55%
Hfunction generators 135 400 33%

CLB flip-flops 266 800 33%

Table 7.3: FPGA area statistics of the HyperPlane simulator with
aIl ports intact in the VHDL code (area optimization used).

In .addition to area statistics, XACfStepprovides timing. :statistics. . The FPGA

device used, the 401 OPG191-speed grade 6, is the slowest available FPGA in the Xilinx

4010 family. The speed grade defmes the worst case toggle rate of the FPGA flip-flops in

nanoseconds. The lower this number is, the faster the device. A new family of FPGAs

known as the 4000E family has been introduced. These devices are faster than the 4000

series and have speed grades as lowas 3. Timing statistics for an ATMCard targeted for

the 401OEPG191-speed grade 3 FPGA are aIso presented in Tables 7.4 and 7.5 for

comparison.

Pad to Setup 75.1 ns 38.8 ns .
Clock to Setup 36.2 ns 19.4 ns
Clock to Pad 27.6 ns 15.2 ns

Maximum Frequency
of HyperPlane 13.3 MHz 25.8 MHz

Time Siot Clock
. Maximum Frequency .3.3 MHz.. - 6.4 MHz

of ATMCard dock

Table 7.4: FPGA timing statistics for the ATMCard with
the HyperPlane Simulator embedded in same FPGA.

In order for the ATMCard to utilize the full SONET OC-3 bandwidth of 155 Mbitls

available on the SONET/ATM transceiver, the FPGA on the ATMCard must be cIocked at

19.44 MHz. The timing statistics for the FPGA are shawn in Table 7.4. When the FPGA

includes the HyperPlane simulator, the maximum ATMCard dock frequency is 6.4 MHz

using the speed grade 3 device (Table 7.4). This dock rate is below the objective of 19.44
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MHz. However, in a real system, the FPGA will not include the HyperPlane simulator.

Renee, faster clock frequencies are attainable.

Pad to Setup
Clock ta Setup
Clock to Pad

104.1 ns 59.7 ns
65.7 ns 33.3 ns
56.8 ns 32.1 ns

Maximum Frequency
of A1MCard with no
HyperPlane simulator

9.6 MHz 16.8 MHz

• r~ :-,.... • ._ .•• ~ -Table 7.5: FPGA timing statistics-, forlthe A TMCard without the
HyperPlane simulator embedded in the same FPGA.

.... iL ....... ·· ..... _~

•

•

Table 7.5 shows the expected maximum clock ftequencies for an ATMCard

implemented without the VHDL HyperPlane emulation. The clock frequencies are higher

in this case since the ATMCard is no longer restricted ta implementing the HyperPlane

simulator. N~te that with the use of the 4010EPG191-3 FPGA, the maximum operating of

16.8 MHz aImost reaches the operating frequency of 19.44 MHz required in arder ta utilize

the full SONET OC-3 bandwidth. The use of faster FPGAs from Xilinx or from other

vendors will easily permit an operating frequency of 19.44 MHz or more.

7.3 Sunimary

Chapter 7 described the successful evaluation of the ATMCard. VHDL synthesis

issues were discussed and the CAD tools used were outlined. Area and timing statistics for
~,; ' .

. the A1MCard and for the HyperPlane simulator were prësented. Most importantly, since

minimal adjustments are required, Chapter 7 has illustrated the successful operation of a

PCB supporting ATM switching capable of working with the 1998 CITR optical backplane

demonstrator.
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CHAPTER8

Conclusion

This thesis has described the design and irnplementation of an ATM transmitlreceive

card called the ATMCard. The ATMCard is targeted for a free-space electro-optical

backplane, known as the HyperPlane, which is under development at McGill University.

The main purpose of the ATMCard is to facilitate the control of ATM traffic flow between

incorning ATM-earrying SONET streams and the HyperPlane. In addition, the ATMCard

performs ATM cell header translation before these cells are transrnitted to the HyperPlane.

Portions of the ATMCard were implemented in a programmable logic device known as a

Field-Programmable Gate Array (FPGA). Furthermore, cell header translation functions

necessitated the use of separate memory rcs. Finally, since the HyperPlane is currently

under development and is scheduled ta be operational in 1998, a hardware emulation of the

HyperPlane was also implemented on the FPGA.

Chapter 2 began this thesis with a broad overview of ATM. The motivations behind

the introduction of ATM were outlined. Chapter 2 also included a description of the ATM

network layer model, .ATM traffic management, and broadband ATM switching and

queueing.

Free-space optical interconnects were discussed in Chapter 3. In particu1ar, Chapter

3 provided a description of the McGilI HyperPlane architecture. Ir also described smart

pixel technology including an overview of the HyperPlane smart pixels.

In Chapter 4, a high-Ievei introduction to the ATMCard was presented and the

individual hardware components used on the ATMCard were described. These components

included an FPGA, and SONET/ATM transceiver, a Content-Addressable Memory (CAM),

and SRAM and FIFO memory les.

A high-Ievel system specification of the ATMCard was provided in Chapter 5.

Included in this specification was a brief description of the smart pixel array that was used

with theATMCard.

Detailed functional and structural descriptions of the ATMCard VHDL components

were given in Chapter 6. These descriptions were presented in a top-down manner. The
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interaction between the VHDL components and external hardware components such as the

CAM and the SONETIATM transceiver was aIse described.

The evaluation of the ATMCard was described in Chapter 7. The hardware test

apparatus and the FPGA area and timing results were discussed.

With minimal adjustments, the ATMCard may be interfaced with the 1998 CITR

optical backplane demonstrator. This project may he perfonned with more confidence since

a proof-of-eoncept system was successfully demonstrated using an emulation of the optical

backplane. With the knowledge obtained from the design and implementatian of the

ATMCard, it is anticipated that the subsequent design of a more advanced ATMCard or

other application-oriented PCB will he much more tractable.

There are a number of recommendations for the design of the next generation

SONET/ATM PCBs. First, in order to approach the bandwidth required for a terabit

photonic backplane, each PCB must include multiple OC-3 or OC-12 SONET transceivers.

Furtherrnore, faster and more powerful FPGAs will be required. Second, the speedwire

concept is very useful for prototyping, but in arder ta achieve a larger bandwidth· capacity a

custom PCB would he necessary. A final recommendation is ta include more complex data

link protocols such as error and flaw control into the ATMCard. With the CUITent

foundation of the ATMCard frrmly established, the addition of more complex protocols into

the HyperPlane interface is feasihle for a second generation ATMCard.
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