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RESUME

Les dernieres décennies ont vu des progrés considérables quant a la recherche sur
les cyclones a développement explosif de la saison hivernale. Cepandant, on a accordé
pcu d’attention au rdle que peuvent jouer les systémes convectifs & la méso-échelle
(SCM) sur IP’évolution des cyclones extratropicaux évoluant a Pintériear d’un
envitonnement a faible baroclinicité. Dans cette thése, on étudie I'impact d’un SCM sur
une cyclogéneése subséquente de surface, en utilisant une simulation numérique & haute
1ésolution, intégrée sur 36 heures, de la fameuse ligne de grain du 10-12 Juin 19885,
obscervée  lors  du  programme PRE-STORM. Le modele utilisé reproduit
remarquablement bien la formation initiale de la ligne de grain, pms' la présence de
nombreuses perturbations barométriques et circulations méso-échelle i la surface et dans
les niveaux moyens, amnsi que la cyclogénese subséquente aprés la dissipation du systéme
convectif

On trouve que la ligne de gram est initiée & 1’avant d'un faible front de surface
avee l'aide du forgage barocline. Par la suite, I’évolution du systéeme convectif est plus
ou moins dictée par I'interaction entre les circulations internes propres au SCM et
I’environnement potentiellement instable a ’avant du systeme. Dans cette optique, la
baroclinicité environnante ne fait que pourvoir a la raintenance de conditions favorables
pour I'évolution subséquente de la convection. Par ailleurs. alors que le systéme
s"intensifie rapidement et accélere vers l'est, il modifie en méme temps I’environnement
barocline de grande échelle en augmentant le déphasage entre les creux thermique =
barométrique de la basse et moyenne troposphére, produisant ainsi un environnement
plus favorable i une cyclogénese de surface.

Afin d’isoler le réle de la convection humide sur la cyclogénése de surface, deux
cxpéricnces, 'une dite “humide” et autre dite “séche”, sont comparées. On trouve
qu’en dépit de I'absence de la convection humide, le modele arrive A produire une

cyclogénése de surface, mais avec beaucoup moins d’intensité, d’étendue verticale, et de



vitesse de déplacement. On montre que les effets de la convection hunude sont non
seulement d’augmenter et de diminuer, respectivement, les hauteurs des surfaces
isobariques des hauts et bas niveaux, mais égalemeat de conditionner I'environnement
barocline en augmentant ’angle de phase entre les ondes thermique et barométrigue,

ainsi qu’en intensifiant la baroclinicité de grande échellc.




ABSTRACT

Considerable progress has been made in the past decades on the life cycle of
rapidly deepening winter cyclores. However, little attention has been paid to the roles of
mesoscale convective systems (MCSs) 1n extratiopical cyclogenests that occurs within
weak barochimic environments In this thests, the impact of an MCS on the subsequent
surface cyclogenesis is investigated, using a 36-h three-dimensional, high-resolution
simulations of the famous 10-12 June squall line that occurred during PRE-STORM. The
model simulates remarkably well the intiation of the squall line, numerous mesoscale
surfacce pressure perturbations and mudlevel circulation structures during the mature
stage, and the subsequent surface cyclogenesis, after the dissipation of the system.

It is found that the squall line is intiated ahead of a weak surface front with the
ard of barochnic forang Once initiated, the squall system is more of less driven by the
interaction of convectively generated circulations with the potential unstable environment
ahcad. The baroclinic forcing only provides a favorable environment for the evolution of
the squall system. As the squall system rapidly intensifies and accelerates eastward, it
cnhances the larger-scale baroclinicity and produces a phase-lag between the pressure
and thermal waves so that the baroclinic environment is more favorable for surface
cyclogencsis.

To 1solate the roles of moist convection in the surface cyclogenesis, a “moist”
and a “dry” simulation are compared. It 1s found that in the absence of moist convection
the model could also producc a surface cyclone, but with much weaker intensity, much
smaller extent and slower displacement. The effects of moist convection are shown not
only to increase the upper-level and decrease the lower-level height of isobaric surfaces,
but also to condition the baroclinic environment by increasing the phase lag between the

pressure and thermal waves and enhancing the large-scale baroclinicity.
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Chapter 1 — Introduction

1. 1 The QPF problem

Numerical predictions of luge-scale pressure systems have improved makedly
during the past four decades, a fact which is largely duc to the rapid ncrease m
supercomputing power. This trend is likely to persist since it scems that this power will
keep on increasing in the foreseeable futurc. However, such progiess in Luge-scale
prediction does not necessarily translate into the improvement of  quanttative
precipitation forecasts (QPFs) and severc weather warnings. This 1s because most of the
precipitation variability occurs on scales »f the order of 100 to ncar 1000 km, i.c., on the
meso-f to meso-ot scales. particularly during the warm season. Specifically, Fritsch et al
(1986) found that mesoscale convective systems (MCSs) account for a large fraction ol
the total warm-season rainfall over the central and castern portions of the United States.
They noted that long-lived MCSs could even produce rainfall exceeding the total
precipitation amounts of a hurricane. Later, Heideman and Futsch (1988) showed that
about half of thc warm-secason rainfall over the central and castern U.S. was
predominantly caused by mesoscale forcing mechanisms.

Therefore, in view of the current limited potential for observational networks to
resolve anything less than a few hundred kilometers in length scale, and also from the
fact that operauonal models still have coarse resolutions and often simphistic subgrid-
scale parameterizations to handle mesoscale phenomena, onc could speculate that the
skill and accuracy of precipitation forecasts, particularly QPFs, would lower substantially
during the summer months. Indeed, this presumption has been extensively venfied in the
literature. For example, Charba and Klein (1980) found from a study of QPFs over the

United States between 1961 and 1978 that for precipitation forccasts of > 6.4 mm and




> 12.7 mm, threat scorcs were 33% to 55% higher during the wintertime than those
during the summer. These cool-season QPF scores increased at almost twice the rate
over those of the warm-season during the same period. The latter result shows an
increasing gap in the quality of cool-season vs. warm-season QPFs. Similar conclusions
were drawn from studies by Ramage (1982), Glahn (1985) and Sanders (1986).

Fritsch and Heideman (1989) also found very limited skill with the U.S.
operational limited-area fine-mesh model (LFM) for the 1982-1983 warm-seasons. This
substantiated the conclusion from Heideman and Fritsch (1988) which stated that
improved QPF scores will come not only from increased model resolutions, but also
from improved model physics. Also, Georgakakos and Hudlow (1984), emphasized the
nced for more accurate QPF information to serve as input for hydrological forecasts.

This increased concern with improved QPFs and severe weather warnings has
justified a large research effort during the past few years in an attempt to improve our
physical understanding of mid-latitude MCSs. Many observational studies of MCSs have
uncovered a recurring array of features that they share (Newton 1950; Ogura and Liou
1980; Smull and Houze 1985, 1987; Leary and Rappaport 1987; Johnson and Hamilton
1988; Rutledge ct al. 1988; Houze et al. 1989). These include: (1) a line of intense
convection in which deep ascent prevails; this is followed (and sometimes preceded) by
(2) an extensive arca of stratiform cloud and precipitation; (3) upper-level ascent of high-
0, air along a sloping rearward flow from the leading edge of the gust front (front-to-
rear flow); (4) a descending rear inflow of mid-level low-9,, air entering from the rear of
the stratiform region (rcar-to-front flow); (5) upshear tilt of convective-scale updrafts
and (6) onc or several mid-level mesovortices in the stratiform precipitation region
(Zhang and Fritsch 1986, 1988b; Menard and Fritsch 1989; Brandes 1990; Bartels and
Maddox 1991; Biggerstaff and Houze 1991b; Zhang 1992). Fig l.la presents a
schematic cross-section of a mature squall line, showing its main convective-scale and

mesoscale structure; the reader is referred to the above papers for further details.




However, the level of organization of any MCS spans a moie or less continuous
spectrum and ranges from the highly orgamized conceptual model in Fig. 1.1a, to chaotic
structures where convective and stratitform precipitation are arranged randomly (Houze
et al. 1990). Moreover, 1n studies such as Fujita (1955), Hoxit ¢t al. (1976) and Johnson
and Hamilton (1988), pressure disturbances due to squall hines were investigated n
detail, using dense observations. They identificd three primary features m the suiface
pressure patterns of MCSs that are trailed by stratiform regions: pie-squall mesolows,
squall mesohighs, and wake-lows (cf. Fig. 1.1b). In particular, Johnson and Hanulton
(1988) showed that wake-lows are the result of subsidence warming in the reai-to-{ront
inflow, which was sufficiently strong just behind the stratiform precipitation tegton to
offset evaporative cooling.

A number of numerical studies of MCSs have also been undertaken m the recent
years. In particular, numerical studies such as Zhang and Fritsch (1986, 1987, 1988a),
Zhang (1989), Zhang et al. (1989) and Zhang and Gao (1989) have demonstrated the
potential feasibility of simulating the internal structure of MCSs using conventional
observations as initial conditions. In fact, these nvestigations showed the importance of
combining compatible model resolution with suitable model physics in order to explicitly
simulate the internal structure of MCSs. This gives hope to futwie improvements of
operational QPFs, in addition to increasing our understanding of the physical
mechanisms prevalent in MCSs. These numerical studics have provided high resolution,
dynamically consistent data to help understand the physical processes of features, such as
the rear inflow (Zaang and Gao 1989; Zhang 1992, surface pressure perturbations,
mesovortices a «d stratiform precipitation (Zhang and Gao 1989), that had alrcady been
docurnented by Johnson and Hamilton (1988), Rutledge ct al. (1988) and Augustinc and
Zipser (1987).
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Fig. 1.1 (a) Schematic cross section of a squall line with a trailing stratiform region, oriented
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1.2 The effects of MCSs on the large-scale environment

Numerous observations have recently shown that during the growing scason
MCSs often form to the lee of the Rocky Mountains and undergo multiple hie cycles
before reaching the Atlantic Occan (Wetzel et al. 1983; Bosart and Sanders 1981
Murphy and Fritsch 1989). Some of these systems, which are strong and well orgamzed,
could produce important influences on large-scale flow, particulatly when interacting
with baroclinic systems of weak to moderate intensity. Although these systems account
for a substantial fraction of waim-season rainfall, little effort has been made to study the
interaction of deep convection with baroclinic systems owing to limited high-1esolution
observations. In this thesis, we will examine the processes taking place in suiface
cyclogenesis after the dissipation of an MCS and provide cvidence to support the
hypothesis that organized MCSs could produce a significant impact on large-scale
circulations. This hypothesis is also plausible when considering that lower static
stabilities in the summer tend to decrease the average wavclength of baroclinic waves as
compared to the winter (Staley and Gall 1977), making some systcms comparable in size
to MCSs. We hope in this way to improve understanding of the large-scale cyclogenesis
problem by extending research to summertime cases, compleinenting the numerous
winter-time case studies of more intense and often explostve cyclogenesis, for which
dynamical processes tend to dominate.

The effects of deep convection on atmospheric circulations have been studied for
many years. Previous studies can be categonzed into two groups: (i) cffects on large-
scale circulations and (ii) effects on mesoscale circulations. Maddox (1983), for instance,
discussed how MCSs tend to produce a persistent temperature perturbation in the upper
troposphere, causing a readjustment of the mass ficld on the large-scale. On the other
hand, Houze (1977), Zhang and Fritsch (1987; 1988b), Brandcs (1990), Bartels and
Maddox (1991), Biggerstaff and Houze (1991b), Zhang (1992) and Johnson and Bartels

(1992), showed that convection tends to generate mesovortices of different sizes. The




presence of convectively generated mesovortices, such as those examined by Wetzel et
al. (1983) and Fritsch et al. (1993), appears to explain why some MCC’s could remain
coherent for several days as they traveled eastward from the foothills of the Rockies
toward the Atlantic Occan. These studies provide some observational evidence that
mesoscale and large-scale events following the inttial outbreak of deep convection can be
significantly different from those predicted by models with inadequate resolution and/or
overly simphstic model physics (Heideman and Fritsch 1988). This underlines the
necessity to provide realistic model forecasts of the development and evolution of MCSs,
since the atmosphere is highly nonlinear, with interactions of processes from cloud

microphysics to convective drafts and large scale pressure systems,

1.3 Objectives of the thesis

The purpose of this thesis is to study surface cyclogenesis events after dissipation
of an MCS, using a 36-hour numerical simulation of the famous 10-11 June 1985 squall
line that occurred during the Preliminary Regional Experiment for STORM-Central
(PRE-STORM, see Cunning, 1986), with the Pennsylvania State University/National
Center for Atmospheric Research (PSU/NCAR) Mesoscale Model, Version 4 (MM4)
(Anthes and Warner 1978; Anthes et al. 1987). The life cycle of this MCS has been
extensively examined, for example, by Augustine and Zipser (1987), Johnson and
Hamilton (1988), Rutledge et al. (1988), Zhang et al. (1989), Zhang and Gao (1989),
Zhang and Cho (1992) and Zhang (1992). Specifically, Johnson and Hamilton (1988)
mentioned that after the squall system dissipated, a significant short wave trough closely
associated with the system resulted in surface cyclogenesis farther east over Ohio Valley.
Yet it is unclcar how this cyclogenesis occurred. In particular, is there any relationship
between the development of the squall line and the subsequent surface cyclogenesis? If
there is, how did the squall line assisted the surface cyclogenesis? What is the relative

role of the midlevel short-wave trough, and how did it interact with the squall line?



Thus the specific objectives of this thesis pertaining to the physical undeistanding

of the surface cyclogenesis are given as follows.

(i)  Extend the previous simulation of the squall linc by Zhang et al. (1989) to
36 hours, i.c., valid at 0000 UTC 12 June 1985, when the surface cyclone is

well developed.

(i) Document the sequence of events from the dissipation of the squall line to

the development of the surface cyclone.

(ii1) Investigate different dynamical processes taking place i the surface
cyclogenesis, and particularly, examine the effect of deep convection and its

interaction with the large-scale baroclinic environment.

(iv) Determine the impact of the mesoscale circulation, such as mesovortices,
descending rear inflow, surface pre-squall and wake lows, on the suiface

cyclogenesis.

The presentation of the thesis is organized as follows. Chapter 2 summarizes the
model features and initial conditions used for the simulation. Chapter 3 presents a
synoptic description of the case from 1200 UTC 10 June to 0000 UTC 12 Junc 1985,
and shows verification of the simulation against conventional, mesoscale and satellite
observations. Chapter 4 compares sensitivity simulations witk. and without convection,
and discusses the impact of the squall line and large-scale baroclinity on the surface

cyclogenesis. A summary and conclusions are given in Chapter 5.




Chapter 2 — Model description

The model used fur this study is an improved version of the PSU/NCAR three-
dimensional (3D), hydrostatic, mesoscale model as described by Anthes and Warner
(1978) and Anthes ct al. (1987). It has been successfully used, among others, by Zhang
et al. (1989) (herecafter ZGP) and Zhang and Gao (1989) (hereafter ZG) for 21-hour
numerical stmulations of the 10-11 June squall system, with an almost identical version
as in the present study. The improvements made to the model in these recent studies
were necessary o order to address numerical simulations of the meso-f8 scale structure
and evolution of MCSs that occurred during the warm season (Zhang and Fritsch 1986).
A summary of thc MM4 model system is presented in Table 2.1. The model dynamics
will be described briefly in §2.1, while certain aspects of the physics will be deal. with in

more details in §2.2. The initialization of the model will be discussed in §2.3.

2.1 Model dynamics

The governing cquations of the model are basically those used in the original
version described by Anthes and Warner (1978). The equations predict the temporal
cvolution of u, v, T, ¢ and pg, where py is the surface pressure, and they are written in
the terrain-following sigma (o) vertical coordinate:

- P—D
P, p

c

where p is pressure and py is the pressure at the top of the model atmosphere ( p; = 70
hPa). The effect of virtual temperature is included in the ideal gas law. For the interested
read=r a complete list of the governing equations is given in Anthes et al. (1987).

The model uses a self-nesting strategy in which a fine-grid mesh (FGM) with a

grid-size of 25 km is embedded in a coarse-grid mesh (CGM) with a grid-size of 75 km



(Fig. 2.1). Both meshes are “staggered™ in the horizontal and vertical (Fig. 2.2) n the
horizontal staggering, momentum variables are detined at “dot™ points while all the other
variables are defined at ““cross” points, which allows for more accurate calculaton of the
pressure-gradient forcc and horizontal divergence, according to Arakawa and Lamb
(1977). In the vertical staggering, the vertical velocity in o-coordmates ((.Y) 1y computed
on full o-levels, while all the other variables are defined on half o-levels. The numbers of
grid points for (x, y, o) dimensions of the CGM and the FGM e 55x41x 19 and
106x49x% 19, respectively . The 19 o-layers used {or this study we obtamed {rom the 20
o-levels: 1.0, 0.997, 0.957, 0.901, 0.845, 0789, 0.733, 0.676, 0.619, 0.562, 0.501,
0.440, 0.380, 0.321, 0.263, 0.206, 0.150, 0.100, 0.050 and 0.0. Fig 2 | shows the gud
configuration used for this study. The fine mesh was positioned such that the observed
cyclogenesis over Ohio Valley could be simulated and necessary high-resolution
upstream disturbances could be generated and would propagate downsticam to atlect the
cyclogenesis.

The continuous equations arc spatially discretized using sccond-order fimite
differencing, while the time intcgration is done using a pressure averaging method first
proposed by Brown and Campana (1978). This method first computes the geopotential
and surface pressure values at time step T + | before calculating the momentum vanables
at T + 1. A weighted average of geopotential and surface pressure at time steps T - 1, T,
and T + | is used in the pressure-gradient force terms of the momentum cquations. This
method allows for time steps twice as large as with the more conventional leap-frog
scheme.

A self-nested grid procedure is used at the interface between the FGM and CGM,
allowing feedbacks between the two meshes and also permutting the use of realistic

terrain (Zhang et al. 1986). The ouicr CGM lateral boundary, on the other hand, is
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determined by lincarly interpolating 12-hourly observations in time and specifying the

resulting values according to Perkey and Kreitzberg (1976).

2.2 Model physics
a) Fritsch-Chappell and explicit schemes

It has been reahized that reahistic simulations of MCSs require more than simply a
decrease 1n the horizontal gnd size (Bélair et al. 1993). In particular, as the grid size
decreases, solutions corresponding to more encrgetic convective motions become
possible. On the one hand, an appropriate convective parameterization scheme is needed
to include the effects of subgrid-scale updrafts, downdrafts and detrainment. On the
other hand, a rcasonable explicit scheme 1s necessary when the grid spacing is small
cnough to resolve meso-f scale circulations of MCSs and associated phase changes.

Thus, an 1mproved version of the Fritsch-Chappell cumulus parameterization
(Fritsch and Chappell 1980, Zhang and Fritsch 1986) is used for tise fine mesh of the
model, while an Anthes-H.L. Kuo (Anthes et al. 1987) convective parameterization is
used for the coarse mesh. In addition, an explicit treatment of cloud water (ice) and rain
water (snow) (Hsie et al. 1984; Zhang et al. 1988; Zhang 1989; Dudhia 1989) for both
the CGM and FGM was utihzed. These physical routines are identical to those used by
Zhang ct al. (1989) in their simulation of the June 10-11 squall line.

In the Fritsch and Chappell (1980) scheme, the characteristics of individual
subgnd-scale convective clouds and their effects on the grid-scale variables (e.g.,
temperature, moisture and horizontal momentum) are parameterized by assuming that
available buoyant energy (ABE), vertical wind shear and vertical motion determine the
evolution of deep convection over a grid box of 20 km. It is also assumed that a single
deep convective cloud dominates the vertical transport of heat and moisture, which
include an updraft, a downdraft and compensating subsidence. The scheme also includes

eftects of parameterized freezing and melting in the column.



The explicit scheme was described in Hsic et al. (1984), Zhang (1989) and
Dudhia (1989), and contains prognostic equations for cloud water (ice) and rainwater
(snow). These equations take into account most of the changes between the vapor, liquid
and solid phases of water, as well as effects due to hydrostatic water loading and virtual
temperature. The solid and liquid phases are not allowed to co-exist, rather, an abiupt
phase change takes place at the 0°C 1sotherm, allowing for economy of memory stotage,
but causing the absence of supercooled droplets in the model.

It is important to note that, as discussed in Zhang ct al. (1988), the implicit and
explicit schemes operate simultaneously in the model to account for the separate clfects
of subgrid-scale convective effects and grid-scale processes. Typically, condensates
travel mesoscale distances before reaching the ground and hence be registered as
precipitation. Therefore, mesoscale models have to explicitly predict this transport m
order to realistically simulate the spatial and temporal cvolution of diabatic sources and
sinks due to the various phasc changes of condensate before precipitating. This provides
in turn a broader scale of interaction between the subgrid-scale convection and the
mesoscale circulation. At the same time, an implicit convection scheme is also necessary
in order to parameterize the sigmficant subgrid-scale vertical fluxes of heat and moisture,

even for a grid-size of the order of 10 km (sec Zhang et al. 1988 for the discussions).

b) Planetary boundary layer and other parameterizations
The planctary boundary layer (PBL) parameterization is basically the same as that
used by ZGP, Zhang and Fritsch (1986) and Zhang and Fritsch (1988b) in simulations of
a number of MCSs, and is a modified version of the original Blackadar (1979) PBL
model. In this scheme, the surface temperature is specified from a surface energy budget

based on a “force-restore’’ slab model:




oT, 28,
C,~~=R-H, —H-LE+ ,
ot o | com

where C,, is the thermal capacity of the slab, R, is the net radiation, Hy, is the heat flow
through the ground, H| is the sensible heat flux into the atmosphere, L, the latent heat of

vaporization, E, the surface mowsture flux, and 96, /atlcmW is the ground potential

temperature tendency due to deep convection taken as the tendency produced by the
Fritsch-Chappell scheme for the first model layer. In the calculation of R,,, atternuation
from water vapor, clouds, multiple Rayleigh backscattering and reflections from aerosols
arc taken into account, as well as are cloud and precipitable water influences on
downward infrared radiative flux. The heat flow into the ground is computed through a
simple first-order diffusion process, with the scil temperature being specified and kept
fixed throughout the length of the integration. Finally, the sensible and moisture fluxes
into the atmosphere arc computed from similarity theory. Note that all the basic
parameters required for these surface budget calculations, ie., moisture availability,
surface albedo, roughness length, thermal capacity and surface emissivity, are deiived
fiom the land-use data archived at NCAR and given by a look-up table which assigns one
value of a surface index for each grid-point of the domain.

Once the surface flures are known, fluxes through the above stable layers are
computed from K-theory with an implicit diffusion scheme. In the case of free
convection, a PBL height is calculated, and the heat, moisture and momentum are
vertically mixed following the miethod prescribed by Blackadar (1979) and Zhang and
Anthes (1982), and later modified by Zhang and Fritsch (1986).

2.3 Model initialization and initial conditions
The model was initialized at 1200 UTC 10 June 1985 with data from

conventional observations, following the method described in Zhang et al. (1986).
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Briefly, the standard global National Meteorological Center (NMC) analysis was
interpolated to the model coarse mesh as a first guess and then enhanced  with
rawinsonde observations using a successive-correction type objective analysis. Then the
resulting fields were interpolated to the finc mesh and enhanced in the same manner. No
balancing between the mass and wind ficlds was done, but the vertically integrated
divergence was set to zero in order to miimize gravity wave noisc in the tirst few hous
of integration.

Figs. 2.3 and 2.4 show the model initial conditions at 700 hPa and the surface,
respectively. One can see that the large-scale conditions were charactenized by a
relatively weak and shallow baroclinic zone to the weet of the PRE-STORM netwaoik,
and a mesoscale midlevel trough over eastern Wyoming and central Colorado (Fag. 2.3).
Moderate cold (warm) advection prevailed behind (ahcad of) the tough axis. At the
surface (Fig. 2.4a), a weak cold front was located over northern Colorado with two
meso-0. low pressure centers, one over western Colorado at 1004 hPa and a sccond one
over western Nebraska at 1009 hPa. The area was also dominated by lage-scale
cyclonic flow centered near the western Nebraska low. Moist mid-tropospheric air wis
accompanying the cold front and the short-wave trough above 600 hPa, with very dry
air below (not shown). Ahead of this cold front, a quasi-stationary warm front extending
from eastern Colorado to southern Oklahoma was associated with a southwesterly to
southerly low-level flow advecting high-6, air into Oklahoma and Kansas (Fig. 2.4b).
Overlying this moist low-level air was a much dryer air mass, suggesting the presence of
considerable convective available potential energy (CAPE) along the warm  front.

Finally, a near-surface temperature inversion was present throughout this high CAPE
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arca (sec ZGP), and acted momentarily as a “lid” which prevented the release of deep
convective instability ahead of the cold front (Carlson and Ludlam 1968) for the first
few model hours until surface heating and other environmental conditions became

favorable.



Dynamics

e Two-way interactive nested-gnd procecure (Zhang et al. 1986)

* Time-dependent outer boundary conditions for the CGM, based on regularly-spaced observations.

¢ Brown and Campana (1978) time discretization

¢ Staggered horizontal grid overlaid on a Lambert conformal map projection (25 km gnid length tor the
FGM and 75 km tor the CGM)

¢ 19 staggered G-levels (normalized pressure) with top at p, = 70 mb
Time step of 40 s for FGM and 120s for the CGM
Fourth-order horizontal diffusion R

Physics

e  Fritsch-Chappell (1980) convective parameterization scheme for the FGM which ncludes mioast
downdrafts, anvil evaporation, precipitation efficiency o< to vertical wind shear and cloud base height
and water vapor detrainment to the grid-scale

e Anthes/Kuo type convective parametenzation for the CGM (Anthes et al. 1987)

o Explicit moisture scheme with predictive equations for cloud water (1ce) and rain water (snow) and bulk
treatment of the microphysics (Hsie et al 1984, Zhang et al 1989)

¢ Modified Blackadar (1979) PBL treatment (Zhang and Anthes 1982)

¢ Surface fluxes computed from similanty theory

e Implicit vertical diffusion

L]

TABLE 2.1 Summary of MM4

Hydrostatic primitive equations, u, v, T, g and py predictive

Prediction of ground temperature following the torce-restore “slab’ model
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Chapter 3 — Case description and model
verification

In this chapter we will document the sequence of events from the model initial time
to the genesis of the surface cyclone. We will base our description on observations using
NMC standard pressure-level and surface analyses, enhanced infrared satellite imagery
from the Geostationary Operational Environmental Satellite (GOES), and mesoanalyses
from Johnson and Hamilton (1988; hereafter referred to as JH88). The numerical
sumulation will also be used to provide additional detai!s unresolved by the observations.
In order to trace the evolution of the surface features as the squall system moves out of the
PRE-STORM nctwork, the surface maps were manually reanalysed by combining the
original NMC data and thec JH88 analyses. This will also allow us to describe more clearly
the rclationship between the convectively generated perturbations and their larger-scale
environment. For the sake of clarity, not all the data used for the analyses were plotted.
Because of the use of available special network data, mesoscale details over the network
during 0300 and 0600 UTC 11 June can be analyzed with more confidence. For other
times and locations, mesoscale details were inferred from the available NMC surface data
and from temporal continuity.

We will first describe briefly the pre-cyclogenesis period from 1200 UTC 10 June to
0600 UTC 11 June, since a number of other studies have covered the evolution of the squall
system during this period (e.g., JH88; Rutledge et al. 1988; ZGP). Then we will documnent
in detail the remaining 18 h in order to clearly identify the events leading to the large-scale
surface cyclogenesis, as has been noted by JH88. We will close the chapter by examining

the eftects of the squall system on the large-scale flow during the 36-h period.
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3.1 Pre-cyclogenesis stage

Both JH88 and ZGP showed that the squall line was initiated at 2100 UTC 10 June
ahead of the surface cold front (i.e., the segment “A” in Fig. 2.4) after ot passed over the
Rocky Mountains and interacted with the quasi-stationary warm tront. The nudlevel short
wave has also contributed to the development and organmization of the squall system. Then,
the system intensified rapidly within a widespread convectively unstable environment over
the network and propagated southeastward at a speed of 14-16 m s~!. The daytime
boundary-layer development and the transport of high-8, air in the low-level southerly
current provided such a favorable condition for rapid amplification (c.g., JH88; ZGP).
During the intensifying stage, both the radar cchoes and satellite imagery show intense
convective cells along the leading line and rapid expansion of stratiform cloudiness betund
(Rutledge et al. 1988; Biggerstaft and Houze 1991a).

By 0300 UTC 11 June, the squall line has rcached its peak intensity with vigotous
convective-scale and mesoscale circulations. In particular, three distinct wrflows as shown
in Fig. 1.1a have developed: an overturning updraft along the leading line, a tront-to-icai
(FTR) ascending flow associated with the gencration of the trihng stratiform
precipitation, and a rear-to-front (RTF) descending flow (JH88: ZGP). In addition,
Biggerstaff and Houze (1991b) and Zhang (1992) showed the development of a nudlevel
mesovortex in the trailing stratiform region of the squall system. At the surtace, Fig. 3.1
exhibits the typical pressure perturbations of midlatitude squall lines, i.c., a pre-squall
mesolow, a squall mesohigh and a wake low (JH88; ZGP). ZGP have traced the evolution
of the pre-squall mesolow back to the mesolow ahead of the surface front over western
Nebraska at the model initial ume (see Fig. 2.4). Zhang and Gao (1989) and JHE8 showed
that the mesohigh was generated by convective downdrafts and evaporation of stratiform
precipitation in the descending rear inflow, whereas the wake low developed
hydrostatically as a consequence of adiabatic warming by descending rear inflow bencath

the stratiform cloudiness. The intense convective downdrafts and descending rcar inflow
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also accounted for the rapid propagation of the squall system. Note that these pressure
perturbations depart substantially from the pressure pattern at the model initial time (cf.
Figs. 2.4 and 3.1), indicating the significance of convective forcing. Despite their
continued 1ntensification, these disturbances were embedded in a large-scale weak cyclonic
circulation, with a surface trough, coinciding with the pre-squall mesolow, that extended
northcastward to Ohio Valley. A small low pressure center of 1010 hPa could also be
analysed ncar the western end of a stationary front running along the large-scale trough.
Because of the significant convective forcing, this low and the pre-squall trough were
basically overwhelmed by the squall-line circulation.

Radar and satellite observations revealed that the squall line entered a stage of
rapid decay after 0300 UTC (JH88; Rutledge et al. 1988), as it advanced into a
convectively less unstable environment to the east of the PRE-STORM network. At 0600
UTC 11 June the squall line was well into the dissipation stage; it was characterized by
weak convective cells along the leading line and weak FTR ascending flow in the
stratiform region (see ZGP). As a result, the pre-squall mesolow became less controlled by
coavective forcing. Instcad, a closed surface low began to emerge to the northeast of the
squall system where the convective forcing was likely the weakest. This roughly marks the
onset of the surtace cyclogenesis. By contrast, the descending rear inflow still maintained
its intensity, because there were a large amount of condensate available for evaporation
(sec Zhang and Gao 1989). Thus, the intensity of the mesohigh and wake low were
sustained cven during this decaying stage. Note that the wake low has split into two
scgments: one over western Oklahoma and the other over eastern Kansas; they tended to
move southcastward and northeastward, respectively.

We begin to verify the model simulation against the detailed observations starting
with the 18-h simulation, and using a larger domain (see Fig. 3.2b) as compared to that

given in ZGP. It is apparent that the model reproduces extremely well the pre-squall
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Fig. 3.1 Mesoscale analysis of sea-level pressure (solid lines) at intervals of 2 hPa, and surtacc
temperature (dashed lines) at intervals of 4°C for 0300 UTC 11 June 1985. Gust fronts arc
indicated by Jouble-dot dashed lines with triangles. A full wind barb is S ms-1, Cold and
warm fronts, and selected observations of temperature, dew-point temperature, and pressurc
are plotted using meteorological convention. Pressures are labeled with the thousands and
hundreds omitted; e.g., “06” = 1006 hPa.
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mesotrough to the east, the convectively generated mesoligh and the notthern wake low
over eastern Kansas (the southern wake low, although eptoduced by the model, cannot be
seen in Fig. 3.2b). More importantly, the model simulates well the development of the
closed surface low to the northeast of the squall system, except that it s more compact
compared to the obscivations. This discrepancy 1s attnbutable to the lack of mgh-
resolution surface observations over Missouri. The basic pressuie pattein and temperature
distribution are also reasonably simulated; they are also superposed upon the luge-scale
surface trough system. It should be noted that the horizontal extent o this sutface tough 18
much more extensive than that at the model initial tume, and in a sensitivity run, m which
the influence of the squall systen» was omitted (see Fig. 18 in Zhang and Gao 1989) This
indicates the significant feedback effects of the squall system on its Luger-scale

environment,

3.2 Cyclogenesis stage

At 0900 UTC, most of the squall system has displaced out of the PRE-STORM
network. Radar reflectivities at 0800 UTC cxhibit the last few rapidly weakening
convective cells along the leading edge, followed by tenuous cchoes from the two
dissipating stratiform regions (sece Rutledge et al. 1988), as could also be identihed from
the satellite imagery (Fig. 3.7b). As a result, the convectively induced pressure
perturbations were becoming much weaker and less distinet (see Fig 3.3) For instance,
the southern wake low had been absorbed by the larger-scale surface trough as it moved
southeastward. The mesohigh had visibly shrunk 1n size and become mose or less a
mesoridge; it was about to disappear as the stratiform rain ceased. Meanwhile, the northern
wake low was crossing the Kansas-Missouri border and it was evidently merging with the
major surface low located over central Missouri. Notably, this merging process coincided

with a somewhat greater orgamzation of the background flow, as indicated by closed
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isobars of 1010 and 1012 hPa. It also coincided with the deepening of the major surface
low.

Very similar events also occurred in the 21-h model simulation (see Fig. 3.3b). In
particular, the model simulation shows more clearly how the merging process takes place.
That is, as the convective forcing rapidly weakens, the wake low advances northeastward at
a rate roughly twice as large as that of the major surface low. This process seems to assist the
more rapid deepening of the surface low during this period, since warmer air associated with
the wake low 1s being displaced into the column above the major low. Its central pressure
decreases from 1005 hPa at 18 h (Fig. 3.2b) to 1003 hPa at 21 h (Fig. 3.3b) and 1001 hPa at
24 h (Fig. 3 4b). It should be mentioned that the modeled central pressure is about 5 hPa
deeper than the observed. This could be attributed partly to the lack of high-resolution
observations, and partly to the use of different pressure reduction procedures to compute the
scit-level pressure (see Zhang and Fritsch 1986 for the related discussions). Nevertheless, the
simulated basic patterns are in good agreement with the observed.

By 1200 UTC 11 June, the squall line activity had entirely ceased, and chaotic
cloud fragments were passively advected by the large-scale flow (cf. Fig. 3.7c and 3.8b).
However, a more significant spin-up of the large-scale cyclonic circulation occurred as the
mesoscale pressure disturbances finally merged into a single pressure center near the
Missouri-lllinois border (see Fig. 3.4). Surface winds in the vicinity of the center, which
weie never more than 2-3 m s™! before, increased to northeasterly at 7-8 m s~! on its
northern flank. This suggests the development of stronger surface convergence and
subscquent generation of cyclonic vorticity through vortex stretching. Meanwhile, these
strong winds advected more cold air southward to enhance a cold front along the trough
axis. For example, note how the 16°C isotherm, which had remained north of Missouri,
rapidly moved into the northern part of the state at 1200 UTC (cf. Figs. 3.1-4). Less
apparent but stuill visible is weak warm advection ahead of the cyclone, as stations in

castern Arkansas and Missoun reported a 1-2°C warming over the past 3 hours. These
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simultaneous increases in the cold and warm advection are indicative of batoclinic energy
conversion for surface cyclogenesis. It is remarkable that during this short time penod the
“pbackground” flow has adjusted to the existing mass field and quickly become a typical
developing extratropical storm, particularly when considering that the flow near the
cyclone center still remained light and variable three hows carlier. This cyclonic spin-up
occurred only after the complete demisc of the squall system. Two conclusions could be
tentatively drawn from these results. On the onc hand, the squall system must have played
a crucial role in the spin-up of the surface cyclone, since a smooth transition fiom the
squall’s pressure perturbations to the large-scale cyclone was observed over the past 6
hours. On the other hand, the large-scale baroclinity, which was obscured by the
convective forcing, now came into play in the subsequent evolution of the surface cyclone.
A thorough examination of these conclusions will be undertaken in the next chapter.

The model also reproduces very well the timing and the location of the final
merging and subsequent surface cyclogenesis (Fig. 3.4b). The baroclinic development
processes are more clearly apparent in the simulation. For example, strong cold advection
occurs to the north and west of the cold front and weak warm advection occurs to the east,
a pattern for a typical “synoptic wave”. This baroclinic development has resulted 1n a
packing of the isotherms just north and west of the low center, and more circular-shaped
isobars near the center but still elongated structure at a larger scale. These results are very
encouraging when considering that they are gencrated from conventional-data produced
initial conditions. The results indicate that the model physical representations used for this
study are realistic enough to reproduce the life cycle of the squall system and its cffects on
the larger-scale environment.

Another impact of the squall line on the formation of the surface cyclone s the
cold frontogenesis that appeared to be greatly influenced by the squall’s gust front.
Specifically, both the observations and simulation show that as the gust front moved out of

Oklahoma, the squall line left in its wake an extensive pool of cold air mass. This cold
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pool, although nu longer forced by convective downdrafts, continues to propagate
southcastward with the surface trough, and thus it acts as a cold front with sharp cross-
frontal wind shifts over western Arkansas.

In the absence of organized deep convection, the evolution of the surface cyclone
was governed by baroclinic processes over the next 12 hours. Most notable during this
stage was the rapid castward acceleration and the intensification of the cyclone. By 1800
UTC 11 June, the cyclone had aiready crossed over to southwestern Indiana and had
deepened by a full 3 hPa to 1005 hPa (Fig. 3.5a). Moreover, the cyclonic flow continued
to intensify, with wind reports of over 10 m s-| in the northwestern quadrant and 5-8 m s
I 1n the warm sector. This led to more significant increases in temperature gradients and
the genesis of the surface fronts along the baroclinic wave. Clearly, the increased cold and
warm advection indicates the generation of more kinetic energy through baroclinic
processes and the further amplification of the surface cyclone. Around this noon time, the
satellite imagery shows an extensive shield of midlevel cloud tops to the north and
northeast of the cyclone and a band of convection to the south (see Fig. 3.7d), which
resembles the commonly observed comma-shaped cloud pattern of extratropical cyclones.
Notice the significant heating of the boundary layer in the warm sector of the cyclone
where surface temperatures had increased from 24°C to 30°C during the last 6 hours. This
surface heating was likely responsible for the development of the convective band along
the cold front. This convective development would clearly have some effect on the further
intensification of the surface cyclone; but the effect should be relatively weak because of
its much less horizontal extent compared to baroclinic forcing.

As compared to the observations, the simulated storm appears to move slightly
slower (cf. Figs. 3.5a,b), and shows a lesser deepening rate with only a 1 hPa decrease in
central pressure as compared to 3 hours earlier. In spite of these minor differences, the
rapid acceleration of the cyclone and its related development are well reproduced. The

position and intensity of the cold front, the stronger flow in the northwestern quadrant and
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Fig. 3.5 As in Fig. 3.2 but for 1800 UTC 11 Junc.
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the general southwest-northeast orientation of the storm were also reasonably handled.
Finally, the boundary layer heating in the warm sector of the cyclone is reproduced with
reasonable accuracy, as model surface temperatures increase from 24 to over 28°C.

At the end of our period of interest (i.e., 0000 UTC 12 June), both the observations
and simulation show a further deepening of the cyclone, with intensified surface flow and
continued stronger cold advection behind the cold front (see Fig. 3.6). In particular, a 15 m
s-! wind was reported over Lake Erie, about 200 km to the north of the cyclone.
Obscrvations also revealed the expansion of the convective band associated with the cold
front (see Fig. 3.7¢) and an intense frontal zone close to the surface cyclone. After this
time the storm continued its deepening to 997 hPa as it moved into the Atlantic Ocean 18

hours later (not shown).

3.3 Evolution of the larger-scale flow

So far we have examined the evolution of the surface flow throughout the life cycle
of the squall system and the subsequent cyclogenesis, and we have shown evidence to
suggest that the squall line had an impact on the formation of the cyclone. Now let us
inspect the evolution of the midlevel disturbances and examine whether the squall system
also had an influence on the larger-scale tropospheric flow. Fig. 3.8 shows the observed
700 hPa heights and temperatures at 0000, 1200 UTC 11 June and 0000 UTC 12 June. At
0000 UTC 11 June, the squall line had been active for more than 3 h and it was now
located just ahead of the 700-hPa short-wave trough axis (cf. Fig. 6d in ZGP and Fig. 3.8
herein), that was oriented from central Nebraska to the Oklahoma panhandle. Note that a
thermal ridge, coinciding with the trough axis at the model initial -‘me, had disappeared
during this period (cf. Figs. 2.3 and 3.8a). Instead, a larger-scale weak thermal trough was
formed behind the height trough, still providing the continued cold advection to the rear of

the system.
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Fig. 3.6 As in Fig. 3.2 but for 0000 UTC 12 Junc.
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Fig. 3.7 Enhanced infrared geostationaty satellite imagery at (a) 0630 UTC; (b) 0800 UTC; (c)
1201 UTC; (d) 1801 UTC 11 June and (¢) 0000 UTC 12 Junc 1985.




Fig. 3.7 (Continued)
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Fig. 3.7 (Continued)
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Fig. 3.8 As in Fig. 2.3 but for (a) 0000; (b) 1200 UTC 11 Junc and (c) 0000 UTC 12 Junc 1985.
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Fig. 3.8 (Continued)
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In the following 12-h period, the squall linc went through 1ts complete life cyele, as
we have seen in the last section. The large-scale flow has undergone significant changes
during this period. First, the height wave deepened markedly, leadmg to a stionger height
gradient along the trough axis (sec Fig. 3.8b). Sccond and more mmportantly, the height
wave propagated in pace with the squall system, whereas the thetmal wave remamed
practically at the same position as that 12 hows carlier These different speeds of
propagation resulted in a phase lag between the height wave and thermal wave According
to baroclinic theory, this phase lag 1s instrumental in the barochinic conversion of avalable
potential energy to kinetic energy, and thus 1t is favorable for surface cyclogenesss Thid,
the horizontal extent of the midlevel short-wave trough appeared to expand substantially
However, this expansion did not seem to be attributable to the development ot the squall
system, since it occurred much farther to the northwest and upstream of the system,
Rather, this change of wavelength was more related to an mcoming uppei-level wave from
the northwest, as will be shown in the next chapter. The thermal wave had also intensitied
significantly during this period. Since the thetmal wave remamed tar behind the
convective system, its intensification likely resulted from increased cold advection behmd
the pressure trough axis. The above results strongly suggest that the squall system had a
significant impact on the evolution of the midlevel short wave, but not ot the thermal
wave. This difference in the degree to which the squall line influenced the large-scale
environment will prove to be crucial in the subsequent surface development of the cyclone,
as will be shown later.

At 0000 UTC 12 June, the height trough had further amphfied as 1t propagated
eastward to reach a position extending from northcastern Illinois to Mississippr (see Fig.
3.8¢c). The thermal trough had also intensified significantly; but it moved approximately
the same distance, i.e., about 350 km for both. Thus, the phasc lag between the pressure

and thermal troughs remained more or less unaltered after the dissipation of the squall

39




YIIII"‘IT)T
AN | 306 = ]
1 () ; ] ] =2
-~ -
a) P N /. y
- AN ~ — -
N N\ .5~ = PRt 30
N\ . // ~ o dhad
e e\ 0 Y - z b - 1Y
- J T N o - 1
- \ A * .
n 57\ |
L \ N , 12
- 104!
: \
C Y — 318
F s b 7 e i T e ol |

\llll

T
“Y oo
1.t

1l
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system. This further indicates the potential importance of the squall system in the
intensification of the baroclinic wave and in the gencration of the phase lag. This
importance is clearly evidenced by comparing the large-scale flow between 1200 UTC 10
June and 0000 UTC 12 June (cf. Figs. 2.3 and 3.8¢), namely, the wind speeds behind the
trough axis had nearly doubled, and the phase lag between the pressure and thermal wave
was markedly larger.

Fig. 3.9 shows the same fields from the 24- and 36-h simulations, valid at 1200
UTC 11 June and 0000 UTC 12 June, respectively. As can be seen, the model reproduces
well the intensification of the height and thermal waves and the phase lag between them.
In fact, the effects of the squall system on the structure and evolution of the height wave
are more apparent in the simulation. At the cnd of the 36-h simulation, these two waves
arrive at positions with intensity and orientations sinular to the obscived.

The conclusions we have reached from the behaviour of the 700 hPa flow must be
considered with care, however, since this level is very close to the highest topography of
the model domain (i.e, the Rocky Mountains). Therefore, it is worthwhile to check if
similar characteristics could be found at higher levels, say, 600 hPa. It 1s evident trom Fig.
3.10 that the same sequence of events were also reproduced at 600 hPa, such as the
acceleration of the height trough between 12 and 24 hours into the simulation, concurrent
phase lag production, and the marked intensification of the height and thermal waves at 36
h.

Finally, to further illustrate the potential significance of the squall linc on the large-
scale flow, Fig. 3.11 shows the accumulated model precipitation during the squall period
(9-24h) and the post-squall period (24-36h), from the explicit (dashed lincs) and
convective (solid lines) schemes. Since ZGP showed that the model-simulated rainfall
magnitude and distribution during the first 18 h compare favorably to JH88’s analysis, we
should believe that the simulated rainfall during and after the dissipation of the squall

system would not depart significantly from the observed. Thus, only the simulated rainfall
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information is used here to infer the importance of latent heating. It is evident from Fig.
3.11a that the grid-scale precipitation dominated over the convective throughout the
lifetime of the squall line; it has two centers of more than 25 mm accumulated acioss
Kansas. Note that since the grid-scale rainfall is generated in the FTR ascending flow, it
includes precipitation from both the leading convective region and the trailing stratiform
region. Note also that most of the precipitation associated with the squall system is
confined to the states of Kansas and Oklahoma, particularly for the convective ramnfall. As
the squall system decays and moves out of the network, the convective rainfall decreases
rapidly, while the grid-scale precipitation increases slightly because of more moisture
content being transported northward in the southerly current. Thus, an arca of over 25 mm
accumulated rainfall is distributed over southern Iowa. This increase of the grid-scale
precipitation coincides with the more rapid spin-up of the surface cyclone as it is merged
with the wake low. A similar onset of light rain was also rcported by seveial stations near
the center of the cyclone at 1200 UTC 11 June (not shown). By comparison, the
precipitation structure in the 12 h that followed the dissipation of the squall line (Fig.
3.11b) is dominated by large-scale forcing associated with the cyclone. In particular, the
line of convection is associated with the cold front, while the extensive stratiform region to
the north is evidently linked to large-scale ascent north of the low, as is characteristic of

baroclinic disturbances.

45




® Chapter 4 — Effects of the squall line and large-scale
baroclinity

It is evident from the results presented in Chapter 3 that both the squall system and
the pre-cxisting large-scale baroclinity have played important but different roles in the
subsequent surface cyclogenesis. Thus, in this chapter we will examine to what extent these
two different processes contribute to the genesis of the surface cyclone. We will first
provide a review of the previous studies on the effects of latent heating on cyclogenesis and
determinc if the surface cyclogenesis in the present case could be clarified with the existing
knowledge. Then we will investigate separately the effects of the squall system vs. large-
scale baroclinity on the surface cyclogenesis, and examine their three-dimensional

structures.

‘ 4.1 Previous studies

Considerable research effort has been devoted in the past to the understanding of
the effects of latent heating on extratropical cyclogenesis. The earliest study could be traced
back to the Nineteenth Century, when the first mechanism proposed to explain midlatitude
cyclogenesis was latent heat released from precipitation near the center of storms (see
Kutzbach 1979 for a review). Prevailing thought then shifted from this essentially thermal
origin of cyclones to a more dynamical one, with succession of the pioneering work of
Margules (1903) on the dry energetics of storms to the creation of the famous Bergen
School of cyclones in the 1920s, and to the breakthrough of baroclinic theory by Charney
(1947) and Eady (1949). According to th: theory, strong temperature gradients, low static
stability, a phase lag between the mass and wind fields and a preferred wavelength are the

necessary conditions for baroclinic development,
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The interests in the latent heating effects were revived in the 1950s with the
introduction of numerical weather prediction models. Earlier numerical studies, such as
Aubert (1957) and Danard (1964, 1966), used guasi-geostrophic models to examine the
importance of latent heating on cyclone-scale motions, These studies demonstrated that
latent heating from precipitation tends to increase the upper-level and decrease the lower-
level height of isobaric surfaces, thereby leading to the deepening of cyclones and
acceleration of their movement. The deepening of cyclones was shown to be achicved
through production of additional available potential energy and an increased rate of kinctic
energy generation. Note, though, that these earlier modeling studies considered only the
grid-scale (> 100 km) condensation. The growing attention was paid to the 1oles of cumulus
convection on extratropical cyclogenesis after Riehl and Malkus (1961), Chamey and
Eliassen (1964) and Kuo (1965) established the importance of cumulus convection in the
development of tropical disturbances. For example, Tracton (1973) and Bosart (1981)
argued that cumulus convection in the vicinity of the cyclone center could play a crucial part
in the rapid intensification and even in the initiation of cyclones. Gyakum (1983) showed
evidence to suggest that the extreme developinent of the Queen Elizabeth 11 cyclone was a
result of the latent heat release in organized cumulus convection. Results of Tracton (1973)
and Gyakum (1983) also exhibited greater deepening rates when a higher proportion of
convective heating was released in the lower troposphere. These results have significant
implications with respect to the relative importance of convective vs. stratiform precipitation
in surface cyclogenesis. This is because stratiform precipitation generally produces a heating
maximum at a relatively lower level than cumulus convection, thus being more favorable for
cyclogenesis. This has been later confirmed by numerical simulations of Anthes and Keyser
(1979), Anthes et al. (1983) and others in which both cumulus parameterization and grid-

scale condensation were implemented.
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A number of more recent studies have stressed that the impact of diabatic heating on
cyclogenesis, whether it be stratiform or convective in nature, should be viewed as a
nonlinear problem rather than a simple linear addition to dry dynamics (e.g., Smith et al.
1984; Uccellini et al. 1987; Pauley and Smith 1988; Kuo et al. 1991). Attempts at gaining
more physical insight into this nonlincarity have also been made, with the isentropic potential
vorticity (IPV) perspective (Hoskins et al. 1985; Davis and Emanuel 1991), to isolate the
effects of non-conservative processes on dry dynamics. Latent heating in the ascending flow
will increase the magnitude of IPV below and decrease it above, thereby enhancing the low-
level cyclonic circulation. However, a recent study by Davis et al. (1993) shows that such a
superposition of positive IPV onto the dry dynamics does not alter the basic development
mechanism of cyclones. In other words, these systems are baroclinically driven in nature and

they are only modulated by diabatic heating.

Despite the considerable research interests in extratropical cyclones, a majority of
these studics only focused on rapidly deepening storms that occurred during the cold season
or over occans. Little attention has been paid to extratropical cyclones that developed
within weak baroclinic environments or during the growing season. However, a growing
number of studies on mesocyclones, that developed during the summertime, have appeared
in the recent literature (e.g., Houze 1977, Zhang and Fritsch 1987, 1988; Brandes 1990;
Bartels and Maddox 1991; Johnson and Bartels 1992; Zhang 1992). In contrast to the
baroclinic systems discussed above, these mesocyclones, ranging from 50 to 500 km, are
convectively driven in nature and mostly associated with organized MCSs. Zhang and
Fritsch (1988a) and Zhang (1992) have provided extensive discussions on the mechanisms
of mesocyclogenesis: one could be induced by low- to midlevel latent heat release in
mesoscale ascent (Bosart and Sanders 1981; Zhang and Fritsch 1988b; Menard and Fritsch
1989), and the other induced by mid- to upper-level diabatic cooling in mesoscale descent

(Brandes 1990; Biggerstaff and Houze 1991b; Zhang 1992). For a warming-induced
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mesocyclone, a midlevel warm-core structure is expected when latent heating exceeds
upward adiabatic cooling, and the cyclonic circulation will be maintained through the
thermal wind relationship. By comparison, a cooling-induced mesocyclone is characterized
by diabatic cooling above and adiabatic warming below, so its genesis occurs initially
through tilting of horizontal vorticity associated with vertical shear and later enhanced by
vortex stretching. These results have led Zhang (1992) to conclude that low-to-nudlevel
mesocyclones may be the basic dynamic effects of MCSs on their larger-scale environments,
since they can be induced by either latent heating (in mesoscale ascent) or cooling (in
mesoscale descent).

Apparently, the previous studies of cyclogenesis have focused on cither large-scale
baroclinically-driven or mesoscale convectively-driven systems. In the present case, the
surface cyclogenesis occurred clearly as a result of the strong interaction between the squall
system and large-scale baroclinity. Specifically, the present squall line was initiated by
baroclinic forcing, and then the surface cyclogenesis did not take place until afier the
dissipation of the MCS. This scenario raises several interesting questions. For example,
would the surface cyclogenesis occur without the development of the squall system? If the
role of the squall system was crucial, why didn’t the genesis take place in pace with the
squall’s intensification? Or if both the large-scale baroclinity and squall system were equally
important, how did they interact with each other? and to what extent do they contribute
individually to the cyclogenesis? Furthermore, it has been shown that the midlevel short
wave in the present case propagated much faster than the thermal wave, resulting in a phase
lag more favorable for cyclogenesis. Thus, what processes arc involved in the development

of such a phase lag? since this phenomenon has not been explored in previous studies.

49




4.2 Individual roles of meist convection and large-scale processes

We have shown in Chapter 3 that, in spite of minor differences, the model
performed cxtremely well in reproducing the observations, particularly the key events of
the squall line dissipation and the subsequent surface cyclogenesis. Therefore we should be
confident that the model simulation can be used to provide a deeper understanding of the
dynamical processes leading to the surface cyclogenesis.

To isolate the effects of large-scale baroclinity on the surface cyclogenesis, a
sensitivity simulation was conducted (“dry” run), in which neither convective nor grid-scale
condensation were included, while keeping all the other physical parameters identical to the
control run (“moist” run). Without the forcing from the diabatic heating, the model
atmospheric circulations were only dominated by advective processes. This presumably
represents the “true” evolution of the large-scale environment without the influence of the
squall system. The simulation will also help reveal whether or not the pressure perturbations
and low-to-midlevel baroclinity at the model initial time would lead to the surface
cyclogenesis at the end of the 36-h integration. Comparisons between “dry” and “moist”

runs will also provide insight into the effects of the squall system on the surface cyclones.

a) Effect of the large-scale baroclinicity

Fig. 4.1 shows the large-scale perspective of 36-h simulated sea-level pressure and
1000-600 hPa thickness from the “dry” run, as compared to that from the “moist” run. Of
particular interest is that in spite of no latent heating a surface cyclone has also developed at
the cnd of the 36 h integration. As shown in Zhang and Gao (1989, see their Fig. 18), there
is littlec evidence on the development of organized cyclonic circulation even up to 18 h into
the simulation. Only a pressure trough is located ahead of the surface cold front; but its

central pressure has decreased from 1009 to 1005 hPa during the first 18 hours. The surface
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Fig. 4.1 Distribution of sea-level pressure (solid lines) at intervals of 2 hPa, and 1000-600 hPa
thicknesses (dashed lines) at intervals of 3 dam, from (a) 36 h “dry” run and (b) 36 h “moist”
run. Heavy solid lines denote the position of cross-sections used in Figs. 4.3, 4.4 and 4.5.
Pressures labeled as in Figs. 3.1-6.
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pressure pattern does not become cyclonically organized until atter 21 h into the simulation,
but with little changes in intensity thcreafter. Pethaps such a sequence of the cyclomie
evolution should be expected when considering (he interaction of a cold tront wath a lugh
topography (i.e., the Rocky Mountains). Specifically, the initial phase lag between the
height and thermal waves (see Fig. 2.3) would lead to the intensification of the low that s
originally located over western Nebraska at 1200 UTC 10 June, tf there were no
topography. The organized surface cyclone fails to develop in the first 18 houts, because the
large-scale baroclinicity is relatively weak and it may be overpowered by the topographical
forcing, as the cold front accelerates downslope of the high platcau. The system then
becomes more dictated by baroclinic theory as it moves far away fiom the Rocky
Mountains. However, the occurrence of httle decpening during the sccond 18-h penodd
suggests that there may be little available potential energy for kmetic encigy production.
The distribution of 600-hPa height and temperatuie structures, as given n Fig. 4.2, shows
that this is indeed the case. Namely, very httle phase lag is present at the end of 36-h
simulation, as compared to that at the model initial time. It follows that the miual short
wave and the cold advection behind it, though weak and shallow, have some impact on the
genesis of the present surface cyclone, and the genesis processes tend to reduce the phase

lag between the height and thermal waves, as predicted by batochinic theory.

b) Effect of moist convection

Now let us examine the effects of including latent heat release or the squall system
on the surface cyclogenesis. Several differences hetween the "moist” and “dry” runs can be
immediately seen by comparing Fig. 4.1a and 4.1b. First, the surface cyclone m the presence
of the squall system moves much faster than the “dry™ one. The difference in position 1s
about 750 km by the end of the 36-h integration. The slower movement in the absence. of
latent heat release has also been noted by Aubert (1957) and Kuo ct al. (1991) in

association with more rapidly deepening surface cyclones. Second, the surfuace low in the
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presence of the squall-line convection is 5 hPa deeper, a phenomenon that has been found in
many of the previous studies. Third, the spatial scale of the “moist” cyclone is much greater,
notably along the NE-SW direction, than that of the “dry” one. The greater extent implies
the larger inertial of the circulation and more kinetic cnergy content associated with the
perturbation. In other words, more rapid deepening of the “moist” cyclone could be
expected if its horizontal extent were similar to the “dry” cyclone. Fourth and perhaps more
significantly, including the squall system results in a marked increase of large-scale
baroclinicity 1n the lower half of the troposphere. As shown in Fig. 4.1, the 1000-600 hPa
thickness gradients between the leading edge of the cold front and the coldest point (i.e., the
point *C") are about 210 m and 120 m, respectively, in the “moist” and *“dry” runs. The 90
m difference in thickness represents an increase of a 6 K mean-temperature gradient across
that distance in the lower troposphere. This 1s clearly a pronounced contribution of deep
convection to the large-scale environment and one of the important factors in explaining the
more rapid development of the “moist” cyclone.

While the thickness gradient in the “moist” run is nearly twice as large as that in the
“dry” run, the positions of the thickness troughs in these two simulations are very similar,
namely, they are oriented roughly from eastern Nebraska to northern Texas. A similar
sttuation also occurs with the 600 hPa thermal waves in these two runs (cf. Figs. 3.10d and
4.2). This implics that the propagation of the thermal wave is primarily governed by large-
scale or adiabatic processes, in spite of the substanti.l enhancement of baroclinicity by moist
convection.

Note that the thickness trough axes also lag behind the closed surface cyclones in
both simulations, a typical characteristic of baroclinic systems (see Holton 1979). However,
the lag in the presence of convection, as also appeared in midlevels, is much greater. As
have been demonstrated by previous studies (e.g., Aubert 1957, Chang et al. 1982),
organized latent heat release will result in pressure falls below the level of maximum heating

and pressuie rises aloft. In the present case, the tremendous amount of net warming
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(cooling) associated with the FTR (RTF) flow, as shown in Zhang and Gao (1989, see their
Fig. 20), would produce midlevel pressure deficits on the scale of the squall system, thereby
enhancing the midlevel short wave and forcing it to propagate with the system. This feature
has also been noted in other case studies, c.g., by Zhang and Fritsch (1986, 1988a). In fact,
we have seen in Chapter 3 that the movement of the nudlevel short wave coincides wath the
evolution of the squall’s cloud shields. Furthermore, Zhang and Gao (1989) have shown
that the squall system propagates much slower when the parameterized downdialts in the
FC scheme was turned off. Apparently, the cold downdrafts associated with the
parameterized convection and stratiform (grid-scale) precipitation tend to assist the MCS
accelerate forward. Thus the propagation of the system is determined by the interaction
between the convectively generated downdrafts and conditionally unstable cnvionment
ahead of the squall line. Then, the squall system leaves behind a bulk of cold air mass, so the
barochnicity is enhanced and spread out into a larger area morc maikedly in the lower
layers. Since the midlevel thermal wave is basically adiabatically driven and the pressuie
wave is convectively driven, these two different processes would naturally result in a phase
lag between the two waves, as exactly occurred in the present case. Because of the phase
lag, stronger cold (warm) advection occurs behind (ahead of) the trough axis i the “mowst”
case than that in the “dry” case (see Figs. 4.1 and 3.10d). Furthermoie, as the surface
cyclone deepens, the thermal wave also intensifies as a consequence of enhanced cold
advection behind the trough axis, thereby creating a positive feedback between the two
types of waves. These processes clearly account for the persistent deepening of the surface

cyclone as it moves toward the Atlantic Ocean.

c) Interaction between moist convection and its larger-scale environment
The phase lag described above could also be considered as a product of the
interaction between the squall system and the large-scale environment during the squall’s

life cycle. As mentioned previously, the squall line was initiated by the baroclinic forcing
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associatcd with the cold front and midlevel short wave. However, the subsequent
development of the squall system is determined by convective interaction with potentially
unstable conditions in the prefrontal environment. The larger-scale baroclinic environment
only provides a favorable condition for but does not control the evolution of the system.
Zhang ct al. (1989) showed that the squall line decays as it advances into the conditionally
less unstable cnvironment to the east of the PRE-STORM network, even though the large-
scale baroclinic forcing has significantly increased. New organized convective development
along the cold front and stratiform precipitation near the cyclone center do not occur until
1800 UTC June 11 (see Fig. 3.7d), when the cyclone intensifies and the daytime boundary-
layer development regenerates a potentially unstable environment.

According to baroclinic theory, as long as the phase lag is present, more available
potential energy will be converted to Kinetic energy for cyclonic development. However,
during the squall’s period, the energy conversion is dominated by convectively generated
circulations, such as the FTR ascending and RTF descending flows, and midlevel
mesovortices. Such circulations favor the development of mesohighs and wake lows (see
JH88; Zhang and Gao 1989) superposed on the larger-scale surface trough, as shown in
Chapter 3. Thus, the baroclinic spin-up of the surface cyclone could not become evident
until the squall system dissipates and the convectively generated perturbations are absorbed
by larger-scale flow. Nevertheless, the increase in the phase lag may account for the
continued expansion and slow deepening of the larcer-scale surface pressure trough even
during the squall’s life cycle.

While the cyclonic development mechanism after the squall’s dissipation could be
viewed as being similar to that in the “dry” cyclone, it should be realized that it is the
diabatic heating associated with the squall system that produces such a baroclinically
favorable configuration. Furthermore, the large-scale baroclinicity has been substantially
cnhanced by the deveiopment of the MCS, and through its subsequent interaction with the

amplificd short wave. Thus we may state that the baroclinic forcing is responsible for the
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initiation of deep convection along the squall line, whereas the squall system conditions the
baroclinic environment for subscquent cyclonic development. Without the moist convection,

the surface cyclone would be much weaker, have much smaller extent, and perhaps last

much shorter.

d) Vertical structure of the cyclone

To further illustrate the interaction between the squall line and the large-scale
baroclinity, Figs. 4.3a,b show E-W vertical cross sections of height and temperatuie
deviations at the end of the 36-h integration from “moist™ and “dry” runs, respectively. The
cross sections are taken along the same line and 1oughly through the cyclone centers in
these two simulations. All deviations are obtained by deducting their pressute-level averages
in the cross section. One can see that the troughs of height deviations i both the “moist”
and “dry” runs tilt westward with height, and so do the temperature troughs. This type of
vertical structure is a typical characteristic of baroclinic waves. However, the westwand tilt
as well as the phase lag between the height and thermal troughs is much greater when
convective effects are included. Furthermore, moist convection enhances substantially the
large-scale baroclinicity in a deep layer of the troposphere, more significantly around the
trough axis of the short wave. The convectively generated thermal gradient 1s as strong as
14°C/600 km up to 600 hPa. Most of the differences occur between the centers of the
“moist” and “dry” cyclones. The “moist” cyclone 15 now displaced approximatcly
underneath the upper-level height ridge.

To understand the net effects of moist convection on its larger-scale environment
throughout the troposphere, Fig. 4.4 shows the height and temperature differences between
the two simulations (i.e., “moist” minus “dry’’) along the same cross section as i Fig. 4.3,
In general, moist convection produces net warming above the short-wave trough axis with a
maximum value of >8 K occurring near 300 hPa and net cooling below with & minimum

value of < -10 K occurring in the lowest layers. In particular, moist convection generates a
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deep layer of colder air mass (up to 600 hPa) on a scale of more than 1500 km. This further
indicates the importance of deep convection, through moist downdrafts, in enhancing the
large-scale baroclinicity. Clearly, such strong warming and cooling over a large scale could
hydrostatically produce a significant influence on the midlevel pressure wave; the net result
15 a height deficit of more than 80 m near 600 hPa. Diabatic heating also produces a net
height rise zone throughout the troposphere over the cyclone center. Of particular interest is
that, n the present case, the height deficit and rise centers are not coherently distributed in
the vertical. In this sense, we should not treat the effects of latent heat release on the surface
cyclogenesis as a simple lincar addition to the “dry” dynamics, especially when considering
the cumulative influence of moist convection in a sheared environment. Specifically, the net
height 1ise, corresponding to a net warming column up to 200 hPa over the cyclone center,
may be more associated with the immediate thermodynamic effect of latent heating, just like
that associated with convectively-driven mesocyclones. The occurrence of little cooling
below and localized warming near 800 hPa indicates that the grid-scale condensation is
dominant over the cyclone center. In contrast, the height deficit, maximized at the top
lcading cdge of the cold pool, is more or less dynamically generated as a result of mass
evacuation as the colder air subsides. It would generally take several hours for an MCS to
build such a depth of cold pool. For example, in the present case the time scale is about 8.5
hours, assuming a propagation speed of 16 m s~1 from the leading edge of the cool pool at
the surface to the location of the nudlevel low center. During this period, the large-scale
circulation has been substantially altered even just through baroclinic energy conversion
processes. Clearly, this nonlinear aspect of organized MCSs is closely associated with moist
downdrafts, which have been ignored in previous cyclogenesis studies.

Finally, Fig. 4.5 compares the relative vorticity field from the two simulations. The
cyclonic tlow component concentrates roughly along the height-wave trough axis, since the
flow has been nearly balunced with the mass field at the end of the 36-h integration. It is of

interest that the large-scale processes in the control run still tends to produce some cyclonic

60



100
a) 200}

300}

PRESSURE (mb)
@ a »
& © ©°
& & O
T T

~

(=
o
!

800

900 |-

1000
i 300 km 3

100

l)) 200

300

PRESSURE (mb)

~
(=]
Q

800

900

1000

L 300 km \

Fig. 4.5 Vertical cross-section of 36-h simulated relative vorticity at intervals of 5x 10 5”1 from
(a) the “moist” run and (b) the “dry” run, and taken along same line as in Fig. 4.3. Solid
(dashed) lines represent positive (negative) values. Superposed are positions of troughs in
height deviations (dot-dashed lines) as inferred from Fig. 4.3.

0}




flow bencath the upper-level vorticity center, as does with the “dry” cyclone. The model
output indicates that this featurc was related to a short wave that originated over Alberta at
the initial time and propagated southeastward during the 36-h period. The wave also
seemed to produce an increase in the wavelength of the midlevel circulation, as mentioned
in the preceding chapter. Note that the relative vorticity is maximized at the upper level
(above 500 hPa) and near 900 hPa, particularly for the “moist” cyclone. This indicates that
the surface cyclogenesis in the present case is much less affected by large-scale vorticity
advection than other forcing, e.g., stretching and tilting. This will be discussed in the next

subsection.

¢) From a mesolow to a surface cyclone

So far we have discussed how the larger-scale environment evolved from weak
baroclinically driven to more convectively driven and then to moderate baroclinically driven.
A natural question is: how do these variations affect the evolution of the surface cyclone
from a mesolow ahead of the surface cold front at the initial time, then to a pre-squall
mesolow during the squall’s period, and ultimately to the formation of a large-scale
cyclone?

It was shown in Fig. 2.4 that a closed cyclonic circulation and a 1009 hPa low were
initially located over western Nebraska. A cold front extended from the low southwestward,
and a short wave trough was also present in midlevels. ZGP (see their Fig. 9) showed that,
during the first 9 hours of the simulation, the mesolow traveled southeastward to western
Kansas, where it interacted with a warm front and initiated deep convection. During this
pre-squall period, the mesolow deepened to 1003 hPa. While part of this deepening can be
attributed to the model adjustment between the mass and wind fields during the first 2-3
hours of the simulation, it was apparent that the cold front and the midlevel short-wave
trough supported the surface low on its downslope trajectory from the foothills of the

Rocky Mountains. Also, the large-scale cyclonic circulation remained centered around the
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low, where convergence maintained upward motion above the low. As noted in §4.2, a
similar but slower baroclinic development occurred in the “dry™ run, indicatmg that the
mesolow was mainly driven by adiabatic forcing in the pre-squall period. Additnonal forcing
came from moist downdrafts produced by moderate convection along the cold front.

As the squall line initiated ahead of the surface front, it generated strong updrafts
which quickly overwhelmed the weaker upward motion above the mesolow. As shown in
Hoxit et al. (1976), compensating subsidence formed in the mid- to upper-levels just ahead
of the squall line, and provoked reductions in surface pressutc. This presumably forced the
mesolow to accelerate forward, which then became a pre-squall low, ditven by subsidence
rather than upward motion. Meanwhile, evaporative cooling produced a squall mesohigh
behind the gust front, enhancing pressure gradients between the mesohigh and the pre-squall
low. The whole squall system then moved southeastward as it intensificd.

Now let us examine the vertical structure of the surface cyclone following the
dissipation of the squall line. Figs. 4.6a-c show northwest-southeast cross-scctions of
relative vorticity, superposed by flow vectors along the vertical planc, roughly through the
cyclone center from 18, 24 and 30 h simulations. Also shown are the axes ol height
deviation troughs (dot-dashed lines). During the dissipation stage, t.c., at 18 h, there are
two height troughs that tilt westward with height: one from the surface pre-squall low and
the other from the wake low. A low- to mid-level mesovortex is located along the
convergence zone between the FTR ascending and the RTF descending flows (see Zhang
1992). There is little cyclonic vorticity associated with both low-pressure zones. Zhang
(1992) showed that the major vortex is now intensificd as a result of vortex stretching along
the FTR/RTF interface. Evidently, the mass ficld around the two low-pressure zones is not
balanced with the in-situ winds. The two lows are still dominated by subsidence, and thus
maintained through adiabatic warming.

It should be noted that the vorticity structures presented above differ somewhat from

those given in Zhang (1992) because of the use of different locations along which the
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vertical cross-sections are taken. It is found that the vortex center is gradually displaced
downward and southeastward in the RTF descending flow as the squall system decays.
Eventually, its vorticity is distributed along the leading edge of the cold pool, and thus it
enhances the cross-frontal circulations as the cyclone intensifies. Thewefore this mesovortex
does not play a direct role in the spin-up of the surface cyclone and will not be discussed
here.

At 24 h, the wake low has merged into the pre-squall low to form the smiface cyclone,
as discussed in Chapter 3. However, the structurc of the mesovortex was altered
substantially. Specifically, as the vorticity forcing decrcases, the upper portion of the
mesovortex is rapidly advected away from the height trough due to the piesence of strong
vertical shear. It is later distributed into a larger arca ahcad of the surface cyclone. In
contrast, the near-surface vortex remains behind; but it continucs to be pushed forward by
the descending cold current. The vortex rapidly intensifies as 1t 1s displaced mto the height
trough, which corresponds to the merging of the two mesolows. Mcanwhile, the wind ficld
gradually adjusts to the mass field, as evidenced by the westward tlt of the vorticity along
the height trough. Of importance at this time is a shift in the sign of vertical motion from
subsidence during the squall-active period to relatively strong upward motion near the
center of the surface cyclone. This strong upward motion 1s consistent with the more rapid
cyclonic development during this stage.

At 1800 UTC 11 June (Fig. 4.6¢c), the barochnic development carried on with
continued spin-up of the low-level vorticity, due to the increased rate of energy conversion,
The low accelerated eastward, thus reducing the slope of the height trough, along which the
cyclonic vorticity is distributed. Note the persistent intense upward motion in the warm
sector, further confirming the active conversion of potential into kinctic energy.

The results presented above clearly show the relative importance of deep convection
vs. the large-scale baroclinity in the final intensity of the surface cyclone. The convectively

generated vortices tend to enhance the cyclonic spin-up and frontal circulation after the
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dissipation of the squall system. The mid- to upper-level portion of mesovortices is generally
short-lived in a baroclinic cnvironment. Thus, only the balanced portion of these
mesovortices could contribute to the surface cyclogenesis. In the present case, it occurs as
the mesovortex becomes in balance with the surface low that evolves from convectively
driven to baroclinically driven. Without the convective effects, the baroclinic processes can

only produce a weaker, smaller and short-lived surface cyclone.
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Chapter 5 — Summary and concluding remarks

In this thesis, a 36-h, three-dimensional, high-resolution numerical simulation of the
10-11 June 1985 squall system has been used to investigate the impact of an MCS on Large-
scale surface cyclogenesis. The present study extends the 18-h simulation of the case by
Zhang et al. (1989) using the same version of the PSU/NCAR mesoscale model, in which
the Fritsch-Chappell (1980) convective parameterization and an explicit moisture scheme
were incorporated. The model is initialized at 1200 UTC 10 June 1985 with conventional
rawinsonde and surface observations, and verified against all avalable synoptic and
mesoscale data. The model simulates very well the itiation of the squall line at nealy the
right place and right time 9 hours into the simulation. A nudlevel shoit- wave trough also
assists the initiation of deep convection. The squall line then mtensities and propagates
southeastward as the system’s cold downdrafts intcract with an unstable pic-storm
environment. During the mature stage, the squall line generates typical surface pressue
perturbations, such as a pre-squall low, a squall mesohigh, and wake lows, which are
embedded in a weak large-scale cyclonic circulation. Also well handled by the model are a
leading overturning updraft, an ascending system-relative front-to-reas (FTR) flow, and a
descending rear-to-front (RTF) flow. The squall line dccays rapidly after 21 hours as o
advances into a more stable troposphere. During this decaymg stage, the madel accurately
reproduces the merging of the squall’s wake low with the pre-squall low, and the subsequent
deepening of the merged low. After the complete dissipation of the squall system, the large-
scale cyclonic circulation adjusts gradually to the resulting mass ficld and promotes the rapud
spin-up of the surface cyclone. In addition, the squall’s gust front enhances the cold front to
the southwest of the cyclone and helps increase cold advection behind the cyclone. Both the
observations and simulation show that the cyclone accelerates eastward and increases its

horizontal extent as it intensifies baroclinically during the last 12 hours of the period.
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To isolate the effects of deep convection vs. large-scale baroclinity on the surface
cyclogenesis, a sensitivity simulation is conducted in which convection is turned off. By
comparing this “dry” run with the control, or “moist” run, it is found that the “dry” cyclone
moves much slower, has much smaller horizontal extent, and 1S much weaker than the
“moist” cyclone. When the “moist” run is examined, the squall line modified substantially the
large-scale baroclhinic environment. Specifically, the abundant diabatic heating in the FTR
flow tends to deepen the midlevel short-wave trough and force it to move with the squall
linc. In contrast, the mudlevel thermal trough is driven by large-scale adiabatic processes, so
it remains far behind the squall line. Thus, this leads to an increase in the phase lag between
the height and thermal waves, as the squall system progresses eastward. Meanwhile,
convectively generated cold downdrafts form an extensive cold pool of sizable depth in the
cold scctor of the baroclinic zone, thereby enhancing the lower tropospheric baroclinity.
Thus the roles of the squall line are to condition the large-scale environment by enhancing
the large-scale baroclinity and increasing the available potential energy. Another role of the
squall line is associated with the evolution of convectively generated mesovortices. In the
present case, the squall line produces a mesovortex in the convergence area along the
IFTR/RTF interface, and it quickly leans downshear as the system dissipates. Then, the upper
portion of the vortex 1s advected away in the sheared flow, whereas the near-surface portion
remains behind and moves into the center of the surface cyclone, thus aided in the spin-up of
the surface cyclone.

The 1esults also show strong cvidence of the scai. interactions of an MCS with its
large-scale environment. Specifically, the initial w: ' baroclinity helps initiate deep
convection along the squall line. Once initiated, the squa'! line is more or less driven by its
own mternal circulations. The baroclinic forcing only provides a favorable environment for
the cvolution of the squall system, since it is overwhelmed by convectively generated
ctrculations. As the squall line rapidly intensifies and accelerates eastward, it enhances the

large-scale baroclimty, and conditions the large-scale environment into a baroclinically more
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favorable configuration. Therefore, once the convective forcing weakens, the baroclinic
development mechanisms take over, leading to a more cxtensive and stronger sarface
cyclone.

It is important to point out, however, that the conclusions we have reached are based
only on a single case. More case studics are needed to generalize our findings. Our 1esults
nevertheless underline the potential impact on accurately forecasting the development of
MCSs in order to capture these scale interactions. This requites the use of high-grid
resolution, improved initial conditions and appropriate model physics. Failing such attempt,
quantitative precipitation forecasts could be in serious error, not only for subscequent

mesoscale events, but also for larger-scale systems well resolved by the model.
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