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ABSTRACT

Abstract

This thesis describes the design and implementation of a content-based image retrieval

system that improves on classieal appearance-based methods of retrieval. The motivation

is to build a system capable of retrieving complex seenes in unconstrained environments. In

this work, we use principal components analysis as a parameterization of the images. The

analysis, however, is not performed on the levei of the intensity values of image pixels as

in traditionaI approaches, but on the level of two intermediate representations. We use the

magnitude of the Fourier Transform as a relevant and stable comparison feature to retrieve

complex scenes, and zero crossings across various seales for well-framed images. We show

through experimental results that the inclusion of suitable intermediate representations in

the system renders more reliable responses, and allows relaxing the constraints about the

nature of the images used.

This work aIso extends beyond normal content-based image retrieval systems. Given an

unknown image query, our system does not merely retum the closest images to the query,

but further enhances the response by classifying the image as belonging ta one of severaI

classes comprising the database. Two methods of classification are used: the le nearest

neighbors method, and a. Bayesian classification method. In the latter case, we re-map

the basis calculated by principal components analysis into another basis whose vectors are

optimal for class discrimination. These vectors are called the most discrîminating features.

Experimental results are presented showing how the resulting system ean be used to retum

a confidence measure in the decisions it takes, allowing for subsequent refining of the search.
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RÉSUMÉ

Résumé

Cette thèse décrit l'élaboration et la réalisation d'un système de récupération d'images par

contenu qui améliore les performances des systèmes traditionnels. Le but est de construire

un système capable de rechercher des images complexes dans des environnements généraux.

Le système utilise la méthode d'analyse des composantes principales pour paramétriser

les images. Contrairement aux méthodes traditionnelles qui appliquent l'analyse sur les

intensités absolues des pixels, le notre le fait sur des représentations intermédiaires des

images. A ce sujet, deux approches sont envisagées: la magnitude de la transformée de

Fourier pour les images complexes, et une méthode de détection des contours d'objets

sur plusieurs échelles pour des images contenant des objets bien encadrés. Avec plusieurs

expériences, nous démontrons que l'inclusion de représentations intermédiaires adéquates

dans un système donne des résultats plus fiables, et permet un choix plus libre d'images à

inclure dans un système de récupération.

L'amélioration du système de récupération ne s'arrête pas ici, mais s'étend au delà du

retrait des images les plus proches d'une requête. La réponse du système inclu davantage

d'information sur l'appartenance de l'image de requête, lui attribuant une classe parmi

celles prédéterminées, formant la base complète. Deux méthodes de classification sont

utilisées: la méthode des k plus proches voisins, et celle de la classification Bayesienne.

Dans ce dernier cas, les vecteurs formant la base de l'analyse des composantes principales

sont transformés pour obtenir une autre base de vecteurs, idéale pour séparer les différentes

classes. Ces vecteurs sont appelés les caractéristiques les plus discriminatoires. Des résultats

exPérimentaux démontrent comment Palgorithme peut être utilisé pour générer une mesure

de confiance dans les décisions prises, qui permettra un raffinement ultérieur de la requête.
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CHAPTER 1. INTRODUCTION

CHAPTER 1

Introduction

The goal of a vision system is ta be able to infer the state of the world that it sees. Ofcourse,

inferring the world, depending on the context, could have various meanings; sucb as finding

the best parameters of a model that describes a set of data (Whaite and Ferrie 1993), or

locating the contours of sorne abjects in a real scene, or even simpler tasks like finding the

histagram of intensities in an image. Ultimately, however, given the data (measurements)

it is provided with, a vision system would like to recognize the objects that constitute its

visual world. The data that influence a system's behavior can come in a multitude of forms,

ranging from three-dimensional raw data. of the objects, to two-dimensional silhouettes, ta

grey-scale intensity images of real objects (like cars, faces, trees, etc.) embedded in different

kinds of backgrounds. If we closely analyze the human visual system, we notice that, from

raw data consisting of electromagnetic waves, a human is capable of perceiving the world

and its constituents with striking immediacy. Immediate aIso is the recognition of the

great number of objects of different shapes, sizes, calors, and other properties that exist in

the world. For these and various other reasoos, abject recognition has been an important

research field among vision scientists, from the early days of computer vision until now; and

has always found a multitude of industrial and medical applications.

The rapid development of multimedia information technologies has opened the door to

a research area within computer vision called content-based image retrieval. By content

based image retrieval we mean being able ta analyze images by their inner properties, and

coosequently infer the existence ofsimilar contents in other images (Niblack, Barber, Equitz,

Flickner, Glasman, Petkovic and Yanker 1993, Kelly and Cannon 1994). The word content

1
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refers to pictorial attributes that can be extracted by image analysis methods. Content

based image retrieval is very tightly related to classical object recognition. There are two

main differences however. The first difference is that in c1assic object recognition the main

goal is to be able to understand c1early what the physical components ofthe visual world are,

while the emphasis in image retrieval is on indexing, which is the assignment to each image

of a synthetic descriptor facilitating its retrieval, whether related to the physical abjects

present in the image or not. The second difference lies in the fact that usually content

based image retrieval systems include very large databases of images~ and hence massive

amounts of data. Being able ta retrieve images from large databases in a reasonable time

therefore becomes a big challenge for researchers in this field. With the emergence of many

applications requiring near real-time responses, it is becoming crucial to perform fast image

retrieval. Methods have to be thought of ta overcome the computational expense associated

with large data sets. The borderline between indexing and recognition in images remains,

however, very subtle.

The operations performed by most content-based image retrieval systems are summa

rized in Figure 1.1. The input to the system specifies a query through a user interface.

The query is represented according ta Sorne description. On the other side, descriptions of

all the images in the database are round through the indexing of relevant features. The

query description is then compared to the database ones to find an answer space which is

converted by the user interface ta an output consisting of the retrieved images.

An image retrieval system consists of several phases of operation:

(i) The query phase: express the information retrieval problem in a query ~language"

(e.g., query by example, query by sketch, etc.).

(ii) The indexing phase: extract from the image the properties that are relevant to the

image retrieval process.

(üi) The organizational phase: organize the image indexes such that the speed of the

retrieval of images is optimized.

(iv) The retrieval phase: extract !rom the database, the images that best match the

query.

(v) The feedback phase: refine the search when needed.

2
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• query represenlatfon

Input

•

•

user Interface

FIGURE 1.1. Information retrieval schema

In later chapters we will discuss in detail the requirements of the above phases. In this

thesis, we concentrate on the indexing phase and the retrieval phase. We build a system

that performs two separate but related tasks.

Given a query represented by an unknown example image,

(i) We "classify" this image as belonging ta one of several classes of images

previously labeled.

(ii) We extract /rom a large database of images, those which are closest ta

our query image.

The process consists of an off-tine part and and on-lïne part and works as follows: off

line, we manually c1assify the images present in the database as belonging ta one of several

classes of images, where the classes convey semantic information about the contents of the

images. This information is compatible with the human perception of structure (e.g., beach

scenes, human faces, playing cards, tire works, etc.). Next, we seek a parameterization ofour

images such that each image is represented by a small number of parameters. To perform

this step successful1y, we need a training set consisting ofa small set ofsample images which

we choose from the database. Of course, the training set has ta be representative of the

3
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whole database, something that is not a trivial matter. Once we have found the parameters

for aIl the images in the database, we are done with the off-Une part. On-line, we process

our query image which does not necessarily belong to the original database. We calculate

its parameters (coefficients) with respect to the basis model found in the off-Une stage, then

we classify the image by using both the traditional k nearest neighbors (knn) method, and

a probabilistic method. Having calculated the le nearest neighbors of the image, our system

retums these images as the images that best match our query. With the exception of the

manual classification of the database images, our system is fully automatic and doesn~t

require human înterference. Furthermore, it is designed to work on real images that include

complex data.

1. Problem Definition

The primary goal of this research is ta design a content-based image retrieval

system that improves on the performance of classical a)1pearance methods.

The improvements in question are concemed unth (i) Generality: the system

has to be able ta perform weil in generalized environments like natuml scenes.

(ii) Robustness: the system has to be less sensitive than classical content

based systems ta factors like the absolute illumination level, camera angle,

translation, and rotation.

Appearance-based indexing methods have several advantages, the two most important

ones being their fast response time, and their ability to deal with real images. However,

the systems built so far suifer from a number of deficiencies, such as their sensitivity ta

extemal factors like the ones mentioned above; and therefore their inability to work weIl

unIess the environment is well constrained.. The motivation for this work cames from the

need to address these problems. Having this focus in mind, we design a content-based image

retrieval system that returns the closest images in the database to a given example image.

We show that this system returns more accurate results than classical methods, while still

being fast and automatic (not requiring human interference). Furthermore, the system we

build stretches beyond normal image retrieval.. In addition to returning the closest matches

to the query, the system also returns a "classification" of the query. More specifically, if

the images in the database are separated into several classes, then the system indicates the

4
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score of each class with respect to the query. This opens the door for refining the search

for best matches by "throwing away" the unlikely classes and comparing only a subset of

the whole database.

2. Overview of the Approach

The application of this work is twofold: similarity retrieval by content and image classifi

cation. Images are compressed by a parameterization using Principal Components Analysis.

where the representation of the images is reduced to just a small number of coefficients in an

optimal fashion. This parameterization allows the system to compare images in a fast and

accurate manner, two basic requirements of practical systems. Principal components anal

ysis is a well-known method that is widely used in applications such as content-based face

recognition (Sirovich and Kirby 1987, Kirby and Sirovich 1990, 'furk and Pentland 1991),

face tracking, and recognition of other abjects. The above approaches mainly consist of

finding a set of features that characterize the variations between images. As a result, these

features are considered the "best coordinate system for image compression". Compari

son between images is then accomplished in this lower dimensional space, where principal

components analysis is applied on the level of the absolute intensities of the images. The

approach we use here is somewhat similar. However, the important distinction of our

methodology is that we replace analyzing the absolute intensities of the images (which do

not convey semantic information about the objects in the scenes) by analyzing stable in

termediate representations of the images. Following this concept, we compare the images

based on their sallent information, like the shape of the abjects and their frequencies. It

should be noted that sallent information is very context dependent, while natural images

are composed of diverse and complex objects. Therefore, it becomes very important to

define the constraints the environment provides us with in a proper manner. Most of the

content-based image retrieval systems 50 far have over-constrained the environments that

they work in. We try to avoid this as much as possible and propose a system which works

under different lighting conditions, camera angles, and is invariant to rotation and trans

lation. The content-based image retrieval framework we use in this work is based on the

following concepts.

5
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2.1. The Indexing Phase.

(i) For scene analysis purposes where our images are considered to be camplexr we

calculate the Fourier Transform of ail imagesr and then base our comparison on

the magnitude of the Fourier transform rather than on the images themselves. The

Fourier transform is particularly suitable for scene analysis because it captures the

frequencies of a particular signal. Thereforer two similar scenes are expected to have

very similar frequency characteristicsr regardless of different camera angles and the

amount of lighting.

(H) For weIl framed images, where the environment is much more constrained than

in the scene analysis case, we compare images based on their scale space sallent

features. More specifically, we find the zero-crossings of the images under different

seales. By doing so, we remove the effect of the variations in the lighting conditions.

Furthermore, by extracting sucb features, we compare abjects on the basis of their

shape charaeteristics rather than on intensity values of the pixels r adding semantic

meaning to the image comparison process. Although intermediate representations

have been used previously in image matching (Huttenlocherr Lilien and Oison 1996),

content-based image retrieval of real images has widely relied on comparing images

based on their absolute pixel intensities.

(Hi) Principal Components Analysis (PCA) is used to optimally parameterize the inter

esting attributes in images.

2.2. The Retrieval Phase.

(i) The closest images to the query image are calculated in the lower-dimensional spacer

and returned as the best matches to the query.

(ü) For image classification, we use two different methods to assign our query image ta

a class among severa!. The first method is the c1assical k nearest neighbors, which

selects among all the classes comprising the database, the one that has the highest

score in the closest neighbors. This decision rule is attractive because no prior

assumptions about the underlymg distribution of the data are assumed. This type

of decision rule is called. non-parametric. The other method we use is a parametric

decision rule: assuming that the prior distributions of the classes comprising the

database are multivariate normal distributions, and that the parameters (mean and

6
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covariance) of the distributions are estimated from the data (images), we calculate

the posterior probabilities that the given item belongs ta each of the database classes.

We apply Bayes' rule on the distribution of the data ta calculate this probability.

(ili) Hwe want our system ta be able to generalize well, that is, ta classify correctly those

images that do not belong ta the training set, then we must make sure that the classes

which constitute the database are as far apart as possible. That way we rnjnjmize

the confusion of a query belonging to a certain class. Therefore, we re-map the

basis calculated by principal components analysis into another basis whose vectors

are optimal for the purposes of discrimination between classes. These vectors are

called the Most Discriminating Features (Wilks 1963), and are introduced by Swets

and Weng (1996) as weil as by Belhumeur, Hespanha and Kriegman (1996) as an

application to image retrieval. In this work, the vectors are used as the new basis

vectors for probabilistic scene classification.

In our context, the input data we are provided with are grey scale images, where the

images are represented by pixels, and each pixel has a grey scale value ranging from 0 for

black ta 255 for white. The images we consider could be any type, but we treat two types

of images in a. different fashion. Those which are comprised of an abject of interest with a

very simple background, and those which comprise various objects hard to separate from

each other. In this thesis, we call the first type of images weil framed, and we call the second

type scenes. Figure 1.2 shows an example of both a. scene and a. well framed ima.ge.

3. Organization of the Thesis

Many techniques have been proposed to efficiently solve the image retrieval problem

in large databases. In Chapter 2, we present an overview of the various strategies used ta

tackle this problem and that have been introduced over the past decade. We will Cocus our

attention on content-based schemes, which use information sucb as color statistics, patterns

(textures), shapes, spatial relations of objects, and combinations of these.

The purpose of Chapter 3 is to review the theory behind principal components analysis,

and look at it from two different points of view, the model fitting view, and the statistical

view. We investigate whether principal components analysis is optimal for image classi

fication. We show that while the basis it calculates is optimal in its expressive power, it

7
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FleURE 1.2. A scene and a weil framed image

might not be optimal for discriminating between different classes. Therefore, we seek a new

basis that satisfies this requirement based on multidimensional discriminant analysis. We

describe the theoretical foundations behind multidimensional discriminant analysis. This

analysis results in the calculation of the Most Discriminating Features mentioned in point

(iü) above. Furthermore, we discuss the reasons why for prababilistic classification purposes,

this approach is preferred to principal components analysis.

Principal components analysis bas been used successfully before in applications where

the domains of images are well constrained. The main reason for introducing constraints

is that such systems compare images based on their absoLute intensities, with the resulting

limitations: i) the sensitivity ta the camera position, i.e., small disturbances in camera

position might Lead to large changes in the output of principal components analysis, ü) the

sensitivity to small changes in the lighting conditions, which makes the comparison of two

similar scenes with different lighting conditions a very difficult task, and, iü) the sensitivity

ta translation and rotation, something which could be problematic for applications involving

unconstrained scenes. We discuss ail of these issues in detail in Chapter 4 and conceive ways

ta deal with them.

The two most important phases in an image retrieval system are the indexing phase

and the retrieval phase. While chapters 3 and 4 discuss issues concerning the indexing of

images, Chapter 5 discusses the retrieval of these images.. Specifically, we intraduce the
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two classification methods we use in the system, and discuss their differences as weIl as

their relative advantages and disadvantages. Furthermore, we investigate how parametric

uncertainty is used for the purpose of image classification, and discuss the conditions under

which Bayes rule is used to retum bellef distributions. These distributions are applled

conveniently to quantify the confidence of the system in the decisions it is taking. This

results in a method that estimates, for each predetermined class of images, the conditional

probability of the unknown query belonging to the class. In this case, each class is treated

as a statistical distribution \Vith a mean and a covariance.

In Chapter 6, we present experimental results that compare the performance of our

proposed approach to c1assical principal components analysis methods. To investigate our

system in detail, we analyze the various aspects of our methed, and decide which strategy

is more adequate under the given conditions of database specifications. In this thesis we

consider two cases, complex scenes and weIl framed images. We il1ustrate that the two cases

require different analysis methods. Specifically, we show that the use of the magnitude

of the Fourier Transform as the basis of comparison for the analysis of complex scenes

is advantageous with respect to classical appearance-based methods or with scale space

feature analysis. On the ether hand, if the database consists of weIl framed objects (faces

for example), then we get better results when we index the database images and the query

according to their features in scale space. The other set of experimental results concerns

the relative performances of the two retrieval methods we use in this thesis. We analyze the

differences between the two decision rules of classification, knn and Bayesian classification,

and discuss the advantages and disadvantages of each. Finally, we indicate how our system

paves the way for a complete content-based image retrieval system that is fast and stable.

We conclude in Chapter 7 with some general observations on our current work and

points for future research.

4. Contributions

The contributions of this thesis consist of the following:

(i) The proposed approach to content-based image retrieval system extends the principal

components analysis Cramework to more general classes of images. This is done in
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order to hanclle situations where unreasonable constraints to the environment should

be avaided.

(ii) Ta be able ta get goad results with camplex images, the system developed applies

principal components analysis an intermediate representations rather than on the

images themselves. We use the Fourier transform as a relevant and stable com

parison feature to retrieve general scenes, and we show that the inclusion of this

representation impraves the retrieva! results considerably. If it can he assumed that

the environment (image database) can be constrained so that all objects in the im

ages are weil framed, then the system uses zero crassings acrass different scales to

represent the images.

(iü) The system extends beyond the normal content-based image retrieval system by

including a quantification of the results. Therefore, the retrieval of "the closest

images to the example image" is further enhanced by probahilistic Bayesian analysis

whose result is a basis by which an external agent ean assess the quality of the

retrieva1, decide whether it is good or not for the specifie application, and therefore

al10w the search to be refined if possible.

(iv) The system paves the way for a more elaborate content-based image retrievai system.

In fact, this work is part ofgeneral digital übrary project where the preliminary tests

have demonstrated some pramising results.
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CHAPTER 2

Review of the Literature

1. Introduction

Traditionally, image retrieval frOID databases was based on textual annotations ta the

images. These textual annotations included fields like the date the picture has been taken,

the photographer, and some descriptions of the contents of the images (e.g., church, court

house, forest, etc.). However, it is very hard ta address the contents of an image using

textual query languages, the reason being the great amount of information present in real

images, the richness of its structure, and the fact that the information content is based on

tw~dimensioDalentities rather than well defined patterns. Therefore content-based image

retrieval methods became more popular in the last decade because they address images

based on their peculiar informative structure. The most significant part of the retrieval

process is the indexing part, which can be summarized as the assignment of "key words"

from a description "language" to document entities to facilitate their retrievaL This is where

most of the research has been concentrated. However, it is very hard ta extract indices that

are efficient and reliable for general classes of images. So far, present algorithms are anly

successful in dealing with limited classes where there is a small number of non-overlapping

objects on a simple background. Furthennore, many systems are very sensitive to lighting

conditions, as weIl as diff'erent views of the same object.

2. Indexing by Color and Gray Level Intensity

CalaI' occupies an important role in image indexing because of the simplicity of auto

matically computing color features, and the fast processing of color queries. Furthermoret

Il



•

•

•

2.2 INDEXING BY COLOR AND GRAY LEVEL INTENSITY
1

color is a powerful feature in finding similar images. Some a.Igorithms use color information

as relevant features for image retrieval.

In the QBIC( Query By Image Content) system (Faloutsos 1994, Niblack, Barber,

Equitz, Flickner, Glasman, Petkovic and Yanker 1993), color information is represented

through color space conversion, quantization, and clustering. Specifically, the RGB space is

quantized into K levels for each axis, which results in a K3 number of cells. Next, the cells

are transformed into Super Cells using the Mathematical Transform ta Munsell (MTM),

which results in a K xl vector for each image. When querying for a new image, a difference

histogram Z is calculated between the query image and all the images in the database, and

a similarity measure is given by IIZn = zrAZ, where A is a symmetrical matrix with A(i,j)

representing how much coloIS i and j are similar.

In Ardizzone and LaCascia (1997) the RGB color space is more conveniently converted

to a quàntized HSV color space, then the 3-dimensional quantized HSV histogram is com

puted. Furthennore, to facilitate the retrieval, the histogram is reduced ta a single variable

histogram that is representative of the 3-dimensions. Color histograms of different images

are compared using the Euclidean distance.

Color information is even more significant for video indexing, because it can help ta

segment abjects in the scene. In the last few years severa! color based techniques have

been proposed for video annotation (Swain and Ballard 1995, Zhang, Law, Smoliar and

Wu 1995, Smith and Chang 1996, Ardizzone, LaCascia and Molinelli 1996). However, color

by itself is not sufficient for image indexing because it conveys no information about the

shape of the abjects. For example two abjects having the same color charaeteristics could be

labeled similar even though they are very different in nature (e.g., red apples, and red cars).

Therefore, more features should be included in a system ta be able to perform effective

queries and to eliminate false positive retrieval.

Other research uses just gray level information. Chang and Yang (1983) find the

minimum number of pixel gray level changes to convert the image into a constant gray

level image (or more generally into a k-gray levels image). The absolute minimum value is

when the image is originally a constant gray level image, while the maximum is found when

the image histogram is completely uniform, that is when the image is most informative.

This very simple scalar measure is used as an index to the images in the database. 1t can be
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further generalized by considering the objects in the image (which are extracted manually)

where the analysis handles each object separately.

3. Indexing by Texture

Texture features have been proposed for content-based retrieval. A well-known content

based algorithm (Kelly and Cannon 1994), CANDID (Comparison Algorithm for Navigating

Digital Image Database), includes texture features obtained by convolving the image with

Laws' convolution kemels (Laws 1980). Probability density functions in the texture features

are used as an index to the image, and image matching is performed by finding a suitable

distance measure between probability density functions of respective images.

The most well known work concerning texture analysis is that done by Picard and

Liu (1994). Each image is considered to be the product of three different phenomena: a

harmonie one, a directional one, and a non-deterministic one corresponding to perceptual

complexity. The three different fields are mutually orthogonal, that is they are (in theory)

completely independent from one another. Since the harmonie field represents perceptual

repetitiveness then it must he the dominant field in textured images. The algorithm de

veloped exploits this observation, by comparing the periodicities of the query image with

other images in the database. If the image is periodic, its harmonic peaks are compared

with those of the stored images and the c10sest ones are retrieved. If the image is not pe

riodic, the two other components (directionality and complexity) are evaluated using more

complex types of queries (Picard and Liu 1994, Liu and Picard 1996).

Other algorithms use texture information to index images, most of the time including

other types of features. Research on texture indexing cau be found in Tamura, Mori and

Yamawaki (1978), Francos, Meiri and Porat (1993), Rao and Lohse (1993), Manjunath and

Ma (1996), LaCascia and Ardizzone (1996). There are a lot of disadvantages to texture

based features however. First, it should be noted that these features work ooly in very

constramed environments for specifie applications. Second, Most of the above algorithms

assume that the image contains just one type of texture. Typical images usually contain

difrerent kinds of textures. Finally, texture features are useless in non-segmented images

which are expected to have other non-textured objects. Dubuc and Zucker (1995) propose

a formal complexity theory appropriate for separating different kinds of textures and curves
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based on the calculation of the tangent and normal complexity at every point in a tangent

map. Including this kind of framework in texture analysis could help to automate the

process of texture segmentation to a large extent.

4. Indexing by Shape

Using features related ta abjects' shape to index images has received a lot of attention

in computer vision. Algorithms developed are very diverse and often far apart in their

approaches. It should be noted that the automatic definition of a shape by a computer may

not at all correspond to what humans perceive as shape. Therefore the notion of shape

similarity may be different as weIl. Two shapes can appear completely different to the

computer although they represent the same object accordîng to the human user, and vice

versa. It is very hard to represent the human perception of similarity in a mathematical

form. However, in order for an algorithm to be successful, human and computer judgments

of similarity must be generally correlated.

Photobook is a set of interactive tools developed by Pentland, Picard and Sclaroff

(1996) to index images by content. It consists of three separate parts: an appearance part

(ta be discussed later), a shape part, and a texture part which is the one mentioned in

Section 3 (Picard and Liu 1994). The shape part treats the problem of shape similarity

between two abjects as an equilibrium equation. First the local curvature of the object is

calculated, then feature points on the abjects are chosen based on the highest curvatures.

The feature points are then thought as attached ta an elastic body by springs. The elastic

body will deform subject ta the force exerted by the springs; the equilibrium equation found

is characteristic of the object's shape. The equations for two different images are compared

for specifie feature points. As a matter of fact for each object two matrices are built: K for

stiffness and M for mass. Then the "mode shape vectors" <Pi are calculated sa that they

satisfy the equation,

(2.1)

•
Each mode shape vector describes how the feature points on the objects are displaced.

The similarity measure between two objects is found by computing the deformation energy
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needed by the object to align with the query, the less the energy required, the greater

the similarity. The problem with this approach is that it is only successful when dealing

with objects with simple shapes on a clearly defined background like mechanical tools or

silhouettes. If the images get complicated then the number of feature points needed grows

enormously and the algorithm becomes computationally very expensive.

Another approach is used in Roadhouse and Kimia (1997), which is inspired from

Blum's work (Blum 1973) and which represents the shape of objects as a growth process.

The growth is specified by a history decomposed into a spatial element which is the skeleton

of the object, and a temporal element or the dynamics of the evolution. The advantage of

this description is that a qualitative approximation in the history domain produces a rich

description of shape with only a limited number of parameters. The algorithm works well

for two-dimensional silhouettes but doesn't address the problem of extracting the objects

from real scenes.

Image contours bave been used as weil in shape-based retrieval approaches. Kliot and

Rivlin (1997) index images based on geometric invariant features. Furthermore, the book

by Mundy and Zisserman (1993) discusses the issue of invariance in computer vision in

detail. Various object recognition systems that use geometric invariants are included in

the book, like the Ponce and Kriegman system that locates objects from two-dimensional

image contours. The advantage of these approaches is that they are able to retrieve images

in situations in which part of the shape is missing or if the object is viewed from a different

viewpoint. Again it can deal successfully with simple contours but not with complex scenes.

Severa! other works used shape-based indexing for image databases. Grosky et al.

matched a chain code representation of objects for retrieva1 of images from a database

of industrial parts (Grosky and Lu 1986, Mehrotra, Kung and Grosky 1990, Groskyand

Mehrotra 1990, Grosky and Jiang 1994). Chang et al. Cocus on the automatic extraction of

low-Ievel visual features such as texture, color, and shape (Smith and Chang 1995, Chang

and Smith 1995, Chang 1995). Fleck, Forsyth and Bregler (1996) combine color and texture

properties as well as geometric constraints of the human body to identify naked people

in pictures. In Kata, Turita, Otsu and Hirata (1992), and Hirata and Kata (1992), the

algorithm extracts an abstracted edge map as the basic representation of shape and a

measure of simiIarity to user drawn sketches for indexing. Del Bimbo et aL deformed
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contours ofa query shape to adhere to object boundaries and used the degree of deformation

as the measure of similarity (Del-Bimbo and Pala. 1997). Finally, Pemus et al. calculate

global features from curvature information at different scales, like bending energy and the

sum of absolute curvatures. A multiresolution vector is stored for each feature, and a

binary tree classifier is used to speed up the search for the best match (Pemus, Leonardis

and Kovacic 1994).

The major difficulty with shape-based features for indexing is the problem of locating

the salient abjects in the image. Automatically acquiring shape models !rom images with

various abjects that occlude each other is an open problem in computer vision. For now,

a user has to select an appropriate abject manually, or deal with constrained images with

single abjects of interest. Under such circumstances shape-based indexing is expected ta

perform pretty weIl. The problem is that various applications require fully automatic re

trieva! of very general pictures, and shape-based indexing can not taclde this problem as

yet.

5. Indexing by Spatial Relations

Chang, Shi and Yan (1987) introduced an algorithm to describe the spatial contents

of an image, based on the relative positions of the different objects composing the scene.

The algorithm deals only with symbolic pictures, therefore assuming that the abjects of the

scene have been already recognized and labeled in an iconic fashion. This method has been

exploited in image retrievai systems, where the problem of pictorial information retrieval

becomes a problem of 2D subsequence matching. The efficiency of this method depends

to a large extent on the two-dimensional string representations and on the string matching

algorithm, therefore allowing variations of the original algorithm (Lee and Hsu 1991). The

general idea reduces to projecting the 2D iconic image along the x and y axes once the

objects have been segmented; tht:n registering the relative positions of these objects on bath

axes. At this point we obtain two strings, one for the objects' spatial relations seen on the

x axis and another one seen on the y axis. The query image is then represented in the same

fashiont and from two one-dimensional substring matching processest the aJgorithm verifies

whether the query image is a subimage ofany of the images in the database by transforming

the problem into a graph matching problem (Costagliola, Tucci and Chang 1992) to simplify
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the one-dimensianal ta two-dimensional substring matching. Other algarithms use centers of

mass of minimum enclosing rectangles instead of the full objects (Jungert 1993) ta simplify

the representatian process. The conversion ta a graph representatian is computationally

expensive however, and in a working environment this leads to slow responses. Other

researchers included additional improvements, like organizing the data in a hierarchical

manner to reduce the number of matches in the database, as weIl as using geometric hashing

schemes to store the data efficiently (Wu and Chang 1994). The main problem remains that

the spatial relations methods cannat deal with real scenes directIy. Different approaches

have ta be used to tackle this issue.

6. Indexing by Appearance

The limitations of shape-based indexing with real images have inspired a lot of re

searchers to address the problem from a. different point of view. Images are not indexed by

extracting the shape of the abjects tha.t are contained in them, but instead they are retrieved

using a cbaracterization of the visual appearance of abjects. An object's visual appearance

depends on several factors that are hard to define and especially hard ta separate, lUte the

three dimensional-shape of the abject, its surface albedo, its texture, the viewpoint from

which it is imaged, the lighting conditions, among other things. Appearance-based indexing

treats the image (or a subimage) as a whole entity that represents more than just the SUIn

of its parts. This is the main difference with shape-based indexing. Having said this, we

believe that the object's shape is the main factor in characterizing its appearance. There

fore, the assumptians made in shape-based indexing are generally still valid when it comes

to appearance-based indexing.

The pattern recognition community has used the statistical frameworks ta perform use

Cul systematic characterizations for different kinds of patterns, (Watanabe 1965, Fukunaga

1972). Later, Sirovich and Kirby (1987) and again Kirby and Sirovich (1990) used

appearance-based methads in the context of face recognition. They represented the ap

pearance of a face using a parametric eigen representation described in Chapter 3. The

representation staris by considering the image as a fixed length vector, and then using a

test set ta calculate the "principal directions" of the data ta be able ta compress the im

ages considerably to just a few coefficients. Image similarities are performed using an L2
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Norm (Euclidean distance). Thrk and Pentland (1991) extended this research to be able to

recognïze and track faces that are not originaIly represented. in the test set. The assump

tion made was that a face can be characterized by a smaIl set of 2-D characteristic views.

They caIled the principal directions eigenfaces because they describe the most significant

variations in the face space, and because they are the eigenvectors of the sample test set of

faces. This work has aIso been included as the appearance module of Photobook (Pentland

et al. 1996) The aIgorithm performed quite weil on faces and objects with well separated

backgrounds but was nat tested on more general classes of images.

Nayar, Murase and Nene (1996) find aIl possible appearance variations of a small set

of abjects. These variations define the visual workspace of the abjects and are considered

appearance manifolds, where each object has an appearance manifold parametrized by sev

eraI variables, namely abject pose and illumination. Given an unknown input image, it is

mst projected into the lower dimensionaI eigenspace, then the distance from the appearance

manifolds indicates the identity of the abject. Their work aIso extends beyond object recog

nition to include applications for abject tracking and illumination planning. Unfortunately,

the image indexing system deals only with a smaIi number of objects. The cast of adding

more objects and training the system under aIl poses and illumination variations becomes

enormous.

Recently, the nood has emerged for more accurate and robust measures of similarity

than classical Euclidean distance or normalized correlation (Brunelli and Poggio 1993).

Researchers started looking at the matching process from a probabilistic point of view. In

Moghaddam, Pentland and Nastar (1996), and Moghaddam, Wahid and Pentland (1998),

the eigenface analysis mentioned earlier is enhanced by substituting the L 2 norm as a

similarity measure by a probability measure representing the a posteriori probability of

a face belonging to some individual. Specifical1y, two types of classes are defined: intra

personal, 0 l t representing the variations between pictures of the same person, and extra

personai, OE, representing the variations between different people. The similarity measure

is then expressed in terms of the probabilityt

•
(2.2) S(11 , 12) = P(à E Or) = p(r1[ 1â),
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where p(nl 1a) is the a posteriori probability given by Bayes rule and d is the difference

between the two images, that is d = Il - 12.

Ravela and Manmatha (1998) present a different description of appearance, based on

local properties. The authors represent the local appearance of the intensity surface as

responses to a set of Gaussian derivative filters. Queries are designed by users by choosing

appropriate regions, matching is performed in parameter space as well as in coordinate

space, and the best matches are displayed as an output. Their system has several advantages

in that it deals with real images and neither requires segmentation nor training. The big

disadvantage is that when dealing with local representations, the algorithm will slow down

and ultimately break even if the database is maderately sized. The main difference with

our work is that we use global properties of appearance with the application of principal

components analysis ta local representations.

Huttenlocher, Lilien and Oison (1996) use appearance based recognition to compare

binary images. A major advantage of their method is that it uses the Hausdorff fraction

as a sallent feature to represent the images. This way, the comparison is performed on a

subspace of intermediate representations of the images, which makes the approach more

robust ta occlusions, outliers, and variations in the intensity of the background pixels.

Other research on appearance representations includes Pun and Squire (1996) who

use correspondence analysis instead of principal components analysis in order to determine

the relevance of each feature to the indexing process. Ohba, Sato and Ikeuchi (1998) ad

dress the problem of indexing partially occluded objects by analyzîng the RGB color space.

Chandrasekaran, Manjunath, Wang, Winkeler and Zhang (1996) developed an algorithm to

update the eigenspace representation as new images are included in the database, that way

representing all the images in the test set. Nan, Dettmer and Shah (1997) extend appear

ance based methods to video images and specifically address the problem of lip-reading.

Final1y, Jacobs, Finkenstein and Salesin (1995) use the Haar wavelet decomposition of the

image calor space (Stollnitz, DeRose and Salesîn 1995) ta extract a small number of coeffi

cients of largest magnitude ta represent the images. The coefficients are organized in search

arrays to optimize the speed of the search. Their algorithm is very efficient and it is easy

to add new images to the database.
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Appearance representations are probably not enough ta be able ta index accurately all

the possible image situations, nor are they a replacement for shape representations. As a

matter of fact, appearance-based indexing which includes properties extemal ta the objects

in an image is complementary to shape-based indexing whose properties are intrinsic to the

abjects in the image. Some way has ta be found ta exploit the advantages of bath in the

sarne algorithm. The focus of this thesis is to deal with this problem by extracting !rom

the images features relevant to the shape of the objects in the images, and then analyzing

them in an appearance-based fashion.

20



•

•

•

3.1 OVERVIEW OF PRINCIPAL COMPONENTS ANALYSIS

CHAPTER 3

The Ultimate Compression: Principal Components

Analysis and the Most Discriminating Features

1. Overview of Principal Components Analysis

In this chapter we review the theoretical background of the method that we will use

throughout this thesis. The method is called Principal Components Analysis (Pearson 1901)

and has been used extensively by the pattern recognition commwùty (Watanabe 1965,

Fukunaga 1972). Principal components analysis (PCA) is very useful for a large class of

problems that have to deal with abjects represented by large amounts of data, where it

considerably reduces the computational complexity of processing the data. In this thesis

we apply principal components analysis to images or to properties of images. The general

framework, however, has far broader potential applications. The explanation of the theory

below will respect this broader view and is, therefore, not just constrained ta images.

Consider an abject in the world represented by a very large number of parameters that

we calI the dimensions of the abject. Furthermore, consider a database that contains a large

number of sucb abjects, where all the abjects have the same number of dimensions, say n.

We can consider each abject in the database as a point (or vector) in n-dimensional Eu

clidean space. Objects that are similar are expected ta be close together (i.e., the Euclidean

distance between them is small) in this very high dimensional space. Sîmilarly, abjects that

are very dürerent are expected ta be far away from each other. We assume that there are

meaningful structural relationships among the abjects in the database.
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In most cases of data analysis (including ours), the dimensionality n of the abjects in

the database is too large ta be practical. That is, it slows down the process enormously.

Therefore the need emerges for a representation with a much lower dimensionality without

losing a great deal of information and without distorting the relationships between the

original objects. Assuming that a relatively small number of features are sufficient to

characterize this high dimensional data, principal components analysis provides a general

framework for such requirements.

PROBLEM DEFINITION 1. Let IR" be an n-dimensional Euclidean space, and let X =
{Xt,X2, .••,x,,} he a set of points belonging to IR". Find a sv.bspace of an consisting of

m vectors, where m « n, that will fit the p points helonging to X in a manner that will

minimize the error of the fit in the least squares sense.

•
The mean af the set X is,

(3.1)
1 p

1" =-LXi.
P i=1

If we subtract each point Xi from the mean p we obtain,

(3.2) Yi = Xi -1", i = 1,2, .., p.

It turns out that the optimal subspace as defined in Prablem Definition 1 is spanned by

the eigenvectors of the matrix C corresponding ta the m highest eigenvalues, where C is

defined as follows,

(3.3)
p

C = LYiYi
T = AAT

,
i=1

•
and A = [Ytt Y2t •••, Ypl·

Let Ut, U2 t ••• , Um he the m normalized eigenvectors of C corresponding to the m highest

eigenvalues. Then,
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AC =Cu.

Since C is real and symmetric, then Ul, U2, •••, Um are orthogonal, that is,

(3.5)
if i # j,

ifi=j.

The projections of a point Yi with respect to the new basis is Zi where,

(3.6)
where %il: = yf·Uk,

i =1, ..., n,

k = 1, ... ,m.

•

•

The eigenvectors U17 U2, ••., \lm are called the principal directions (or principal axes) of

Xl, •••,"n, and the projections of the p original points onto these vectors are called the

principal component3 of the points belonging ta X.

Now if we look at principal components analysis from a different angle and consider the

points in X as samples from a muItivariate normal distribution (n-variate in our case) in a

statistical sense, then we can think of the eigenvectors Ul, U2, ••• , Um as the m major axes of

an ellipsoid derived from this distribution, where the axes are estimated from the sample.

According to this point of view, then, the matrix C represents the sample covariance of

the distribution, and is therefore called the covariance matri:c. By finding the principal

directions it becomes possible to study the variations of the data around the mean of

the distribution. The first principal direction (i.e., the one corresponding to the highest

eigenvalue) is where the data varies the most around the meant the second one is the second

highest direction of variation, and sa on. Figure 3.1 shows the first principal direction of a

two-dimensional normal distribution. AlI in aIl, we have performed a transformation that

is equivalent to translating the axes origin around the the center of gravity (or mean) of

the points, and then rotating them 50 that they are aligned with the directions of highest

variation. Throughout this thesis, the statistical point of view of principal components

analysis is adopted, since probabilistic analysis of the data will be used in our retrieval
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x

PCA V.e~or

FIGURE 3.1. The tirst principal direction of a two-dimensional normal distribution.
If a normal distribution has a mean p. = [PltP2]T and a covariance matrix C then
the first principal direction is the first major axis of an ellipse representing the
distribution.

methods as will he shown in later chapters. For more on principal components analysis see

(Lehart, Morineau and Warwick 1984).

2. Computational Considerations

2.1. Reducing the Computational Complexity. If the dimension of the ele-

•

ments of X is n then the covariance matrix C is n x n. Sînce we are assuming that n is a

very large number then the computation of C as weIl as the task of finding n eigenvectors

becomes computationally expensive. Fortunately, we can get around this problem if the

number of data points p is much smaller than the dimension of the space n (p -< n). If

this is the case, then the number of eigenvectors that have non-zero eigenvalues is p - 1

at most. Therefore, we do no need to calculate the n eigenvectors of C. Instead we·just

need the first p eigenvectors. Furthermore, rather than finding the eigenvectors of the n x n

matrix AAT, we can first calculate the p eigenvectors of the p x p matrix ATA, and from

these eigenvectors find the eigenvectors of the original matrix. That way we reduce our

calculations from dealing with n dimensions ta dealing with only p dimensions, which is
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a significant reduction in the computational complexity. We can see how this works by

considering the following. Let Vl, V2, ••• , Vp be the eigenvectors of the matrix ATA, that is,

(3.7)

If we pre-multiply bath sides by A we get,

(3.8)

By comparing equations 3.8 and 3.4 we can clearly see that the vectors AVi t where i =
1, ... ,p, are the eigenvectors of the matrix ATA, in other words,

(3.9) i = 1, ..., n.

•

•

By foIlowing the previous steps we can ooly find the first p eigenvectors of ATA but

for our purposes, we need at most p - 1 eigenvectors because the eigenvalues corresponding

to the subsequent eigenvectors are aIl zero.

2.2. Flow of the Algorithm. Combining the information obtained in this chapter

we obtain this simple, finite algorithm for finding the principal components of our data.

ALGORITHM 1.

(i) Present the values 0/ each abject in a calumn vector Xi i = 1, ...,p.

(ii) Calculate the mean of ail the abjects 1" = ~ Ef=l Xl·

(üi) Subtract each object Xi [rom the mean '" ta obtain Yi = Xi - "'.

(iv) Arrange the column vectors Yi i = 1, ...,p into the n x p matri3: At wkere A =

[Yi, Y2, ..., Yp].

(v) Calculate the matrix ATA.

(vi) Find the eigenvalues and eigenvectors of the matriz ATA. The eigenvectors are

named Vi, V2, •••, Vp-l such that the eigenvalues associated with them are Àl > À2 >

... > Àp-l.

(vii) Calculate UIt U2t •••, Up-lt the /irat p eigenvectors of AAT [rom tli = AVi.
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(vüi) From ul1 u2, ..., Op take the first m eigen1Jectors (see Section 2.3 ta see how ta choase

m), and consider these as the principal directions.

(ix) Project each 1Jector Yi where i = 1, •.. ,p onto the new basis Ul, U2, ••• , Um to calculate

Zi, where Zi = [zn, Zi2, •.• , Zim] = [yt.Ul, yt .U2, .•• , yt .um ].

2.3. How to choose m. One question that we avoided to answer 50 far is: how

many principal directions should we take, while still obtaining a good description of our

data? Usually, the variations of the data &round the mean are significant in the first few

principal directions. The question is, where shall we stop? To be able to answer tms

question, we have to look at the relative importance of the eigenvectors. We can find this .

by looking at the eigenvalues. If we want to know how each principal direction contributes

ta describe the total variance of the system, then the following ratio is very useful,

Suppose then that want we our system to describe at least a percentage f% of the variance,

then we take m such that Tl + r2 + ... + Tm > -dm.•
(3.10) T" = ~p \ .•

LJi=l Al

•

3. Application ta Image Indexing and Scene Classification

The purpose of this work is ta be able to retrieve images from a database based on the

content of the images themselves. Therefore, the abjects we talked about in general terms

in Section 1 are specifical1y images of real objects and real scenes. In general, images are

represented by a large number of values. Therefore, principal components analysis can be

applied ta images to simplify their analysis.

Consider a large datahase of images where each image is 256 by 256 (typical size of

an image). Each pixel in the image has associated with it a value ranging from 0 ta 255

representing the gray scale level of the pixel, where 0 is black and 255 is white. In total,

we have 256 by 256 = 65536 values for each image. if we treat the problem of image

indexing based on a 65536-dimensional space, comparing each pixel with corresponding

pixels from other images in the datahase, then our system will break down because the

computational expense of processing the data will he huge, and the correct scenes we are
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3.4 THE MOST DISCRIMINATING FEATURES
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FIGURE 3.2. The first two principal components of a database of images containing
four classes, human faces, cars, cards, and beaches.

seeking to extract will not be found in a reasonable amount of time. To solve this complexity

problem, we seek to represent the images in terms of their projection inte.. the relatively low

m-mmensional space which captures the important variations in the images ta he analyzed.

AlI this is performed by following the steps of Aigorithm 1. Then each each image cao be

represented in terms of a projection on the new m axes and therefore will have m principal

components. If we take m to be equal to, say, 20 principal directions, then we have reduced

the dimensionality of each image from 65536 to 20, in the best possible linear projection.

Of course, we are assuming that images are structurally similar and, therefore, will not

he randomly distributed in the bigb dimensianal space, but will vary only around a few

directions.. In Figure 3.2, the first two principal components of a collection of real images

are plotted. The images are taken from a database containing cars, playing cards, human

faces, and beach scenes.

4. The Most Discriminating Features

•
Principal components analysis bas been shown ta he the optimal linear subspace re~

resentation of a set of data. This means that the basis features generated have the most
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--~---......--------....__.....~-- X

FlOURE 3.3. Representing two dimensional data in one dimension: we see that if
we project bath classes Cl and C2 along the first principal direction (labeled PCA
vector) then the two classes will overlap and bad results for classification will result.
However t if we project along the most discriminant feature (labeled MDF vector)
then the two classes are clearly separable.

expressive power for tms set of data. However, if the problem in hand is not abject repre

sentation but object classification then the approach should take a slightly differeDt point

of view. The task DOW becomes finding the best basis for discriminating the various classes

that Conn the database. With tms in mind, Swets and Weng (1996) have shown that the

basis generated in this case is different from the basis generated by principal components

analysis, the reason being that the principal directions include variations in the data that

may be irrelevant to how the classes are divided. They called the new vectors that form the

basis the "Most Discriminating Features" (MDF) and have shown that the representation

they produce gives better classification accuracy than the principal components analysis

eigenvectors. As an intuitive argument supporting Swets and Weng's article, Figure 3.3

shows that the projections oC the data points on the first principal direction will not result

in the separation oC the data into two distinct classes, although the variation oC the data

is expressed at its best. However, if we project the classes Cl and C2 on the first most

discriminant Ceature in a linear projection then we can clearly separate the two classes from

each other, and thereCore obtain better classification results.
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PROBLEM DEFINITION 2. Let IR" be an n-dimensional Euclidean space, and let X =

{Xl, X2, ••• , Xp} he a set of points belonging to r. F'u.rthermore, let these points form a set

of classes Db D2, ..., D,. Find a subspace of fK1 consisting of 0 vectors, where 0 « n, that

will fit the p points belonging to X in a manner that will maximize the separation between

the different classes.

Repeating equations 3.1 and 3.3, the mean of the whole set X is,

(3.11)
1 P

P=-LXh
P i=l

and likewise the covariance matrix X is

(3.12)
p

C =L(Xi - p)(xt - l')T = AAT.
i=l

•
However, each of the different classes Dl, D2, ..•,D, has its own mean, l'h 1'2' ..., l'" and its

own covariance matrix, Ch C2, ..., C,- These values are calculated in the same way the p

and C are calculated but by only including the members of the respective class.

The scattering within the classes is defined by the following matrix,

(3.13)

Whereas the scattering between the classes is defined as follows,

(3.14)
1

Sb = L(Pi - P)(Pi - p)T.
i=l

•

The matrix Sw is called the within class scatter matrix, whereas the matrix Sb is called

the between class scatter matrix. Ta be able ta separate the classes as much as possible we

have to find a projection matrix that maximizes the between class scatter while minirnizing

the within c1ass scatter. i.e., maximize the ratio ~. It turns out that the eigenvectors

of the matrix S;lSb satisfy this requirement and therefore will form the basis of the most

discriminating features. More can be found on discriminant analysis in (WiIks 1963).
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There is one case, however, that can cause the algorithm ta break down, and this

is when the matrix SlO is singular. This happens when the matrix has zero eigenvalues,

which means in our case that the number of data samples is smaller than the number oC

dimensions of each data point in the database (that is, p < 11.). Sïnce we are assuming that

our data is of very high dimensionality then this situation is bound to occur in all practical

cases. We need thereCore to represent the data in a much lower m-dimensional space where

p > m, and then use the most discriminant analysis on this space where the degeneracy

does not occur. As cliscussed earlier in this chapter, principal components analysis can

perform the task of representing the data in a low dimensional space. FUrthermore, we

argued earlier that m (the dimensionality of the subspace) can be at most p - 1 since only

the first p - 1 eigenvectors have non-zero eigenvalues, making the relation p > m true at

aIl time. This way, the matrix 8 10 can always be inverted and a solution can be round

under aIl circumstances. Therefore, the overall discriminant analysis takes the fonn of two

projections: the principal components analysis projection followed by the most discriminant

analysis on the lower dimensional space. The Bow of the algorithm is as fol1ows,

ALGORITHM 2.

(i) PerfoTm principal components analysis on the abjects belonging ta the database

Xi = [Xih Xi2, •••, Xin]T where i = 1, ..., p, to obtain a representation in a much smaller

subSp(Jce of m dimensions. The procedure follows Aigorithm 1 and satisfies the re

lation p > m. Bach representation of Xi in the lower dimensional space is labeled

Zi = [zn, Zi2, ..., Zim]T.

(ü) Divide the abjects in the database into classes Dl, D2, ..., Dl such that Di n Dj =
oVi:F j

(li) For each class Dil where i = 1, ..., l, calculate the mean of the c/ass Pi and ifs

covariance mat'fÙ Ci ~

(iv) Calculate the within class scatter matriz S10 following equation 3~13~

(v) Calculate the between class scatter matrix Sb following equation 3~14~

(vi) Calculate the matriz S;18b.
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FIGURE 3.4. The components oC the images based on the two most discriminating
features instead of the two principal directions.

(vü) Find the firat a - 1 eigenvalues and eigenvectors of S;lSb' The eigen1Jectars are

labeled Wb W2t ...t Wo-l st/,ch that the eigen1Jalues associated with them are Pl >

P2 > ... > Po-l·

(viii) Project each vector Zi = [ZiltZi2,. ••t%im]T, where i = It ...tp, onto the basis

Wl t W2,···t W o-1 ta calculate qi = [QiltQi2t ••• ,Qio]T = [Zf·Wb Z;.W2t ... t ZT·wm]T.

Figure 3.4 illustrates the difference between principal components analysis and the most

discrimînating features. Using the same images as in Figure 3.2, we can clearly see that

in the new space objects of the same class are clustered more tightly than in the principal

directions space.

5. Summary

The analytical framework with which the images are to he analyzed is nowestablished.

Through this chapter, it bas been shown that it is possible to express all the images in a

database in terms ofa few meaningful coefficients. Two important issues have to he realized:

(i) principal components analysis is the optimal description ofa set of high dimensional data

in terms of a few coefficients, and (ü) the most discriminant features are the best possible
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set of vectors for class separation. 1 will show how the former method can be used to more

accurately retrieve the closest images ta a given example image, and how the latter can he

better suited for Bayesian classification. In the next chapter, 1 will discuss the limitations

of using bath methods directly on the intensities of the images, and propose two ways ta

improve on traditional appearance-hased image retrieval methods.
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CHAPTER 4

The Indexing Phase

This chapter is concemed with the implementation of the indexing phase of the content

based image retrieval system. The indexing phase, as mentioned in Chapter 1, is the

extraction of image features relevant ta the retrieval process, where the features may or

may not he directly related ta the physical abjects in the image. In Chapter 2 we discussed

the general difficulties of having a "universal" feature that warks for all systems under ail

circumstances. In this thesis, we consider principal components analysis ta be a good tool

for representing real images. It has severa! advantages that we exploit and disadvantages

that we try to overcome. Section 1 discusses these issues illustrating the shortcomings of

appearance-based representations. The next two sections propose two ways ta cope with

these shortcoming5. Specifical1y, in Section 2 we propose a better solution for indexing weil

framed images, while in Section 3 we propose a hetter solution for indexing complex scenes.

Section 4 includes a short summary of the ideas discussed in this chapter.

1. Improving on Appearance-Based Methods

The appearance of an image is a eombination of aU the factors that together, charac

terize the image at the specifie moment it has heen taken. As an example, the appearance

of the image in Figure 4.1(a) is a function of the shapes of all the abjects in the image

(cars, buildings, tree, road, etc.), as weil as on the relationship between ail the abjects, the

position of the camera, the amount of lighting, the sources of light, the surface albedo of

aU the objects, and other factors that are generally hard to determine. The appearance of

an image is a global property, which means it represents the image taken as a whole black.
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(b)

•

•

FIGURE 4.1. A scene with a car taken !rom two different camera angles

Appearance-based methods have the advantage of being able ta deal directly with real

images in a quick and reliable manner. However, since the appearance of an image depends

on sa many factors other than the inner properties of the physical abjects present in the

image, then this makes it very sensitive to changes in any of these factors. For example, if

the position of the camera angle with respect to the abjects changes, as in the difference

between the two images in Figure 4.1, then the appearance of the image might change

considerahly in some cases, although the objects present in the scene are practically the

same. This is problematic for image retrieval systems that are concemed with retrieving

images containing similar objects, and where the differences in the amounts of lighting and

camera angle are of little importance to the user. In arder to solve the problem of the

sensitivity of appearance-based methods, we have ta extract directly from the images, those

features that are themselves insensitive to the factors mentioned above. This task is far

from being simple for the following reasons,

(i) It is hard ta determine all the factors that characterize the visual appearance of an

image. Furthermore, it is hard to separate the difFerent factors from each other.

(ü) It is impossible ta find a universal feature that is invariant ta all factors. This means

that features in general would stay invariant when changing some factors, but would

8uctuate when changing other factors.
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(b)

•

•

FlGURE 4.2. Two images of the same card but with different lighting conditions

However, in tms work, we consider that the mast important factors that change the

appearance of objects in an image are (i) the scene illumination characteristics and, (ii)

the camera position, with respect to the abjects and with respect ta ground. Having

determined this, we extract two different features, one quasi-invariant ta the changes in

the lighting conditions and the other quasi-invariant to the changes in camera position.

These two intermediate representations are the subject of interest of the next two sections.

After having extracted the relevant features, we can then index the images based on the

appearance of the extracted features, and not on the appearance of the intensity image.

2. Analysis of Weil Framed Images

DEFINITION 1. Wellframed images are images where only a smaIl variation in the size,

position, and orientation of the objects in the images is allowed (Swets and Weng 1996).

There are a number of computer vision applications whose images of concem are well

framed. This constraint is very useful because it considers the problem of finding the

abjects in the images already solved, i.e., the figure/ground problem. Objects are well

Iocalized, and tms makes the comparison between the images much easier than in the

general case. Applying appearance based representations on weIl framed images allows

for good results in some task-specific applications, like face tracking (Turk and Pentland

1991), or parametric representations of simple objects (Nayar, Murase and Nene 1996).
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FIGURE 4.3. The first two principal directions oC images of playing cards. Notice
the two distinct clusters due ta a change in the lighting conditions.

Unfortunately, appearance based methods still face the problem of being sensitive ta the

changes in the lighting conditions. For example, Figure 4.2 shows two images of the same

playing card taken under similar conditions, i.e., there are very small variations in the

camera position with respect ta the cardo The difference between the two images is that

one source of light was tumed off while taking the second image. If we apply principal

components analysis to the ahsolute image intensities to index these images, then the two

images will he far away from each other with respect to images of other cards in the new

basis. This can he seen from the plot in Figure 4.3 which shows the first two principal

components of a database of images containing playing cards. In this case, each card has

heen imaged twice, once with an extra light source and once without it. It can be clearly

seen from the plot that there are two distinct clusters, one describing the cards with the

extra light source, and the other describing the cards without the light source. If the image

retrieval system is required to return the closest picture to, say, the card in Figure 4.2(a),

then using classical appearance-based methods will cause the system to return at least

all the cards in the database being imaged with the extra light source (i.e., the images

represented hy the dots in Figure 4.3) beCote returning the tequired picture, namely the one

in Figure 4.2(h).

36



•

•

•

4.2 ANALYSIS OF WELL FRAMED IMAGES

FIGURE 4.4. The Marr/Hildreth Laplacian of a Gaussian edge operator

In this thesis we deal with the problem of sensitivity to the lighting conditions by

extracting from the map of absolute intensities (i.e., the original image), another map

representing the image but which is insensitive to the absolute amount of lighting in the

image. More precisely, we seek a map that identifies in the image, the positions that indicate

interesting physical events, or edges. Sucb a representation is directly related to the shape

of the objects in the image, and is therefore largely (quasi) invariant to extemal factors.

Physical edges of objects have two important properties: (i) their structure in the world

arises at different scales and, (ü) they are independent of the amount of light refiected from

the object into the camera.

Considering the above properties, Marr and Hildreth (1980) observed that to locate

edges, a first or second order difFerential operator is needed. In addition, the size of the

operator should he easily changed so that it can be tuned to act at any scale to detect

blurry edges as weil as highly localized ones. Therefore they showed that a good edge

detection operator can he defined mathematically as the Laplacian of a Gaussian, V2G,

where V2 = &+~ and G(x, y) = 21r~'l exp(- ;~7(). An illustration of the operator,

which looks üke a Mexican hat, is shown in Figure 4.4. Considering psychophysical evidence,
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FIGURE 4.5. The first two principal directions of images of playing cards, being
analyzed on the level of their edge map. As opposed to Figure 4.3, here the plot
shows that the effect of the extra light source is not present.

they argued that this operator approximates the eircular surround operators present in

retinal ganglion eells (Rodieck 1965).

To he able to loeate the edges in an image, the operator is applied as a tw~dimensional

mask on the original image, and passes through each pixel in the image (except for the image

boundaries). The output is the result of the linear convolution of the mask and the image in

the neighborhood of each pixel. Then, sinee the Laplacian is a second order derivative, then

step changes in intensity ean be detected whenever there is a zero crossing in the output of

the operator. This means that, when the sign of the output of the operator changes from

one pixel to a neighboring pixel, then an edge point has been localized. We call the edges

loeated the zero crossings of the image.

In this work, we apply the operator on the original image at four different scales, from

the finest seale to detect the small highly loealized features to the coarsest to detect the

general outline of the object. In ail cases, the localized zero crossings are a property of the

shape of the abjects present in the image. Therefare, in addition ta being insensitive to the

absalute intensity values in an image, these maps contain more salient information about

the shape of the abject, separating all other factors that might influence the image analysis
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process. This procedure results in Cour zero crossing maps for every image in the database.

We combine the four output maps together in a very long array, or simiIarly, a point in

a very high dimensional space. Next, we perform principal components analysis Collowing

Algorithm 1 in Chapter 3 on the new high dimensional point instead of the original image.

To see the effect of analyzing the edge map instead of the intensity image, the plot in

Figure 4.5 shows clearly that the two clusters representing the playing cards with different

lighting conditions have merged together, discarding the effect of the extra light source.

The difference in the images now, are only due to the shapes of the different objects, as weil

as their refiectance characteristics.

For the purposes of this work, the criteria for choosing a suitable edge detection operator

are based on the following arguments. First, since it is very important for an image retrieval

system to render near real-time responses to the queries, then the need emerges for a fast

and practical operator. Second, the operator must be easily adaptable to different scales,

where for each scale, it filters signaIs whose frequencies lie inside a certain range, acting

like a band pass filter. Various linear edge detection operators satisfy the above conditions.

The Marr/Hilderth operator was a convenient choice.

3. Analysis of Complex Scenes

We discussed in the previous section bow tbe analysis of images is considerably less

complicated when the images are well framed. If an image consists of a few abjects with

a very simple background, and if the objects' locations in the image are weil known, then

applYing the Marr/Hildreth operator will considerably improve the analysis because it can

compare the edge characteristics of the objects directIy with other weil framed images.

However, the vast majority of images are very bard ta analyze and compare because: (i)

they consist of more than just a few abjects, (ü) the background is complicated, (iü) it is

hard to locate the abjects in the image and, (iv) it is hard to separate aIl the abjects from

the background. While the human visual system has solved the above problems, it remains

extremely hard for a computer to deal with them. The problems mentioned above are still

open problems in the field of computer vision and have been the subject of research since

the mid-sixties (Roberts 1965)•
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(a)

(c) (d)

•

FIGURE 4.6. (a) and (b) two images, one with a simple background and one with
a complex background. (c) and (d), the zero crossings oC the images

In this work, the content-based image retrieval system is fully automatic (i.e., it does

not require any human interference), and can index complex scenes. In the same rasmon

as in the well framed images analysis, we use principal components analysis ta represent

each image with just a few coefficients in an optimal way. However, unlike the weIl framed

images case, the use of the Marr/Hildreth operator as an intermediate representation is not

adequate. Figure 4.6 (a) and (h) shows two types of images, one with a simple background

and one with a complex background. The zero crossings of these images are shown in Figure
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4.6 (c) and (d). We can notice, that the zero crossings in (c) cIearly designate a human face

and body while the ones in (d) have little connection with the physical objects comprising

the scene. Ifwe apply a more complicated edge detection operator to the original image, then

we might get more accurate results, but this will slow down the response time considerably.

Another important reason that makes the zero crossings inappropriate for scene analysis

is that the appearance of the image is very dependent on the position of the camera with

respect to the objects. This fact is true whether we perform principal components analysis

on the original image or on the zero crossings. In the case of well framed images we do

not face this problem because we assume that there is very little change in the objects'

positions. What we need here is a intermediate representation that is also invariant to the

positioning of the camera. Finally, we still have not solved the problem of locating the

abjects of interest in the scene. The intermediate representation that is required needs ta

satisfy the following properties,

(i) It has ta be computationally inexpensive.

(H) It has to capture the important information in the scene, taking the above constraints

into consideration.

(iü) It has to be invariant to the camera position with respect ta the objects, as well as

to translation and rotation.

In short, after defining the constraints imposed by the task at hand, we bave to find

an appropriate representation describing general scenes. In this case, although we do not

impose constraints on the type of images comprising the database, we can profit from the

constraint that the task consists of comparing images rather than describing the abjects in

them. In other wards, since we cansider it very hard ta extract the physical objects in a

complex scenei then a good representation would be one that can characterize the scene

without having ta deal with the individual objects, or their positions. In this thesis, we

choose an intermediate representation that represents the image in the frequency domain

rather than in the spatial domain. Specifically, we use the Fourier 'Iransform to describe the

frequencies that characterize each scene and segregate it from other scenes. A representation

in the frequency domain is appropriate because it does not directly deal with the positions of
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FIGURE 4.7. The first two principal duections of a database comprising images of
playing cards, as well as cars, and human faces. Principal components analysis is
performed on the original images.

the abjects in the scene, but is rather a feature of the scene in general. The two-dimensional

discrete Fourier Transform is defined as foUows,

(4.1)
N-l N-l [' ]

F(u,v) = ~E E I(i,il exp - 2;(iU + jv) .
1=0 3=0

•

The transform is a mapping of the image I(i,j) from the space domain to the frequency

domain. The Fourier transform of the image is F(u, v). We can consider the Fourier

Transform as a two-dimensional histogram of the frequencies in the scene. In this thesis,

we oo1y use the magnitude of the Fourier Transform IIF(u, v)1I because it is represented

by real numbers only, and is furthermore invariant to translation and rotation in the two

dimensional signal. Furthermore, we expect that two images of the same scene taken under

different camera positions to render closely resembling magnitudes of their respected Fourier

Transforms.

Once the Fourier Transforms of the images have been calculated, principal components

analysis is performed on them rather than directIy on the absolute intensities. Figure 4.1
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FIGURE 4.8. The first two principal directions of a database comprising images of
playing cards, as weIl as cars, and human faces. Principal components analysis is
performed on the Fourier Transfonn of the images.

shows a plot of the first two principal directions of a database comprising playing cards

(the same as in Figures 4.3 and 4.5), car scenes, and scenes including humans in front of

simple and complex backgrounds. Here principal components analysis is performed on the

images themselves. We can notice again that the parameters of the playing cards (with and

without the extra light source) are far apart from each other with respect to other images.

Furthermore, the parameters of the human faces are scattered considerably. If we compare

this plot to the plot in Figure 4.8, then we can see that the parameters of the cards are

much closer relative to the other classes and more importantly can now be easlly grouped

in one class distinct from the others. The same thing happens to human faces where the

parameters are more grouped than in the first case. This is the effect of analyzing the

frequency content of the scene rather than baving ta worry about the spatial structure.

4. Summary

•
In this chapter, we discussed the inadequacies of classical appearance-based methods

(i.e., performing image analysis on the absolute intensity values of the pixels). We argued
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that it would be more useful ta apply appearance-based methods to intermediate represen

tations of the images. Unfortunately, there isn't one intermediate representation that is

weIl suited to represent all possible cases. Rather the intermediate representations have ta

include features representative of the images and the abjects in the images depending on the

problem at hand. In the case of weIl framed images, where we know where the abjects are

located, we compare the images based on the shapes of the abjects under difFerent seales.

We use the zero crossings calculated from the MarrIHildreth operator as the shape char

acteristics. On the other hand, we use the magnitude of the Fourier Transform of complex

scenes as an intermediate representation. The difference here is that the vision system does

not know the location of the abjects in the scene, but still needs a feature that deseribes

the seene characteristics. The magnitude of the Fourier Transform does just that.

The next chapter will address the issues concerning the retrieval of the images !rom a

large database.
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CHAPTER 5

The Retrieval Phase

The previous chapter discussed the indexing phase, or what consists of the work that the

system executes off-line. In this chapter, we address the issues concerning the on-Une stage

or more specifical1y, what happens during the image retrieval process. In Chapter 1 we

defined the main task of a content-based image retrieval system. For more emphasis, we

repeat the task here.

Given a query represented by an unknown example image, return /rom the

database of known images, the images closest to the query. Fu,·rthermOTe, if

the images in the database are separated into several classes, then classify the

query as belonging ta one of these classes.

The next section discusses the process of returning the closest images to the query.

Sections 2 and 3 are concemed with the possible classification of the query: Section 2

discusses the k nearest neighbors rule for classification, while Section 3 presents a Bayesian

framework for probabilistic classification of the queries. We summarize the ideas discussed

in the chapter in Section 4.

1. Returning the Closest Images

The main purpose of an image retrieval system is to return the closest images satisfying

some type of query. In our system, the query takes the Conn of an example image, and the

retrieval task consists of returning the images that the system "thinks" are the closest to
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the example image. The following algorithm explains the necessary steps needed to perform

this task.

ALGORITHM 3.

Ci) Pre-process the query by calculating the appropriate intermediate representation of

the image. More precisely, if the database consists of weil framed images, then

locate the zero crossings of the query at four different scales. On the other hand, if

the database consists of general scenes then calculate the magnitude of the Fourier

TransfoTm of the query.

(ü) Find the principal components representing the query by projecting the values of the

intermediate representation on the principal directions Ul, U2, ••• , Um computed in the

off-line stage.

(Hi) Calculate the L2 distance (Euclidean Distance) between the principal components of

the query and the principal components of each image in the database.

(iv) Sort the calculaled L2 norms from the smal/est distance ta the largest.

(v) Retum the N images corresponding ta the N lowest L2 distances

2. The k Nearest Neighbors

The image retrieval system developed in this work does not merely return the closest

images to the query, but is aIso augmented with a "classifier". Most of the image databases

can be logically divided into severa! groups of images, where each group represents different

types of scenes like beaches, flowers, athletes, etc. If the query type can belong to one of

the classes comprising the database, then it would be helpful for the system to return a

decision on class membership for the unknown query. That way, if the search needs to be

refined, the query would not be applied to all the images in the database but just to the

images belonging to its class. Our system classifies the query in two ditrerent ways, the first

one is the subject of this section.

Let the image he classified as belonging to one of 1classes of images denoted Di t where

i = 1,2, ..., l, and let P(Di) denote the a priori probability ofoccurrence ofobjects belonging

to clus Di. Let a = (ab a2, .••, am) denote a set of measurements made on the object to be

classified, and let P(aIDi) be the probability density function of D given that the pattern
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on which a was observed belongs to class Di. The rule that mjnimizes the probability of

misclassification in making a decision on a is ta choose Di sncb that

(5.1)

The resulting Bayes (optimal) probability of misclassification is (Toussaint 1974),

(5.2) p! =1-Jmax {P(aID;)P(D;}} da.

•

•

To he able to use the rule in equation 5.1, the a priori probabilities P(Di) and the class

conditional probability density functions P(aIDi)P(Di) must be known for all classes. Since

in Most cases these probabilities are not known, one resorts to a non-parametric decision

rule; that is, no a priori knowledge concerning the underlying distribution of the data is

required.

One of the most attractive non-parametric decision rules is the k nearest neighbors

(knn) role. Let (A, A) = {(ah Ad, (a2, À2), ..., (ab AI)} be a data set of features comprising

a database, where 8i denotes a set of measurements made on an object, and Ài denotes the

class label of the object. Let A be a new object to be classified and let A(l), A(2), •••, A(k) E

[al, a2, ...,aIl be the k closest features to a. The knn decision rule classifies a as belonging

to class A·, the one that bas the highest score in the k nearest neighbors ACl), A(2) , •••, ACk)

among all other classes. Let p:nn = P(A #- A-) be the prohability of misclassification of the

rule, where A is the true class of a. If k is correctly chosen, then p:nn will approximate the

optimal Bayes error p! as much as desired. Unfortunately, it is bard to determine what

the best value of Tc is. Still, there are two important criteria for choosing a good value for

le and these are: (i) Tc --. 00 as 1 --. 00, and (ü) , --. 0 as f ~ 00.

In this work we choose Tc such that Tc = ..[J. The features ab ••.a, represent the principal

components of the datahase images, and the principal components of the query image are

A. The big advantage of using knn is that it performs weIl even though no prior information

about prohability distribution is used. The problem is that it assigns the query image to

one and only one class. GenerallYt one would like to have a probability measure representing

the bellef that the query belongs to a specifie class. This is the subject of the next section.
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3. Bayesian Classification

Instead of a single solution, we seek a method that generates a measure of confidence

in various classes within the context of image classification. The problem we are addressing

requires us ta infer the class ta which the query belongs. This problem can be expressed

as finding the pasterior probability that the measurement belongs ta a certain class. The

difference with the previous section lies in the fact that there lS no rule ta apply for choosing

a c1ass among other classes. AU the system does is calculate probabilities. it does not decide

on which class ta choose. Instead it deiays this decision as much as possible, and leaves

it ta the external agent ta assess the quality of the result it obtains. This is a desirable

feature of a system because in some cases you need to make a decision only when you have

absolute certainty about the information concerning the measurement, while in other cases

this certainty is not a major requirement.

The posterior prohahility that an unknown measurement a = (a1, a2, ..., am) belongs

to a class Di where i = 1, ..., 1 is P(Dila). Bayes rule states that this probability can be

expressed as fol1ows,

P(D'I ) = P(alDt)P(Dj)
1 a P(a) ,

where P(a) is the normalization factor, and can he calculated fram the theorem of total

probability,

1

(5.4) P(a) =EP(aIDj)P{Dj} =P(aIDdP(Dd + ... + P(aIDl)P(D,).
j=l

As discussed in the previous section, we do not lmow the a priori prohabilities P(Di ),

nor do we know the conditional probability density functions P(aIDi)P(Di). However, from

observations of the problem at hand, we can make some fairly reasonable assumptions about

them. First of aIl, since we do Dot have any prior information about the image classes, we

have no reason ta believe that one cIass is more probable than the other classes. Therefore

we assume that aU the prior probabilities in the classes are equal, that is P(Di) = t for
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all i = 1, ... ,1. Next, we assume that image classes can in general be approximated by a

multivariate Gaussian (normal) distribution G(X), where,

(5.5)

where /-Ii is the class mean and Ci is the class covariance. Of course, these values are not

known in advance but have to he estimated from the data. That is why we call them the

sample means and covariances, and are calculated as Collows,

(5.6)

•

and,

(5.7)

where the aji ts and are the elements belonging to class i and lIi is the number of elements

in class i. The problem of Bnding the posterior probabilities of all the classes given the

unknown measurement reduces ta,

(5.8)

The naturallogarithm of the above posterior probability can be written as follows,

(5.9)

•

where K is a constant and can be discarded. The rest of the term on the right side is

called the "Mahalanobis distance", and can be used as a measure of confidence in the class

Di with covariance Ci. The Mahalanobis distance can be used without a prior assumption

about the nature of the density functions of the classes. However, it is equivalent to the log

of the posterior probability ü the density function of all the classes are multivariate normal
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distributions. Generally, all we need ta know to calculate the Mahalanobis distance is the

mean and covariance of the class.

4. Summary

In this chapter, we discussed how our image retrieval system returns an answer ta the

user's query. Taking a query in the form of an example image, the system pre-processes

the image, calculates the corresponding principal components, calculates the difference be

tween the query's principal components and the principal components of all the images in

the database, then returns the images that correspond ta the closest Euclidean distances.

Furthermore, the system classifies the image in two different ways. The first one is the

k nearest neighbors (knn), where no assumption about the distribution of the classes is

required and where, if k is well chosen, the probability of misclassification is as close ta

optimal as desired. This method assigns the query image to one and only one of the classes.

The second classification method on the other hand, does not attribute the image ta one

class but Bnds the posterior probability that the unknown image belongs to aU the classes

comprising the database. It uses a probabilistic framework where assertions are represented

by conditional probability density functions. Although this method includes assumptions

about the nature of the class distributions that may not hold in some cases, it permits an ex

ternaI agent ta assess the quality of the information obtained, and make informed decisions

as to what action ta take next. In our system, when we use knn, we represent the images

using the principal directions. On the other hand, when we use Bayesian classification, we

represent our images using the most discriminating features. The reason for making this

distinction is that when we consider the data to be clustered in severaI classes as in the

probabilistic case, we would like ta choose the features that will maximize the distances

between these classes. On the other hand, the task of extracting the nearest neighbors of

an item requires optimal descriptive power rather than optimal discrimination.

Assuming that the components of aU the images in the database have been computed

beforehand (both in the principal directions space and the discriminating features space) ,

we summarize the work done by the classification module by the following a1gorithm,

ALGORlTHM 4.

(i) Find the le nearest neighbors ta the q'Uery image {rom Algarithm 3.
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(ü) Calculate which class Di is represented the most among the k nearest neighbors.

(fi) Assign the query image as belonging to class Di.

(iv) Compute the most discriminating components of the query by projecting the values of

the intermediate representation on the most discriminating features Wb W2, ••• , Wo-l

computed in the off-line stage.

(v) Compute the mean and the covariance of each dass /rom equations 5.6 and 5.7.

(vi) Assuming that ail the classes are multivariate normal distributions, find the posterior

probability of each class given the query P(DilA) /rom applying equation 5.8 to ail

the classes.
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CHAPTER 6

Experimental Results

1. The System

In the previous chapters, we discussed the theory supporting ail the phases of the

content-based image retrieval system we built. Here, we put the system into practice, and

show how we integrate ail the parts to achieve a completely functional and practical image

retrieval too!. The following algorithm summarizes the operation.

ALGORITHM 5.

(i) Calculate the appropriate intermediate representations for ail the images in the data

base, depending on whether the images are weIl /m,ned or not.

(ü) Find the principal directions Ut, U2, •••, Um by applying principal components analysis

(Algorithm 1) on a test set of intennediate representations of images. The test set

has ta be appropriately chosen so that it is representative of the full database.

(ili) Compute the m principal components of ail the images in the database by projecting

their intermediate representations on the eigenvectors Ut, U2, .••, Um. Bach image Ii

is now represented by a much smaller vector [zn, Zi2p••, ZimIT • Empirical analysis

of the data concluded that HO eigenvectors renders a good description of the data

variation. There/ore, in ail the experiments included in this chapter, we set m to be

equal to HO.

(iv) Find the most discriminating vecfors Wl, W2, .••, Wo-l by applying Algorithm 2, on

the principal components of the data•
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FIGURE 6.1. A database of faces

(v) When the user provides a query in the form of an ezample image, follow the steps

in Algorithm 9 to obtain the N closest images to the query.

(vi) If the database can be contextually divided into several classes, then follow the steps

in Algorithm 4 to obtain a classification of the query.

The first four steps of Algorithm 5 are done off-lïne. The reason principal components

analysis is applied on a test set rather than on the complete database is that in general,

a database of images is very large, which makes applying principal components analysis

on the full database computationally expensive. Therefore, whenever the database is tao

large for practical purposes, we compute the principal directions of the data based on a

small test set of images representative of the database. It is a hard task ta find a good

test set because it relies on the subjective judgment of whoever is choosing the test images.

In general, every class has to have a few representative views in the test set, this becomes

harder to determine if the classes are complicated.

In the next section, we compare the respective performances of the three different

indexing approaches explained in Chapter 4, by applying our image retrieval system on a

database of human faces.

2. Retrieving Pictures of Humans

Our first set of experiments consists of testing the ability of the system to cope with

retrieving images of humans. We ran the tool on a database of human pictures taken under
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(a) the query image

•

•

(h) the system's response to the query

FIGURE 6.2. Image analysis on the absolute intensity values

different types of backgrounds. Each individual was imaged under different camera angles

and different lighting conditions. Some examples of the images present in the database cau

be seen in Figure 6.1. The main purpose of the experiments is to test which method of

indexing works better for image retrieval if the objects are embedded in simple backgrounds

and complicated backgrounds. It is expected that very dissimilar images are used, the

system should not have a difficulty separating the right responses from the wrong ones.

On the other hand, when images of different humans are quite simiIar (which means they

are taken under similar lighting conditions, camera positions, and background), then the

system should be expected to have more trouble depicting the correct images.

In this set of experiments, the database of humans used is not very large (300 images).

Therefore, we apply principal components analysis on the whole database to get the hest
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(a) the query image

•

•

(h) the system?s response to the query

FlGURE 6.3. Image analysis by locating the zero crossings as an intermediate representation

possible representation of the data. We consider here that there is no need to separate the

data into difFerent classes. Consequently? no classification information is returned by the

system. We perform experiments ta test the image classifier on another (more elaborate)

database later on.

2.1. Images with simple backgrounds. To demonstrate the superiority of using

the zero crossings as an intermediate representation when we want to retrieve weil framed

images (in this case? well framed images are equivalent ta images with simple backgrounds),

we designed a set of experiments to compare the performance of the system when the

representation of the data is hased: (i) on the absolute image intensities, (ü) on the zero

crossings and? (ili) on the magnitude of the Fourier Transform. A typical example of how

the system fimctions can he seen in Figure 6.2. Here the query image is the large image in
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(a) the query image

•

•

(b) the system's response to the query

FIGURE 6.4. Image analysis by calculating the magnitude of the Fourier Transfonn
as an intermediate representation

Figure 6.2(a), and the system's response is in 6.2(b), where the images are ranked in the

order of closeness to the query from left to right, top to bottom. Figure 6.2 is the system's

response when the image analysis is performed on the level of the intensity image. We

can notice that the closest images retumed by the system include some correct choices. If

we compare, however, to the images returned by the system when using the zero crossings

as an intermediate representation (Figure 6.3), then we notice that more correct choices

bave been returned in the second case. In fact, in this case, all the relevant images have

been returned as the closest images. The system discarded the differences in the lighting

conditions and compared the images based solely on the shapes of the subjects. Figure

6.4 shows the system's response ta the query when using the magnitude of the Fourier

transform as an intermediate representation. Agam, the response is not as good as in the
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case of the zero crossings (Figure 6.3). We will see howevert that for retrieving complex

imagest the Fourier transform proves ta be a better feature for the purposes of returning

the closest images.

To be able to see the advantage of using shape features to help retrieve well framed

images, the plot in Figure 6.5 shows the correct retum rate of correct responses of the

system using all three representations. The x axis represents the closest images retrieved

by the systemt and the y axis represents the percentage of correct images retrieved. Since

aIl the queries considered in this experiment are part of the test set, then the closest image

to the query is a1ways the image itself. This is why the three representations give 100%

correct answers for the closest image. However, we can see that from the second closest

images and ont the system performs better when the images are compared based on their

shape characteristics.

•
2.2. Images with complex backgrounds. In Section 2.1, we studied the perfor

mance of the image retrieval system when the query image consists of a human in front of
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(a) the query image

•

•

(b) the system·s response to the query

FIGURE 6.6. Image analysis on the absolute intensity values

a simple background. In tms section, we inspect the system's performance when querying

a scene including a human and a complicated background that can he composed of severa!

objects of different sizes and shapes. We discussed in Chapter 4 that we consider it a very

hard task ta separate all the abjects in a complex image, and therefore we analyze the image

as a whole. In Figure 6.6(a), a query image is presented ta the system, and the system's

response to the query is shawn in Figure 6.6(b). In this case, principal components analysis

has been used directIy on the absolute image intensities. We can notice that although the

top three responses are correct (including the image itself), some of the returned images are

very different from the query. Furthermore, some of the returned images have only simple

backgrounds, which should Dot he acceptable. Hwe compare the images based on their zero

crossings then the results are even less accurate (Figure 6.7). This is expected sinee the
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(a.) the query image

•

•

(b) the system's response to the query

FlOURE 6.7. Image analysis by calculating the zero crossings as an intermediate representation

zero crossings of complex objects become very noisy, and moreover, they are not related to

the physical objects and are therefore a poor representation of sucb images.

Another problem arises when the images are complex. If the camera is allowed to alter

its position in the scene, then some of the abjects in the image are shifted and rotated

by some amount. Furthermore, sorne abjects disappear from the scene, and new objects

appear. fi the system compares images based on the pixel to pixel differences between them

then the corresponding abjects in bath images do Dot match in the comparison. What is

needed is a feature that is independent of the spatial position of the individual objects in the

scene. This is a major advantage in favor of using the magnitude of the Fourier transform

rather than the two other representations. It represents the scene in the frequency domain

and not the spatial domain, and hence the importance of the frequencies of the objects in the
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(a.) the query image

•

•

(b) the system's response to the query

FIGURE 6.S. Image analysis by calculating the magnitude of the Fourier Transfonn
as an intermediate representation

scene rather than their positions. The shapes of the objects are only represented implicitly.

Figure 6.8 illustrates the fact that the retrieval of complex images improves considerably

if the analysis is performed on the level of the magnitude of the Fourier transform of the

images. AU the relevant pictures have been returned successfully as the closest images, even

though the pictures are taken under different camera positions.

It can be seen from the plot of Figure 6.9 that the comparlson of the images based

on the magnitude of their Fourier transform returns considerably higher rates of correct

responses. If we compare the images in the frequency domain, then the view variation is

allowed to be augmented while still having correct images retrieved. Another advantage is

that this allows us to work with databases that include diff'erent types of images that are

unconstrained as ta their camera position.
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FIGURE 6.9. A comparative plot to illustrate the relative performances of the in
termediate representations when retrieving images with complex backgrounds.

In the next section, we see how the system warks in a more general environment when

the database is large and when the images in it can be grouped in different classes.

3. Image Retrieval From a Large Database

The experiments performed in the previous section demonstrated that the performance

oC classical appearance-based methods can be considerably improved if the correct interme

diate representations are used as relevant Ceatures to index the data. Since the database was

Dot very large, the principal directions were computed using all the images. Furthermore,

the example images were part of the database and thereCore weil represented in the test set.

In this section, we investigate how the system performs ü the database is large, and if only

a small part of it is used as a test set. We ran two sets of experiments, the first one is ta

observe the system's response when the query image is not part oC the test set, but at [east

one image of the same scene (but different camera angles) is represented in the test set. The

other experiment involves trying ta retrieve close images ta a query image not belonging to

the database at ail. We ran the experiments on a database including 1500 images separated
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(a) the query image

•

•

(b) the system's response to the query

FIGURE 6.10. Image retrieval of a car, comparison is base on the magnitude of the
Fourier transform of the images

into four types of classes: human faces (the same faces as in Section 2), cards (the same as

in Chapter 4), car scenes, and beach scenes. We applied principal components analysis on a

test set of 300 representative images. For scenes that are imaged more than once, we made

sure that at least one image representing the scene is present in the test set. Sînce in this

case we can contextually form four classes of images (cars, cards, faces, beaches), then the

system can aIso classify the query as belonging to one of the four classes. It should be noted

that in this set of experiments, sinee we are dealing with complex scenes, the magnitude

of the Fourier transform is always used as an intermediate representation of the images. A

plot of the first two principal components of the test set was aIready shown if Figure 4.8.

Although the 6rst two components of beach images seem to be overlapping on all the other

classes, there are 20 principal directions to take into account. linfortunately not aIl of them

can he shown in a plot. Notice that some classes are very concentrated in a small area

(cards) while some others are very diffuse (beaches). This indicates that when the class

is concentrated, only small changes in the imaging conditions happen. However, the more

general the class is the more the conditions are expected to vary hence more scattering

oecurs in the parameters.

Figure 6.10(b) shows the system's response ta the query in Figure 6.10(a). The query

is not part of the test set. However, we notice that the 6rst three responses are correct
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(a) the query image
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(b) the system's response to the query

FIGURE 6.11. Image retrieval of a beach scene

ones, and the fourth one aIso beloogs to the same class. The classification module assigned

the query image to be belonging to the cars class when using the k nearest neighbors rule.

In these experiments we considered the 20 nearest neighbors. The results scored byeach

class were,

cars = 15
faces = 5
beaches = 0
cards = 0

00 the other hand, the Bayesian classifier returned the following results,

belief in model: beachel il 8.1874e-08
belief in model: cars is 1
belief in model: cards ia 0
belief in model: faces is 6.0601e-61

The next two examples test the system's response when a oew unknown image is

presented to the database. In Figure 6.11, the query image is a beach scene where the

image has been selected from the Internet. As we can see !rom the system's response,

the closest images returned are an beach scenes as weil. The fact that frequency
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(a) the query image

•

(b) the system's response to the query

FIGURE 6.12. Image retrieval of an unknown car scene

characteristics are used as relevant Ceatures to retrieve images improves the system's gen

eralization performance considerably. The results of classification using knn were as Collows,

cars =- 0
faces =0
beaches = 15
cards = 5

While the Bayesian classifier returned,

belief in model:
belief in model:
belief in model:
belief in model:

beaches is 1
cars is 6.52124e-110
cards is 0
faces is 0

•

The next example shown is that of a car scene not belonging to the database. The

purpose of this experiment is to test if the system is capable of returning correct responses

despite the fact that the distribution of beaches is much more diffuse than the distribution

of cars (and aIl the other classes for that matter). Intuitively, it is expected that the system

mîsclassifies some queries and assigns them to the beaches class because it covers a large

area of the total distribution of classes (Figure 4.8). The results oC the system to the query

are shown in figure 6.12(b) where we can see that the closest image returned are a1l cars.

Applying the knn rule to the query resulted in a correct classification: The results oC the
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Query from database Query from outside database

Rate of correct retrieval:
1 94.1% x

closest images
2 79.4% x
3 74.3% x

Rate of retrieved images
1 100% 94.7%
5 96% 83.1%

from correct class 10 92% 80%
Rate of correct knn classifica- 92% 78.9%
tion
Rate of correct Bayesian clas- 84% 63.1%
smcation: Highest probability

TABLE 6.1. Performance Rates of the system

knn classification are,

cars = 18
faces = 1
beaches = 1
cards =0

While the Bayesian classifier was not as confident in the classification. The result were

as foIlows,

belief in model:
belief in model:
belief in model:
belief in model:

beaches is 0.477497
cars is 0.522503
cards is 0
faces is 7.24014e-90

•

From the large set of experiments run ta test the system, we observed that generally

the system does not perform as weIl when the image is completely new as opposed to an

image being represented in the test set, which is to be expected. In Table 6.1, we summarize

aIl the results obtained in this set of experiments. The first column (Query from database)

shows the response of the system when the query belongs already ta the database, but is

not part of the training set of principal components analysis. The second column shows

the response of the system to completely unknown queries. The first set of results (Rate of

correct retrieval: c10sest images) investigates whether the system returns the correct images

as the c10sest ones (in the table we consider the lst, 2nd, and 3rd closest images). Here, our

criteria for correct retrieval means that the system should return an image containing the

exact same abject as the query, i.e., same person, same car, etc. The second set of results
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investigates whether the closest images retumed belong ta the correct class (in the table we

consider the closest, the five closest, and the ten closest images). For example, we see that,

if the query belongs to the database, then the live closest images belong the correct class

96% of the time. This figure becomes 83.1% if the query does not belong ta the database.

We see that when the query image belongs to the database (i.e., an image with the same

scene has been represented in the test set), the rates of retrieval are higher than if the

image is completely unknown. The system's performance is very promising however. The

results in Table 6.1 show that among the closest images to the unknown query returned by

the system, almost 95% belong to the correct class. Furthermore, among the 10th closest

images, 8 on average belong to the correct cIass of the query. If the image belongs to the

database then the results are even better. Notice that 94% of the time, the system retums

the correct scene as the closest answer. As Cor the classification module, then knn classifies

the query correctIy 92% oC the time if it belongs to the database, and 78% of the time if it

is completely unknown.

Finally, we show an example where the system seems to fail. A completely successful

system is expected ta attribute a given query ta the right class most of the time. We

demonstrated above that our system has such capability. However, another important

characteristic of a successful system is ta be able ta signal the presence of an autlier. In

other words, if the query does not belong to any of the classes, then the system shauld

detect that, and eliminate faIse positives. Figure 6.13 shows sucb a Calse positive and the

system's response to it. Applying the knn classification rule returned the following results,

cars • 5
faces • 10
beaches • 4
cards z 1

And applying the Bayesian classification rule returned the Collawing results,

belief in model: beaches is 1
belief in model: cars is 0
belief in model: cards is 0
belief in model: faces is 0
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(a) the query image

•

•

Cb) the system's response to the query

FIGURE 6.13. Image retrieval of a completely unrelated (outlier) image

We can see that in this case, the Bayesian classifier assigns a probability of 100% ta

the beaches class. Therefore, the system is failing in this case. H the system were to detect

such faIse positives we would expect a more uniform distribution in aU the classes, i.e., an

uninformative classification. The knn methods returns more reliable results. We ran a set of

experiments ta verify the systems performance iu the presence of outliers, and most of the

responses were similar to the above example. Therefore, this is a case where it is dangerous

to use the Bayesian classifier. Arbel and Ferrie (1996) Specifically deal with the issue of

Bayesian analysis in detecting informative and uniniformative viewpoints in 3-dimensional

environments.

4. Summary

In tms chapter, the algorithm necessary to implement the content-based image retrieval

system was described. It consists ofputting together an the theory and algorithms explained

in earlier chapters. The experiments to test the performance of the system were illustrated in

Sections 2 and 3. In Section 2 we have shown that the performance improves considerably

when relevant features are used as intermediate representations. We chose the relevant

features to be the zero crossings to index well framed images and the magnitude of the

Fourier transform to index complex scenes. In Section 3, we tested if the system works

weIl on a large database with generaI images of a complex nature. We have shawn that the
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system is able to generalize well to images not present in the test set, and aIso to completely

new images (not present in the database). Furthermore, we have shown that the system's

classifier retums correct classification in most cases (see the details in table 6.1). The system

was implemented using the C programming language, and returns the closest images as well

as the classification results in no more than 5 seconds for a 320 by 240 image.
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CHAPTER 7

Conclusion

1. Review of the Thesis Objectives

The primary intent of this work is to build a fast, robust, and practical content-based

image retrieval system that can handle the retrieval of real images. Image analysis is a

very difficult problem, mainly because the problem of recognizing objects embedded in

complicated backgrounds remains largely unsolved. For this reason, nearly aIl content

based image retrieval systems use constrained environments, or even images of very simple

objects like toys. We feel it is necessary to build a system that can relax the constraints on

the nature of the images as much as possible.

In this work appearance based methods have been used to retrieve images. Specifically,

principal components analysis was applied as a tool to be able to represent the images by

storing no more than a few coefficients. Images are then compared based on the small num

ber of these coefficients. Traditionally principal components analysis is performed directiy

on the absolute image intensities. In Chapter 4, we explained in detail the reasons why this

approach will fail to work weil in a lot of environments. We summarize the reasons here

again,

(i) The ahsolute intensities of the images are directly related to the lighting conditions

at the moment the picture is taken. Therefore, any changes in these conditions will

allow undesirable variations in the principal components of the data.

(ü) The process is very sensitive to translation and rotation of the objects with respect

ta the camera.
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For these reasons, we need representations of the images that are invariant as to the

extemal factors that might alter the appearance of images. We need to represent the

images based on the inner properties of the objects. Therefore, we used intermediate rep

resentations relevant to the retrieva! process to index the images and performed principal

components analysis on these intermediate representations. H the database consists of weIl

framed images then we use the zero crossings across four different scales to represent the

images. On the other hand, if the images are complex, we use the magnitude of the Fourier

Transform as an intermediate representation. The results in Chapter 6 demonstrated that

the performance of the system improves and, more importantly, the system becomes weIl

suited to deal with complex scenes. The final outcome was an image retrieval system largely

insensitive to the lighting conditions, as weIl as translation and rotation.

In addition, the system we built does not merely stop at returning the closest images to

a query. It further classifies this query using two different methods, the k nearest neighbors

approach and the Bayesian classification approach. The results obtained are very promising

as they allow this system ta integrate the classification results as weil as the retrieval results

to further refine the query.

2. Limitations of the Approach

Our content-based image retrieval system suffers from the following limitations,

(i) The Marr/Hildreth operator used to extract the zero crossings is fast and can be

adapted easily to represent multiple scales. However, it suffers from shortcomings

that makes it inefficient for localizing edges in complex scenes containing several

objects (recall figure 4.6). Ta be able to represent the objects' sallent features

in an accurate fashion, other, more complex operators are needed. Unfortunately,

computational complexity limits what operators can he employed while still meeting

rea1-time constraints.

(ü) The Bayesian classification approach generalizes weIl, i.e., it returns accurate results

if a query not belonging to the database belongs to one of the classes. On the other

hand, it performs poody in the presence ofoutliers. More research has to be done in

order to validate the assumptions made in the work about the nature of the different

classes.
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(ili) The problem of locating the individual objects in an image is not solved in this

thesÎS. Appearance based methods treat the image as a full black, disregarding the

relations between the abjects in the image. Sometimes, however, a user is interested

in retrieving complex images that include a specifie abject that oceupies only a small

part of the image. One way to address this issue is to build an interactive system

that let the user 4'box" the abject of interest and then build a query based on the

boxed object. This raises another set of problems that slows down the process of

retrieval considerably. Our system in its current fonn does not address this issue.

3. Future Directions

The system built in this work added one degree of "generality" ta the type of images

that can be retrieved in a system. The system can be further improved by including a

feedhack module which allows the user ta refine the query as much as possible until the

desired image is returned. Furthermore, better and more relevant features for retrieval

would definitely accelerate the pace of the retrieval. It is clear that it is never enough to

build a computer vision system that only analyzes the images intensities, but a successful

system woulti consider the important information implicitly present in the image. The

ultimate goal of this research remains to recognize the objects in the image and retrieve

images with similar objects despite ail the external factors, and despite the complexity of the

scene it is exposed to. This is somewhat ambitious, however, and requites major advances

in physiology and computer science simultaneously. For the moment, content-based image

retrieval systems are not weil advanced to incIude semantie contexts.

4. Summary

We repeat here the thesis goals stated in Chapter 1,

The primary goal 01 this researeh is to design a content-based image remeval

system that improves on the performance 0/ classical appeamnce methods.

The improvements in question are concemed with (i) Generality: the system

has to he able to perform weil in generalized environments like real scenes.

(ii) Robustness: the system has ta he less sensitive ta factors like the absol'Ute

illumination le1Jel, camem angle, translation, and rotation.
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We believe in the light of the theory described in Chapters 3, 4, and 5; and the exper

imental results obtained in Chapter 6, that the above objectives have been fulfilled. It was

shown that using intermediate representations to represent images is a definite improvement

on classical appearance based methods. Furthermore, the system becomes more "complete"

when using the classifier that assigns the query to a class. Other definite advantages of this

system are its extensibility and adaptability to integrate other indexing methods, depending

on the context. Indeed this system is part of a digital library project that is still under

construction.
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