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Abstract

The present research investigates the use ofdifferent question prompts and

the discourse they generate in the SLE:OI~ an ACTFL-variant second language

oral proficiency interview test. One hundred and fifty-two question prompts used

to elicit the test task of Lsupporting an opinion~' were transcribed from 27 SLE:OI

tests administered between July and November, 2000. From this, 30 categories of

question prompts were identified by 6 SLE:OI raters acting asjudges.

Independently, the researcher and the judges determined task

difficulty/complexity ta be the predominant feature differentiating the categories.

Using the 30 categories as a basis, the Question Prompt Complexity

Questionnaire was produced and administered to the 6 judges. Analysis of the

questionnaire data indicated a clear consensus for 3 categories into "easy' and

"difficult' groups. Subsequently, candidate responses to 11 question prompts from

the easy group, and 10 from the difficult group were transcribed, and discourse

analyses were carried out to ascenain response levels of L2 f1uency (by type

token ratio; frequency ofsilent and filled pauses, repetitions~ and self.repairs),

accuracy (by verb morphology and lexical use), and complexity (by clause

subordination). The results demonstrated that those candidates tested with Leasy'

and "difficult~ question prompts showed strong, significant ditferences in two

aspects oftheir response tluency, but no significant differences in the accuracy or

complexity of their responses. Based on these findings, several recommendations

and implications for rater training were cited.
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Résumé

La présente recherche vise à étudier l'usage de différentes questions et le

discours qu'elles génèrent dans le cadre de l'ELS : la (Examen de langue

seconde: Interaction orale) qui un test oral de compétence en langue seconde

s'apparentant à l'ACTFL. Cent cinquante-deux questions utilisées pour évaluer la

fonction languagière {( soutenir une opinion » ont été extraites de 27 tests d'ELS :

la administrés entre juillet et novembre 2000, puis transcrites. À partir de là, 6

évaluateurs d'ELS : la agissant comme juges ont relevé 30 catégories de

questions. De façon indépendante, le chercheur et les juges ont établi que les

aspects difficulté/complexité de la fonction seraient les éléments les plus

importants pour distinguer les différentes catégories de questions. Prenant pour

base les 30 catégories, un questionnaire sur la complexité des questions a été

administré aux 6 juges. L'analyse des données du questionnaire a permis d'établir

un consensus clair au sein du groupe pour 3 catégories afin de créer les groupes «

facile» et « difficile ». Par la suite, les réponses des candidats à Il questions de la

catégorie « facile» et 10 questions de la catégorie «difficile» ont été transcrites

et on a procédé à une analyse du discours pour vérifier les niveaux de réponse sur

le plan de la facilité d'élocution en langue seconde (<< type-token ratio» et la

fréquence des silences et des pauses remplies, les répétitions, l'auto-correction);

de la précision (la morphologie des verbes et la précision lexicologique); et de la

complexité (les propositions subordonnées). Les résultats ont démontrés que les

candidats évalués à l'aide des questions « facile» et « difficile» présentaient des
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différences très significatives notamment au niveau de deux aspects de l'élocution

mais non pas au niveau de la précision et de la complexité de leurs réponses.

Basées sur ces observations~ plusieurs recommandations qui auront des

implications sur la fonnation des évaluateurs ont été formulées.
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Chapter 1

Introduction

Test faimess is a pivotai concem for many, particularly in Quebec, Canada

where French and English are widely spoken and evaluated. Thus ajudicious

second language test could accurately assess whether a Quebec student should

graduate from secondary school, ifor how a foreign student shouJd study there~

whether international teaching assistants should teach in provincial institutions, if

doctors and other professionals should practice in Quebec, and in both private

industry and in the public domain, ifa candidate for a bilingual position should be

employed.

Fairness in second language (L2) testing is also a primary concem of

many throughout officially bilingual Canad~ and in the Canadian Federal Public

Service where thirty percent ofexisting positions have been designated as

bilingual. These positions require varying standards of French or English L2

competence. The President of the Public Service Commission affirmed this role in

a recent speech to the Public Accounts Committee by stating that the "The PSC is

an independent Parliamentary ageney [sic) which ensures that staffing and

recruitment for the Public Service are conducted according to the principle of

merlt" (Serson, 2001, p. 1). Thus, potential employees can only be legally engaged

once their second language abilities have been determined to adequately reflect

those required by the target position. In view ofthis, Canada's Federal Public

Service Staffing Directorate has an official mandate based on the concept of
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faimess in hiring practices extending to the use ofaccurate second language

testing instruments.

Sorne twenty years ago~ the Canadian Government sought to amel iorate its

second language oral testing instruments. The Testing Directorate of the Canadian

Public Service opted to use a second language test battery \vhich includes a

proficiency interview test to assess the oral abiJities ofboth ernployees and

potential ernployees. Proficiency interview tests (hereafier called proficiency

tests) draw on a conversational fonnat in structured interviews intended to assess

oral second language performance.' [n 1984 the Second Language Evaluation:

Oral Interaction (SLE:OI) oral proficiency test was adapted and launched as the

Canadian Govemment's test ofsecond language oral ability.

The SLE:OI is of the lineage oforal proficiency tests of the American

Council on the Teaching of Foreign Languages (ACTFL) (see Chapter 2). In fac~

the SLE:OI was modelled on the Oral Proficiency Interview (DPI) test, which was

developed byan ACTFL agency, the American Interagency Language

Roundtable.2 Thus, in the language testing (LT) literature, the aPI is identified as

an ACTFL test Those tests closely associated with ACTFL tests or derived from

them~ such as the SEL:OI, are termed ACTFL-variant tests. ACTFL proficiency

tests are generally administered by two or three raters and interviewers. The

1 Proficiency tests are also known as performance tests in the language testing
literature.

2 Thus~ the SLE:OI and its French version~ the "Evaluation de langue seconde:
interaction orale' (ELS:IO)~ are comparable to the apI. The OPI~ in tum
resernbles the American Foreign Service Institute~s oral proficiency test, known
as the FSI - DPI.
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SLE:OI~ as an ACTFL-variant te~ differs from ACTFL tests in that is

administered by only one~ highly trained rater-interviewer~ who accomplishes the

two tasks of interviewing and simultaneously rating the interaction.3

ln an attempt to give each candidate an equal opportunity to succee~ or

lObias for oost' (Swai~ 1985)~ the SLE:OI test employs various procedures. Raters

of the SLE:O[ are carefully chosen and trained in an extensive 5-week training

programme whic~ in the tradition ofACTFL-varîant tests~ is unusually long and

thorough. [n contras~ OP[ testers require as little as six days oftraining to qualify

as certified OP[ testers (American Council on the Teaching of Foreign Languages

[ACTFLJ~ 2001). The SLE:OI test requires raters to not only interview and rate

candidates in test administrations~ but also in nonnal circumstances to be able to

render a score and write a lengthy~ detailed defence of the score upon conclusion

ofthe interview.~ SLE:Of raters re-train in standardizing sessions once a month.

The expected result ofail ofthese measures is high test validity overall and

faimess; certainly the use ofa less than judicious test or testing procedures could

result in inexact assessments ofexaminee second language ability~ potentially

jeopardizing the present and future employment opportunities ofmany.

In addressing the testing community of the Canadian Public Service

Commissio~ McNamara (1995b) commented on the overall merit ofthe SLE:O[

oral proficiency te~ noting that lOfrom a practical point ofview, the procedures

3 The term rater will hereafter he used to refer to rater-interviewers, as the tenn
pertains to SLE:Of raters, in the present research.

.. For this reason., training to become an SLE:Of rater is rumoured to be the most
gruelling and demanding in the Canadian Federal Public Service.
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that you have set in place are exemplaryn (videocassette recording of lecture).

Nonetheless, serious concems have also been raised about the validity and

reliability ofACTFL and ACTFL-variant second language proficiency tests by

McNamara, Bachman and others (Bachman, Davidson & Milanovic, 1996;

Bachman, Lynch & Mason, 1995; Bachman & Savignon, 1986; Jacoby &

McNamara, 1999; Lantolf& Frawley, 1985, 1988, 1992; McNamara, 1995a,

1995b, 1996, 1997; McNamara & Adams, 1991; McNamara & Lumley, 1995,

1997 (see Chapter 2 for a discussion ofthis issue). Moreover, other researchers

(e.g., Matthews, 1990; van Lier, 1989) have also questioned elements of

proficiency test theory and practice adding their own perspective as practitioners,

having worked as oral proficiency test raters themselves. For example, Matthews

raised concems regarding proficiency test task sequencing. Van Lier questioned

the assumption that language in oral proficiency interviews approaches that of

natural conversation (see Chapter 2).

Having myself worked for ten years in the Canadian Federal Public

Service as an oral interaction rater, and in my capacity as a graduate student, [

have been in the position ofboth using an ACTFL-varïant proficiency test and of

studying ACTFL and ACTFL-variant tests. My job consisted ofadministering

twenty-five oral proficiency tests each week to civil servants being considered for

bilingual positions, and to potential civil servants. This situation allowed me to

see the inherent value of prudence in particular testing practices. Yet like

Matthews (1990) and van Lier (1989), the experience has led me to question

certain theoretical and practical aspects oforal proficiency test administration. For
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example, although rnoticed that SLE:OI test trainers placed a great deal of

emphasis on standardization oftest content generated by raters, nonetheless a

great deal ofvariation occurred in practice due to the inherent conversational

fonnat of the test structure. Consequently, an interest arose as to the effect of

variation in test prompts on elicited responses. Moreover, 1wondered how this

variation might influence the kind ofdiscourse produced in ACTFL and ACTFL

variant tests.

The strength oforal proficiency tests is that they can closely approximate

authentic language use, having been designed to simulate natural conversation.

Therefore their validity is enhanced by the proximal authenticity oftheir content.

By their nature tbey consist ofmostly spontaneous and changeable language

content on the part of interviewers and examinees. The resulting discourse oforal

proficiency tests are often said to be unpredictable.

However, tbis very unpredictability remains a source ofpotential

unreliability since ralers regularly employ varied question forms, which are

essentially altemate test forms. These altemate forms, occurring spontaneously in

the conversational format of the tests and therefore not previously measured for

equivalence, threaten to an indefinite extent the reliability of the testing

instrument.

Consider if it were possible for interview tests to employ the exact same

examiner language across tests. Then variation in the language ofthe rubric or

question prompt would be nonexistent, and this particular threat to the tests'

reliability would be nonexistent. However unpredictability and question prompt

5
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variance occur as an inchoate element ofthe conversationaJ fonnat oforal

proficiency tests, arter ail, they are intended to measure L2 proficiency in

unplanned speech. In addition, test administrators welcome the element of

unpredictability since it discourages candidates from Irnowing test questions in

advance in order to rehearse or memorize speech samples prior to test

administration. Nevertheless, the factors oftest reliability (in tenns ofusing the

same measure across test administrations), and construct validity (in tenns of

ensuring that the construct intended to be measured is in fact the one measured),

become an important concern given that there is considerable variation in test

forms when di fferent question prompts are used across test administrations (see

Chapter 2).

Test method refers to howa test is done, and this is defined by the test task

or tasks. These in tum are specified to the candidate in part ofthe test rubric, the

instructions. Bachman and Palmer (1996) cite three components oftest

instructions: the language of instructions; the channel or mode used such as auraI,

visual or both; and the specification ofprocedures or tasks. Changes to any of

these components result in changes to the test methO<L known as method effects.

In a discussion of the influence ofmethod effects, Bachman, Davidson,

and Milanovic (1996) caution that ''''It is now weil understood that aspects oftest

methods cao have an important effect on performance on language tests and it

would thus seem imperative to incorporate information about the characteristics

oftest methods explicitly into the design of language tests" (p. 126).
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Consequently, the question arises as to whether method etrects influencing

performance would have enough impact to alter candidate scores.

Other test administrators have also raised the issue ofmethod effects in

oral proficiency testing. The developers of the Cambridge Assessment ofSpoken

English (CASE) have broached the problem ofthe potential unreliability of

varying question prompts in the CASE oral proficiency interview test by

prescribing both the wording and the order ofquestion prompts in its procedural

agenda for its examiner-interviewers, the CASE lnterlocutor Frame (Lazaraton,

1996). [n this manner the CASE test has integrated controls of its question

prompts for both the method and the order effeets.

The issue of whether altemate prompt forms may be considered to be

equivalent in oral profieiency tests is further eomplicated by the widespread

practiee ofemploying questions based on topies suggested by test candidates

themselves. The rationale behind tbis practice is to allow each test to be tailored

ta the individual candidate in question. Consequently, the interaction or test

content depends to sorne extent on input from the candidate. ACTFL (2001 ) has

infonned candidates of the ap[ test of the praetice, wherein they note that "the

topies discussed during the interview are based on the interests and experiences of

the speaker." (p. 1). Unlike the CASE administrators, the ACTFL overseers have

not controlled for method or order effects as can be seen in their additional

information that "There is no script or prescribed set ofquestions" (ACTFL,

online, retrieved April 19, 2001). The merit ofadapting the test to candidates in
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this way, possibly enhances test validity in the eyes ofthe candidate. Nonetheless,

the impact ofthis on test reliability and equivalence offonns may he questioned.5

In a discussion of the ACTFL-oPl and ACTFL-variant oral proficiency

tests, Lazaraton (1996) has lent further weight to the argument that consistency in

question prompts is important, as noted in the following comments:

ln fact, the achievement ofconsistent rating is highly dependent on the

achievement ofconsistent examiner conduct during the procedure, since

we cannot ensure that ail candidates are given the same number and kinds

ofopportunities to display their abilities unless oral examiners conduct

themselves in similar, prescribed ways. (p. 19)

•

•

Nevertheless the SLE:OI oral proficiency test, like Many ACTFL variants, uses a

range of individually adapted question prompts in the task of 'supporting an

opinion.' The question prompts and the language elicited are presented as

equivalent fonns. Recently researchers have cast doubt on the validity of this

assumption, notably Bachman and Palmer (1996) who observe that in changing

the topie in a task., the result is a new task or method, whieh they consider to be

effectively, a new test. Furthermore., Wigglesworth (1997a) studied the effect of

task type on candidate discourse in an oral proficiency test., and found ditferences

in candidate discourse as a function oftask. She concluded that "the findings of

this paper., whilst remaining speculative, do point to the importance of routinely

5 Face validity is the fonnerly used tenn for the appearance ofvalidity,
particularly from the perspective of test candidates; it is now in disfavour among
testing specialis15. See Bachman and Palmer (1996, pages 29, 42); and Bachman
(1990, pages 285-9) for a discussion offace validity and i15 limitations.
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subjecting test data to rigorous discourse analysis, and to integrating discourse

analysis into the process of test validation.~' (p. 47)6

Research rationale

As noted earlier, 1have worked for ten years in the Canadian Federal

Public Service as an oral interaction rater, administering twenty-five SLE:OI,

ACTFL-variant proficiency tests per week to civil servants and potential civil

servants being considered for bilingual positions.

Thus, as a testing practicioner [ have become concemed with the question

ofmethod etTects and how they pertain to test faimess for ail candidates. 1have

come to question the conjecture that candidates tested with ditTerent prompts or

altemate test fooos, may in fact be tested with equivalent fonns. This is due to the

fact that oral proficiency tests regularly employ very ditTerent questions and

topics and therefore methods, wherein the alternate forms have not been

empirically proven to be equivalent.

The present research examines the use ofdifferent question prompts (and

therefore ditTerent methods and alternate test forms) in an oral proficiency test,

and the elicited responses to them. Moreover it seeks to investigate the nature of

elicited discourse in oral proficiency tests where ditferent question prompts have

been employed, by means ofdiscourse analysis ofcandidate responses. The

present study focuses on the discourse produced in the task ofsupporting an

6 Discourse has been defined (Richards, Platt & Plan, 1992) as "a general term for
examples of language use, i.e. language which has been produced as the result of
an act ofcommunication" and discourse analysis has been defined as "the study
ofhow sentences in spoken and written language fonn larger meaningful units
such as paragraphs, conversations, interviews, etc.~" (p. 111).
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opinion in an oral proficiency test in an effort firstly~ to investigate whether

method efTects may have affected candidate performance~ and secondly, to

investigate the nature of these effects.

Chapter 2 is comprised ofan historie overview ofthe development of

ACTFL oral proficiency tests in the North American context., with the rise

concurrently of the Proficiency Movement and ofconflicting views of

communicative competence. A discussion ofconstraints to test reliability and

validity is also included in the chapter. Chapter 3 describes the rationale and

design ofthe present study. Analyses and discussion of the qualitative and

quantitative results are found in Chapters 4 and 5 respectively. Chapter 6

addresses the conclusions ofthe study, citing limitations., implications,

contributions, and recommendations.

10
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Chapter 2

Literature Review

Origins ofACTFL performance tests

An understanding ofthe rationale behind the design of ACTFL-based oral

proficiency interview tests might best be addressed by first considering the

context in which they were created.7

ln the United States it is widely regarded that the demand for a valid

interview test ofsecond language oral communication first arose as a resuJt of

operational needs in the American military forces during the Second World War

(Clapham & Corson, 1997; Lowe, 1983; Spolsky, 1995). Studies by Kaulfers

in 1944, and Angiolillo in 1947 (as cited in Spolsky, 1995) described U.S. Army

programmes which attempted to devise effective language tests. Kaulfers held

that L2 tests should provide ~evidence ofthe examinee's readiness to perform in a

1ife-situation, , and to be scored using ~a kind of ladder' indicating ~performance

nonns' (as cited in Spolsky). While Kaulfers' proposais were set aside during the

war, his novel work nevertheless served to influence subsequent thinking about

language testing.

Following the war the American Foreign Service lnstitute (fSI) developed

7 [ confine my discussion to the American arena for two reasons; firstly, the
current research deafs excfusively with an ACTFL variant oral proficiency tes~

therefore other oral proficiency testing traditions are not under consideration here,
and secondly due to a fact that fufcher has articufated in noting that, ~~most work
on the testing ofspeaking has been done in the V.S., and most developments in
other countries are based on the American DPI and on rating scafes whose
ancestor was the FSr' (cited in Clapham & Corson, 1997, p. 77-8).
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an interest in improving the speaking skiIls ofdiplomats and employees working

abroad. This plan included the employment ofa valid speaking test. Accordingly,

the American State Department took the first step and in 1952 consigned the Civil

Service Commission to document an inventory of the foreign language abilities of

its personnel. The result was the conception ofa 6-band scale of language

proficiency descriptors. Lowe (1983) bas cited problems with the initial band

descriptors owing to the fact that their employee self-assessments included

vaguely defined constructs such as being fluent or bilingual. In addition to these

difficulties, problems of potential bias in the new test were documented in a study

by Sollenberger (1978); it was found in early military test administrations, that

scores were affected by the rank and age ofthe officers tested (cited in Clapham

& Corso~ 1997).

Consequent to perceiving the descriptor band problems, the State

Department responded by commissioning a needs anaIysis of tasks accomplished

by the above-mentioned employees. This evolved ioto the creation of the

Govemment Definitions, one·line occupational designations which were later

expanded in order to he used as a basis for test guidelines (see Lowe, 1983 for a

discussion of this).

In 1956 the tirst American oral proficiency interview test was trialied with

State Department employees, becoming mandatory for ail Foreign Service

Officers a year laler. ln 1958 the FSI had officially developed its analytic test

rating scale, which ranged in scores from 0 to 5, with 4 plus' ratings (0+, 1+ and so
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on), totalling eleven rating descriptors. At that lime user expectations about the

test and the rating scale were quite high:

Confidence in the new fSl testing system was extremely high because of

the reported accuracy ofmeasuremen~even though it was aclrnowledged

that a test score was only a predictor ofeffective communication, and not

a direct measure of the ability to speak.

(Sollenberger, cited in Clapham & Corso~ 1997, p. 76).

Sollenberger's claim conceming the test's predictive validity is an

accurate assessment ofhow ACTFL and ACTFL-variant language tests function.

(This is in contrast to the less-infonned view ofsorne who mistakenly assert that

the tests are a direct measure ofproficiency constructs.) Accordingly, Carroll

(1961 (1972: 319]) has expanded on this by noting that the validity ofa

proficiency test entails "not solely... a good sample of the English language

but... whether it predicts success in the leaming tasks and social situations to

which the examinees will be exposed" (cited in McNamara, 1996, p.29).

However, more recently Bailey (1998) has cited the strengths ofperformance tests

as they are "direc~ authentic, and highly contextualized" (p.215).8

She added that:

This is because their very design depends on using stimulus materials and

posing tasks to the leamers that are based directly on the leamers'

intended (or hYPOthesized) use ofthe target language. (p.215)

• 8 As noted eartier, the term 'performance test' is analogous to 'proficiency test'
(see Introduction). Bailey (1998) prefers the former.
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Bailey's (1998) positive assessment echoes those ortest users orthe early

1950's, as reported by Sollenberger, above. At that time proficiency testing

provided newer, more authentic methods ofdetermining second language

speaking ability. (The issue ofhow authentic ACTFL oral proficiency tests

actuallyare, however, has been disputed by several researchers [for example

Lantolf& Frawley, 1988; Lazaraton7 1992; and Lewkowic~ 2000].)

Over lime, from the 1950s onward., the FSI proficiency test became the

testing instrument of the Central Intelligence Agency (CIA), the Federal Bureau

of Investigation (FBI)., and the Defense Language Institute (DLI). And in the

latel960's and 1970s the American Peace Corps entered into an agreement with

the U.S. Department ofEducation's Educational Testing Service (ETS) for the

development of language training and testing materials including an FSI-type

test.9

ln 1972 the Peace Corps, with the CIA and the DLI came together in 1972

to create the Interagency Language Roundtable (ILR). The ILR included a Testing

Subcommittee with the mandate to coordinate the research and development of

language tests in U.S. Govemment language schools (Jones & Spolsky, 1975). In

1975 it was reported that yearly U.S. Government L2 testing amounted to over

seven thousand people tested in approximately sixty languages (Jones &

9 ETS itselfwas founded in 1947 to accommodate the testing needs of the
American Council on Education, the Carnegie Foundation for the Advancement
ofTeaching, and the College Entrance Examination Board. Today it is pUfPOrted
to be the largest private educational testing and measurement organization in the
world, developing and administering ovec Il million tests annually (ETS, online,
retrieved JuJy 30, 2001).



•

•

•

15

Spolsky).

With the advent of increased travel of foreign students to study in

American universities and in recognition ofthe growing need for uniform second

language testing in the American public school system, then President Carter

requested a report of the state offoreign and international studies (Fulcher, cited

in Clapharn & Corso~ 1997). Thus one ofthe recommendations ofthe ensuing

·Strength through Wisdom: A Critique ofU.S. Capability' report of 1979, was the

creation ofa standard American L2 testing system.

Consequently, the pedagogical division ofthe American Modem

Language Association, ACTFL, and ETS worked to establish a uniform rating

scale for both governmenl and academic use,. based on the ILR rating scale. The

endeavour was called the Common Metric Project. 10 Principal among the Project

findings was the observation that the existing ILR scale lacked sufficient lower

levels to justify its use in secondary schools and in universities; in other words, it

did not discriminate finely enough al the lower levels (Lowe, 1983).

Consequently,. the ILR rating scale was adjusted to include 3 new subranges at

Levels 0 and 1; with 2 levels al Level 2; while the highest level, Superior, was

expanded to contain the previous levels 3 through 5. Provisional ACTFL

Guidelines including the scale were published in 1982, but it was later, in 1986

10 Lowe (1983) uses this name for the project,. citing a 1981 ETS document, A
common metricfor language projiciency. Peckham (ooline, retrieved November
9,. 2000), however refers ta 'The Common Yardstick' project. [n ail probability
bath authors are referring ta the same thing.
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that the official and final version ofthe ACTFL rating scale was published as the

ACTFL Proficiency Guidelines. Il

The ACTFL Speaking Guidelines were further uPdated in a revision

project in 1999 in which certain changes to the rating scale retlected a desire to

refine and include greater definition of L2 speaking ability, particularly in the

higher levels. Furthermore, ACTFL researchers have defined the rationale behind

the revision in the following:

The purposes of this revision of the Proficiency Guidelines - Speaking are

to make the document more accessible to those who have not received

recent training in ACTFL oral proficiency testing, to clarify the issues lhat

have divided testers and teachers, and to provide a corrective to what the

committee perceived to have been possible misinterpretations of the

descriptions provided in earlier versions of the Guidelines.

(Breiner-Sanders, Lowe, Miles & Swender, 2000, p.14)

ft is evident that the ACTFL methodology ofproticiency testing arose as a result

ofpractical considerations and operational needs. It is less evident that the neeels

analyses on which test tasks are based was a precise and accurate reflection of

target language use (TL lf), as defined by Bachman and Palmer ( 1996). This

apparent lack would seem to result from the procedural imprecision ofbasing the

TLU needs analysis on questionnaire responses trom inexpert respondents, as was

done with the American Govemment Definitions on which ACTFL test tasks

Il Thus the new rating scale, jointly adopted by ACTFL and ETS, is occasionally
referred to as the ACTFLlETS rating scale.
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were later based.

This is in contrast to the more recently developed Australian performance

te~ the Occupational English Test (OET). MeNamara (1996) recounts that the

1987 - 1989 OET test development resulted from meticuJous investigations of

various TLU domains in specifie field domains of the medical profession. The

OET task designations arose from consultation at various stages with (a)

professional educators for each profession involved, (h) overseas edueators for the

specifie professions, and (c) specialized English as a second language (ESL)

teachers experienced in teaehing students of particuJar areas ofthe health

profession (MeNamara, 1996). Moreover, following that the data from the above

informants was carefully processed and tabulated to retlect TLU for various

professional domains.

The historic evidence ofACTFL perfonnance testing points to another

problematic issue in the test desi~ that of lack ofbasis in linguistie theory. The

following section describes how second language linguistic ability was viewed in

the 1950s.

The Proficiency Movement and communicative competence

With the emergence oforal proficiency testing from the early 1950s

onwarcL a new faction ofthought arose, called 'The Proficiency Movement.' The

movement proponents saw the need to replace traditional, discrete-item

approaehes to testing speaking ability with the more naturalistic one ofACTFL.

Clark (1988) noted the new movement 'placed a premium on the accurate and

reliable measurement of functionallanguage skills, especially listening
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comprehension and speaking, within a reaI-life language use contex! (p. 187). At

the time Lowe (1988) defined proficiency in the following way:

Proficiency equals achievement (functions, content, accuracy) plus

functional evidence of internaJized strategies for creativity expressed in a

single global rating ofgeneral language ability over a wide range of

functions and topics at any given level. (cited in McNamara, 1996, p.77)

However, at that time severa) researchers were influenced by

communicative competence models reflective of the distinction between

language perfomance and competence, as put forth by Chomsky:

We thus make a fundamental distinction between competence (the

speaker-hearer's knowledge ofhis language) and performance (the actuaJ

use of language in concrete situations [italics in original].

(cited in McNamara, 1996, 55).

Hymes' (1967., 1972) theory ofcommunicative competence also

distinguished between language knowledge and ability for use (cited in

McNamara., 1966., p.54-55). Thus again, the division was made between the

constructs ofknowledge oflanguage (realized yet possibly undemonstrated), and

potentia/to actually use language (which could be realized or demonstrated).

Therefore, this model also differentiated the underlyjng construct of language

knowledge or competence; and that ofperformance, as it might be demonstrated

in language tests such as those of proficiency testing.

Canale and Swain (1980, 1981) proposed a framework for communicative

competence that involved grammatical competence., (knowledge of rules of
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syntax, morphology, lexical use, sentence-grammar semantics and phonology),

sociolinguistic competence, (cohesion and coherence and appropriateness of

language in context), and strategie competence, (communication strategies, verbal

and nonverbal, used to compensate for communication breakdowns). Later Canale

(1983a, 1983b) would revise his interpretation of the theory to include dÙ'course

competence, which he defined as '4mastery ofhow to combine grammatical forms

and meanings to achieve a unified spoken or written text in different genresn

(cited in McNamara, 1996, 64).

More recentJy, Bachman and Palmer's (1996) model of language ability

have included language knowledge and strategic competence where each has been

finely defined, or deconstructed. For example, Bachman and Palmer's language

knowledge includes the following components:

• Organizational knowledge (how utterances or sentences and texts

are organized)

• Grammatical knowledge (how individual utterances or sentences

are organized)

• Textual knowledge (how utterances or sentences are organized to

form texts)

• Pragmatic knowledge (how utterances or sentences and texts are

related to the communicative goals of language users and to the

features of the language use setting)

• Functional knowledge (how utterances or sentences and texts are

related to the communicative goals of language users)
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• Sociolinguistic knowledge (how utterances or sentences and texts

are related to the features of the language use setting)

In addition, Bachman and Palmer's strategie competence includes:

• Goal setting (deciding what one is going to do)

• Assessment (taking stock ofwhat is needed, what one has to work

with, and how weil one has done)

• Planning (deciding how to use what one has)

Clearly, ail of the above has served to elucidate the Many facets of

language competence as they appear in language leaming. In other words, it is no

longer sufficient 'to know' a language, one must demonstrate that knowledge

through language use. In second language testing, Bachman and Palmer (1996)

have defined components of language use and test perfonnance as including

topical knowledge, language knowledge, personal chamcteristics ail of which,

affect strategie competence. Moreover, Bachman and Palmer also find that

strategie competence is affected by setting, and characteristics of the language use

or test task.

Consequent to the recent and more refined understanding of the constructs

involved in second language testing., apprehensions have been raised regarding

the construct ofcommunicative competence (Bachman & Savignon., 1986;

Lantolf& Frawley, 1985; Shohamy, 1988, 1990). Yet the ACTFL Proficiency

Guidelines assert that they are "not based on a particular linguistic !heory or

pedagogical method., since the guidelines are proficiency-based., as opposed to

achievement-based, and are intended to he used for global assessment" (ACTFL
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online, retrieved June 20,2000). Lantolfand Frawley (1988) have been among

the strongest objectors to this comment. Regarding ACTFL .,s disinterest in

linguistic theory, Lantolfand Frawleyargue ""against a definitionaJ approach to

oral proficiency and in favor ofa principled approach based on sound theoretical

considerations"" (p. 181).

Reliability defined

Test reliability has been defined by Genesee and Upshur ( 1996) as '''the

consistency of test scores for the same individuals .... A test that yields the same

score for a given individual on two separate occasions would he considered

reliable'" (p. 244). fnter-rater reliability refers to the consistency ofassessments

made by different raters., or in McNamara's (2000) words, ""the extent to which

pairs ofraters agree" (p. 134).

Constraints to test reliability

The indiscriminate element of the ACTFL approach to test content

suggests the need firstly, for greater research into perfonnance test content in

order to determine test reliability with more accurate measures than those based

on assumptions; and secondly., ofensuring the validity of the constructs on which

performance tests are based. Empirical evidence can indicate how closely

performance testing approaches its goals reliably and validly assessing second

language speech. rn fact, only in the presence ofempirical evidence can test

reliability and validity be asserted with any precision.

As a result of these precise concems, several researchers (Bachman &

Palmer, 1996; Lazaraton., 1996; Madsen & Jones., 1981; Salaberry., 2000; Spolsky.,
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1995; Stansfield & Kenyo~ 1992; Young, 1995a) have addressed issues of

reliability in oral performance testing.

However in historical tenns, as early as 1890 Edgeworth (as cited in

Spolsky, (995) analyzed inter-rater reliability in assessments ofLatin prose

essays. SPOlsky indicated that by the 1930s, studies ofvarious second language

writing tests had also found inter-rater reliability to be problematic in subjective

assessments, reporting that "the most patent causes ofunreliability were luck in

being asked the right question and "adventitious variation' [sic] in the state of the

candidate at the time ofthe examination" (p. 65).

A hundred years after Edgeworth, research into oral performance test

reliability was also primarily concemed with inter-rater reliability. However, in

the last 20 years oral performance testing research into test reliability (Lazaraton,

1996; Madsen & Jones, 1981; Salabeny, 2000; Stansfield& Kenyan, 1992;

Young, 1995a) has increasingly regarded rater behaviour during test

administrations as an essential element influencing oral performance test

reliability. The behaviour concemed relates to the types ofquestions raters ask in

oral performance tests. For example, Bachman and Palmer (1996) have suggested

that '''ifan extensive set of instructions is used on one fonn ofa test and an

abbreviated set on another, test takers' performance on the two forros may he

unstable" (p. (39).

ln arder ta address the issue oftest reliability, Stansfield and Kenyon

(1992) compared two ACTFL-varïant proficiency tests, the Simulated Oral

Proficiency lnterview (SOPI) test involving audiotaped instructions ta examinees,
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with the Oral Proficency Interview test, in which examinees interact with

interviewers. They round the SOPI to be more reliable than the OPI test, given the

fact that the instructions were exactly the same over test administrations in the

former~ as opposed to the latter in which considerable variation in question fonnat

occurred.

Young (1995a) cited a similar occurrence when he compared the

University ofCambridge Local Examinations Syndicate (UCLES) First

Certificate in English (FeE) oral interview test with the DPI. Young noted that

"Iess scripted interview formats such as the ACTFL DP[ aim for valid~ fluid~

interactive assessment but [eave open the issue ofcomparability of interviewer

style - an important aspect ofreliability (see Shohamy~ 1988r~ (p. 29).

Lazaraton's (1996) concem about interviewer style and examiner conduct

in the CASE led her to advise that follow-up after examiner training should

include the use ofexaminee-interviewer control checklists. The checklists would

record examiner adherence to specified question fonnats as weil as the frequency

oftheir 'speech behaviours. ~ These include repeating answers~ rephrasing

questions~ slowing rate/increasing pitch, and intervening to encourage talk, among

others.

SaJaberry (2000) has cited reliability concerns as having led several

researchers to question the institutional use of the ACTFL Guidelines. [n addition~

Madsen and Jones (1981) have suggested that many second language teachers

have avoided oral proficiency testing citing inconsistent testing methods at their
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disposai, and their concerns that the use ofthese would result in inadequate

reliability across test administrations.

As one ofseverai checks for test reliability, Bachman and Palmer (1996)

asked "to what extent do charaeteristics ofthe test rubric vary in an unmotivated

way from one part of the test to another, or on different forms ofthe testT't (p.

139). lt follows from Bachman and PaJmer's query that in terms ofquestion

content in oral performance testing, it would be preferable if the etTects of using

different questions were weil understood. Thus, any consequent constraints to test

reliabiJity could then be minimized.

Validity defined

Validity is concemed with inferences about how appropriately a measure

estimates what it is intended to measure. Messick (1989) has defined validity as

"an integrated evaluativejudgement ofthe degree to which empirical evidence

and theoretical rationales support the adequacy and approprialeness of inferences

and actions based on scores or other modes ofassessment [italics in originalr' (p.

13). The concept oftest validity may be understood in the question: are we

measuring what we think we are measuring?

[n tenns of language testing, Bachman and Savignon (1986); Lantalfand

Frawley ( 1985); and Shohamy (1988, 1990) have raised questions regarding a

priori assumptions involving construct, content, and predictive validity in

performance tests, and including the validity of test designs.
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Construct validity defined

Bachman and Palmer (1996) have characterized construct validity as '~the

extent to which we cao interpret a given test score as an indicator of the

ability(ies), orconstruct(s), we want to measure" (p. 21). Messick (1989) clarified

the concept further in noting that 'lhe measure is taken to be one ofan extensible

set of indicators ofthe construcf' (p. 17).

Constraints to construct validity

The ACTFL proticiency scale and second language aCQuisition studies

The proficiency scale of the ACTFL Guidelines assume the ordered

existence ofa number ofconstructs related to second language performance. The

Guidelines have been viewed both from the perspective of LT and second

language acquisition (SLA) theorists. The Guidelines describe a number of

functional language abilities which have been postulated as developing in steady

progression in leamers as they acquire superior levels ofproficiency, gradually

moving from weaker to stronger. Thus it is presumed that there exists a

continuum ofdiscrete bands of language proticiency which L2 learners exhibit in

neal progression through the descriptor bands. However, researchers in bath the

fields ofSLA and in LT have noted the inconsistency ofa progressional model in

view ofobserved L2 use (Gatbonton, 1978; Shohamy, 1988; Young, 1995b;

Fulcher, 1996a).

Tarone (1998) has defined this feature ofL2 language, in the following

way:
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Interlanguage (IL) variation is the tendency for a second language

leamer~s utterances~ produced in the attempt to convey meaning, to vary

systematically in grammatical and phonological accuracy as specific

situational features change... The tenn variation ought to be reserved to

cefer to shifts within the perfonnance ofany given individual and not to

differences across individuals [italics in original]. (p. 73)

Young ( 1995b) also noted that "'a majority of longitudinal studies of

interlanguage development have shown instead that the interlanguage system goes

through a period of restructuring and reorganization. One result ofsuch

restructuring is that intermediate stages may be further from the target than either

beginning or advanced stages - a pattern commonly called U-shaped behaviour.

He also observed that describing leamer language is a considerable problem due

to interlanguage variation ( 1989).

In a similar vei~ Ellis (1997) also affirmed that 'acquisition follows a U

shaped development; that is, initially leamers may display a high level of

accuracy only to apparently regress later before finally once again performing in

accordance with target-language norms. ~ Based on the arguments cited, Young

( 1995b) has observed that ACTFL-based oral proficiency tests do not appear to

accurately reflect actual L2 leamer ability.

As noted above, the ACTFL rating scales assume a discrete, linear

progression in SLA~ where leamers experience interlanguage progress while

developing in step with other language ability components, in a prescribed

fashion. Young ( 1995b) noted that oral proficiency in actuality is a
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multidimensional rather than a unitary and linear construc~ and he calls for rating

scales to reflect tbis. Young also observed that in view ofthis~ the developers of

the CASE have opted to use Il different scales to accommodate various

proticiency components in L2 speech sarnples ( 1995).

Eisewhere Young noted that leamer interlanguage is "subject to mies of its

own, and is to some extent at least independent ofeither first or target language.

This is what Corder (1967)~ Nemser ( 1971 )~ and Sel inker ( 1969~ 1972) have

variously called o4idiosyncratic dialect~'~ '4approximative system," or

'4interlanguage. ~~ ( 1991 ).

Smith (1989) studied situational context and interlanguage, and

documented instances ofvariation in performance accuracy in general content and

field-specifie versions of the Spoken Proficiency English Assessment Kit

(SPEAK) oral test (cited in Tarone~ 1998).12

Lantolfand Frawley (1985, 1988, 1992) have voiced harsh criticism ofthe

ACTFL rating scale deseriptors~ citing the element orthe arbitrary in assigning

proficiency levels. Thus~ these authors observe that while height is metric, colour

is scalar in nature~ and therefore 4~he question for OP [oral proficieney] testing is

whether or not relevant linguistic behaviour is metrie or scalar (1988, n.3, p. 192).

12 These examples ofa sentence completion task from Smith's study~ are
compelling:

1. General topie test response: By saving our money, we will be able
to buy a house.

2. Specifie topie response: By calibrating your instrument, you
should be careful and patient. (cited in Tarone, p. 72-3)
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Thus, Lantolfand Frawley suggest that language, as a variable and non-unitary

construct, should not he measured as if it were so. In other words, the measuring

exercise involved in oral proficiency testing should not he presented as being

straightforward and analogous to a calibration ofdiscrete units.

The ACTFL Guidelines: construct by intuition

Several researchers have questioned the fact that the Guidelines not only

have been found to inaccurately reflect actuallanguage usage among second

language speakers, but that they were devised by arbitrary rather than empirical

means (Bachman, 1990; Bachman & Savignon, 1986; Bamwell., 1989; Lantolf&

Frawley, 1985, 1988, van Lier, 1989). This is notwithstanding the fact that the

descriptors bands were devised from expertjudgements (ACTFL., 1986). These

judgements arose from expert intuitions at the time, and as such are subject to

questioning. lntuition May be a good device in laking second language tests; it

would seem to follow that rating language tests should involve more proven

means.

Consider the parallel case ofstudent performances in piano recitals. The

perfonners may decide to perform using intuition to best express the music at

hand. However, an expert adjudicator would hopefully not base his or her

judgement of the performance solely on intuition., but rather on a thorough

knowledge ofthe construct ofmusicaJ performance. Similarly, opponents of the

Guidelines caution that their use May essentially dictate unrealistic and unfounded

candidate performance expectations. For example, Lantolfand Frawley (1985)

have posited that ACTFL tests impose competencies on the examinees and
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measure the extent to which the person deals with the imposition [italics in

original]" (p.339). ln view ofthis concern, several researchers have observed

actual L2 language use. They have concluded that authentic L2 language use

ditfered from that specified in the ACTFL seale (Bachman & Savignon, 1986;

Lantolf& Frawley, 1985; Bachman, 1990; Matthews, 1990; Bachman & Palmer,

1996; Bachman & Cohen, 1998).

Content val idity defined

McNamara (2000) has called content validity hthe extent to which the test

appropriately samples from the domain of knowledge and skills relevant to

perfonnance in the criterion [sicr' (p. 132). ft follows that an examination of

tennis performance measured by a paper and pencil essay on the history of the

sport, would have poor content validity.

Constraints to content validity

The validity ofACTFL test task assumptions

The construct ofdevelopmental stages described in the Guidelines are

retlected in the content ofACTFL test tasks. Sorne of the ACTFL developmental

levels used in their oral proficiency tests and their corresponding test tasks are:

l. Listing (Novice)

2. Giving information (/nlermediale)

3. Describing, narrating in the present or past time, summarizing, comparing

and contrasting, and instructing (Advanced)
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4. Supporting and defending an opinion, hypothesizing, persuading (Supr.) IJ

(Kenyan, 1998, p. 23)

LT researchers cite a lack ofempiricaJ evidence to support the assumption that

the ACTFL-based oral proficiency test tasb accurately reflect the construct of L2

developmental stages (Bachman & Savignon, 1986; Lantolf& Frawley, 1985;

Bachman, 1990; Matthews, 1990; Bachman & Palmer, 1996; Bachmao & Cohen.,

1998). Therefore, in view of the prescriptive nature of the ACTFL band descriptor

detennination and given the lack ofempirical evidence supporting their ordering,

the issue oftheir validity cao at best be described as unresolved When the

construct of L2 developmental stages are manifested in the content oforal

proficiency tests., issues ofcontent validity ensue. 14

The validity of the hierarchal seguencing of test tasks

Sorne researchers (e.g.., Mattbews., 1990; Lantolf& Frawley, 1988) have

questioned the sequence oftasks in ACTFL-variant oral proficiency tests. ln fact,

it can be said to remain a matter ofsupposition that mastery ofa narrative task

should occur prior to rnastery ofan argumentation task., for example. The faet that

sorne ACTFL-variant tests do not subscribe to the same order as others further

compounds this issue. lndeed., Matthews (1990) wamed that "the categories

13 Supporting and/or defending an opinion is frequently referred to in discourse
analysis as argumentation.

[4 ln an intriguing, yet perhaps extreme view, Bamwell (1996) has observed that
~had the ACTFLIETS procedure been a drug or a domestic appliance, it \vould
have been withdrawn from the market, because its proponents supplied no proof
that it did what it claimed to do. It was ail development and no research' (p. 174,
cited in Fulcher ( 1999).
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employed by current tests invariably overlap to a greater or lesser exten~ and at

worst stand in an inclusive or covariant relationship to each other. '" (p.118).

On the other band, it is possible that many candidates fcel that oral proficiency

test tasks are trustworthy. Indeed., Kenyon (1998) found evidence to support the

ACTFL test task hierarchy since candidates in his study ranked the difficulty of

the Simulated Oral Proficiency Interview (SOPI) test tasks in a manner !hat was

similar to that presupposed by its developers.

Task authenticity: Oral proficiency tests as 'conversation"

Research into oral proficiency tests in recent years has also sought to

establish if the discourse oforal proficiency tests could qualitatively be equated

with natural conversation. Fulcher (1996b) discussed this issue:

Il has often been clairned that certain oral tests are valid on the grounds of

the test task selected. (... ) Thus, Wilds (1979: 12) argued that the validity

of the Foreign Service Institute (FSI) test was 'unquestionable' because

the oral interview was based upon a demonstration ofspeaking ability in a

·natural context' related to living and working abroad. ( ... ) lt need not be

repeated that the appeal to face validity is neither 2 necessary nor

sufficient condition for the validity ofa test (Stevenson" 1985a; 1985b),

but the issue ofwhether or not the task design used in a test is capable of

producing a context for 'natural language output" is one which is worthy

of investigation. ( ... ) Much ofthe work which ha... heen done on -inlerview

lalk' suggests lhat one-to-one oral interview generates a special genre of

language differenlfrom normal conversaliona! speech (Lazaraton, 1992;
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MacPhail, 1985; Perrett, 1990; Silverman, 1976; van Lier, 1989) [italics

added] (p. 26).

Young (1992) has also noted that ( ... ) '" the Guidelines deal onJy cursorily

with interactional discourse." (p. 3). Moreover, textual and discourse analysis

have also demonstrated the unlikelihood that much ofthe language produced in

oral proficiency tests does in fact approach that ofauthentic conversation.

(Jennings, Fo~ Graves & Shoharny, 1999; Lantolf&Ahmed, 1989).

Test tasks and method etfects

Bachman (1990), and Bachman and Palmer (1996) have analyzed the

elements of language tests resulting in a new awareness ofvarious characteristics,

or facets, that factor into the equation ofhow final scores are detennined. Sorne of

these test facets include the testing environment, the test rubric, the input and the

expected response, the latter incorporating the fonnat and nature of language. In

addition, Rasch Measurement has shown that many variables contribute to the

final rating in oral proficiency tests. 15

As test facets such as "test method' and "test task' and others have become

better defined and better understood., a strong interest in discourse analysis in oral

proficiency testing has recently arisen in the language testing community.

Accordingly, various researchers have investigated the effect oftask on discourse

produced (Bialystok, 1991; Young, 1995; WiggIeswort~ 1997a).

15 Rasch Measurement refers to a statistical tool used for finely estimating
probabilities ofvarious factors ofrating scales, for example item difficulty
(McNamara, 1966). Aiso known as the Rasch Madel, it is widely used in the
analysis ofeducational test data., and was introduced by Georg Rasch in the 1950s
(Wright & Masters, 1982).
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TextuaJ and discourse anaJysis have also demonstrated the unlikelihood

that much ofthe language produced in oral proficiency tests does in fact approach

that ofauthentic conversation (Jennings, Fo~ Graves & Shohamy 1999; Lantolf

& Ahmed, 1989). Young and Milanovic (1992) used discourse analysis ofan oral

proficiency test and found that 'The major influence on discourse as a whole

was task." (abstract ofdocument resumé). As noted previously, Wigglesworth

(1997a) also studied the effeet oftask variation in an oral interaction (oral

proficiency) tests. According to her "ft was found that where there is an

information gap, the nature ofcandidate discourse differs in both quantity and

quality from the discourse elicited where no information gap exists." (p. 35).

More positively, Kormos'(l999) discourse analysis research suggests that

the task ofenacting a role-play, (a task often employed in oral proficiency tests),

is a more effective approximation of natural conversational interaction than are

other tasks used in them, and thus it is a useful measure ofsecond language ability

where naturalistic interaction is intended.

[n the realm ofsecond language acquisition as weil, concems have arisen

regarding task and discourse produced. Long and Crookes (1992) have stated that

"Iittle empirical support is yet available for the various proposed parameters of

task classification and difficulty." (cited in Robinson, 1995, p. 128) Robinson

(1995) examined discourse elicited in the oral task of "giving a narration': his

findings support the view that complex tasks elicit less fluent, yet more aceurate

and complex speech than do simpler tasks.
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Turner and Upshur (1995) analyzed the discourse ofESL students in two

ditferent oral tasks and found ditferences in communicative effectiveness and

grammatical accuracy which could be attnbuted to the task. The authors

comment, "ft is quite reasonable that ditferent communicative tasks would make

use ofditferent component abilities." (p. 23) They also cali for more research to

investigate this question.

Douglas and Selinker (1985) used discourse analysis in studying oral

proficiency interview tests and found evidence to support the concept that

examinees perform better when topic domains are closely familiar to them.

Robinson defined the need for additional research of task type, in his

comment that "determining valid criteria for the relative difficulty, and hence

grading, of tasks for second language leamers will require research aimed at

establishing empirical ditferences between pairs ofactivity of the same type. set

at ditferent levels ofcomplexity" (p. 128).

Bachman and Palmer (1996) have calJed for greater understanding and

control of test method etfects. as they have noted:

There is al50 considerable research in language testing that demonstrates

the effects of test method on test performance. This research and language

teachers' intuitions both lead to the same conclusion: the characteristics of

the tasks used are always likely to lead to affect test scores to sorne

degree. 50 that there is virtually no test that yields ORly information about

the ability we want to measure. The implication ofthis conclusion for the

desi~ development, and use of language tests is equally clear: since we
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cannot totally eliminate the etTects oftask characteristics, we must learn ta

understand them and to control them sa as to insure that the tests we use

will have the qualities we desire and are appropriate for the uses for which

theyare intended. (p. 46)

Overall there bas as yet been little research, however, on certain aspects of

the discourse oforal proficiency tests. Young ( 1995b) observed this when he

stated that "Although studies of language proficiency interviews abound,

remarkably few researchers have examined in any detail exaetly what participants

say in these interviews. ( ... ) This descriptive work is an indispensable foundation

for studies ofconstruct validity and the design ofmore effective instruments for

assessing oral proficiency." (p. 7) Fulcher (1995) has also ealled for more

research iota the effeet of task difficuJty on test scores in oral language testing.

(cited in Upshur & Turner, 1999, p. 87) And as early as 1988 Bachman, Kunnan,

Vanoiarajan and Lynch (1988) noted the importance ofcalibrating precise task

difficulty ta expected response for the purposes of rating.

Upshur and Turner (1999) analyzed the discourse produeed in oral tasks,

in creating an empirically-based rating scale. They provide salient reasons to

suggest lhat oral perfonnance rating seales should be task-oriented, for greater

reliability of ratings across test tasks. They note:

The weight ofevidence suggests, therefore, that rating scales should be

task-specifie, not just population-specifie. ( ... ) On the basis ofour

evidence we do not believe that a more general scale-type should he
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assumed. A funher implication ofour findings is that effective rating

scales may reflect task demands as weil as discourse types. (p. 105)

Bachman (2000) observed that we now have many more resources than in

the past to deal with the challenges and difficulties of language testing. Bachrnan

cited Albert Einstein~s statement that "not everything that counts can be counte~

and not everything that can be counted counts~" (p. 1). This in a sense exemplifies

the current concem in the language testing community regarding the need for

calibration ofmeasures such as those used in oral proficiency testing~ in arder to

achieve fair and just equivalent test fonns.

CaUs for empirical research

Hymes (1967) called for and proposed a model ofa descriptive theory of

language~waming about the consequences ofdiscounting scientific~ empirical

approaches to language use. Consequently~ Hymes observed the danger in the

following:

Diversity of speech~ within the community and within the individual.,

presents itselfas a problem in many sectors of life - in education., in

national development, in transcultural communication. When those

concemed with such problems seek scientific cooperation., expecting to

find a body ofsystematic knowledge and theory~ they must often he

disappointed. Practical concem oUlpaces scientific compelence [italics

added].

(Hymes., 1967~ p. 8)
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The concems ofthe present discussion retlect those ofHymes. That is, that

practical need bas, in sorne measure driven test procedure in the ACTFL

performance testing tradition, rather than bas linguistic theorem.

Much later Fulcher (1995) wrote ofthe hazards ofthe naïve assumption

that language performance is equated with competence in his waming that

"maintaining the distinction between competence and performance does make a

great deal ofsense in any scientific enquiry... These consequences [ofnot

maintaining the distinction] are the opposite ofscientific enquiry" (p.30).

It follows that painstaking care should he shown in devising and

rnaintaining second language tests. In view ofthese concems, several researchers

have called for empirical study as a basis for both test development and oftest

validation (Bachman, Davidson & Milanovic, 1996; Bachman, Lynch & Mason,

1995; Bachman & Savignon, 1986; Jacoby & McNamara, 1999; Lantolf&

Frawley, 1985, 1988, 1992; Matthews, 1990; McNamara, 1995a, 1995b, 1996,

1997; McNamara & Adams, 1991; McNamara & Lumley, 1995, 1997; van Lier,

1989; Wigglesworth, 1997a, 1997b). Sorne researchers, for example

Wigglesworth ( 1997a) have called for discourse analysis oftest content data, even

to the point of making this a routine validation endeavour.

Heretofore the testing approach ofACTFL and ACTFL-varïant

perfonnance tests has not incofPOrated scientific, empirical investigations of test

data. Rather, the raison d'être ofthese tests has traditionally been based on

intuitions ofhow the tests and their rating scales should function. However, much

contradictory evidence refutes rnany ofthe claims ofACTFL.
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Numerous SLA and in particuJar, interlanguage studies, have weakened

sorne assumptions pertaining to the validity of the ACTFL rating descriptor bands

having shown that L2 acquisitio~ in fact occurs under circumstances of

considerable variation in a multidimensional and non-unitary format (Ellis, 1997;

Gatbonton, 1978; Shohamy, 1988; Young, 1995; Fulcher, 1996a).

Similarly, LT researchers have cited a lack ofempirical evidence to

support the assumption that the ACTFL and ACTFL-variant proficiency tests

accurately reflect the construct of the developmental stages of L2 proficiency

(Bachman, 1990; Bachrnan & Cohen, 1998; Bachman & Palmer, 1996; Bachman

& Savignon, 1986; Lantolf& Frawley, 1985; Matthews, 1990).

ln addition, sorne LT researchers have found in test content analysis, that

while the interactions ofperfonnance tests have proven useful, they do not

approach that ofauthentic conversation, as suggested by ACTFL (Fox, Graves &

Shohamy, 1999; Jennings, Lantolf&Ahmed, 1989; Lazaraton, 1992; MacPhail,

1985; Perrett, 1990; Silverman, 1976; van Lier, 1989).

Finally, task method effects have been shown to contribute to test

performance and to discourse produced (Bachman, 1990; Bachman & Palmer,

1996; Bialystok, 1991; Douglas & Selinker, 1985; Kormos, 1999; Robinson,

1995; Upshur & Turner, 1999; Young, 1995; Wigglesworth, 1997a). Calfs have

been made for more research into how method effects influence discourse

produced in performance testing (Fulcher, 1995; Young, 1995). Fulcher in

particuJar bas observed the need for research addressing the question of the effect

oftask difficulty in oral perfonnance testing {cited in Upshur & Turner, 1999, p.



•

•

•

39

87). The present research seeks to add to empirical knowledge within the

language testing community regarding task difficulty and discourse produced.

To paraphrase Bamwell (1996) after a fashio~ Many assumptions dating

trom the 1950s (forexample, that smoking is a relaxing and harmless pastime),

would not pass the more rigorous norms of inspection of2001. Language theorem

and thought has evolved from the mid-twentieth to the early twenty-tirst century.

Similarly, second language test development worthy of integrity, is no longer

based on expert intuitions, but rather on sound, empirical study. This is

particularly salient in the case ofsecond language performance tests ofhigh

stakes, such as the Canadian Govemment SLE:OI test.

Lazaraton (1992) observes that "while objections have been (and continue

to he) raised about numerous asPeCts of the OPI, there seems to be widespread

agreement that the oral interview is the most appropriate vehicle for measuring

oral proficiency" (p.373). This is undoubtedly the case of the SLE:OI proficiency

test due to the high procedural standards it employs, particularly in training, in

testing protocol, and in maintenance ofstandardized rater judgements (see

Introduction).

Nevertheless, SLE:Or raters grapple daily with issues related to

appropriacy of test content; it is a real and practical concem ofSLE:OI and other

ACTFL-variant oral proficiency test examiners. The present study attempts to

sorne degree, to address these concems.

The language testing community has called for more closely detennined

performance test content reliability and validity, based on ernpirical evidence.
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Therefore, the present study contributes to this need, through the means of

discourse analysis of the language generated in the SLE:OI Perfonnance test, and

by investigation ofmethod etTects inherent in using equitable or inequitable

question prompts in that test There remains much work to be done in order to

address this issue in the literature ofsecond language testing.

In conclusion, this research will add to the as yet incomplete body of

language testing research wherein ideas about what should validly be included in

language proficiency interview test content are based not on intuition, but rather

on empirical evidence.
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Chapter 3

Purpose and Design ofStudy

Hypotheses and research Question

ln view ofrecent caUs in the language testing eommunity for empirieaJ

evidence pertaining to the actual speech generated in ACTFL-variant oral

proficiency tests, 1became interested in further inquiry into the kind ofdiscourse

generated in sorne of the funetions, or tasks in these tests. 16 Essentially the

question arose as to whether different question prompts used for the same task in

oral proficiency tests elicited similar responses, since this is the basic premise of

the test developers; as noted earlier, variation in question prompts is both standard

practice in oral proficiency tests, and in the case ofACTFL-based tests, it is

encouraged. In the North American ACTFL tradition, little concem is directed ta

the standardization ofcontent prompts, as it is in the tradition ofthe British CASE

oral proficiency interview test., for example (see Lazaraton"J 1996). Therefore

without empirical evidence, the assumption of reliability across different test

forms in oral proficiency testing remains uncertain.

ln designing a research study of this nature, it was necessary ta choose an

appropriate test tas~ or function for investigation. Hatch ( 1992) defines

argumentation as "the process ofsupporting or weakening another statement

whose validity is questionable or contentious" (p. 185). In this case argumentation

16 [ will use the lerms l'task"J and l'function"J indiscriminately, as is done in
ACTFL-type oral proficiency testing.
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is elicited in the SLE:OI (an ACTFL-variant test) task requiring candidates to

..support an opinion. ~ This function was selected for investigation in the present

research for the following rcasons. The content validity ofthe task bas

occasionally been found to he problematic since it may not accurately retlect the

target language use (Bachman & Palmer's termed "TLU') needs ofmany

occupations dependent on oral proficiency tests (1996). Bachman and Palmer

have suggested the following approach to appropriately aceommodate the TL U in

language testing:

In language testing, our primary purpose is to make inferenees about test

takers' language ability, and in most cases we are not interested in

generalizing to just any, or ail language use domains. Rather, we want to

make inferences that generalize to those specifie domains in whieh the test

takers are likely to need to use language. In other words, we want to he

able to make inferences about test takers' ability to use language in a

target language use domaine (1996, p.44)

It will he recalled that the ACTFL DPI, the most widely-used North

American oral proficiency test, was origjnally derived from the needs offSI

diplomats. Il is logieal to suppose that a needs analysis ofdiplomatie work might

include work involving the supporting of opinions. On the other hand, it is

debatable whether clerical workers and many athers who are required to support

and defend an opinion for ACTFL-variant oral proficiency tests actually ever

need to do so in the course oftheir oceupational duties. In fact, in my own

experience in oral proficiency testing, test candidates have on occasion
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themselves expressed to me their perception that the opinion function was not

representative of their actual on-the-job tasks.

Again. from my viewpoint as a testing practicioner, il appears from my

practical experience thal the function ofsupporting an opinion, among ail ACTFL

oral proficiency test functions has the greatest actual or potential variation in

structure. This variation may thereby pose the greatest threat to bath construct

validity and to reliability. Excessive prompt variation threatens construct validity

since the construct being measured is less controlled under these circumstances.

Thus, with less certainty cao it be said which construct is being measured Related

to this, Robinson (1995) found that prompts used to elicit an opinion sample

tended to elicit that ofnarrating instead Even the dubiously -viewed face validity,

(the appearance ofvalidity), may suffer should excessive variation in prompts he

noticed and disapproved by test candidates (see Introduction).

Cohen (1994) noted that "reliability asks whether an assessment

instrument administered to the same respondents a second time wouJd yield the

same results" (p.36). Bachman and Palmer (1996) suggest a procedure for

developing ao oral interview test with controls for three sources oferror relating

to reliability which include "inconsistency ofquestions, lack ofequivalence of

different sets ofquestions, and lack ofconsistency among interviewer/raters"

(p. 184-1 85). ft is my view that the SLE:OI test could benefit from Bachman and

Palmer's approach by addressing the issue ofprompt-related sources ofpotential

reliability inconsistency in the task ofsupporting an opinion.
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In the SLE:OI, the ~opinion' task was ofinterest in the present study for

the added reason tOOt in the test, it serves as a kind ofbreakPOint or threshold

funetion. That is, in order for a candidate 10 suecessfully perform at the advaneed

C-Ievel, the funetion musl be accomplished It follows that ail ofthe BIC

borderl ine performance candidates would have had to have successfully

completed the task in order to have been awarded the C-Ievel.

There are three ways for raters to arrive al opinion topies in ACTFL-

variant oral proficieney tests, such as the SLE:Or. Theyare: 1) by pure invention,

2) by picking up cues from candidates, 3) from a bank ofpredetennined topies.

The first is problematic since there is no way to accurately assess equivalence

across tests. The seeond is in sorne measure unreliable since in this case the task

may essentially be -self.selected' by the candidates themselves. 17 The third

appears the most effective, given that it atfords sorne degree of reliability of

content in altemate test forms, however, in cases where the topics have not been

proven to be equivalent there is no guarantee that it is any better or more reliable

than the fi rst and second.

Therefore, for the previously stated reasons, the task ofsupporling an

opinion may be crucial for borderline candidates in the SLE:OI, an ACTFL-

variant test, and the issue oftest faimess and equivalence of test fonns becomes

decisive. Let us consider the hypothetical case ofa possible outcome ofquestion

prompt quality, on various candidate performances in the task ofstating an

17 This is due to the ACTFL test tradition of "tailoring' the test to the individual
candidate (see Introduction).
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opinion. For this purpose we may consider 3 ranks ofperformance: highly

proficient~ clearly-defined C-Ievel performances; strong BIC borderline (imown as

BIC lever); and low BIC borderline (known as BIC level).18 It may he

hypothesized that the highly-proficient C...level candidates should encounter no

difficulties in answering either undemanding or demanding question prompts.

Similarly~ BIC candidates should conceivably he able to adequately accomplish

the task administered with either an undemanding or demanding prompt.

Conversely, we might he concemed that the performance ofa low BIC

borderline candidate may be compromised by the use ofeither an undemanding or

demanding question prompt It is possible that those who are asked an

undemanding question may accomplish the task~ while those asked a demanding

question might not be able to do so. [n this way the measurement instrument

would not be reliable, since the construct under consideration (supporling an

opinion), would essentially be split ioto 2 discrete constructs - supporting an

undemanding opinion~ and supponing a demanding one.

Consequently~ weaker BIC borderline candidates would he unfairly

penalized shouJd they be asked a demanding, or difficult question. Conversely,

stronger BIC borderline candidates may be given undue advantage should they he

asked an easyone. Figures 1 and 2 illustrate in graphie form the possible

outcomes ofvariable task difficulty, as discussed in this hypothetical situation.

18 ln this nomenclature~ the underlined lever indicates the final rating score. Thus
a BIC candidate would ultimately he awarded a B-Ievel rating, and a BIC would
receive a C-Ievel rating for the task ofglobal test performance.
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Hence, it is the particuJar concem ofthe effect ofusing undemanding or

demanding question prompts to BIC candidates in test administrations, which is

the fondamental theme ofthe present research.

Thus, for ail of the above reasons the task of"suppor/ing an opinion' was

selected for investigation.

This research query addresses the following hypotheses:

Ho There is no difference between speech samples elicited by different

question prompts in the task of "supporling an opinion' in an oral

proficiency interview test.

HA There is a difference between speech samples elicited by different

question prompts in the task of "supporling an opinion' in an oral

proficiency interview test

Thus the present research seeks to investigate the following question: Is

there a difference in speech samples elicited by different question prompts in the

task of ·supporling an opinion' in an oral proficiency interview test?

The independent variable under investigation in this research is the use of

various question prompts. The dependent variable is the kind of responses they

elicit.

For the purposes of the present research, the term "question prompt' has

been used to describe spoken phrases and sentences employed by raters to elicit

the task ofsupporting an opinion in an oral proficiency test. In fact, these phrases

and sentences mayalso include statements intended to generate an opinion
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response. Thus in the interests ofbrevity and comprehensiveness, 1 include

statements in the definition of~question prompts.'

Context of the study

The Canadian Public Service Commission's (PSC) occupational testing

centre uses an ACTFL-variant oral proficiency test, the Second Language

Evaluation: Oral Interaction (SLE:OI), to assess the oral abilities of its employees

and potential employees. Moreover, the PSC is the body responsible for

administering language tests in the staffing ofbilingual positions throughout most

ofCanada's Federal Departments, its affiliated agencies, and the Canadian Armed

forces. Students of the Government language training school, operated by the

PSC are also users of the SLE:OI test. The SLE:or oral proficiency interview test

exists in English and French formats. Second language tests for Canada as a

whole are administered at the Montreal and Ottawa offices of the PSC, in face-to

face and telephone versions of the test. Candidates for employment in the

Govemment must demonstrate L2 ability prior to employment whenever a

position has been c1assed as bilingual.

Approximately thirty percent ofail Canadian Federal Govemment

positions have been identified as requiring bilingual ability in French and English,

the two official languages ofCanada. A second language reading, writing or oral

proficiency requirement has been identified for each bilingual job description, and

each of the three skills has been assigned a lever ofrequired L2 proficiency. The

L2 proficiency requirements ofbilingual Govemment positions correspond to the
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rating scale levels accorded in the Govemment L2 language test battery, which

includes the SLE:OI.

During the 4-month period ofthe present study, the Montreal office of the

Public Service Commission administered 2,097 SLE:OI oral proficiency

interview tests in English. 19 A total of6,541 ofthese English tests were given in

that office over the fiscal year of2000-200 1.20

Participants

ln conformity with the ethical standards ofMcGill University, ail

participants in the present study signed an English or French authorization fonn

~[nfonned consent ta participate in research,' or ~Consentementà participer à la

recherche,' (see Appendices A and B, respectively). Additionally, the certificate

ofethical acceptability appears in Appendix C.

AlI test candidates recorded on the audiocassettes were personally

telephoned to obtain consent, the majority expressing positive interest in the

present study.

Test candidates

Twenty candidates of the English SLE:Or who were tested over a 4-month

period in 2000, participated in the study. Ofthe total candidates, 16 were already

19 Statistics are not available for the precise number of English tests in the exact
period of the study, since the data was collected from July 20 through to
November 16, 2000; the reported number covers the 10101 number of tests
administered throughout the months ofJuly to November, inclusively.

20 The fiscal year in this case refers to the year dating from April 1., 2000 to March
31,2001.
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employed in the Govemment in various depanrnents, and in the military. Four

candidates were non-civil servants who were in the process ofbeing evaluated in

language and other staffing tests in the selection processes ofcompetitions for

various Govemment positions. None ofthe participants was enrolled in the

Govemment language training school at the time of the study.

AIl ofthe candidates were French Canadians who spoke French as a first

language. An even split ofgender characterized the group; 10 were female and 10

were male. Eleven candidates, or just over halfof the group had been tested in the

telephone version ofthe test, while 9 others were tested in face-to-face test

administrations. Ali had been selected for inclusion in the study solely because

their perfonnance in the SLE:OI fluctuated between intennediate score level B

and advanced level C throughout the test.

The majority of the candidates heId middle or higher management

positions.2
] This may have occurred by happenstance since, as noted above, the

sole criterion for candidate selection in the present study was by virtue of the fact

that their tests had been tlagged as comprising "borderline' performances.

Altemately, this may have occurred as a result ofan element ofsample selection

bias (see below, Procedure: Phase 1, Initial Data Collection section of the present

study), or in fac!, for other reasons. In view ofthe fact that this was not the focus

ofthe present research, this fcature was notOO but not pursued.

21 The profile ofcandidate job standing was the following: 3 were in a higher
clerical class; 8 were in middle management; 6 were in higher management; and
the status of3 was unavailable. These figures and job designations at the time of
the data collection include both civil servants and non-civil servants.
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Test Raters

Eight accredited SLE:OI rater..interviewers employed in the Montreal

office ofthe PSC volunteered to participate in the study. Six identified and

submitted the borderline test cases that were used in the study; six participated in

an exercise in which discussions and data qualification into categories occurred

(Workshop 1); and finally, six attended a training session and questionnaire

completion exercise, to further qualify the data (Workshop 2). With one or two

exceptions, the same raters participated in ail of the above procedures. The raters

acted as expert judges, since ail were certified Canadian Govemment oral

interaction assessors. (See Introduction.) The test raters' work experience varied

from 1 to 17 years. In addition, of the eight rater participants, seven had previous

experience as second language teachers.

Engl ish as a second language teacher

An English as a second language teacher participated by triafling the

process ofquestion prompt categorization in a small sample, in Trial 3 of the

preparation to Workshop 1. The teacher had twenty-four years ofteaching

experience, had received training in and applied the communicative method of

language teaching. At the time of the study the teacher was teaching English as a

second language, language arts (ESL..LA) at a French secondary school in

Montreal.

Instruments

The SLE:OI oral proficiency inteIView test
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The SLE:OI test was the oral proficiency testing instrument under

investigation in this study. The SLE:Of, an ACTFL-variant oral proficiency test,

consists ofa structured interview in a guided conversational fonnat lasting

approximately 30 minutes, serving as a speaking interaction in which candidate

tluency, vocabulary, grammar and pronunciation are assessed in a global rating.

One rater and one candidate are present during the interview test: the rater

interviews and evaluates candidate performance concurrently. The SLE:OI is

considered a direct test since it is audiotaped and rated concurrently. (Semi-direcf

tests are audiotaped for subsequent rating, usually by a separate rater, as in the

case of the Simulated DPI test, the SOPL)

The SLE:OI is rated by means ofa rating scale consisting of5 major

bands ofspeech perfonnance descriptors, which are graduated From the weakest

to most competent perfonnance in the following order: X, A., B., C, Ex (exemption

from further testinr). The bands are relatively comparable to the Novice-Iow to

Superior band descriptors used by ACTFL, as explained by Cole and Neufeld

(1991 ).

Broadly-defined., the SLE:Or can be considered to be an occupational test

in that its content topics are work-related in a general sense, and specifie to

individual candidates when possible., as is commonly the case with ACTFL-

variant oral proficiency tests. Sorne of the functions used in the structure of the

test are performing communicative activities such as asking questions, relating

22 It is noteworthy that in the case of the SLE:OI., the assigned order of the
proficiency levels is curiously inverse to that which normally would be expected.
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events, giving explanations, and expressing and supporting opinions.

The SLE:Or is administered in bath a face-to-face and a telephone format.

For a description ofthe SLE:Or test band descriptors and task examples, see

AppendixJ.

The Question Prompt Categorization Grid

The present research sought to ascenain whether different question

prompts used for the task ofsupporting an opinion, in an oral proficiency test

elicited similar responses. Consequently, an exercise qualifying question prompts

was accomplished in Workshop 1ofthe present research, and this resulted in the

creation of the "Question Prompt Categorization Grid'.

1conducted Workshop 1, and the participants were with six SLE:Or raters

acting asjudges. A bank of 152 question prompts from the SLE:OI oral

proficiency test were classed into categories by the judge-participants. Each of the

six judges were given approximately five question prompts transcribed from

actual tests (see Procedure). Working with the question prompt data, the judges

identified five categories in which they could be placed. This process was

repeated a total ofthree times to allow categorizations adjustments and

modifications to he made. (For example, midway through the proceedings one

participant added a sixth class to her panicular categorization list.) Ali ofthis

information was recorded on a flip-chart and discussed by the group in each of the

three phases. Thus at the tennination of the workshop a grid generated from the

data had been created, identifying 35 discrete categories ofquestion prompt The
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completed Question Prompt Categorization Grid appears in the presentation and

discussion of the qualitative results (see Chapter 4, Table 5).

Additionally, the judges of Workshop 1 indicated in discussions that the

most compelling factor ditTerentiating the categories was task difficulty, or

complexity. For the purposes of the present research, the tenns ~task difficulty'

and 'task complexity' have been used interchangeably.

The Criteria for Detennining Task Difficulty document

Based on the classification exercise ofWorkshop 1, Workshop 2 sought to

qualify the categories ofquestion prompt identified in the Question Prompt

Categorization Grid in terms oftheir relative difficulty. In preparation for

Workshop 2, [reviewed the methodology ofseveral researchers in detennining

task difficulty in L2 speaking tasks (Brindley, 1987; Brown & Yule, 1983;

Anderson & Lynch, 1985; cited in Nunan, 1989, p. 141-3). These approaches

were then modified to retlect the particular context ofthe SLE:Or oral proficiency

test.

Following that, a taxonomy was produced in a document entitled 'Criteria

for Detennining Task Difficulty,' which is reproduced in Appendix D. The

document served as the basis for an introductory discussion in Workshop 2 of the

issue ofhow to establish task difficulty in the present context. The judges

discussed issues of task difficulty, and 1acted as moderator. The judges then

completed the 'Question Prompt Category Complexity Questionnaire,' described

below.
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The Question Prompt Category Complexity Questionnaire

l created the Question Prompt Category Complexity Questionnaire based

on the results of the Question Prompt Categorization Gri<L which had been

produced in Workshop 1. Thus, the Question Prompt Category Complexity

Questionnaire was intended as a means for Workshop 2judges to assign relative

difficulty levels to the 35 previously-identified categories ofquestion prompt The

Question Prompt Category Complexity Questionnaire appears in Appendix E. In

creating the questionnaire, certain modifications were made to the categories

originally identified in Workshop 1.

For example, of the total original categories, six paraphrased the same

idea. Therefore, these were collapsed ioto single categories, leaving a final total of

30 separate categories ofquestion prompt. The 30 categories were then broadly

grouped under seven generaJ headings for the purposes ofclarification. Only one

category, characterized by ajudge as Questions leading 10 opinion, was omitted

on the basis that it was too vague for the purposes ofqualification.

Finally, the questionnaire included instructions to the resPOndents to

assess the difficulty ofeach ofthe 30 remaining question prompt categories on a

scale of 1 to 4, where 1=easy, 2 =somewhat easy, 3 =fair/y difficult, and 4 =

difficult.

Procedure

This investigation consisted oftwo phases ofqualitative and quantitative

data collection., respectively. Thus, Phase 1entailed a period ofqualitative data
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collection and categorÏ7Btio~ accomplished in Workshops 1and 2. Thus, Phase 1

consisted of the qualification ofquestion prompts and categories ofprompts.

Phase 2 quantitatively examined data taken from the former Phase 1, and

new data was also generated in Phase 2. For exarnple, in Phase 2, a consensus of

the questionnaire response data was identified through quantitative means.

Similarly, quantitative methods were employed along with discourse analyses in

examining candidate question prompt response data.

Procedure: Phase 1

Initial Data Collection

Primarily, l had requested that SLE:OI raters identify tests administered

over a 4-month period.2J Additionally, 1specified that the tests be those in which

candidates had demonstrated markedly variable test performances, fluctuating

between the score borders ofB and C, known amongst raters as borderl ine tests,

(or in this case BIC borderlines). As a result of inherent candidate variation

between levels, these tests are known to he challengjng to rate. Therefore, the

selected SLE:OI tests had been more problematic to rate than is nonnally the case.

Borderline cases were chosen since, with regards to test method etfects, this

population oftest candidates were in the Most tenuous position ofany (see Figure

2).

13 The selected tests were administered between July 20 and November 16,2000.
The choice ofa 4-month period ofdata collection was partially made for
operational reasons. Audiocassette recordings of SLE:OI tests are erased 4
months subsequent to test administrations. Consequently, none would have been
available prior to the 4·month timeframe.
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The final data selected were audiocassette recordings ofsamples of rater

and candidate discourse in 27 SLE:OI oral proticiency interview tests

administered over a period of4 months in 2000. The test samples were included

in the study solely in view of the fact that they qualitied as BIC borderline tests

administered over time. Consequently, it could be argued that their selection was

to sorne degree random. According to Hatch and Lazaraton (1991) "Vou can

achieve a random sample ifeveryone and everything has an equal and

independent chance ofbeing selected" (p. 43). In a sense this definition applies to

the test samples in that they included ail of the identified BIC borderline tests of

that time periode However, the fact that they were in tum selected by the raters

themselves suggests at least the possibility that sorne selection bias may have

occurred. The tapes were volunteered, and therefore they cannot be considered to

be a true random sample. Nevertheless, the research design cao be said to

approach that of 4two-stage sampling' as defined by PeterseR, Kolen and Hoover

(1989, cited in Linn), in that the sample tests were selccted from a population (ail

BIC border tests over 4 months), and subsequently from these the selection was

further refined on a qualitative basis (for more details on the latter, see

'Procedure: Phase 1l, Selection ofquestion prompt samples from consensus

data,' below.).24

Finally, no practical mechanism existed for a completely objective

24 The authors' example ofthis case is the following: "In a norming study using
two-stage sampling, schools might be selected in the tirst stage using cluster
sampling, and students might be sampled from within schools as a second stage"
(Petersen, Kolen & Hoover, p. 240, cited in Linn, 1989).
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selection ofBIC tests given that no fonnal registry ofthese cases existed It was

known that the raters did keep informai records ofsuch cases. Consequently, it

was decided that the best way to proceed was to request the raters themselves to

select the sample tests.

Initially, it was anticipated that sampling error variance might be

controlled by way ofselecting sample tests on the basis ofseveraJ additional

constraints. These included having equal numbers of final score Band C tests,

and face~to~face and telephone tests. ln addition it was hOPed that the candidate

population sampled wouJd: (a) work in similartypes ofjobs, (b) have jobs of

similar rank, (c) have similar levels ofeducation, and (d) have been tested by the

same rater, (e) he actual or POtentiaJ civil servants, and (t) have had previously

taken the test the same number of times., or had never taken the test.

Unfortunately, this plan had to be abandoned ultimately as it was not possible to

meet these conditions in the present research context. ln fac~ practical realities

imposed that the conditions ofsample selection could he Iimited to the isolated

fact that the tests would he BIC borderlines and would have been administered

over a 4-month Period. On the other band there was a measure ofcontrol for

sampling error variance, given the unifonnity found in the following conditions:

1. Ali the candidates had previously been identified as having demonstrated

tluctuating Perfonnances between score levels Band C throughout the

test.

2. Close to halfof the candidates were tested in telephone and face~to-face

test administrations (the ratio was Il :9).
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3. None ofthe participants were enrolled in the Government language

training school at the time ofthe study.

4. French was the first language ofaH the candidates.

5. Halfofthe candidates were male, and halffemale.

In summary, the tirst condition occurred by design, while the others arose

from the data as a fortunate result ofchance.

Delimitation ofQuestion prompts

The tirst step in managing the data was to identify and delimit actual

questions used to elicit the function ofargumentation, or supporting an opinion. It

is important to note at this juneture that the actual test function in ils entirety

includes both supporting and deftnding an opinion. ft was decided to focus only

on the former part of the task in order to more accurately distinguish question

prompts that were comparable across test administrations. That is because [ felt

that there could he a great deal ofvariation in sub-questions whose aim it was to

encourage candidates to elaborate on the initial topic, rather than to introduce a

newone. [t seemed logical that sub-questions might take any direction., therefore

it would be best to avoid that which couJd not be equitably compared.

An additional threat to the integrity ofthe data was the fact that although

one task ofstating an opinion might occur in an oral proficiency test., in fact

several questions may he employed in order to accomplish the task. Ideally, one

question ought to he sufficient in order to do this, but in actual practice, several

may he necessary. Moreover, questions are often rephrased or abandoned in

favour ofothers. My concem was that critical data might he lost ifan unduly
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limited sample ofonly one or two question prompts were to he documented. For

this and the reasons stated above, it was detennined that ail independent question

prompts used in the sample oral proficiency tests would be included in the sample

registry.

For the purposes ofthe present study, the tenn independent question

prompt means a question prompt which by its structure stands alone in its role of

attempting to elicit an opinion~ as opposed to that which serves to prolong a

previously elicited response or responses. The latter, prolonging prompts, will be

called non-independent question prompts.25

When a one or two sentence preamble was essential to the understanding

ofan independent question prom~ this was also included in the data.

l felt it was preferable not to include those question prompts which were

peripheral to the testing of the task ofsupJXlrting an opinion. These were informai

and usually very sho~ interjected comrnents clearly not fonnulated to elicit the

fulJer sample needed in the 'support an opinion~ task. For example~ sorne question

prompts occurred during the discounted wann-up or wind-down phases of the

test. Thus while the questions served to ask the candidate~s opinion on sorne

matter, by their structure and placement in the test, they were plainly not intended

to elicit a sample of the function ofstating an opinjo~ 50 they were not noted or

transcribed. Moreover, it was clear both frorn their initial and final placemen~

from their non-work-related topies, from their fonnulations~ and from the

25 A fictitious illustrative exarnple of the latter would be a question sueh as "Oh
yes, so you were sayjngjust now, but why not?" Obviously~ this query would not
stand alone to qualify as an independent question prompt.
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presence ofopinion testing elsewhere in the test, that these were not intended for

evaluation purposes.

Nevertheless7on the exceptional occasions when an opinion segment was

c1early being tested within the structure ofanother function7such as a role-plaY7 il

was included in the data set.26 When any ofthe above conditions were not clearly

met, the question prompts were not included in the data.

ft was noticed that on occasion a prompt which clearly did not appear to

be intended to elicit an opinio~ did in fact do so when opinions were volunteered

by candidates. These were excluded since this structure did not confonn to the

elicitation question prompt structures under investigation. (These could be of

interest however, in a research study ofanother nature.)

In general and as much as was possible7the responses were ignored at this

stage of the research. (Responses were superficially reviewed when it was

necessary to detennine if the "support an opinion' task was being tested.) This

was done in order to minimize possible bias in the upcoming qualification part of

the research study. Thus 1felt that [7 as researcher should not have any

preconceived attitudes regarding the type of response the selected questions

extracted. Exceptions to this on the other han~ were those questions which

seemed controversial, confidential7or to which in sorne instances the candidates

themselves had objected. In these cases it seemed best to review the answers for

the purposes of probable elimination. (ln a similar attempt to avoid bias, 1did not

26 This practice is done occasionally and when the rater feels it is appropriate7in
order to test the function while maintaining a conversational style in the
interaction.
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read reports ofcandidate test scores, which were available trom the beginning of

the research, until ail of the data analysis of the study had been completed.)

In summary, it was felt that a principled protocol for question prompt

identification was crucial for the success of the study. Table 1 illustrates these and

other criteria used for inclusion and exclusion ofquestion prompts in the data.

Protocol ofQuestion prompt transcription

Notwithstanding the role of repetitions and hesitations in characterizing

communication, [ decided to omit these features ofthe question prompts in the

transcription process. This was done in view ofthe fact that they might detraet

from the overall message. Their exclusion would afford a measure of uniformity

to the question prompts, given that the intention was to compare them in the

upcoming qualification exercise ofWorkshop 1. Thus, it was felt that the construct

under investigation, (differences in question prompts), needed ta be as clearly

characterized as possible, and moreover since the original oral language would

beeome written and transcribed data., omitting repetitions and hesitations would

more etfectively preserve the integral message.

Similarly., individual words or short phrases were addedto question

prompts when needed to provide an understandable context ensuring the

comprehensibility of the message.27 This was rarely necessary. The additions

were made when substituting a preamble instead would have created an

undesirably long sample.

27 Il is important to differentiate this ease from that of "Questions requiring deictie
markers which were not provided in an immediate preamble," as noted in Table 1.
The latter were excluded since they required much eontext definition which was
not specified in the preceding speech.
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Criteria for Identification and Selection ofQuestion Prompts

-"~i:•.. " .." • . . '.;",".. "-,.

:·<",-,."-.i;"I;;~i.~~~jjÎ1iit~:~Ë·":-"-'·"..

• Independent question prompts: those preambles and/or statement or
question prompts clearly fonnulated to elicit the fonction of stating an
opinion.

. ::Qj...;,,-....~ltnHit~:_...
• • 1 • ... • ~ ' • ~. 1 v.. • • ~ ••v,'

• Non-independent question prompts: question prompts and short
question fragments which by their structure do not stand aIone in a role
ofattempting to elicit an opinion.

• Discourse not fonnulated to elicit the funetion ofstating an opinion.

• Questions ofopinion in the warm-up and wind-down segments ofthe
test.

• Questions requiring deictic markers which were not provided in an
immediate preamble.

• Questions whose fonnat did not appear intended to elicit an opinion,
but which did elicit one~ (volunteered opinions).

• Questions and responses to questions which identified participants.

• Questions which elicited responses ofa confidential nature.

• Questions which were highly controversiaL which dealt with sensitive
or politically sensitive topic~ or which candidates indicated were
inappropriate.

63
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As notOO previously, it was deemed necessary to arrive at as much

uniformity as possible in transcribing the question prompts for subsequent

comparison purposes. InitiaJJy this seemed an unJikely and unrealistic

expectation. The data, however, provOO to be easily standardized since the length

of preambles and question prompts were surprisingly similar. The average length

ofquestion prompts was approximately twenty-five words.

Each candidate was assigned an alphabetical letter and each rater a Roman

numeral designation for identification purposes and in order to preserve data

confidentiality. Various information regarding the test was recorded with the

initial transcription. This included the date of the test, candidate position, position

applied for, test structure, the channel and locale of the test (in the case of

telephone administrations.)

When this process was complete, 152 question prompts from the original

27 tests submitted by raters had been identified. and transcribed. The average

number ofindependent question prompts per test was 5.63.

ln anticipation ofWorkshop 1, the transcribed question prompts were

fonnatted on 18 pages with between 5 and 10 questions on each. The pages were

prepared using Word software, in table format in order to make them easily

readable.

Workshop 1 Preparatory categorization trials: Piloting the methodology

ln order to prepare for Workshop 1and in the process, to familiarize

myself with the process ofcategorization ofthe question prompt data scheduled
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for Workshop 1, 1decided to proceed with three trial categorizations. [ canied out

two ofthe trials, and an English as a second language (ESL) teacher accomplished

a third.

The primary ditference between Trials 1 and 2 and the categorization

exercise proposed for the upcoming Workshop 1, was that in Trials 1 and 2 an

attempt would be made to group ail of the question prompts; in Workshop 1 the

judges would each be given smaller samples of prompts to catalogue. Thus, 1

categorized the 152 question prompts on two occasions, in Trials 1 and 2.

Following the experience ofthe trials, 1felt that an earlier, preliminary decision to

include more judges in the categorization process was valid. The subjective nature

of the judgements made this option particularly compelling, since 1 felt that

having more judges would likely lead to the production ofa more accurate

qualification of the data.

Trial 3 was attempted in order to further test the procedure. The choice of

an experienced tcacher ofEnglish as a second language (ESL) to catalogue the

Trial 3 data was an afterthought; 1realized that this might bring a fresh

perspective to the exercise. (Additionally, the briefESL component in the study

would serve peripherally to reflect the fundamentallink that ESL teaching has

with LT, as a kind ofnad to language teaching, which in many ways can he said

to drive language testing.) Nevertheless, the principal objective ofasking the ESL

teacher to participate in Trial 3 was to establish how feasible it would he to

require a professional in the field ofsecond language education to catalogue a

sample of 10 question prompts in a desired timeframe of5 minutes.



•

•

•

66

Thus, the ESL teacher was asked to categorize a small sample of 10

question prompts into five categories. No constraints were placed on the teacher

for the requested grouping choices; instead, it was suggested that he aJlow the

data to generate the most appropriate categories. The teacher was given 5 minutes

in which to categorize the 10 question prompts. Since the primary reason for

holding Trial 3 was to ascertain its feasibility, the resuIts ofthe TriaJ 3 exercise

were reported and compared to those ofTrials 1and 2, but they were not

extensively analyzed (see Chapter 4, Presentation and Discussion of Results:

Qualitative Analyses).

Workshop 1: Protocol ofQuestion prompt categorization

The objective of Workshop 1 was to qualify the question prompt data into

categories detennined by six SLE:Or rater-judges, and with myselfconducting the

exercise. The following procedure was followed.

1began with a briefprologue to the workshop infonning the j udges that

the areas of interest in the study were the prompts used in the test function of

supporting an opinion and the discourse they elicit. The categorization exercise

was then introduced. The participant judges were advised that they should freely

allow the data to generate the categorization process, rather than it being a

process ofprescribing preconceived categories. For this reason r declined to give

much detail ofthe kind ofcategories that might be determined

After that, eachjudge was given a sheet on which 10 opinion task question

prompts had been transcribed, for the purposes ofcategorization. The participants

were given approximately 5 minutes in which to class the question prompt data,
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working individuaJly. Following the initial classification exercise, eachjudge's

categorization results were recorded on a tlip-chart. Their appropriateness were

then considered and discussed amongst the researcher and judges as a group.

[n a second and subsequent third attempt at classification of the data, the

categories were further discussed and modified, as necessmy. Sheets of5 to 10

transcribed question prompts each were given out to the participants in the second

and third trials. [n this way the process was repeated in order to retine the

categories, and to complete the process for the enlire data bank ofquestion

prompts.

Workshop 1 lasted approximately 2.5 hours, and the proceedings were

audiotaped. [n a follow...up procedure after Workshop l, the j udges who

participated in that exercise were asked to identii}' the particular question prompts

which they had placed in their category designations, which they did. (This was

done in arder ta be able to later match qualified prompts to the responses they had

elicited in test administrations, after Workshop 2 had been completed.)

Workshop 2 preparations: Development of the Criteria for Determining

Task DifficuJty document

Preparations for Workshop 2 were based directly on the results of

Workshop 1. Thus, [ began the preparations by examining the Workshop 1

proceedings by reviewing an audiotape ofthe session. Certain sections were then

transcribed when it was felt this would elucidate their meaning and validate my

original impressions ofwhat thejudges had said in the proceedings. This

effectively confirrned that the judges ofWorkshop 1 had identified question
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prompt category difficulty/complexity as the primary characteristic differentiating

the categories. Thus, 1determined that Workshop 2 would have as its objective

the qualification ofquestion prompt category difficulty/complexity in the SLE:OI

test task ofsupporting an opinion.

The original research question of the present study asked ifthere were

differences in generated speech samples and in test scores when different question

prompts were used in language tests. Consideration of this led me to question

what characteristics language test tasks, and in particular language proficiency

test tasks, shouJd entait ideally. Furthennore, what ideal features of test tasks

were retlected in desirable question prompts? What task reatures would be

considered to be undesirable?

In the event that these questions might arise during the forthcoming

Workshop 2 discussions, 1felt it would be prudent to investigate the issue

beforehand. IndeecL it was feft essential that the participant j udges understand as

clearlyas possible the concept oftask difficulty in the cORtext of the SLE:OI test.

In order to apply these concepts to the SLE:OI test contex~ [ felt it would he

helpful and instructive for the judges to he aware ofaccepted SLA approaches to

assigning task difficulty.

In order to address the issue ofascertaining task difficulty, 1examined

Nunan's ( 1989) sYnthesis ofseveral factors of the ideal general-skill language

leaming task.28 l then modified Nunan's list to better reflect the context of

28 Nunan (1989) based this work on second language tasks used in the L2
classroom, and his list is ofa general nature, not specifically addressing L2 sub
skills such as speaking, Jistening, reading or writing.
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SLE:O( oralprojiciency test tasks~ by eliminating and adding content 1

subsequently created a customized lis~ t&ken from Nunan's L2 task

characteristics, of the ideal oraJ proficiency test task.

Thus, based on Nunan (1989) it may be posited that the ideaJ proficiency

test task should:

1. communicate clearly what is expected of the candidate

2. closely approximate the communicative skills candidates would he

expected to use in the workplace

3. involve a sharing ofinfonnation

4. activate background knowledge of the topic featured

5. enable candidates to manipulate specifie features oflanguage

lnterestingly, the characteristics [ had noted and eited above closely

parallel those of the previous Workshop 1judges. The judges' comments arose

spontaneously when 1had asked them what they feh differentiated the question

prompt categories (see Chapter 4, Presentation and Discussion ofResults~ Phase

1: Qualitative analyses~ Workshop 1: Question Prompt CategoriZJltion Grid data).

This correspondence ofWorkshop 1judges' views with those ofSLA researchers

in the five ideal task attributes list suggests the timeliness of this approach.

The above led to further retinement of the investigation into L2 task

characteristics. Therefore, 1investigated approaehes whieh had previously been

used to aseertain learner task difficulty in L2 speaking tasks. Brindley (1987);

Brown and Yule (1983); and Anderson and Lynch (1985) delineated factors

contributing to task difficuJty in the communicative L2 classroom context (cited
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in Nunan, 1989, p. 141-3). Despite the fact that these methodologies had been

devised for qualification of tasks in the second language classroom, and not for

language testing per se, they nonetheless closely resembled the Workshop 1

judges' approach ta determining question prompt difficulty. Therefore, as in the

previous exercise, they were modified to retlect the present performance testing

contexte

The above surveys represent what may constitute ideal L2 tasks in

general, in lesllas/c..r, and in speaking las/cs. Ali served to advance the

development ofa more precise understanding ofthe construct oftask difficulty in

anticipation ofWorkshop 2.29

Therefore, based on tbis review of the literature to detennine how various

researchers had ascertained L2 learner task difficulty, and on the previously

mentioned review of the proceedings ofWorkshop 1, a taxonomy of

characteristics for consideration when assigning SLE:OI test task

difficulty/complexity was produced, in the fonn ofa document entitled "Criteria

for Detennining Task Difficulty.' It is found in Appendix D. The document was

created to enhance comprehension and promote discussion of the issue of task,

question prompt, and question prompt category complexity or difficulty in the

forthcoming Workshop 2.

Workshop 2 preparations: Creation orthe Question Prompt Category

Complexity Questionnaire

29 As anticipated, later in Workshop 2, sorne judges did question ofwhat the ideal
SLE:OI test task should he comprised.



•

•

•

71

During the previous Workshop l, the Question Prompt Categorization

Grid had been produced, which recorded the judges' categorization of 152

question prompts into 35 classes (see Chapter 4, Table 5).30 This document served

as a basis for the production ofa questionnaire for use in Workshop 2, the

~Question Prompt Category Complexity Questionnaire,' (see section on

Instruments, and Appendix E).

The categories of the Question Prompt Categorization Grid required sorne

modifications before they could be listed in the Question Prompt Category

Cornplexity Questionnaire. Originally, in Workshop 1.. 35 question prompt

categories had been identified in the Grid. However, 1elected to omit the

categories identified as leading 10 opinion and miscellaneous. This was done in

view ofmy beliefthat they were too vague to allow for qualification in tenns of

their level ofcomplexity. Consequently.. l did not feel that these categories would

be expected to be qualified with any precision.

In addition, of the total categories, six were paraphrased versions of the

same concept. Consequently, in each ofthese cases, l opted to collapse the two

paraphrased categories into a single category. The six paraphrased categories

were the following:

1. [To whatJextenl ... questions

2. To what extent ... quantitative queslions

3. How 'adiective' is... evaluative adjective questions

4. How... is this ... questions

JO Twenty-one of the prompts could not be included in this list (see Procedure:
Phase II, Identification of2-group data question prompts section).
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5. Descriptions (with afree rein in the response)

6. Questions leading more to a description

In modifying the above, the first category was put into the secon~ and the name

ofthe second one was conserved. The third and fourth categories were grouped

together in a category which was renamed How 'adjective' is ... evalua/ive

adjective, range questions (using degree-intensifying adjectives). Finally, the fifth

and sixth categories were regrouped as Description (free rein in response);

questions leading to more ofa description.

In addition, 3 categories were collapsed and restated. Originally they were:

1. Agree or disagree

2. Yes and no questions

3. res/no, lit/le opinion required

They were rephrased as Saying yes, /il/le opinion required, agreeing, and Saying

no, /il/le opinion required, disagreeing. Additionally, the category identified as

Short and long que.'itions, was divided into 2 categories, (renamed Short and

Long.)

After these measures were taken, the data consisted of30 question prompt

categories, which underwent slight modifications in order ta be used in the

questionnaire. After ail, it was considered vital that the questionnaire be as clear

and easy to read as possible in order to control for instrument bias. Therefore, the

content ofthe categories was unchanged but the sentences describing them were

restructured for uniformity. For example, ail of the instances of formulaic
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sentences were rewritten 50 that each ofthem would begin with its key

interrogative word.

Additionally, my review ofthe categories resulted in the observance that

patterns emerged from the data in the form ofdistinct types ofcategories. Given

that, and because the qualification task was considered to be quite demanding, 1

decided to incorporate these category types as 'macro' headings in the

questionnaire, for clarity. Upon further analysis of the data, it was decided to

separate the fifth macro heading into 3 'micro' headings. The macro and micro

headings are listed below:

1. A) Topic specification question prompts

2. B) Question prompts with an expected elicited response which is

functional

3. C) Question prompts grouped by length or amount ofdetail in the

expected response

4. D) Question prompts which use formulaic questions

5. E) Question prompts with an expected elicited response ofa

particuJar type:

Relating

Speculating

Other

6. F) Grouped by vocabulary used in question prompt

7. G) Grouped by syntax used in question prompt
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This final question prompt category list was used to comprise the

Category complexity questionnaire. (The end result~ listing the macro and micro

headings as weil as the 30 question prompt categories is reproduced in Appendix

H.)3)

Once ail ofthe above had been accomplished~ the preparations for

Workshop 2 were competed.

Workshop 2: Protocol ofQuestionnaire administration

Workshop 2 sougbt to qualify the question prompt categories in terms of

their relative difficulty. Workshop 2 was held 1 month after Workshop 1. As in

Workshop 1~ six SLE:OI rater-judges Participated in the exercise.

In Workshop 2, 1 initially reviewed with the judges the resuJts of the

previous workshop, in sorne detail. 1also reiteratedjudge comments from

Workshop 1 identifying question prompt difficulty as a foremost feature

ditferentiating the question prompt categories. Following that, the Criteria for

Determining Task Difficulty document was distributed among the j udges. They

were then asked to read the document, which was subsequently used as a point of

reference for a discussion conceming task difficulty, which ensued

This was followed by the judges~ retlecting on and discussing various

approaches to detennining question prompt category difficulty. As anticipated,

one judge asked what factors would constitute the ideal question prompt. In

response~ 1attempted to clarify sorne of the issues related to the ideal task or

31 These macro headings appear in Appendix H, ~Workshop 1 and 2 results:
Question prompts and headings,' and in the questionnaire in their original format
listed from A to G.
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question prompt formulation as discussed above. An attempt was made to respond

in a precise yet concise approach in hopes ofavoiding the introduction ofbias.

That is, the desired objective ofthe exercise was to stimulate discussion on the

subject oftask difficulty, whilst allowingjudges the freedom to use their unbiased

bestjudgement in the subsequent exercise ofcompletion of the Question Prompt

Category Complexity Questionnaire.

Once the issue ofdetennination oftask difficulty had been addressed in

discussion, rasked thejudges to provide their judgments ofthe relative difficulty

ofeach ofthe question prompt categories arising from Workshop 1, using a

ranking scale from 1 (ea.\}') to 4 (difficull) to complete the Question Prompt

Category Complexity Questionnaire (see Appendix E). The judges worked

individually to complete the questionnaire.

Workshop 2 was concluded in approximately 1 hour. The proceedings

were recorded on audiotape.

Analysis ofthe Question Prompt Category Complexity Questionnaire

responses

The Question Prompt Category Complexity Questionnaire was created for

the purposes ofqualifying the category data in terms of their relative complexity

or difficulty. The questionnaire required participant judges to detennine task

complexity for each category ofquestion prompt. This had been done by

employing a scale of 1 to 4.32

32 [n the scale 1represented a question prompt considered to he easy, 2 signified
somewhat easy. 3 signifiedjâir/y difficu/t, and 4 denoted difficu/t.
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Once the questionnaire had been administered in Workshop 2, the

audiotape of the proceedings was reviewed, and as had been done in the previous

workshop, some ofthejudges' comments were transcribed. The effect ofthis

review was that it was resolved that 4 ofthe questionnaire item responses be

eliminated from the data, 50 as to avoid biasing the results. The justification for

this action is as follows.

Firstly, it was found that category "E) 1) Comparing, askingfor qualifies'

was problematic due to the evidence ofthe audiotape ofthe Workshop

demonstrating that one of the participants had clcarly misinterpreted the intended

meaning ofthe instructions. This was evident in her comments which had gone

unnoticed during the proceedings' general discussion. Certainly this judge, and

possibly others had not understood the meaning ofthe item, therefore it was

decided to omit this item from the data.

Secondly, problems had arisen when there had been confusion in the

discussion Pertaining to whether categories C) Short and C) Long referred to the

question prompts themselves or to the expected resPOnses to them. Again, in

reviewing the session audiotape, [ detennined that this issue had not been

adequately clarified in the course of the workshop. Therefore, [decided that the

response to the categories itemized as C) Short and C) Long, be discounted from

the questionnaire data as weil.

Finally, four reasons were foundjustifying the omission of the category

called E) 4, Question Prompts wilh an Expecled Eliciled Response ofa Particular

Type, Olher, ElaboraIing or wrapping-up, eliciled[rom a stalemenl, 'which were
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(a) 2 out of the 6 judges rejected this item as ~Not Applicable,' (N.A.), (h) it

appeared from the audiotaped evidence ofWorkshop 2 that the judges (including

the one who had originally proposed the category), found the category definition

to be obtuse, (c) the category made reference to a way ofwrapping up the test task

rather than ofeliciting it, as did the other categories, thus it did not ~fit' the data

set. Therefore, due to ail ofthe above it was decided to omit this item.

[n conclusion, after omissions, the original 30 categories of the Question

Prompt Category Complexity questionnaire data were reduced to 26. The next

step in the examination of the questionnaire results showed that a consensus on

the level ofquestion prompt category difficulty had been reached by the judges

(see Chapter 5, Phase 2, Identification ofconsensus ofQuestion Prompt Category

Complexity Questionnaire responses).

The fact that a very clear consensus was found regarding question prompt

categories the participants had identified as easy and difficull, meant that it was

possible to advance to the next stage in the procedure. This next step was to select

candidate responses from each ofthe easy and difficult groups in order to identify

candidate responses to the quaJified questions. Following that, the candidate

responses would he transcribed, in preparation for further analysis.

Procedure: Phase 2

Identification ofquestion prompts issuing from 2-group consensus

On the basis ofthe consensus ofeasy and difficulty question prompt

categories noted above, it was possible at this point to isolate questions from the

data bank which were included in the two consensus groups. To summarize, a
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large bank ofspecific question prompts had been categorized; each category had

been qualified as to its level ofdifficulty; therefore~ it was possible to identify and

select those questions iocluded in the sets ofeasy and difficult categories at this

point.

Several factors resulted in diminishing the set ofdeemed easy and difficult

questions (hereafter called the easy group and the difficult group). Sorne of these

were due to participant withdrawals from the study for personal reasons. The easy

and difficult question groups were further condensed by virtue of the faet that four

ofthe eategory qualification questionnaire items had been found to be

problematie and had been deleted from the data bank (see Chapter 4 for a detailed

discussion ofthis). ln addition~ analysis of the data from Workshop 1 indicated

that some ofthe j udges had left sorne questions uneategorized.

The end result ofall of the above was that the final set ofquestion prompt

data was deereased. The easy group question prompt number went from 19 to Il ~

while the difficuJt group diminished from 13 to 10 questions.

Following this~ Il question prompts from the easy group~ and 10 from the

difficult group were identified. Subsequently, the candidate responses to these

question prompts were analyzed through the procedures ofdiscourse analysis (see

Chapter 5).

Transcription ofcandidate responses: the resoonse idea unit (RIU)

One of the challenges oftranscribing oral diseourse is in delineating

boundaries to speech acts. ln the case ofelicited responses to question prompts~ it

was neeessary to review the literature and to determine a principled method \vith



•
19

which to do tbis. Crookes (1990) surveyed severallanguage segmentation uoits

used in second language discourse analysis. For example~ the ullerance has been

chosen as a discrete unit ofspeech. It has been defined as:

a stream ofspeech with at least one ofthe following charaeteristics:

1. Under one intonation contour

2. Bounded by pauses

3. Constituting a single semantic unit.

(Crookes & Rulon~ 1985, as cited in Crookes, 1990, p. 181)

CorresPOndingly, the notion ofan idea unit has been defined by Kroll (1911) as:

A chunk of infonnation which is viewed by the speaker/writer cohesively

as it is given a surface form... related... to psychological reality for the

• encoder. (Kroll~ 1911, as cited in Crookes, 1990, p. 184)

•

[t was decided to incorporate the approaches of the utterance and the idea

uni~ and furthennore, it was decided to border the uoits by pauses andor

intonation changes.33 This was done in order to accommodate the variable French

LI intonation and pauses in the candidate responses. Therefore, the candidate

response boundaries were delineated using what will he calle~ for the purposes of

the present study, the reftponse idea unit (R/U). It is defined as:

33 This feature reflected a concem about the difficulty ofestablishing units in the
present context where sorne candidates demonstrated heavy LI interference, and
also in view ofthe fact that Tarone (1985) had been '4unable to analyse sorne of
her recorded speech samples because it was so dysfluent, there were so few
complete sentences (sic) and 50 much hesitation and repetition" (cited in foster,
TonkYn, & Wigglesworth, 2000, p.360).
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A segment of information which is a single semantic uni~ bounded by

pauses and/or intonation changes, and in which the speaker speaks

cohesively with the purpose of relating the message to psychological

real ity for the encoder.

(Adapted from Crookes & Rulon, 1985; and Kroll, 1977, as cited

in Crookes, 1990, p. 187, 184.)

Therefore, it follows that response idea units are delimited by topic shift

boundaries. The RIU proved to be effective. Its application in delineating the

response data was unexpectedly undemanding, suggesting that it was a valuable

tool for the present purposes.

The coding protocol used in transcribing the RlUs is iIIustrated in

Appendix F.

Analysis ofcandidate responses: Discourse analysis protocol

Fluency protocol selection rationale

The type-Ioken ratio (1TR) is an equation revealing the number ofseparate

words per total number of words in a text. Several researchers have used the ITR

to measure the fluency ofdiscourse in second language speaking tests (Douglas,

1994; Tomiyama, 2000; Wigglesworth.. 1997b). In addition, Crookes (1989) used

a TIR in an SLA study of L2 interlanguage.

On the other han~ Lennon (1990) has defined the temporal aspect of

fluency in second language speakers as '''speech at the tempo of native speakers,

unimpeded by silent pauses and hesitations, filled pauses... selfcorrections,

repetitions false starts and the like" (cited in Cucchiarini, Strik, & Boves (2000,
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webp. 2). Accordingly, sorne researchers have evaluated L2 discourse fluency by

investigating the frequency oftotal unfilledpauses., se/f-repetitions, self-repairs.,

and other features (Foster & Skehan, 1996; Tomiyama, 2000; Wigglesworth,

1997b). Given that this rnethodology looks al fluency feature frequency, [ will cali

il the FFFmethod.

[n the present study it was decided to incorporate and adapt bath the lTR

and the FFF approaches in order to arrive at a comprehensive, and more accurate

estimation of response discourse fluency.

Fluency: Type-token (TIR) measure

The 7TR f1uency analysis in the present study was accomplished in the

manner ofthat ofDouglas ( 1994). Douglas described the lTR protocol in the

following way, "The ratio is an indicator of the number ofwords produced.,

discountingfalse starts and repetitions [italics addedJ (type)., as a function of the

total number ofwords produced for the item (token)'" (p.131).

[n addition., in the present study it was decided to omit repetitions in the

RlUof lexical items the interlocutor (the rater-interviewer), had said Thus the

total number of types and tokens per RIU., as weil as the type-token ratios were

tabulated accordingly. This was repeated for each candidate resPOnse in the easy

and difficult question prompt groups. Next, the tluency as measured in the lTR

was compared in both groups using a Shapiro-Wilks test for normality, followed

by a t-test, and a Wilcoxon Two-Sample test. This, and the most ofthe other

statistical analyses were done using Statistical Analysis System (SAS) software;
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exceptionaJly, two Chi square analyses ofdiscourse complexity data were done

using AB-STAT software.

Fluency: Fluency feature freguency (FFF> measure

In order to measure FFF, occurrences ofrepetitions; self-repairs; silent

pauses; andfilledpauses were taken for each RIU in both groups. For the

purposes ofthe present study, a silent pause is defined as a silent speech

hesitation of 1 second or more. Filled pauses include gaps filled by sounds such

as ·um' and ·uh.' Il is noteworthy that both silent andftlledpauses have the etfect

on tluency ofbrietly susPending speech.

Since the RlLls were ofcourse not of unifonn length, the frequency

counts of the 4 speech qualifies were converted to percentages for comparison. A

Chi square contingency table analysis was performed, however, using the

frequency counts of the data.

Altemately, the total number ofsilent pauses in seconds was calculated,

and subsequently bath a Wilcoxon Two-Sample Test, and al-lest were done.

Accuracy measurement

Prior to analyzing the accuracy and complexity measures, it was

determined to further subdivide the R1Udivisions in conformity with standard

practices in discourse analysis of this sort. This would also afford a standard of

greater uniformity across measures, and it would facilitate the process of

identifying discrete grammatical features within R1Us. Since the data involved

speech samples, the written textual sentence unit was considered ineffective to the

analysis task. A more appropriate oral speech division was sought.
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Thereafter, the coding conventions of Foster et al (2000) were reviewed,

and in sorne rneasure incorporated in the present study, as weil as were those of

Bennan and Siobin (1994).34 The RIU sections were divided into an adaptation of

Foster et al's Analysis ofSpeech Unit (AS-Unit), Level3. Thus, the conventions of

what 1shall cali the Simplified Analysis ofSpeech Unit (AAS-Unit) appear in

Appendix G.

Discourse accuracy was measured by frequency counts of target or

nontarget fonns of various grammatical components, within the AAS-Units of the

RlUs. The selection of fonns for examination were adapted from Wigglesworth

(1997b). Thus verb morphology accuracy was addressed by assessing the

following hound morphemes: subject-verb agreement; the presence ofan

obligatory subject and-or verb; and appropriate tense marking. The accuracy ofa

lexical fonn was assessed by means ofexamining the common, compound, and

abstract noun usage.

Frequency counts of the presence oftarget and nontarget grammatical

fonns were used to perfonn a Chi square contingency table ana(vsis to compare

the measures in the easy and difficult groups.

Complexitv measurement

Discourse complexity bas frequently been measured through analysis of

clause subordination (for example, Crookes, 1989; Foster & Skehan, 1996; Foster

et al, 2000; Wigglesworth, 1997b). Following the coding of Foster et al, the RlU

34 1am indebted to Dr. Gillian Wiggleswonh for acquainting me with the fonner
work of Foster, Tonkyn and hersel( and also to Dr. Ruth Berman for suggesting [
consult the latter.
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data from the two groups was divided ioto independent, suhordinate, and

subclausal units, as the latter has been defined by Quirk, Greenbaum, Leech and

Svartvik (1985, p.838-853, cited in Foster et al).

The frequency count procedure was followed by the administration ofa

Chi square contingency table analysis, compariog the two groups.

This chapter has delineated in detail the qualitative and quantitative

procedures of Phases 1 and 2 of the present study. In Chapter 4 the qualitative

results of Phase 1, and in Chapter 5 the quantitative results of Phase 2, are

presented and discussed.
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Chapter4

Presentation and Discussion ofResults: Phase 1: Qualitative analyses

Workshop 1 preparatory Trials 1,2 and 3: Piloting the methodology

Prior to Workshop 1, it was necessary to ascertain how feasible it would

he for judges to categorize the transcribed question prompts. [n order to do this,

three trial categorizations were done. [ perfonned the tirst two trials myselt: and a

third was done byan ESL teacher.

ln Trial l, [ categorized the entire data bank of 152 question prompts. No

basis for their classification was used other than by allowing myselfto he guided

byany tirst impressions the data might bring out. These impressions were based

on the familiarization l had gamered following the process oftranscribing the

bank: ofquestion prompts. [ attempted to identify five categories ofdata prompt.

However, as this number proved to be too limiting given the vastness number of

prompts, [ ultimately identified seven categories.

It was intended that 5 minutes he spent on the exercise in order to limit

reflection and to encourage an impressionistic approach to the task. Ho\vever

gjven the large number ofquestion prompts involved, ultimately )0 minutes were

spent in the categorization exercise.

The results ofTrial lied to four classifications by sentence structure or

fonn, and three by general topie. Those question prompts categorized by the

former included prompts in the fonn ofslalemenls inlended 10 elicil a reaclion;

fonnulaic structures such as slalemenJsfo/lowed by "do you agree? •and "10 whal
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exlent ... · formulations; as weil as prompts which were repeated~ including

paraphraLvedform..v ofother questions. In addition~ the latter three categories were

classed by gene'allopic~ whieh were technology in general~ specifie technologies~

and issues surrounding gender in the workplace. The results ofTrial 1 are found

in Table 2.

Table 2

Trial 1: Categorization of 152 question prompts ailer 10 minutes

•
'811U__',

~~

Slatements
for
reaction

Sratements
+'doyou
agn:c?"

"Towhat
cxtenf
questions

Rcpeated.
including
poraphmsed
questions

General
technology
questions

Specifie
teehnology
questions

Genderin
the
workplacc
questions

•

In Trial 2~ 1again categorized the complete 152 question prompt data

bank. However on this occasion the process was done more systematically, taking

approximately 3 hours to carefully categorize the voluminous data bank. Unlike

the impressionistic approach ofTrial 1, the approach used in Trial 2 was

methodical and exaeting. This methodology seemed to have interesting

implications for the trial results sinee the sole basis found to aecommodate aIl of

the question prompts into categories was by classing themall by generaltopic.

Ultimately~ five categories ofgeneral topies were identified in the trial. The

results ofTrial 2 are found in Table 3.
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Table 3

Trial 2: Categorization of 152 Question prompts alter 3 hoUTS

."1 '.-, .• ~. #.

7.o;·'~:';::;izr-:I Persona!

;~~'r;!t-'\''''?"r:' characteristics; and

:::':~::~~ ':~-;~:::-:::0:~ profcssion-rclatcd.
.,~i,-. r:-"> employce relations,

,- and gendcr
-;;':, '"':{''' .: '0 -.0_,"", qtJCStions

Opinions on
issues ofhow 10

work.. working
environment.
and teleworlcin@

Teclmological
advances and the
uses of
rechnology,
including
cormnunications

How the public Miscellaneous
or mc:dÎa portmy topics
orpcrccivc
oIhers

•

•

In Trial 2, [had effectively spent more time and classified far more

question prompts than would any ofthe study participants. ft appears possible that

the sheer numbers ofthese data constrained the outcome ofthe exercise. By way

of illustration, it might he considered hypothetically that a space satellite could

overview a broad geographical area ofthe earth and categorize parts ofthat area

into towns. However, a bird watcher viewing a section ofone of those towns with

the use of binoculars might in addition, notice several species or categories of

birds, possibly perceiving the gender ofsorne, whether sorne are young otfspring

or adults, and so on. Thus, in this case closer inspection would have increased and

refined the categorization process.

Since the objective ofthe categorization process of the present research

was to arrive at an accurate classification ofquestion prompt data and not solely

on a broad overview ofthem, and in view ofthe results ofTrials 1and 2, il was

resolved that the best approach to classification would involve several sequential

categorization exercises using limited nurnbers ofquestion prompts in each

attempt.
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1was also quite concerned about the possibility that the Workshop 1

judges unwittingly exercise bias in their categorization decisions, given the

familiarity they have with the ACTFL testing tradition ofplacing a great deal of

emphasis on question topies. Certainly, the categorization task was intended to

allow participant-judges to categorize the data on any basis they chose. The

process ofclassifying small groups ofquestion prompts apPeared to allow for

more freedom in the categorization process, as was evident in the results ofTrials

t and 2. For this reason as weil as those stated above, 1therefore endorsed the

procedure ofcategorization ofsmall groups ofquestion prompts to foster a more

careful inspection of the data.

Trial 3 was an attempt to further test the procedure from the perspective of

another judge (see Chapter 3, Purpose and design of the study, Participants), and

in particular to establish if the desired exercise timeframe of5 minutes would be

feasible. Accordingly, an ESL teacher was asked to spend five minutes to

categorize 10 data bank question prompts into 5 categories. The teacher had no

difficulty in accomplishing the assignment in the time allotted. The results of

Trial 3 are in Table 4, below.

Table 4

Trial 3: Categorization of 10 Question prompts alter 5 minutes

•
" ·· .. ,.~.!l).l·,

. ",.' .". ,.,... , ....., ...

:IlL . Questions
'. :·T.....,:·'· rcgardingsupport
: ...~..... . for employees

..... '.•..

2

Questions
refClTing to
personality traits

- .. ~.. ~-:.~ - ...-

Questions about
employccs'
abilities

....
Questions
making
refen:nce to the
appropriatcncss
ofa situation

·5

Questions
dcaling \\-ith
issues to he
promoted or
encowagcd
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The results ofTrial 3 were that 3 ofthe question prompts were classed in

categories ofemp/oyee-re/ated issue topics, and 2 ofthem were classed according

to other genera/lopics. The fonner category ofemployee-related issue topics, is

interesting in view of the faet that it retlects a basic design fcature ofACTFL

variant interview tests. Thal is., that their content is intended to closely retlect

candidate interests (see Introduction). Thus the categories ofemployee-related

issue tapies included questions regarding support for employees; questions

referring ta personality traits; and questions about employees" abilities. On the

other hand., the general topic categories were comprised ofquestion prompts

making reference to the appropriateness ofa situation; and those dealing with

issues to be promoted or encouraged.

Trial 3 more closely approximated the projected categorization exercise of

the upcoming Workshop 1., than had the previous trials. Trial 3 had a small

sample size of 10 question prompts, and its duration was 5 minutes. Converse1Y.,

the categorization exercise ofTrial 3 did not include successive categorization

attempts whereby the categories might be adjusted or modified, which was the

proposed procedure of Workshop 1. This aspect of the exercise was not deemed

as necessitating a trial, so it was not carried out.

Nevertheless., Trials 1and 3 served to illustrate that it would be feasible to

ask participant j udges to categorize ten question prompts, and that they could be

expected to do 50 in a time duration ofbetween 5 and 10 minutes.

To summarize, Trial 1 looked al a large data sample., the entire data bank.

Yet it is possible the categorization results may have been constrained by the
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vastness ofthe data bank reviewed, by the impressionistic approach followed, and

by the short, 10 minute time allotted for the exercise. Therefore, Trial 2 sought to

more methodically look at the complete data~ over a period of3 hours.

Possibly the Trial 2 results were also constrained by the very fact that it

failed to look closely at small samples of the data. There is evidence ofthis in

view of the fact that the categorization results were ofone sort exclusively, that of

general topic. Hence, sorne limitations of the overview perspective may have

come in to play, given that the more precise 'binocular' view was not present in

Trial 2.

Finally, Trial 3 sought to incorporate elements of the first two trials, but

this time in a categorization exercise involving the closer inspection atforded a

smaller sample of 10 question prompts, categorized in the shorter time of5

minutes. Trial 3 seemed to more successfully approximate the anticipated

approach ofWorkshop 1, yet it too was in alllikelihood constrained by the fact

that it failed to allow for modification of the categories in subsequent attempts.

Thus, it was decided that the best approach to follow in Workshop 1

would he 10 proceed by asking the j udges to categorize a small sample of 10

question prompts in a limited lime ofbetween 5 and 10 minutes, and to modify

these categories in subsequent attempts. lt was determined that in Workshop 1 it

was possible for the sixjudges to categorize the complete data bank of 152

question prompts in three attempts.
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Workshop 1: Production ofthe Question Prompt Categorization Grid

The purpose ofWorkshop 1 was the categorisation of 152 question

prompts by six SLE:OI rater·interviewers acting as judges.

Given the option ofworking individually, or ofconferring as a group

concerning their category choices, the judges chose to individuaJly categorize the

prompts., and then to consult as a group after each attempt., citing a generaJ

consensus that consultation would facilitate any needed modification of

categories. Accordingly, after the initial and each subsequent attempt, r recorded

the categories identified by each participant on a flip chart at the front ofthe

room., and these were examined in a group discussion.

In the initial categorization attempt five j udges were each given 10

question prompts to categorize, and a sixth j udge, of her own volition categorized

20 question prompts. The initial categorization procedure took 8 minutes.

In the second categorization attempt five judges were each given 10

question prompts to categorize, and one judge received 5 question prompts for

categorization. The second and third attempts were completed in approximately

10 minutes on each occasion.

In the third attempt three judges were given five question prompts to

categorize, and two judges received six question prompts for the purpose. In the

third attempt one judge did not receive question prompts to categorize, but

participated by reviewing the prompt data given to anotherjudge.

Workshop 1 took a total oftwo hours, mast ofwhich was sPent in a group

discussion led by myself The central focus of the talks involved the relevance of
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the question prompt categories identified. AJthough the categorization exercise

was done in three stages, there was little modification of the original categories

identified. (For example, Judge VI added a fourth category in the second attempt.)

The exception to this was the case ofJudge IV, who created a new list of

categories in the second attempt. The results of the Workshop 1 categorizations

are found in Table 5.

1udge I categorized the sample question prompts as problem-specific,

those intended to elicit opinions about a specifie case; relalional. how onejàc/

relaies 10 anolherfact; questions about choices or oplions; those involving

description (with a format of ·1ree rein" in the response); and lastly, those in

which candidates wouJd he required to agree or disagree.

ludge II identified the tirst two categories as ~surface' and ~deep'

questions, in relation to the amount ofcomplexity required in their responses.

This judge qualified the surfàce and deep categories in the folJowing commen~

"They're [candidates are] having to compare and contrast as weil as say why

something is important. To me that seems as if it requires more depth in the

response."

Judge II called a third category confused, possibly multiple questions. and

meandering questions. This category was almost unanirnously endorsed as one

that raters wished to avoid. There was sorne discussion, however, of the contrary

supposition; comments were made to the effect that questions that take longer to

frame and are more slowly phrased sometimes appear to elicit a more voluminous
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sample than they otherwise rnight It was suggested that this could be

advantageous to some candidates who may benefit from having additional

processing time.

A fourth category identified by judge II were those questions involving

repetition ofa key vocabu/ary element in the question. An example question

prompt was quoted in which the phrase ~in your opinion' was repeated twice. The

overt signalling of the task was considered by certain judges to be unfairly

advantageous to sorne candidates. Others suggested that with sorne test candidates

this was a necessary instructional component, needed to increase the likelihood

that candidates understood the task requirements. Finally, judge II categorized

sorne question prompts as short or long. While there was some discussion

regarding the advantages ofeither, no consensus was reached by the group as to

which kind would be preferable.

Judge III categorized sorne question prompts as solu/ion-j·eeking, which

could lead 10 an exp/ana/ion. These were generally considered to he problematic

since they could elicit a sample ofan explanation rather than the intended one of

supporting an opinion. Secondly, judge III identified categories ofquestion

prompts which were effectively presen/ing differenl points ofview, for the

purposes ofobtaining a reactio~ or either agreement or disagreement on the part

of the candidate. In a similar vei~ this judge identified a category ofquestion

prompt formed by justifying points ofview by generali=ing. This kind ofquestion

is also intended to elicit a reaction ofsome sort.
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A further category judge III documented was evaluative adjective

questions, with the example given of 'Howadjective is...x?' This kind of

formulaic question prompt uses degree-intensifying adjectives that require a

qualified answer. (An exarnple ofthis would be a question asking how important

something is.) Similarly, this judge identified a category ofquestion wherein

candidates would he asked to pick one out ofa series, (such as the most important

quality ofsomeone or some/l1ing).

lnitially, Judge IV classed the question prompt samples in three categories

based on fonnulaic sentence structure. These were [What] do you

think. .. questions; [To what] extent questions; and Wouldyou say... questions.

This judge also identified a category ofstatements where no direct opinion word

was used~ and a miscellaneous one. However as noted earlier, judge IV was the

only one to modify the originallist to create a new one in the second

categorization attempt.

Thus, judge IV's second set ofcategories included questions askingfor

qualities, such as 'What sorl ofperson .... ' Judge IV explained that this could he

used as a comparative line ofargumentation. As in the case ofjudge UI, thisjudge

also categorized eva/ua/ive questions which use degree-intensifying adjectives,

which in tbis case were termed '"range questions" since they questioned the

breadth ofcertain issues.

The remainder ofjudge IV"s categories focussed on the kind of expected

response they would elicit. These were yes or no [response] questions; those

framed as devi/Os advocate- styled questions, seeking a response; and what judge
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IV termed so/ulion-see/cing questions., such as those in which a type of"recipe""

for a solution was sought. The judge gave an example ofa question in the latter

category., which was 'How do you stri/ce the ba/once helween x ... andy 000 ? · .

Judge V identified 6 question prompt categories altogether. These

included those ofspeculative questions about ou/comes., and formulaic questions

which this judge called quantitative questions, such as 'To what extent 0.0. •

As in the case ofjudge IV.,judge V also based sorne categorization on the

intended response. One ofthese categories was yes or no [response] questions.

Judge V noted that for these types ofquestions., little opinion was required in the

response. In addition., judge V included what was called listing questions., since

the elicited responses could consist of lists intended to support the argument.

Stalements intended to elicit an elaborative wrap-up were also categorized. These

would occur solely in the final stages of the 'opinion" task in the test. Judge V

also identified a category called questions leading more to a description in the

response. In the second categorization attempt this j udge cornmented that the

latter category bore sorne sirnilarity to that which judge III had called evaluative

adjective questions.

Judge VI categorized job-specifie types of questions; and in categorizing"J

ditTerentiated between those that were leading to an opinion as opposed to those

that were leading to an exp/ana/ion. [n additio~ this judge identified a category

ofquestion prompts which was called suggesting a point ofview or speculating

on one, in order to get a reaction.
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During Workshop 1 discussions the judges were asked what they felt

differentiated the identified categories. Several factors were discussed, including

the following:

1. response complexity required

2. amplitude ofpossible responses

3. length ofquestion prompt

4. lexical complexity ofquestion prompt

5. presence ofovert lexical signalling of the task

6. confused question prompt fonnulation

7. ephemeral nature ofCUITent question topics (which may tap, or fail

to tap candidate background knowledge as topics fall in and out of

favour over time)

8. prerequisite cognitive (as opposed to linguistic) ability required

Ali of the above have an impact on the complexity or difficulty ofquestion

prompts and categories ofquestion prompt. The j udges also indicated in the

workshop discussions that the concept ofquestion prompt difficulty should

include variables related to the candidate. For example, due to variation in

candidate background knowledge, sorne questions could he difficult for sorne

candidates, while the same questions might he easier for other candidates. This

viewpoint to sorne extent echoes that of Bachman and Palmer (1996), who

include individuals' personal characteristics, topical knowledge, affective
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schemata, and language ability among factors affecting performance in language

tests.35

Notwithstanding the rcality of the facet ofcandidate factors~ clearly the

judge participants ofWorkshop 1 determined that task complexity was the

principal factor differentiating the identified question prompt categories. This

accords with the fact that the issue under investigation in the present research is

that ofquestion prompt complexity. Consequently, candidate facets and other

factors influencing test performance, while important, are beyond the scope ofthe

present research and will not he addressed.

Interestingly~ one judge suggested that ifthe present research were

interested in task complexity, then the categories identified in Workshop 1 might

be more pertinent to the investigation than would that oftopic. Similarly, 1 had

postulated that the procedure ofcategorizing small groups ofquestion prompts

would foster a more careful inspection of the data. In fact, this was the rntionale

behind holding the workshop. Thus~ the comment ofthejudge supported my

perception of the results ofTrials 1,2 and 3 as discussed earlier.

Following the collection ofthe categorization data and the discussions of

Workshop 1, 1asked the judges how Many orthe questions they had recognized.

This was done because 1was concemed that the judges' categorization decisions

35 In Bachman and Palmer's (1996) conceptual framework of language use as it
relates to specifie language test uses, the authors define personaJ characteristics as
age, sex~ and native language; topical knowledge as the real-world knowledge that
individuals bring to the testing situation; affective schemata as the affective or
emotional correlates of topical knowledge, and language ability as the particular
construct specifie to the testing situation (64-66).
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might be biased in the event that they might recognize question prompts they

themselves had fonnulated in the tests.36 The response to the question was

reassuring. With one exception, none ofthe judges recognized any ofthe 152

question prompts presented in Workshop 1. This suggests that in this data

collection exercise7bias based on recognition ofthe data was negligible. [n

addition7it validates the protocol used to transcribe the bank ofquestion prompts.

The protocol had been intended to standardize the data across question prompts;

sentence structures approaching uniformity (and thus less recognizable)7 had been

expected to be more easily compared and categorized (see Chapter 37 Procedure:

Phase 17Transcription protocol ofselected question prompts).

Finally, it was noted that in the Question Prompt Categorization Grid there

was considerable redundancy in the categories the judges had identified. It

followed that the Rext step would be to organize these data in order to see if

patterns might emerge from the identified categories.

As noted previously, thejudges ofWorkshop 1 had identified prompt

complexity/difficulty as the primary characteristic qualitYing the categories.

Review ofthe audiotape ofthe Workshop 1discussions reconfirmed this. Hence,

it followed that the next step would involve the qualification of the categories in

terms oftheir relative complexity, in Workshop 2.

36 The majority ofthe judges were SLE:OI raters those who had previously
selected the tests used in the present study. Therefore, the judges had themselves
formuJated the question prompts used in the data bank. Similarly, Nunan (1989)
conducted a task qualifying workshop with ESL teachers in which the teachers'
task descriptions were rendered unrecognizable for the pUTPOses ofqualification
of task difficuJty.
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Workshop 2: The Question Prompt Category Complexity Questionnaire

Phase 1concluded with the administration orThe Question Prompt

Category Complexity Questionnaire in Workshop 2.

Phase 2 began with the examination ofthe questionnaire response data and

the new data generated from il. These data are presented and discussed in Chapter

5.
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Chapter 5

Presentation and Discussion ofResults: Phase 2: Quantitative analyses

lt will he recalled that the present research consisted oftwo phases of

qualitative and quantitative data collection, respectively. Phase 1 involved the

collection ofqualitative da~ including categorization and the identification of

easy and difficuJt categories. This was accomplished in Workshops 1and 2.

Phase 2 examined data taken fi'om the fonner Phase 1, through

quantitative means. New data was also generated in Phase 2, and quantitatively

analyzed. Phase 2 begjns with the presentation of the data that follows, 1) the

identification ofa consensus ofquestionnaire response data, followed by 2) the

presentation ofthe results ofdiscourse analyses which examine the nature of

candidate responses to question prompts from the easy and difficult groups.

1) Question Prompt Category Complexity Questionnaire: Consensus

identification

Il will be recalled that in each category the judge-respondents had

indicated their determination of its level ofdifficuIty. This was done using a scale

of 1 to 4. Following that, an analysis of the participant responses was done in

order to detennine ifany unequivocally identifiable consensus as to difficulty

level had been reached.

ln order to distinguish the level ofconsensus amongst the judges, a binary

protocol was used. Thus the 4-point scaJe oflevel difficulty was divided into 2

sections; those scaled as /, easy, and 2, somewhat easy; and those scaled as 3,
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jiJirly difficult, and 4, difficu/t. A consensus was considered to exist when all of

the respondents elected to respond in only one of the 2 sections. Thus, a

consensus was detennined to occur in category 8 ('surfàce' questions), since ail

of the responses to this item were found in points /, easy and 2, somewhat easy.

Similarly, a lack ofconsensus was found to exist when the respondents

selected scale points occurring on both sides ofthe binary division. Thus, a Jack

ofconsensus was round in category 5, (description, (free rein in response);

questions leading more to more ofa description), since the responses occurred on

both sides ofthe binary division, in points l, easy; 2, somewhat easy; and 3, fàirly

difficult.

A majority consensus was considered to exist when it was established that

there was a consensus of responses falling on either side ofthe binary division,

and a majority ofthose responses occurred on one ofthe two scaJe points in that

section. For example, in category 25. Repetition ofkey vocabulary element in

question, a majority consensus was detennined since ail ofthe responses were on

one side ofthe binary division, in points /, easy and 2, somewhat easy; and

because the majority of these fell in one scale point, 2, somewhat easy. The

questionnaire analysis resuJts are iIIustrated visuaJly in Figure 3. More detailed

reporting ofthe response data is found in Appendix I. The results of the

questionnaire data analysis indicated that there was no group consensus for 15 of

the categories qualified. This fact is interesting in itselfsince it illustrates the

intricacy ofdetermining prompt, and in turn, task difficuJty. This is especially

evident given the fact that the respondents of the present study were highJy
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15 RESPONSES •
(#s 2,5, 7, 10, 11, 12, 13,
14.17,18,19,20,22,23,24)

NO CONSENSUS REACHED

11 RESPONSES
(#s 1,3,4,6,8,9,
15, 16,21,25,26)

7DEEMED EASY

~

4DEEMED DIFFICULT

~
MAJORITY EASY AND IIAJORITY IlAJORITY FAiRLY DlFFlCULT IlAJORIlY

EASY SOIIEWHAT SOIIEWHAT FAIRLY ANDDlFRCULT OIFFICULT

EASY EASY DIFflCULT (50-50%)
(50-50%)

1• f
(#6)* (#5 1.4) (#5 3.8.21,25) (15 15.16) (0) (#5 9.26)-

*(6) Saying yes, little opinion required, agreeing category

-(9) Compare, contrast, say why, 'deep' questions category
(26) Confused, possibly multiple, meandering questions category

Figure 3 Analysis of Question Prompt Category Complexity Questionnaire

•

responses qualifying category difficulty, where a consensus is determined ta

exist when ail respondents select either scale points 1 and 2, or 3 and 4; and

where a majority consensus was considered to exist when there was a

consensus of responses falling on either side of the binary division. and a

majority of those responses occurred on one of the two scale points in that

section.
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trained and experienced judges who moreover7 dealt professionally with issues of

question prompt difficulty on a daily basis. The fact that they could not arrive at a

consensus in determining prompt or task difficulty underscores the complexity

involved in creating parallel prompt forms7 particularly in the context ofthe

'conversational 7 nature ofACTFL-variant tests. 37

A consensus ofa broad nature was found7 however in Il categories. Seven

categories were qualified by consensus as easy7 while four were qualified by

consensus as diffieult. Ofthe former7 only one was qualified with a majority

consensus as easy; two were equally qualified as easy and somewhat easy; and

four were qualified by majority consensus as being somewhat easy. In tenns of

the latter qualification, two categories were qualified with a majority consensus as

fairly difficu!l; none were qualified as bothfairly diffieult and difficult; and two

were deemed by majority consensus to be difficull.

The objective ofthis exercise was to identify categories ofquestion

prompts that had been very clearly qualified as easy and difficult. It can be seen

from Figure 3 and from the discussion of the results, above7 that the categories

with a majority consensus ofeasy and difficult meet this requirement. Thus7 not

surprisingly, category 6, Saying yes, liUle opinion required. agreeing was deemed

by the majority to be easy. And on the contrary, categories 9, Compare, contrasl,

say why, 'deep' questions, and 26, Confused. possib(v multiple, meandering

questions were qualified by majority consensus as difficult. Interestingly,ofthese7

37 Alderson, Clapham and Wall (1995) observe that "[t is to he hoped., of course,
that equivalent versions will he ofa similar level ofdifficulty and have a similar
spread ofscores'" (97).
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the judges' qualifications in categories six and nine, in percentages were exactly

opposite, being /. 83%; 2. /7%; 3. 0%; -1. 0% and /. 0%; 2. 0%; 3. /7%; -1. 83%.

respectively.

Once these categories ofquestion prompt had been very clearly identitied

as easy and difficult, the task remained to seek out the candidate responses they

had elicited in the actual test administrations. The audiocassette recordings had

been conserved for ail of the tests from which question prompts had been used in

the present study. Therefore, it was possible to locate the audiocassette recordings

of the respective responses to the question prompts from categories 6 (the easy

group); and 9 and 26 (the difficult group).

From the complete data bank of 152 question prompts, 18 occurred in the

-easy' category 6, (Saying yes, liUle opinion required, agreeing). Due to

participant mortality, this number was reduced to Il. The question prompts in the

easy group were numbered El through E Il.

Altemately, 13 questions occurred in the 'difficult' categories, 9,

(Compare. con/rast, say why. 'deep' questions), and 26, (Confused, possib(v

multiple, meandering questions). Ofthe 13 questions, 3 were omitted due to

participant mortality, leaving a total of 10. The question prompts in the difficult

group were numbered DI through DIO.

2) Discourse analysis

In the final act of processing the data resulting from Workshop 2 in the

form ofthe Question Prompt Category Complexity Questionnaire, the Il 'easy'

question prompts from category 6, and the 10 'difficult' question prompts from
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categories 9 and 26 were matched with their respective candidate responses, and

the latter were transcribed. The transcribed responses were then examined, and

analyzed across the easy and difficult groups. Subsequently, the candidate

responses from the easy and difficult groups were analyzed through the

procedures ofdiscourse analysis ofwhich the results are presented below.

Analysis of fluency: Type-token ratio

ft will be recalled that it had been decided to delineate the question prompt

resPOnses by means ofresponse idea units (RlUs). The fluency ofresponses in the

easy and difficult groups was first analyzed by means of the type-Ioken ratio

(1TR) occurring in each RJU [t was found that there was little difference in ITRs

in both groups. An alpha level of .05 was used for this and aIl statistical tests.

However, significance levels (p values), are reported for aIl statistical tests

performed using Statistical Analysis System (SAS) software. The ITR results of

both groups is reported in detail in Table 6.

Table 6
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A Shapiro-Wi/ks lest ofnorma/ity was done for each ofthe easy and

difficult groUps.38 For the two sample groups~ the Shapiro-Wi/ks statistics were

close eDough to unity to suggest that the distributions were Donnai; the easy and

difficult test statistics were W=0.9481,p = 0.6196~ and W= 0.9243~p= 0.3942,

respectively. The means and standard deviations of the ITR in the two groups are

reported in Table 7. ln the easy group, the mean type-token ratio (7TR) in the

candidate responses to question prompts El through EIl was 0.57. The mean 7TR

in the difficult group was 0.54.

Table 7

Type-token ratio group means and standard deviations

•
Easy group
Difficu/t group

M

0.57
0.54

SD

0.11
0.14

N

Il
10

•

In conclusion, these results show that there was no significant difference

in fluency as indicated by the presence ofnumber ofwords produced (types) in

relation to total number ofwords produced per RIU (tokens), in the two groups

sampled.

Subsequently, an independent /-lest was administered. The results

38 A value of the Shapiro-Wilks test statistic close to unity coupled with a large p
value indicates that the hypothesis ofa nonnal distribution oftype-token ratios
should not he rejected~ as it approaches nonnality (Ho); conversely, a low p value
indicates a lack of nonnality.
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indicated that there was no significant ditference between the mean type-token

ratios in the easy and difficult groups~ ( t = -0.62~ df= 19, p = 0.5451 ). ln

addition, the same comparisons were made using a nonparametric Wilcox IWo-

sample test and the results vindicate the values of the t-Iest. ( T= -O.7754~ P =

0.4381 ).

Analysis oftluency: Fluency freguency features

The FFFs examined in the present study consisted ofsi/ent pauses~filled

pauses, repetitions, and se/f-repairs. These resufts are seen in Tables 8 and 9.

Table 8

Fluency freguency features per response idea unit: Easy grOUP

Occurrences in number and (percentage of features in total words)

• Response Silem Filled Repetitions Self-repairs
pallse5'- pallsesb

El 2 (4.2%) 1 (2.1%) 0 (0%) 0 (0%)
E2 0 (0) 4 (3.9) 1 (1.0)

..,
(2.9).J

E3 2 (3.4) 12 (20) 0 (0) 1 ( 1.7)
E4 0 (0) 3 (2.9) 7 (6.7) 0 (0)
ES 1 (1.0) 6 (5.8) 2.5 (2.4) 1 (1.0)
E6 0 (0) 2 (1.4) Il (7.6) 0 (0)
E7 1 (0.9) 20 (17.6) 2 (1.8) 0 (0)
E8 2 (1.6) 24 (19.2) 2 (1.6) 0 (0)
E9 3 (1.4) 41 (19.7) 13.5 (6.5) 1 (0.5)
EIO 0 (0) Il (17.2) 4 (6.3) 1 ( 1.6)
EII 1 (0.5) 24 (12.6) 4 (2.1) 2 (1.1)

•

aSi/ent pauses are defined as those silent speech hesitations of 1 second or more~
in the coding conventions of the present study.
bFi/led pauses are defined as those speech hesitations which are filled expressions
such as <uh> and <um>~ in the coding conventions of the present study.
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The FFFs ofcandidate responses in the two groups were analysed and the

results recorded. Additionally, these data were converted to perccntages in arder

to account for differences in response length.

Table 9

Fluency freguency features per response idea unit: DiQicult group

Occurrences in number and (percentage of features in total words)

Response Si/enl Filled Repelitiolls Self-repairs
Pauses pauses

DI 0 (0%) 1 (1.8%) 1 (1.8%) 0 (0%)
D2 2 (3.7) 6 (11.1) 2 (3.7) 1 (1.9)
D3 1 (0.3) 16 (4.9) 18 (5.5) 1 (0.3)
D4 4 (6.8) 15 (25.4) 7 (11.9) 0 (0)
D5 0 (0) 1 (3.6) o (0) 0 (0)
D6 2 (1.4) 16 (11.3) Il (7.8) 2 (1.4)
D7 0 (0) 12 (5.7) 8 (3.8) 2 (1)• D8 0 (0) 8 (3.8) 9 (4.2) 3 (1.4)
D9 0 (0) o (0) 4 (4.1) 0 (0)
DIO 1 (1.6) 6 (9.8) o (0) 0 (0)

The resuJts ofa Chi square contingency table analysis reveaJed that there

were strong, significant differences in the FFFs between the easy and difficult

groups, "1: (3, N = 376 ) = 13.32, p =0.004. However, since this test did not

identify which feature effect accouoted for the ditferences, the data was further

investigated with the use ofa statistical procedure of increased power.

A secondary Chi square confingency table analysis ofsimultaneous

•
categories was done for each ofthe two groups. For example, the frequency of

silent pause events was compared to the frequency ofall ofthejilledpause,

repetition, and self-repair events. Thereafter, a tluency feature ofeach of the two
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groups was isolated and compared with the remaining three coJlapsed features

until ail four features had been compared. The results ofthe collapsed Chi square

for the feature 'si/ent pauses" are reported in Table 10.

Table 10

Chi square conlingency fahle for si/enl pause effeet

1: (1, N= 376 ) =0.0805, p =0.7767, ns•

Easygroup

Di/ficull group

Total

Si/enl pauses

12

10

22

Fi/led pauses, repelitions
and sel.frepairs

204

150

354

Total

216

160

376

•

Another manner of regarding the Table 10 silent pause feature results is by noting

that among the easy group., 12 of216 events (5.6%), were eharacterized as silent

pauses., while among the difficult group., 10 of 160 (6.3%) were so eharacterized.

This differenee in proportions is Dot statistically signifieant, X2
( 1, N = 376 ) =

0.0805., P = 0.7767, os.

The results of the collapsed Chi square for filled pauses found a strongly

significant etTeet ofthis fluency feature., i ( 1., N= 376 ) = 12.3595, P = 0.0004.

Indeed, 148 of216 events (68.5%) in the easy group resulted infilledpauses, but

only 81 of 160 events (50.6%) occurred in the difficul( group.
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The collapsed Chi square test also revealed ditTerences between the

groups in the repetilions feature~ X2( 1~ N = 376 ) = 11.1860~ p = 0.0008. ln fact~

this etrect was slightly stronger than that offilled pauses. Again, it is noteworthy

that in the easy group 47 of216 events (21.8%) resulted in repetitions~ while 60 of

160 events (37.5%) resulted in repetitions in the difficult group. The differences

are highly significant.

Finally, the results of the investigated self-repair feature in the two groups

showed no significant difTerenCeS.,12 ( 1., N= 376 ) = 0.4289., p = 0.5125, ns. ln

the easy group, 9 of216 events (4.2%) were characterized as self-repairs, and 9 of

160 events (5.6%) occurred in the difficult group. These ditrerences were not

significant.

To summarize, the results of the FFF show that no significant differences

existed between the easy and difficult groups in tenns ofsi/ent pause and self

repair effects. However, strong significant differences between the two groups

were evident following the investigation ofthe filled pause effect. In that case, the

easy and difficult groups resulted infilledpauses in 68.5% and 50.6% ofthe total

f1uencyevents, respectively, (p = .0004). Thus, significantly morefilledpauses

occurred in the group tested with easy question prompts than in the group tested

with difficult ones.

This would suggest that the easy ques/ions group were functioning at a

lower level of L2 oral proficiency as demonstrated by their response performance.

Furthennore, since those candidates tested with difficult questions usedfilled

pauses significantly less often, it is possible that these individuals accomplished
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the task with more ease than had the other group. Ali ofthis leads to the

possibility that the test raters had noticed the differences in proficiency, and had

divided the groups prior to administering the opinion test function. It also

suggests that the consequence of their observations could have been that they had

selected qualitatively different kinds ofquestion prompts (easy or difficult), as a

result.

Similarly, strong significant differences were found in the easy and

difficu/I groups in the occurrences ofrepetilions in their responses. However, in

the case ofrepetitions, significantly fewer occurred in the easy question group

(21.8%), in contrast to the difficu/t question group (37.5%), (p = .00008). This

data suggests that the use ofdifficult question prompts may have affected

candidate tluency in terms of ward repetitions in the sample studied. Possibly the

greater cognitive demands of the difficult questions resulted in hampered t1uency

in this regard. However, these results in sorne rneasure challenge those ofthe

filled pauses since the latter indicate that the greater cognitive requirements of the

difficult questions resulted in fewer filled pauses in the difficult versus the easy

group.

Next, in an exercise related to computation of frequency, interval data was

analyzed in the form ofthe total pause lime in seconds, in the RlUs ofthe easy

and difficull groups. The total pauses in each RIU of the group samples were

measured in seconds. The means and standard devia/ions of the pause time data

in the two groups are reported in Table Il. Shapiro-Wi/ks les/sfor normality were

performed on the distributions of the two groups. The results indicate that while
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Table Il

Total pause time in seconds: Group means and standard devia/ions

Easy group
Difficul/ group

M

2.27
I.S0

so

2.33
3.0S

N

11
10

•

•

the easy group distribution was barely normal ( W = 0.S59Cp = 0.0561 ), the

difficult group distribution was not normal ( W =0.6464, p =0.0002 ). [n viewof

the fact that nonnality was not achievecL a nonparametric Wilcoxon /Wo-sample

test was administerecL and its results indicate no significant ditTerence in the two

groups ( T =-0.8095, normal approximation p =0.4182; /Wo-tailed t-tesl

approximation p = 0.4277; ns ). The same data was subjected to a l-lest for which

the result is less valid due to lack of nonnality. The results ofa I-test ofequaI

variances yielded the same conclusion ofno significant ditTerence between the

groups (t = -0.40, df= 19,p = 0.6944, os).

It is evident that the easy and difficult groups are similar in pause limes in

light ofthe fact that their respective means ditTer by only .47, or close to halfa

second. There is more variation in the groups' standarddeviation..f, which is

accounted for by the presence ofan outlier, the candidate response to question

prompt 04. This candidate demonstrated considerable weakness in fluency in

responding to the test question, stopping to pause four times in the RlU. The

pause lime in seconds ofeach R1U in the easy and difficult groups appears in

Table 12.
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Table 12
Total pause time per response idea unit ofthe easv and diflicu/t groups

Easy group Pauses in seconds Difficu/l group Pauses in seconds

El 2 Dl 0
E2 0 D2 2
E3 6 D3 1
E4 0 D4 10
ES .... D5 0.J

E6 0 D6 3
E7 1 07 0
E8 4 D8 0
E9 6 09 0
EIO 0 DIO 2
EII 3

Finally~ the results ofthe analysis ofthe pause lime per RlUhave clearly

demonstrated that in the samples examine<L no signiticant differences in pause

time exist between the two groups.

Analysis ofaccuracy

For the purposes of the present study~ a binary distinction was made

between target and nontarget usage forms. Target fonns will be said to include

those ofa proticient speaker~ while nontarget foons will include aH others, such

as those in evidence in the interlanguage of much of L2 discourse. Therefore, the

discourse accuracy in the easy and difficu/l groups was measured by frequency

counts oftarget or nontarget forms ofverb morph%gy and noun usage. The

former were addressed by assessing bound morphemes ofsubject-verh agreement,

in the presence ofan ob/igalory suhject and/or verb, and ofappropriate tense

marking; while of the latter common, compound, and abstrael noun usage was

examined. The results of verh morph%gy frequency analysis for the easyand

difficu/t groups appear in Tables 13 and 14, respectively.
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• Table 13
Accuracy ofverb morphology in occurrences per response idea unit in the easy
grQ!W

S-v agreement Tense marking Obiigatory s, v

Response Target Nontarget Target Nontarget Target Nontarget

El 6 0 7 0 12 2
E2 19 3 18 4 16 2
E3 11 2 II 2 II 2
E4 12 3 10 5 7 8
ES 14 9 18 5 22 1
E6 21 5 20 6 24 2
E7 15 2 14 1 Il 0
E8 17 0 12 5 12 5
E9 27 ~ 28 2 27 '"~ .)

EIO 3 3 4 2 1 5
El1 20 8 23 5 24 4
Totals 165 38 165 37 167 34

• Table 14
Accuracy ofverb morph%~~gY in occurrences per response idea unit in the
diflicult group

S-vagreement Tense marking ObiigaJory s, v

Response Target Nontarget Target Nontarget Target Nontarget

Dl 7 2 8 1 9 0
D2 10 0 9 t 9 1
D3 32 13 44 1 40 5
D4 Il 1 8 4 8 4
aD5 3 0 3 0 3 0
D6 24 '" 25 2 22 5.)

07 34 5 30 9 34 5
D8 25 Il 29 7 30 6
09 10 5 14 1 13 2
010 4 ~ 7 0 3 4.)

Totals 160 43 177 26 171 32

• 4Response D5 was atypically much shorter than the others at 28 words, which
may have contributed to its absence ofnontarget forms.
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A Chi square contingency tahle analysis ofsimultaneous categories was

perfonned~ isolating one accuracy feature for comparison purposes across target

and nontarget usage. The results showed no significant effects for suhjeci - verh

agreemen/~ as shown in the contingency table~ Table 15.

Table 15

Chi square contingency tahle for subject - verb agreement effect

Total 325 81
i

X- ( 1~ N = 406 ) = 0.3856~ p = 0.5346~ ns•
Easy group

Difficult group

Target

165

160

Nontarget

38

43

Total

203

203

406

•

These results show similarities between the two groups in this instance;

among the easy questions~ 165 of203 suhject-verb agreement events (81.3%)

were found to he target events; in the difficult group 160 of203 events (78.8%)

were found to he target events. Correspondingly~ nontarget events in the easy and

difficult groups were 38 of203 (18. JO/O); and 43 of203 (21.2%)~ respectively.

Thus, there were no significant differences in suhjecl - verh agreement effects in

the easy and difficult groups. lnterestingly and coincidentally, the total events of

subject - verb agreements in the responses was equal at 203, in both groups.

The same procedure produced a result ofno significant effects for ten.ve

marking., 'X2
( 1., N = 405 ) = 2.3392., p = 0.1262~ ns. In this case~ in the easy group
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target foons accoURted for 165 of202 events (8t.70AJ), while 171 of203 (87.2%)

occurred in the difficult group. Nontarget fonns accounted for 37 of202 (18.3%)

in the easy group compared to 26 of203 (12.8%) in the dijJicull group.

The presence ofohligatory suhjeets and, or verbs were computed in the

same manner~ resulting in no significant etTects found in the easy and difficult

groups, X2
( l~ N= 404 ) =0.098,p = 0.7542, ns. Target events in the easy group

amounted to 167 of201 (83.1 %)~ compared to 171 of203 (84.2%) ofthe difficult

group. Nontarget usage in the easy group was found to he 34 of201 (16.9%)~ and

32 of203 (15.8%) in the difficult group.

Common, compound, and abstrue, noun usage was also not found to be

significantly different across the easy and diffieull groups, 1: ( l, N = 243 ) =

1.2841 P =0.2571, ns. Detailed results of the lexical analysis for the two groups

appears in Table 16.

[n conclusion~ it was found that there were no significant ditferences in the

easyand the difficult candidate test responses in terms ofoutput accuracy.

Moreover, the results ofthe accuracy discourse analysis demonstrate close

similarities in the data ofthe two groups. This is in part due to the fact that two of

the features under investigatio~ subjeel - verb agreement and the presence of

obligatory subject or verb elemenls, were themselves c10sely associated.

Therefore, it follows that investigations ofthese features can be expected to

render results ofa similar nature. However~ in the other features examined.,

(appropria!e lense marking; and eommon, compound, and abstrae! noun usage),

there was a great deal ofsimilarity offonn use across the two groups. These
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results lead to a conclusion that the easy and difficull question group performed in

a homogeneous manner in tenns of the output accuracy in the features

investigated.

Table 16

Accuracy ofa lexicallOrm in occurrences per responj'e idea unit in the easv and
difficult groups

Common, compoundand ahstracl noun usage

Easygroup Target Nontarget Difficliii group Target Nontarget
response response

El 5 2 DI 1 0
E2 7 2 02 4 0

• E3 10 0 03 23 4
E4 13 2 D4 4 0
E5 4 2 D5 4 1
E6 14 3 D6 7 5
E7 7 3 D7 13 2
E8 II 5 D8 18 7
E9 15 1 D9 9 1
EIO 5 0 DIO 5 1
Ell 21 0

Totals 112 20 88 23

•

Analysis ofcomplexjty

Oiscourse complexity in the candidate responses was analyzed by means

ofclause subordination in the two groups under investigation. [n this process,

AAS units were used to separate the oral language into discrete units ofsentence-

like structures. foster, Tonkyn and Wigglesworth's (2000) definition ofclause

subordination was used for this purpose in the present study. Foster et al. note that
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a subordinate clause '~will consist minimally ofa finite or non-finite verb element,

plus at least one other clause element (Subject, übject, Complement or

Adverbial)" (p.366).

Thus, the clauses in AAS units were examined for subordination., and the

results computed. The results ofdiscourse complexity analysis for the easy and

difficult groups are found in Tables 17 and 18.

Tables 17 and 18 illustrate the close similarity of the two groups in

discourse structure and length. Not surprisingly, using Chi square tests, discourse

complexity was not found to be significantly ditferent in total clauses across the

easy and difficult groups., X2
( 1., N = 258 ) = 0.016 P < 0.05., ns ). Similarly., in the

same test, clause subordination was not found to ditfer significantly in the two

groups., "1.,2 ( 1, N = 44 ) = 2.273 p < 0.05, os ).39

Using Chi square testsjOr contingency tahles, in the easy group, 128 of

251 events (51.5%) were the lota/ number ofclauses, while in the difficult group

130 of242 events (53.7%) represented the tolal clause number. Again., the easy

group had 27 of251 events (10.8%) as the numberofsubordinate clauses, and the

difficult group had 17 of242 events (7.0%) counted as total subordinate clauses.

ln the easy group target the number ofAAS unils in the RIUs of the easy

group and difficult groups did not differ significantly., 1: (2 N = 2.1299) = 2.1299

p = 0.3447, ns.

39 These Chi square tests were the only statistical tests done using AB STAT
software. Consequently, exact p values were not available for these results.
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• Table 17

Syntactic analysis ofclaufte structures in the easy group

Number ofAAS-units and clauses

Responses AAS-units Talai Suhordinale % suhordinale
clauses clallses clallses per

lolal clauses

El 5 7 1 (14.3)
E2 II 14 5 (35.7)
E3 3 4 1 (25.0)
E4 7 Il 4 (36.4)
ES 6 II 3 (27.3)
E6 12 19 6 (31.6)
E7 9 9 0 (00.0)
E8 10 II 0 (00.0)
E9 16 22 6 (27.3)
EIO 3 3 0 (00.0)
El! 14 17 1 (05.9)
Totals 96 128 27 CM 18.5%)• Table 18

Syntactic analysis ofclause slructures in the diQicult group

Number ofAAS-units and clauses

Responses AAS-unils Tolal Suhordinale % Sllbordinale
clauses clallses cial/ses per

total clauses

Dl 4 6 2 (33.4)
D2 3 5 2 (40.0)
D3 26 33 5 (15.2)
D4 7 8 1 (12.5)
D5 2 3 0 (00.0)
D6 8 12 3 (25.0)
D7 15 20 1 (05.0)
08 16 26 2 (07.7)
D9 9 12 1 (08.3)

• DIO 5 5 0 (OO.Ol
Totals 95 130 17 (M 14.7%)
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Finally, these results show that there were no significant differences

between the easy and difficuit groups in tenns ofclause complexity. Moreover,

the close similarity ofcandidate responses in the two groups in tenns ofthe

complexity data results would suggest that the population sampled came from a

very homogeneous group. This in turn suggests that from the point ofview of

output complexity, these candidates exhibited very similar qualities in their test

perfonnances.

In conclusion, the quantitative analyses of the Phase 2 results presented in

this chapter show some paradoxical trends. A clear consensus was shown in the

results of the Question Prompt Category Complexity Questionnaire responses, yet

a considerable lack ofconsensus was demonstrated as weil. Similarly, discourse

analyses ofcandidate response fluency in the easy and difficult groups showed

significant ditferences for filled pauses and repetitions, but no significant

between-group differences for the other f1uency features measured.

However, discourse analyses of response accuracy and complexity in the

easy and difficult groups, indicated that there were no significant differences in

these speech characteristics. In Chapter 6 following, these findings will be

addressed in greater detail.
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Chapter6

Conclusions

Introduction

The present research has raised severai questions related to method etfects

in the task ofsupporting an opinion, in an ACTFL-varïant oral proficiency test,

the SLE:OI. Specifically, it sought to investigate the kind ofdiscourse generated

from the use ofdifferent question prompts. The question ofmethod etfects was of

pal1icular interest given that SLE:OI raters have considerable latitude in the

choice ofquestion prompts (and therefore test methods) available to them for use

in the same, and across ditferent test administrations.40 This liberty is due in large

measure to the conversational formant oforal proficiency interview tests in

general.

The issue ofparailei test forms

The effect oftask variation particularly on reliability in oral proficiency

tests was of interest in the present study in view of the hypothesis that the

employment ofquestion prompts that were profoundly different in quality would

result in non-parallel test forms. Certainly the outcome ofadrninistering noo-

parallel tests is that unfair advantages or disadvantages to some candidates May

result. Ofparticular concem in the present research was the case ofborderline

candidates (whose test performance straddJed the rating border between

40 It will be recalled that in the SLE:OI, the rater is also an interviewer,
administering the test independently.
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intermediate B-Ievel, and advanced C-Ievel, tenned BIC borderline cases). It was

hypothesized that weaker (or BIC) candidates might fail to accomplish the task of

supporting an opinion when unduly difficult question prompts were used (see

Coopter 3, Figure 2).

The data of the Question Prompt Category Complexity Questionnaire

results suggest the inherent difficulties involved in any exercise ofqualifYing

question prompts, or question prompt categories in this case. This was evident in

view ofthe fact that the respondent-judges were unable to reach a consensus in

over half (15 out of26) ofthe categories surveyed This underseores the intrinsic

challenges faced by oral proficiency test administrators in seeking to ask

questions ofequal value overtests. Alderson, Clapham and Wall (1995)

recommend that " ... it should be emphasised that that the interview needs to be

carefully structured so that the aspects ofthe test which are considered important

are covered with each student, and each student is tested in a similar way'" (p. 62).

In addition, Douglas (2000) has suggested that '1he rhetorical fonn ofthe

message is often as important as the content, and should retlect the nonns ofthe

target language use situation" (p. 61).

Conversely, in ACTFL and ACTFL-variant oral proficiency tests such as

the SLE:Of, it is common practice to allow for sizeable variation in both fonn and

content ofquestion prompts. Moreover, the findings of the present study show

that raters succeeded in arriving at a very clear consensus of three question

prompt categories, placing them in bipolar easy and difficult groups.
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The raters judged easy those question prompts requiring candidates to say

yes, wilh little opinion required. agreeing; and difficult those question prompts

requiring candidates to compare. contrast, say why ('deep •questions), and

confused. possibly multiple. meandering questions (see Chapter 4).

If the premise were to be accepted that oraJ proficiency tests should

without compunction, include wide content variation in the fonn oftheir question

prompts, then it must also be assumed that the various question prompts would

constitute parallel test forms. This contradicts the findings ofthe present study in

which judges in consensus found qualitative differences in question prompt

categories. Yet if the above premise were accepted, it would follow that in the

present study, there is no qualitative difference between the easy and difficult

question prompt groups. And if this argument is carried a logical step further, may

it May be assumed that there is no difference between the two kinds ofquestion

prompts identified by judges as constituting the difficult group, those which

required candidates to compare. con/rasl, say why ('deep' questions), and those

that were considered to be confused. possibly multiple, meandering questions?

Could these two types ofdifficult questions really he considered parallel test

forms? Ofcourse, only with empirical evidence could test forms he detennined

with any accuracy to be equivalent forms.

My argument here is intended to he somewhat fanciful. It is intended to

illustrate the importance ofgiving serious consideration to controlling as much as

possible for question prompt variation in oral proficiency interview tests (see

fmplications and recommendations). Moreover, in my professional experience as
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an SLE:OI rater-interviewer, 1know ofno SLE:OI trainer who would seriously

entertain the above premise. SLE:OI traiDers give coordinated attention to training

raters-interviewers to maintain as much uniforrnity in test content as possible. The

assiduity oftest trainers in the instance ofthe SLE:OI is fortunate. Nonetheless,

ACTFL and ACTF-variant oral proficiency test development leaves a test design

loophole allowing for a plethora ofnon-parallel test fonns to flourish.

The research Question and the research findings

Revisiting the research question ofthe present study, it was:

Is there a difference in speech samples elicited by different question

prompts in the task ofsupporting an opinion in an oral proficiency

interview test?

The findings support the premise that it is possible that in general, question

prompts used in the task ofsupporting an opinion elicit discourse ofcomparable

accuracy and complexity. Thus, candidate response accuracy as measured by verb

morphology and lexical accuracy was not affected in the groups tested with easy

and difficult questions. Similarly, response complexity as measured by clause

subordination was not atfected in the sample groups. However,particular results

of the present research with regard to discourse f1uency features demonstrated

different and varied etTects.

The f1uency of responses in the two groups under investigation showed no

etfects for type-token ratio, or for silent pause or se/f-repair frequency.

Additionally, there was no effect for total pause lime between the two groups.
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However, there were strong significant effects forfi/led pauses and repelilions in

the groups tested with easy and difficull question prompts.

Unexpectedly, more filled pauses were found to accur in the group tested

with easy question prompts than in the group tested with difficul/ ones. This could

he explained by the suggestion that the group given easy questions had previously

demonstrated a lower level of L2 oral proficiency than the difficul/ question

group, (who displayedfilledpauses significantly legs often in response to the

opinion task). By extension, this would also indicate that raters had already

noticed this demonstrated weakness in proficiency in the BIC group prior to

testing the supporting an opinion task, since they had elected to ask this group

easier questions. Given that SLE:O[ rater training discourages the use ofquestion

prompts ofinconsistent complexity, it is likely that the choice oftwo groups of

question prompt was unconscious on the part of raters. -lI

Additionally, those candidates demonstrating stronger BIC proficiency

were shown to have less tluency impediment when asked difficult questions, as

demonstrated by their significantly fewer exhibits ofjilledpauses. Thus, the

evidence suggests that those candidates perceived by raters as having stronger L2

abilities are more likely to be asked difficult questions. [fthis were indeed the

case, then theoretically it could he expected that strong borderline (Big

candidates would have an advantage over less proticient (WC) candidates; they

·U The rater behaviour in question is qualified as unconscious in view of my
knowledge ofSLE:OI rater training and professional attitudes, and from the
evidence ofWorkshops 1and II in which raters reiterated that in test
administrations, their intention is to ask test questions ofequal difficulty.
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would not both he tested with question prompts of the same order ofdifficulty.

Thus, the stronger candidates would have a better chance ofsucceeding in the task

probe, since il would he less demanding for them than il would he for the weaker

candidates.~2 This was the original hypothesis illustrated in Figure 2 (See Chapter

3).

Therefore, it can be concluded that there was no evidence of rnethod

effects in the two groups when response discourse accuracy, cornplexity, or

several features of f1uency were analyzed. However, method effects were found

when easy and difficult question prompts were used as demonstrated by two

fluency features,filled pauses and word repetilions. The latter is not surprising in

view of recent research where method effects have been found (for example,

[Ellis, 1987; Smith, 1992; Tarone, 1979, 1988; cited in Bachman & Cohen, 1998],

Turner & Upshur, 1995, Upshur & Turner, 1999). Additionally, Bachman and

Cohen have noted that "different tasks can elicit different accuracy rates" (p. 83).

Similarly, Norris, Bro~ Hudson and Yoshioka (1998) recommend that in

second language performance test developmen~ a question which should he asked

is "What are the difficulty levels of the tasks in terms ofhuman performanceT' (p.

141 ).

Sorne researchers, for example Lumley and Brown (1996), found rater

behavioural factors that appeared to affect the level of interaction difficulty in oral

42 In ACTFL and ACTFL-variant oral proficiency tes~ a 'probe' indicates testing
at a higher level than candidate ability, in order to determine a ceiling of
proficiency. The task ofsupporting an opinion is considered a probe of
intermediate-high, and high-Ievel candidates.
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proficiency testing (cited in McNamara, 1997). Among the factors which

increased the difficuJty of test tasks were passivity~ interrupting, and the use of

sarcasm; on the other band, task difficulty was eased by the degree interlocutors

attended to factual questionsy or tailored the questions to simpler foons to help

candidates.

Conversely, ifcandidates were mistakenly perceived by raters as having

stronger L2 abilities and were asked difficult questions, when these candidates

were in ac/uality ofweaker@C) ability, the result couJd be candidate inability to

accompIish the test task. Thus, problems oftest faimess would resuIt. These

results underscore the necessity ofmaintaining a bank ofquestion prompts of

paralleI difficulty.

McNamara (1995, 1996) has shown that even highly-trained raters May

under or over-rate subjective performances to a measurabIe extent (though not

necessarily to the extent that test scores are influenced). Certainly, rater

perceptions ofcandidate proficiency cao never be perfectly correct in ail cases.

Furthermore, rating is particularly probIematic in cases ofdemonstrated

borderline performance. This is the case in language testing, and indeed il is the

case in ail subjective testing.

Implications and recommendations

The implications for rater training are clear. Not only shouId ACTFL

variant test raters he trained to ~bias for best~ (Swain., 1995), they should also

•give the benefit of the doubt' in assigning questions ofan easier order when
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weaker BIC candidates could he disadvantaged by unduly difficult ones, al the

very least.43

However, a far better alternative would he to ensure that question prompts

have been determined to he ofequal value by establishing a bank ofquestion

prompts which have been empirically determined to he parallel forms. Adopting

either ofthese measures would prevent placing weaker borderline candidates at a

disadvantage.

ln the present study, the results of the discourse analysis of response word

repetition showed strong significant differences between the easy and difficult

groups. As anticipated, it was found that significantlyfewer rePetitions occurred

in the easy question group in contrast to the difjicult question group. These data

suggest that the two groups responded quite ditferently to the easy and difficult

question prompts they encountered. This May he explained by the assumption that

the greater cognitive demands of the difficult question task impaired tluency in

this regard as candidates sought to process the more complex content ofthe

prompts. It is weil known that people often resort to repetition while attending to

complex ideas. Then again, it is possible thatfilledpauses May be employed to

the same effect. lt cao ooly he said with certainty that the results of the present

study demonstrate that some differences in candidate response occurred as a result

of the use ofeasy or difficult question prompts. Further speculation would require

analysis of the cognitive processes influencing the use ofthese f1uency features,

which is beyond the limitations of the present research.

43 Indeed, Bachman and Palmer (1996) have advised that test rubrics "should he
designed with the lcast proticient test takers in mind" (p. 141).
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The original research question pertained to the effect ofusing different

question prompts in the supporting an opinion test task. Related to this, an

associated question arises as to the overall suitability of the task ofsupporting an

opinion in the SLE:OI (see Chapter 3). How accurately does the task of

supporting an opinion retlect the TLU oftest takers?

The ACTFL Proficiency Guidelines (1986) for speaking ability contend

that in the advanced-high L2 speaker '1here is emerging evidence ofability to

support opinions," and that the superior speaker "can support opinions" (ACTFL,

online, retrieved June 20,2000). The validity ofbasing second language

assessments on this kind ofa priori detennination appears to he outmoded~ as has

becn observed by Many researchers since the publication ofthe Guidelines nearly

twenty years aga (see Chapter 2). Certainly current knowledge about TLU

domains as defined by Bachman and Palmer (1996) has transfonned the LT

community's approach to language test developmen~basing it on evidence rather

than on intuitive judgements.

Recent research in Languages for specifie purposes (LSP) testing has

increased our collective understanding ofhow to more accurately tailor tests to

specifie candidate circumstances (Douglas, 2000). Consequently, there can he no

doubt that detennination of test content validity is DOW better served by fitting test

tasks to empirically measured workplace TL U domains.-l4

44 My anecdotal impression is that the kind ofcandidates truly comfortable with
the opinion task is generally limited to lawyers, whose work TL U clearly and
closely corresponds to the test task ofsupporting an opinion.
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Bailey (1998) pointedly illustrates the advantages ofbasing oral

perfonnance testing on TL li. in suggesting three ways an air flight crew might

best he tested for L2 oral proficiency: by a paper and pencil test, by an oral

proficiency interview test, or by ail passing ~~an authentic test oforal Engl ish

communication in an air-to-ground radio setting using topics based on recordings

ofaetual conversations between air traffie controllers and airline pilots" (p. 208).

Surely, the third option would he the most compelling; it effectively matches TL U

with test task.

It appears that the use of the ACTFL and ACTFL-variant test task of

supporting an opinion is clearly problematic since in many instances ofactual

work duties, supporling an opinion does not occur. The danger ofnot matching

professional TL U to test tasks runs the real risk of testing an unused and arbitrary

construct This is one weakness of the ACTFL and ACTFL-varïant testing

tradition.

For these reasons, and in view of the variation in results demonstrated in

the present researc~ suggesting the presence of possibly disadvantageous method

effects in the task ofsupporling an opinion, [ conclude that the necessity of

ineluding this task in the SLE:OI, he reviewed. A review of this sort would serve

two purposes. Firstly, it would demonstrate if the supporling an opinion task

actually does reflect TLU in the SLE:OI population of test candidates. Secondly,

ifthis were found oot to he the case, further statistical study could he done to

determine iftest scores \vould be influeoced by its exclusion from the test.
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If upon completion, the task review exercise proved the task to be

redundan~ the outcome could be the modification ofthe SLE:OI to a shorter, and

therefore more economical test. Additionally, it would relieve the test ofwhat

may be its primary source ofunreliability.

In the meanwhile, [ would additionally recommend that the following

steps he taken:

1. that the officiais responsible for SLE:OI testing instigate a study in

arder to establish appropriate norms oftask difficulty in the task of

supporting an opinion.

2. that a bank ofparallel question prompts be created in arder to

eosure that ail candidates would be tested with equal or parallel

test forms (as is currently the procedure followed in the CASE test

[Lazaraton~ 1996]).

3. additionally and essential to 2. above~ that the question prompts in

the bank of parallel test forms be empirically detennined through

statistical means to be ofequitable difficulty levels, prior to

making any assertions that they represent equal fonns.

Limitations orthe study

Limitations of the present study have included the low number of

candidate participants (21) who were determined to have been asked qualitatively

easy and difficult questions. Further research using a larger sample size would

allow for an investigation ofwhat influence on test scores might be incurred as a
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result ofmethod effects ofthe use ofeasy and difficull question prompts, in an

ACTFL-variant test.

With regards to ITR., several researchers have used the protocol in

discourse analysis., and their Jack ofcensure would indicate that they were

satisfied with the ITR. (Crookes, 1989; Douglas., 1994; Tomiyama., 2000;

Wigglesworth., 1997b). Yet Vermeer (2000), while calling the TTR the "most

famous,'" device of lexical measurement., has nonetheless raised various doubts as

to its usefulness in identifying lexical richness (p.65). Vermeer argues in favour of

basing lexical measures not on the ITR., but rather on the "degree ofdifficulty of

the words used., as measured by their (levels of) [sic] frequency in daily language

input" (p. 65). Vermeer"s contention that the TTR May be "the worst measure of

lexical richness"" is worrisome in view orthe faet that in the present study group

differences in TTR were expected but not achieved (p. 69).

On the other hand., the present study"s analysis ofcommon, compoundand

abslracl noun usage., used to measure L2 aceuracy., is effectively a measure of

lexical accuraey. Thus, to an extent it serves the same purpose as that proposed by

Venneer. (lnterestingly., the results ofthe present research indicated that in both

the TTR and the examination ofcommon, compound and abslracl noun usage, no

differences between the easy and difficult groups were found).

Furthermore., the methodology ofqualitatively categorizing question

prompts may have in itselfto an undetermined extent influenced the

categorization outcomes. This May be partly due to the judges" unfamiliarity with

the protocol. MeNamara (1997) comments on a psychometrie view ofthis, in
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noting that uLinacre (1989)~ in a brilliant discussio~ bas shown that allocation of

instances to categories by judges is a probalistic~ not a detenninistic phenomenon~'

(p. 456).

Moreover~ in the present research Phase 1 served as the basis ofPhase 2.

Therefore, any inaccuracies arising from the Phase 1 data would ultimately

influence the Phase 2 results.

In the case of the responses to the Question Prompt Category Complexity

Questionnaire~ task unfamiliarity would not be expected to have measurably

influenced responses since the judge-respondents were SLE:OI raters, accustomed

to making qualifications about question prompt task difficulty in their daily

professional lives. Nonetheless, the response data may have to sorne extent been

influenced by the subjective nature ofthe task. Furthermore, it is possible that

there may have been a small delayed time etfect, which may have intluenced the

judges' familiarity with the categorization data, due to the fact that the

questionnaire was administered sorne weeks subsequent to the tirst question

prompt categorization exercise of Workshop 1.45

Finally, by virtue ofcombining qualitative and quantitative methods to

second language research such as the present study entails, the results mayafford

a more comprehensive view ofthe ever-elusive truth. Indee~ Boland (1992)

compared the two approaches in the following:

45 This effect is qualified as small in view of the fact that extensive efforts were
made in Workshop 2 to re-familiarize the judges with the categorization material
of the previous Workshop 1.
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Qualitative methods tend themselves to discovering meanings and patterns

while quantitative methods seek causes and relationships .... Researchers

in the qualitative mode seek understanding through inductive analysis~

moving from specific observation to the general. Quantitative analysis~ on

the other han~ employs deductive logic~ moving from the general to the

specific~ i.e. from theory to experience. (Bolan~ 1992~ p. 1-2)

The introduction of bias is an ongoing threat to the design and accomplishment of

any study~ and it is particularly the case when qualitative research is undertaken.

This is in part due to the faet that a greater subjective element exists in the data

collection than would he the case with quantitative methods, (though this threat

exists in any kind ofresearch.) For example, in the present study the Phase 1data

collection protocols involved quite subjective qualification exercises.

Il was intended and hoped that this variable ofsubjectivity would be

diminished by the fact that the chosen participants were highly trained judges~

familiar with evaluating question prompt appropriateness. The study was also

limited to sorne extent by the fact that it could not have included more qualitative

and quantitative analyses. This was unfortunately beyond the possibility of the

present research.

Suggestions for further research

1lend my voice to the many previous calls in the field of language testing,

for more qualitative and quantitative research into the discourse generated in oral

proficiency interview tests. Moreover, it is important to further study the

constructs occurring in the target language use domains ofACTFL and ACTFL-
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variant test candidates in order to more accurately tailor tests to individuaJ test

candidates, by restricting test tasks to more appropriate domains.

Concluding remarks

Messick (J 989), in his seminal coopter on validity in educational testing,

has determined that '~content validity provides judgemental evidence in support of

the domain relevance and representativeness of the content ofthe test instrument,

rather than evidence in support of inferences to be made from test scores" (p. 17).

Messick's message would appear to corroborate the need for language tests more

closely based on TLUthan is the cureent practice ofACTFL and ACTFL-varïant

tests.

Furthermore, McNamara advocates the incorporation ofempirical

evidence in test design, in the following, "Validity is not automatically achieved

through test design alone; there must be a subsequent empirical demonstration of

this relationship through investigation ofdata from actual perfonnances, in test

trials and under operationaI conditions" (p. 456).

Similarly, in her study of the discourse elicited under circumstances of

task variation in an oral proficiency test, Wigglesworth (1997a), underscored the

need for "routinely subjecting test data to rigorous discourse analysis, and to

integrating discourse analysis into the process of test validation'" (p. 47).

The present research has sought to respond to the appeaIs ofcommon

sense as weil as to those ofthe language testing community. Its methodology also

demonstrates the combination ofqualitative and quantitative analysis to reach an

end. It contributes to language testing literature by presenting empirical evidence
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ofthe kind ofdiscourse generated in an ACTFL-variant oral performance test ln

addition, and with the generous support of SLE:OI test officiais, it incorporates

the use ofempirical analysis ioto SLE:OI testiog practice.
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lNFORMED CONSENT TO PARTICIPATE IN RESEARCH

This is to state that 1agree to participate in the research project entided ~An Investigation
into the Second Language Evaluation: Oral Interaction", and conducted by Christian
Colby-Kelly, with Or. Carolyn Turner, supervisor, McGiII University Department of
Second language Edueation.

Purpose and Procedures: This research will look al excerpts ofsorne ofthe oral
language produced in the Canadian Govemment's Second Language Evaluation: Oral
Interaction (SlE:OI) test. Short samples oforal speech from the SlE:OI will he
transcribed and later anafyzed. They will be used solely for research purposes. Ali
participants, (testers and test candidates), are asked to give their written consent. The
names ofaU participants will not he publisbed; instead participants will he referred to
bya confidential code wbereby they will be identified by a designated number.

Conditions of Participation: The ooly request oftest candidates is that they give
their written consent ofparticipation in the project. Participants rnay appreciate that
in choosing to give their consent, they are supporting their own language testing
milieu; this research is designed to contribute to providing Government test users
with quality testing services.

AIl involved SLE:Of testers are asked to consent to participate in the project. Sorne
testers will also be asked to give expert judgements relating to data classification in a
workshop session. Participation ofthis kind is expected to be professionally
enriching since it is expected to enhance testers' awareness ofcertain aspects of the
SLE:OI test.

Participants may withdraw from the project at any rime without penalty or prejudice.
They will he contaeted by phone by Christian Colby-Kelly to ensure that ail the
conditions of this agreement are weil understood prior to signing the Consent Foon.

• 1understand the purpose ofthis study.
• 1understand how confidentiality will he maintained.
• [ understand that 1am free to withdraw al anytime from the study without

any penalty or prejudice.

1have carefully studied the above and understand my participation in this
agreement. 1freely consent and voluntarily agree to participate in this study.

•
Name (please print)

Signature--------------- Date
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CONSENTEMENT A PARTICIPER A LA RECHERCHE

Par la présente j'atteste que j'accepte de participer au projet de recherche intitulé 04Etude
sur révaluation de langue seconde: Test d'interaction orale", mené par Christian Colby
Kelly, avec le Or. Carolyn Turner, surveillante de proj~ Département de l'Enseignement
en langue seconde de l'Université McGill.

But et procédures: Cette recherche portera sur des échantillons d'entre-vue
produites dans le cadre d'evaluation de langue seconde: Test d'interaction orale
(ELS: 10), du gouvernement canadien. De courts extraits du ELS:OI seront
transcrits et analysés. Ils serviront uniquement à des fins de recherche. Tous les
participants, (les candidats(es) à l'examen et les évaluteurs(trices) de l'examen)
sont priés d'accorder leur consentement par écrit. Les noms des participants ne
seront pas publiés. Les participants seront identifiés par un code numérique
confidentiel.

Conditions de participation: Tous les candidats(es) du test doivent signer le
document intitulé "Consentement à participer à la recherche". Ces derniers
comprendront qu'en acceptant d'y participer ils contribuent à améliorer les
conditions d'administration des examens de langue. Cette recherche vise à
contribuer à fournir des services de qualité aux usagers des examens du
gouvernement.

Tous les évaluateurs(trices) de l'ELS:[O impliqués dans le projet sont également
priés(es) de signer le consentement à participer. Certains(es) entre eux
participeront à un atelier sur la classification des données. Nous croyons que
cette participation sera une expérience enrichissante sur le plan professionnel et
contribuera à approfondir les connaissances de certains aspects de l'examen
d'ELS:IO.

Les participants peuvent se retirer du projet à n'importe quel moment sans
pénalité ou préjudice. Christian Colby-Kelly communiquera avec eux par
téléphone pour s'assurer que toutes les conditions de cette entente sont bien
comprises avant la signature du fonnulaire de consentement.

• Je comprends le but de cette étude.
• Je comprends de quelle façon sera assuré la confidentialité

lors de project de recherche.
• Je comprends que je suis libre de me retirer à n'impone quel

moment sans pénalité ou préjudice.

J'ai soigneusement étudié le texte ci-dessus et je comprends ma participation
dans cette entente. Je consens librement et j'accepte volontier de participer à
cette étude.

Nom (en lettres moulées svp)

Signature Date
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Criterja for Determining T.sk QifliCjlllX

Adapted From Brindley (1987), Brown and Yule ( 1983), and Anderson and Lynch
(1985), in Nunan (1989)

FACTORS TO BE TAKEN INTO CONSIDERATION IN DETERMINING TASK DIFFICULTY

Easier

Task

-------------... More difficult

•

•

low cognitive complexity
simple syntax
specifie vocabulary
has few steps
familiar topic
familiar eontext
much context provided
interestinglinvoJving
does not require grammatical accuracy
does not require cultural knowledge
narratives/instructions

Text

is short, not dense (fe\v facts)
elear presentation
information is explicit
repetition of message occurs
syoonyms used
familiar content
Many contextual clues

eognitively complex
complex syntax
generalized vocabulary
has Many steps
unfamiliar topie
unfamiliar context
no context provided
boring/non-involving
requires grammatical accuracy
requires cultural knowledge
opinionlexplanation

is long and dense (many facts)
presentation not c1ear
info. requires inferences
no repetition of message
no synonyms used
unfamiliar content
few contextual clues
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ÜladPn Pm.pt Catcgog CgmplClilY Qucatjopp.;"

Introduetion: The following are the categories ofquestion prompts which you as
a group have identified at the last workshop. Vou have aJso indicated in
discussions at that workshop that the key factor difTerentiating them is that of
complexity.

Instruetions: ln order to re-familiarize yourselfwith the work ofthe last
workshop, please read over ail the question prompt categories. Then indicate the
level ofcomplexity you would assign each one by circling the appropriate number
using the following scaJe:

1 easy
2 somewhat easy
3 fairly difficult
4 difficult

Al Topic Soecification Question Prompts:

Job specifie

Problem-specific (e.g. a case study)

2

2 3

4

4

Hl Question Prompts with an Expected Elicited Response which is

Functional:

•

Solution-seeking questions (eouId lead to exp/ana/ion)

Leading to exp/anation

Description (free rein in response);
questions leading to more ofa description

2

2

2

3

3

3

4

4

4



• Cl Question Prompts Grouped br Length or Arnoun! ofDetail in the
Expected Response:

Short 2 3 4

Long 2 3 4

Saying yes, linle opinion required; agreeing 2 3 4

Saying no, little opinion required; disagreeiog 2 3 4

'Surface' questions· 2 ... 4~

'Deep' questions·· 2 3 4

163

Dl Question Prompts which use Fonnulaic Questions:

"[What] do you think... " questions 2 3 4

• ''To what extent... " quantitative questions 2 ...
4.)

"How adjective is... n evaluative adjective, range questions
(Using degree-intensifYing adjectives) 1 2 ...

4.)

"'WouJd you say... n questions 2 3 4

"How do you... ,.. questions
(e.g. strike the balance between... , etc.;
'recipe' questions which seek a solution) 2 3 4

• ·Surface' questions = Don't lock the candidate ioto a deeper response.

•
•• 'Deep' questions = Lock the candidate ioto a deeper respoose; comparelcontrast/say
why... kinds ofquestions.
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Question Prompts with an Expected Elicited Response ofa Particular

1) Comparing

• Asking for qualities C~What sort ofperson... ''')

N.B. 'This couJd he comparative.'"

2) Relating

• RelationaJ

(how one faet relates to another fact)

2

2

3

.,
.J

4

4

3) Speculating

• Speculative questions about outcomes 2
.,

4• .J

• Suggesting a point a point ofview;

or speculating on one, to get a reaetion 2
.,

4.J

• Presenting different points ofview 2 3 4

• Devil's advoeate questions,

seeking a response 2 3 4

• Choiceloptions 2
.,

4.J

4) Other

• Elaborating or wrapping-up,

•
elieited from a statement

• Listing questions;

where the response may inelude a list

2

2

3

3

4

4



•

•

• JustifYing points ofview by generalizing1

• Picking one out ofa series,

(e.g. most important quality~ etc.)

F) Grouped by Vocabulary Used in Question Prompt

Statement, no direct opinion word used

Repetition of~ vocabulary element in question

Gl Grouped by Syntax Used in Question Prompt:

Confusedlpossibly multiple questions

Imeandering questions

2

2

2

2

2

3

3

3

3

3

4

4

4

4

4

165

•

N,B. One category~ -Leading to opinion' ~ was omitted due to its being too
vague for the purposes of detennining complexity.
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The Response [dea Unit Transcription Coding Protocol

Response idea units (RIUs) are bordered by topic shift boundaries~ defined
in the following way:

A segment of information which is a single semantic uni~ bounded by
pauses and/or intonation changes, and in which the speaker speaks
cohesively with the purpose ofrelating the message to psychological
reality for the encoder.

(Adapted from Crookes and Rulon, 1985; and Kroll~ 1977~ as cited
in Crookes, 1990, p. 187, 184.)

?

{ }

< >

[]

<x sec>
<?>

Furthermore~ RIUs were transcribed using the following transcription
coding:

<um>, <uh> - filled pauses
<00 huh> - encouragers [Note these occurred exclusively in

rater speech, and never in that of test candidates]
- unfilled pauses of 1second or more
- inaudible or incomprehensible sounds
- false starts, voice trails offor is interrupted
- indicated words left ou~ such as repetitions
omitted to create greater uniformity in responses
- enclosed deictic clauses or one or more word
responses which paralleled those ofquestioner
- end ofa clause or sentence unit
- end ofa clause within a sentence unit
- end ofquestion forms~ and sentence unit ending in
which intonation rises

Gee~ OK - one-word exclamations in English
Out: bot: bien - one-word exclamations in French

•

Contractions were counted as separate words. Sentences or clauses beginning
with '"and' and '"because' were accepted since this is a common French Canadian
syntactic structure~ and was found to produce meaningful, if interfered, speech.

•
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Conventions ofthe Simplified Analysis ofSpeech Unit

Foster, Tonkyn and Wigglesworth (2000) have defined their unit of
speech, the Analysis ofSpeech unit (AS-unit), in the following terms:

An AS-unit is a sinle-speaker's utterance consisting ofan
independent clause. or sub-clausal unit, together with any
subordinate clause(s) associated with either [italics in original).

(p. 365)

The focus of the present study has dealt with oral test response fluency,
accuracy and complexity. An extensive inquiry into these discourse characteristics
was beyond the scope of the present research. Therefore l decided to adapt the
foster, Tonkyn and Wigglesworth (2000) AS-unit, simplifying it to meet the more
modest needs ofthe current study. The new Simplified Analysis ofSpeech (SAS)
unit simply parses the response data into independenl and subordinale clauses,
excluding the sub-clausal unit.

The following foster, Tonkyn and Wigglesworth (2000) definition of
these clauses was employed in the AS-unit and the SAS unit:

An independenl clause will be minimally a clause including a finite
verb.

A subordina/e clause will consist minimally ofa finite or non
finite Verb element plus at least one other clause element (Subject,
Object, Complement or Adverbial)

(p. 366)

Moreover, the SAS unit relies on the coding conventions of the AS-unit,
lever 3. (Level 3 was designed by foster, Tonkyn and Wigglesworth [2000]
expressly for standardization ofdiscourse such as that ofOPI test candidates, in
which units ofa cenain completeness would he required for comparison purposes;
such is the case in the present research.) Leve13 is illustrated below:

Excluded are:
• One-ward minor utterances
• Echo responses which are verbatim
• Verbless elliptical AS-units and SAS units involving ellipsis of

elements of the interlocutor's speech
• AS-units and SAS units involving substitution ofclause,

predicate, or predication level units of interlocutor's speech
• One or two-word greetings and closures

(p. 370-371)
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ln additio~ the following conventions were followed:

• Faise starts were defined as ~~where the speaker repeats
previously produced speechn (p. 368).

• False starts were excluded from the data
• French words were not counted in the TIR
• Contractions were counted as separate words
• Silent and filled pauses occurring within the confines of

false starts were omitted unless they abutted the boundaries
of included discourse, in which case they were considered
to he a part ofthe SAS unit

• Self-repair was defined as self-correction, ~~when the
speaker identifies an error either during or immediately
following production and stops and refonnulates the
speech'" (p. 368).

The RIU data was divided into SAS units using the following coding:

•

•

Il

{ }

... upright slashes indicate SAS unit boundaries
... double colons indicate a clause boundary within the SAS
unit
- curled brackets surround false starts, functionless
repetitions, and self...repairs
- excluded data was struck out., rather than deleted from the
final analysis (see example above)
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Worbhop 1 and 1 results: Question prompts aad headings

Wor"'hop f:
Assessor 1-

Problem-Specific (Case Study):
Relational (How One Faet Relates to Another Faet):
ChoicelOptions:
Description (Free Rein in Response):
Agree or Disagree:

Assessor fi-
"Surface" Questions:
"Deep" Questions, (Compare, Contrast, Say Why):
ConfusedlPossibly Multiple QuestionslMeandering Ones:
Repetition of Key Vocabulary Element in the Question:
[Short or] Long:

Assessor UI-
Solution-Seeking Questions (CouJd Lead to Explanation), "How do you... ":
Presenting Different Points ofView, "Some people... other people," either/or:
Justifying Points of View by Generalizing:
Evaluative Adjective Questions, "How Adjective is... ":
Pick One out ofa Series (Most Important Quality, Etc.):

Assessor IV -
(What] Do You Think...Questions:
[To WhatJ Extent...Questions:Assessor IV:
No Direct Opinion Ward Used (Statements):
Would You Say...Questions:
YeslNo Questions:
Asking for Qualities C'What Sort ofa Person... ". This Could be Comparative):
Range Questions (&4How ... is this?") Evaillo/ive:
Devi l's Advocate Questions, Seeking a Responsc:
Recipe Questions, ("How do You e.g. Strike the Balance Between... ") for a Solutio~

Sol. Ques.:

Assessor V-
YesINo, Little Opinion Required:
Speculative Questions about Outcomes:
Listing Questions (Where the Response may List):
Quantitative Questions ("Ta What Extent... "):
Questions Leading More to a Description:
Quantitative Questions ("To What Extent. .. "), + Questions Leading More ta a
Description:
Statement Questions to Elicit Elaboration or Wrap-up:

Assessor VII -
Job-Specific Questions:
Questions Leading to Opinio~ + Evaluative Adjectives:
Questions Leading to Explanation:
Questions Suggesting a Point ofView or Speculating on One in Order to Ge. a Reaction:

• 'Surface' questions = Don't lock the candidate into a deeper response.
•• 'Deep' questions = Lock the candidate into a deeper response; comparelcontrastlsay why...
kinds ofquestions.
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Wo.....op2:

Al Topie Specification Ouestion Prompts:

l. lob specifie
2. Problem-specifie (e.g. a case study)

Bl Question Prompts with an Expected Elieited Response whieh is Funetional:

3. Solution-seeking questions (could lead to exp/ana/ion)
4. Leading to explanation
S. Description (free rein in response); questions leading to more ofa description

Cl Question Prompts Grouped br Length or AmoUDt ofDetail in the Expected Response:

6. Saying yes, linle opinion required; agreeing
7. Saying no, linle opinion required; disagreeing
8. 'Surface' questions·
9. ~Deep' questions··

Dl Ouestion Prompts whieh use Formulaie Ouestions:

10. '"[What] do you think..... questions
11. "To what extent " quantitative questions
12. "Howadjective is evaluative adjective, range questions (Using degree-

intensifying adjectives)
13. "Would you say... " questions
14. "How do you.. ." questions (e.g. strike the balance between...• etc.; 'recipe'

questions which seek a solution)

El Question Prompts with an Exj!ected Elieited Response ofa Particular Type:

El) Relating
IS. Relational (howone faet relates to another faet)

E2) SpecuJating
16. Speculative questions about outcomes
17. Suggesting a point a point ofview; or speculating on one. to get a reaetion
18. Presenting ditTerent points ofview
19. Devil's advocate questions, seeking a response
20. Choicefoptions

E3lOther

21. Listing questions; (where the response may include a list)
22. lustifying points of view by generalizing
23. Picking one out ofa series. (e.g. most important quality. etc.)

f) Grouped by Vocabulary Used in Ouestion Prompt:

24. Statement, no direct opinion word used
2S. Repetition ofkey vocabuJary element in question

Ql Grouped by Syntax Used in Question Prompt:

26. Confusedlpossibly multiple questions Imeandering questions

175
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Appendix 1

Analysis of responses to Question Prompt Category Complexity Questionnaire
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An'Inis of ragonleS to
QuestiOD Prompt Catao" eoNple1ity QuestioDnaire

The level ofcomplexity was assigned by circling the appropriate number~ using the
following scale:

5 easy
6 somewhat easy
7 fairly difficult
8 difficult

Al Topic Specification Question Prompts:

•

1. Job specifie

2. Problem-specific (e.g. a case study)

50%
50%
o
o

20%
60%
20%
o

easy
somewhat easy
fairly difficult
djfficult

easy
somewhat easy
fairly difficult
difficult

Bl Question Prompts with an Exoected Elicited Response which is
Functional:

3. Solution-seeking questions (could lead to exp/ana/ion) 0 easy
100% somewhat easy
o fairly difficult
o difficult

•

4. Leading to exp/anation

5. Description (free rein in response);
questions leading to more afa description

50%
50%
o
o

33%
33%
33%
o

easy
somewhat easy
fairly difficult
difficult

easy
somewhat easy
fairly difficult
difficult
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Cl Question Prompts Grouped by Length or Arnount ofDetail in the
Expected Response:

o easy
o somewhat easy
17% fairly difficult
83% difficult

•

6. Saying yes, little opinion required; agreeing

7. Saying no, little opinion required; disagreeing

8. 'Surface' questions·

9. 'Deep'questions··

D) Question Prompts which use FonnuJaic Questions:

83%
17%
o
o

67%
17%
17%
o

40%
60%
o
o

easy
somewhat easy
fairly difficult
difficult

easy
somewhat easy
fairly difficult
difficult

easy
somewhat easy
fairly difficult
difficult

10. ''[What] do you think... ~' questions

11. "To what extent... ,~ quantitative questions

o easy
60% somewhat easy
40% fairly difficult
o difficult

o easy
33% somewhat easy
o fairly difficult
67% difficult

•
* 'Surface' questions = Don't lock the candidate into a deeper response.

•* 'Deep' questions = Lock the candidate ioto a deeper response;
compare/contrast/say why... kinds ofquestions.



• 12. "'Howadjective is... ~7 evaJuative adjective, range questions
(Using degree-intensifying adjectives) 17%

o
17%
67%

180

easy
somewhat easy
fairly difficult
difficuJt

13. ""Would you say... ~7 questions

14. "How do you... 77 questions
(e.g. strike the balance between... 7 etc.;
"recipe' questions which seek a solution)

17% easy
50% somewhat easy
33% fairly difficult
o difficuJt

o easy
50% somewhat easy
17% fairly difficult
33% difficult

E) Question Prompts with an Expected Elicited Resoonse ofa Particular

•

•

El) Relating

26. Relational
(how one fact relates to another fact)

E2) Speculating

16. Speculative questions about outcomes

17. Suggesting a point a point ofview;
or speculating on one, to get a reaction

18. Presenting different points ofview

o easy
o somewhat easy
67% fairly ditlicult
33% difficult

o easy
o somewhat easy
83% fairly difficult
17% difficult

o easy
17% somewhat easy
50% fairly difficult
33% difficult

o easy
50% somewhat easy
33% fairly difficult
17% difficult
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• 19. Devirs advocate questions, seeking a
response 0 easy

33% somewhat easy
17% fairly difficult
50% difticult

20. Choice/options 0 easy
80% somewhat easy
20% fairly difficult
0 difficult

E3) Other

21. Listing questions;
(where the response may include a list) 0 easy

100% somewhat easy
0 fairly difficult
0 difficuJt

22. JustifYing points ofview by generalizing 0 easy
17% somewhat easy
67% fairly difficult
17% difficult

• 23. Picking one out ofa series,
(e.g. most important quality, etc.) 50% easy

33% somewhat easy
17% fairly difficult
0 difficult

F) Grouped by Vocabulary Used in Question Prompt:

24. Statement, no direct opinion word used 0 easy
17% somewhat easy
83% fairly difficult
0 difficult

25. Repetition ofkey vocabulary element in question 33% easy
67% somewhat easy
0 fairly difficult
0 difficult

G) Grouped by Syntax Used in Question Prompt:

26. Confused/possibly multiple questions /meandering
questions 0 easy

• 0 somewhat easy
40% fairly difficult
60% difficuJt
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Appendixl

SLE:O[ Test [nfonnation

This material has been obtained from the Public Service Commission ofCanada, al:

http://www.psc-cfp.gc.calppc/slepg04e.htm#CandidateFeedbackSheet

Reproduced with the permission of the Minister ofPublic Works and Govemment
Services Canad~ 2001
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Description

The Oral Interaction Test assesses your ability ta speak and understand
French as your second offieiallanguage. (There is also an Oral
Interaction Test available to assess second language oral profieiency in
English). The evaluation takes the form of a conversation wïth an
assessor about work-relaled matlers and lasts approximately 30
minutes. To provide a record of the test, the conversation is recorded on
an audio cassette.

The Oral Interaction Test assesses your overall ability to communicate in
French in a work context, based on the language tasks you can pertorm
and the accuracy with which you communicate your message. Language
tasks involve performing communicative adivities such as asking
questions, relating events, giving explanations, and expressing and
supporting opinions. Accuracy refers to the degree ta which f1uency,
grammar, vocabufary, and pronunciation affect your communication. At
each level of profieiency, the assessor will evaluate yeur ability to
perform specifie language tasks by asking you questions or engaging
you in a dialogue similar ta a conversation you might have in the course
of yeur work. Examples of the language tasks required at each
profieiency level may be found after the section on Tips.

While the specifie tepies discussed during the conversation will vary, the
subject matter remains wcrk-related. At the A level, topies are relatively
simple and concem such things as hours of work, office procedures, and
routine work tasks. At the Band C levels, yeu will be asked ta deal with
more complex topies sueh as projeds you have worked on, problems
encountered, or your View5 on an issue affecting your work. It is
important to note, however, that you will be evaluated on how weil you
communicate in French, and nol on the factual content or ideas
expressed. Since the test is protected, you may express your own views,
which need not neœssarily reflect those of yeur organization.
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Evaluation

The language tasks and the degree of accuracy required become more
demanding as one progresses from Level A to lever C. When assigning
a level to your performance, the assessor will evaluate the overa"
degree of cfarity, ease and precision with which you communicate your
ideas. Your final result is a global evaluation of your ability to perform
language tasks in a variety of wark-related contexts with the appropriate
aecuracy. Based on your test performance, you will obtain Level A, 8, or
C. or reœive an exemption in Oral Interaction. If you do not meet the
minimum requirements for lever A, this will be indicated by an X on your
result sheet A desaiption of sorne of the charaderistics of performance
at levels A, 8 and C may be found at the end of this document.
Exemption from further testing is granted to C-Ievel candidates who
obtain a high enough rating that they need not be tested again.

Test Results

The resuft you have obtained will be sent to you soon after you have
taken the test. If you have questions about the lever you have been
assigned, the Candidate Feedback sheet is designed ta clarify them for
you. As described in the section entitled Candidate Feedback Sheet, the
feedback sheet gives you an indication of the areas you need to improve
to enable you to effectively communicate in French at the next level. If
you do not receive a Candidate Feedback sheet, please contact the
responsible officer in the organization that requested your test

Candidate Feedback Sheet

Many requests are reœived trom candidates who wish ta know more
about how ta improve their oral interaction skilfs in French. On the
(~~qba_çk_ ~tt~E:!t you will find a series of comments for each of the levels
of oral interaction that may be assigned following the test Feedback
about your performance on the test will be indicated by the checked
boxes on this sheet which will be sent to you once you have taken the
test. Your feedback give you an indication of the areas you will need to
wark on to enable you to effectively communica1e at the next level. To
give you an idea of what is expected at each of the three levels, please
consult the chart, which provides an outline of the more common
charaderistics of performance for ail the levels.

We would ask you to keep in mind that the Oral Interaction Test was net
designed to give feedback in terms of specifies errors. Because the
rating is global, the feedback you receive suggests only the general
areas on whicn you should focus to improve your oral interaction skills. If
you would like to know more specificalfy how to improve your linguistic
performance, you may wish to consult a language teaching organization.
They are equipped to further diagnose your language abiJities and
determine the method and materials suitable for improving your areas of
weakness.
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Testing .nfonnation

• Bring one piece of identification with your signature on it, and your
Personal Record Identifier (PRI) if you are a govemment
employee.

• If you need special test arrangements because of a disability,
please notity the responsible officer in the organization that
requested your test 50 that appropriate arrangements can be
made.

• During the 01 interview the assessor will ask you questions about
your work, your work experiences, or perhaps your professional
training if you are just entering the workforce. In addition, you may
alsa be asked to discuss other topies that are re'atad to the work
environment.

• Please inform the assessor if any of the questions asked during
the test are sensitive for persona' or security reasons, or if you do
not know enough about a particular tapie to be able to talk about
il This win have no effect on your test resull However, you
should know that aH the information on the recording of the test is
protected.

• The 01 Test is designed ta assess howwell you communicate in
your second language. During the test the assessor is not
assessing how weil you know your job or a specifie topic, but
rather how weil you can communicate what you do know. It is the
communication that is important and not the faduaJ content of the
topies discussed.

• Assessors recognize that sorne candidates may teel nervous
during a test Your assessor will try ta help you fee' at ease during
yourOI Test

• If you should feef indisposed before or during the test, tell the
assessor or the officer in charge. Otherwise you must acœpt the
test resuJt and the retest restridions.

• Sometime after the test you will reœive your result from the
organization that requested your test. Unless you have been
exempted from further testing. along with the test result you will
a'5O receive a feedback sheet, indicating 'Nhat aress you wouId
need ta improve if you wish ta reach the next level of oral
proficiency. If you have just met the requirements of a level, a box
will be checked at the end of the feedback information, indicating
that yeu will need to praetice your oral language to maintain the
assigned level.

• If yeu do not reœive your feedback sheet or if you have any
questions about the test, you should get in touch with the contact
person in the organization that requested your test.
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Tips

Prepare for the test

• Try ta speak and listen ta French as much as possible before
taking the test You can do this by listening ta the radio, watching
television, and speaking French with your colleagues and friends.

Amv. on lime and speak French tram the beginning.

• Aniving on time and speaking French as saon as you meet the
assessor will help you adjust more quickly ta the testing session.

Do not be overt, worried about making mistakes.

• If you can·t think of a certain ward. use a simple substitute to
explain the meaning and continue with the conversation. If you
are aware that you are making mistakes and would feel better if
you correded them, go ahead and do 50. However, remember
that frequent corrections may disrupt the fJow of the conversation.

Tell the assessor if the topic is sensitive.

• If any of the questions posed by the assessor concem a tapie that
is sensitive for personal or security reasons, inform the assessor
and he or she wiU move on ta another topie.

Don't be discouraged if parts of the test seem difficult.

• At various times the asses50r will use more complex questions ta
give you the opportunity to perform at your maximum level of
proficiency. However, testing at this higher level of profieiency will
not take the entire testing session.

Pa, no attention to the cassette recorder.

• It is used to provide a record of your test. Concentrate on talking
ta the assessor instead.

Answer questions as fully as possible.

• In arder ta give the assessor a sufficient sample ta evaluate.
expand on your answers by giving detaifs, explaining points or
developing your thoughts.

: ... 1
~

Examples of Language Tasks at Levefs A, 8, and C
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Oral Interaction Test

Levet A

AsIe and answer simple questions.

• A machinist asks a colleague where and how a
certain tool may be abtained, or a personnel officer
answers an emplayee's questians about the time
allowed far a particular test

Give simple directions or instructions.

• A receptianist directs a visitar ta the cafeteria. or a
manager gives a new clerk instrudians on how ta
handfe the travel arrangements far an upcoming trip.

Hand'e simple work-related situations.

• A secretary tells a visitor that the director is out of
town and therefare unavaifable for a meeting.

Level B

Give simple explanations.

• An administrative officer explains to a manager the
standard procedures for hiring a term employee.

Give fadUal descriptions (of people, places or things).

• An officer desaibes to a manager the design, colour
and dimensions of the information brochures that
have been ordered.

Narrate events (past, present, future).

• A security afficer relates to the supervisar the events
of a break-in.

Hanef'e work-related situations with a complication.

• A clerk resolves the problem of an incompfete
supply arder with the persan responsible for fifling
out the arder.

Lever C

Give detailed explanattons and descriptions

• A secretary explains to another secretary a complex
system of keeping track of ministerial
correspondence.

Handle hypothetical questions

Page 5 of7
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• A unit head explains to a superior what would
happen to the work output if a compressed work
week were adopted by the unit

Support an opinion, defend a point of vi8W. or justify an
action

• A supervisar defends the opinion that flexible hours
for the unit should be permanentry adopted.

Counsel and give advice.

• A Iibrarian herps a colleague make a decision about
an employment option.

Handle compfex work-related situations

• The head of a unit discusses with a junior employee
the problem of that empfoyee's traquent absences
and tardiness, and the effect this has on the rest of
the work unit.

Exampfes of the Characteristics of Performance at Levels A, B, and
C

1 Leve1 Il A ri B rr c 1
Ability to converse can sustaln a can sustarn an can partlClpate

Simple question informaI effectlvely ln
and answer conversation on diScussions on a
exchange concrete taplcs Oroad vanety of tOplCS

can ~raduce IS able to can expand on tapIes
new sentences paraphrase when wrth ease
{nct slmply lac:kmg the exact
repeat vocabular'!
memorrzed

matena!;

Ease in using the language delivery may be sÇJeal<s with some has a natural delivery
slow spontanelty

may hesltate when
seldom hesltates

can rorm
uSlng more

except to look (or
sentences ',VIth

complex sentences
ideas

sorne
hesltatlons

CJarity of communication has baSIC has concrete has precise
vocabular'l for vacabulary for Jess vocabular'l ta con\'ey
routine wari<- routine 'Hork·relate<:! exaet meanlng
related tOplCS topies

can talk about can srtuate facts
can link sequences of

fa~..s ln the and events ln tlme
present ii.e.. has good

tacts and events ln

mastery of SImple tlme (i.e., has solid
.. ....... - -



•

•

•
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can Iink sentences
can IJnk sentences etfectively to convey
together Into longer complex Ideas
passages

•
Oral Interaction Test

can hnk words
to form sImple
sentences

may ask (or
repetition or
rephraslng of
some questIons

can generally
be understood
If the listener
pays close
attention

verb tenses)

has féW dlfficultles
understandlng the
aSSèSsor

can be understood
by most people but
repetition may
sometimes be
reqUlred

Page 70f7
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comp/ex verb forms)

can read/ly and
accurately Interpret
wnat the assessor
says

can be easily
understood;
pronunclatlon does
not interfere with
communu;ation

•
1

X 1Vaur .enannanee does na' meet the monomum requ:rements
for Level A

You have ceen t:xemctec from further testin.;: rn oral interaction

Exemption because 'four performance contams no major weaknesses
Since '/OU can handle mest situations m ~rer.'.:h '11ltn p.xcellent
contra; of the language and a hrgtl .:egree of ease. If can be
expE':ted thar you Will malntaln leve! C.

i A 1
~
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