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Abstract 

This thesis considers the application of the principles of distributed signal detection 

to the uplink of a mobile communication unit engaged in soft handoff, when aIl base 

stations involved are equipped with multiple receiving antennas. The system cOllsists 

of a local detector at each base station and a fusion center at the Mobile Switch

ing Center (MSC). Optimum decisioll rules are derivecl for systems without channel 

coding, as weIl as for systems using channel coding, over a quasi-static spatially un

correlated Rayleigh fading channel. Two different cases are considered. In the first 

case, accurate estimates of the base station channel states are available at the MSC, 

while in the second case only the statistics of the channels are known. For both cases, 

when the system is not using channel co ding the optimum local decisioll mIes are 

likelihoocl ratio quantizers for which the defining thresholds are optimized numeri

cally with respect to the prabability of bit error at the output of the MSC. \Vith 

channel coding it is shown that the complexity of either the implementation or the 

optimization of the optimum decision mIes increases exponentially with the frame 

size. Hence, for coded systems, sub-optimum alternatives arc proposed wherc the 

local decision mIes are likelihood ratio quantizers. The performances of these systems 

are investigated. For the uncoded systems the probability of bit error is evaluated 

numerically, and for coded systems the prabability of bit errar and frame error are 

estimated through computer simulations. Finally, it is demonstrated that by carefully 

selecting the thresholds defining the local decision mIes, 8 quantization levels are suf

ficient to make the performances almost identical to the performances of an optimum 

centralized system, implementing at the MSC a maximum likelihood test using the 

actual signaIs received at the involvecl base stations. 



11 

Sommaire 

Le sujet de cette thèse concerne l'application des principes de détection décentralisée 

au lien montant d'une unité de communication mobile engagée dans un transfert 

intercellulaire doux ("soft handoff"), lorsque les stations de base sont équipées de 

plusieurs antennes de réception. Le système est formé d'un détecteur local à chaque 

station de base et d'un centre de fusion au Centre de Commutation Mobile (CCM). 

Les règles optimales de décision sont dérivées pour les systèmes sans codage de canal 

de même que pour les systèmes qui utilisent le codage de canal pour des canaux à 

évanouissement quasi-statiques de type Rayleigh, non corrélés spatialement. Deux cas 

différents sont considèrés. Dans le premier cas, il est présumé que l'atténuation sur 

les différents canaux est connue au CCM tandis que, dans le deuxième cas, seulement 

les statistiques de ces canaux sont connues. Dans ces deux cas, lorsqup le S.\'SU'lllC' 

n'utilise pas de codage de canal, les règles locales optimales de décision sont basées sur 

une quantification des rapports de vraisemblance. Les différents seuils correspondant 

à cette quantification sont ajustés de façon à minimiser la probabilité d'erreur à la 

sortie du CCM. Lorsque le système utilise le codage de canal, il est démontré que, 

dans les deux cas, la complexité des règles de décision augmente exponentiellement 

avec la longueur des trames d'information. Par conséquent, des alternatives sous 

optimales qui effectuent, à chaque station de base, une quantification des rapports 

de vraisemblance sont donc proposées pour les systèmes codés. Les performances de 

ces systèmes sont étudiées. La probabilité d'erreur par bit des systèmes sans aucun 

codage de canal est évaluée numériquement tandis que la probabilité d'erreur par bit 

et par trame des systèmes qui utilisent le codage de canal est estimée en utilisant 

des simulations par ordinateur. Finalement, il est démontré que lorsque les seuils 

sont choisis avec attention, 8 niveaux de quantification sont suffisants pour obtenir 

des performances presque identiques aux performances obtenues avec un système op

timal de détection centralisée qui applique au CCM une méthode de maximum de 

vraisemblance pour les signaux reçus aux stations de base impliquées. 
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Chapter 1 

Introduction 

Third generation wireless systems are based on Code Division Multiple Access (CDMA) 

techniques allowing the implementation of soft handoff at the ccll boundaries. During 

soft handoff, the uplink consists of a mobile unit communicating simultaneously with 

multiple base stations that are often separated by a few kilometers. In CIIITent svs

tems, all base stations transmit through wireline their respective decoded data frame 

to the mobile switching center (MSC) where the best frame is selected based on a 

reliability criterion[l]. This selection diversity technique reduces the impainnents due 

to shadowing near the cell boundaries. On the other hand, selection diversity does not 

take advantage of the information contained in the signais reccivcd by base stations 

that are not selected. A better technique would be to perform maximum ratio combin

ing [2] of the actual signais received by the different base stations and then to channel 

decocle the output of the combiner, provicling protection against multipath fading as 

weil as shadowing. The feasibility of such a system, however, is questionable due to 

the requirecl bandwidth between the base stations and the MSC where combining is 

performed. This work proposes a bandwidth efficient solution which is a compromise 

between these two alternatives and makes use of the principles of distributed signal 

dctection. 

Distributed signal detection is a generalization of classical detection theory to sys

tems where the observations are first processed at distributed sensors before sending 

the outcome of the processing to a fusion center where a final dccision is made. A 

good introduction to distributed detection can be found in [3], where an analysis 

employing a Bayesian framework is included. For the past several ycars, distributed 
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detection has received increasing interest in many application areas, including diver

sity combining for wireless communication. The first of su ch studies is reported in 

[4] where the optimum hard decision combiner is derived and the performances of the 

combiner are evaluated for systems using binary non-coherent Frequency Shift Keying 

(FSK) modulation over a Rayleigh fading channel. The performances of the optimum 

hard decision combiner have been also investigated for other system configurations 

and channel models. For example in [5] and [6], the performances of the hard decision 

combiner are analyzed for DS-CDMA in a shadowed Rician fading land mobile satel

lite channel using Binary Phase Shift Keying (BPSK) and Differentiai Phase Shift 

Keying (DPSK) modulation respectively. In [7] [8], [9] and [10], an adaptive imple

mentation of the optimum hard decision combiner is derived and the performances 

of the combiner are evaluated for a three base stations macroscopic diversity scheme. 

These studies show that the application of distributed detection with hard decisions 

at the local detectors can be used to reduce the probability of bit error although the 

performance is still far from the performance of the optimum ccntralized detection 

scheme. 

In order to close the gap between the performance of the optimum centralized 

detection scheme and the performance of the distributed detection scheme, the local 

detectors must provide soft decisions to the fusion center. The first work that studied 

distributed detection with soft decisions at the local detectors in the context of wireless 

communication is reported in [11]. In this paper, the optimum design of Cl soft decision 

distributed detection system is studied for diversity reception \Vith non-coherent FSK 

over a Rayleigh fading channel. It is shown that soft decision distrihllt(,cl cl('t('ctioll 

with a few bits of resolution provides performances close to the optimum ccntralized 

detection scheme. Then, in [12] and [13], the application of distributed detection with 

soft decisions at the local detectors is considered for the detection of data from multiple 

users using BPSK modulation in the presence of interference and additive noise. The 

optimum fusion rule and optimum local detector decision rules are derived for a jointly 

optimum decision criterion and an individually optimum decision criterion. In [14] 

and [15], the subjects of distributed detection and distributed multiuser detection 

are revisited and more practical sub-optimum schemes are presented where Minimum 

Mean Square Error (MMSE) Log-Likelihood Ratio (LLR) quantizers arc usee! by the 

local detectors. 

The problem of distributed detection with channel coding is addressed in [16] for 
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the uplink when mobiles using BPSK modulation are in soft handoff with tllrce base 

stations. The paper proposes different approaches based on hard decision combinillg 

prior to de-interleavingjchannel decoding as weIl as a hybrid combining technique. 

In the hybrid combining technique, the combining unit is located at the base station 

with the maximum average carrier power allowing direct obscrvations from this base 

station, as weIl as hard decisions from the remote base stations, to be used in the 

combining procedure. 

Motivated by these results, we study in this work the application of soft deci

sion distributed detection to handoff macrodiversity in cellular communication sys

tems when the channel fading is spatially uncorrelated, quasi-static and Rayleigh 

distributed. We first consider uncoded communication systems usillg BPSK mod

ulation and generalize results from [11] for handoff macrodiversity where each base 

station (local detector) is equipped with multiple antennas. A global optimizatioll al

gorithm is proposed to optimize the thresholds defining the likelihood ratio qualltizers 

used at the local detectors, as opposed to the local optimization algorithms proposcd 

in [11][12][13][14][15]. Furthermore, we consider coded communication systems using 

BPSK modulation, where as opposed to [16] we assume soft decisions are macle at 

the local detectors and the channel fading may or may not be known at the MSC. In 

addition, we generalize the MMSE-LLR quantizer proposed in [14] and [15] to coded 

communication systems using multiple receiving antennas at each local detector. 

This thesis is structured as follow. In chapter II, the optimum distributed de

tection scheme for handoff macrodiversity is derived assuming an uncoded commu

nication system using BPSK modulation, where each base station is equippcd with 

multiple receiving antennas. We refer to this scheme as the Soft HandoH· Distribllt('d 

Detection (SHDD) scheme. Two cases are considered. In the first case, the challnel 

state is assumed to change slowly enough such that estimates1 with infinite precision 

can be transmitted by the base stations to the MSC while, in the seconù case, the 

channel state information (CSI) is not available at the MSC. For almost aIl system 

configurations that are considered, the results show that the optimum local detector 

decision rule is a likelihood ratio quantizer, which is defined by a set of thresholds. 

These thresholds must be adjusted in order to minimize the probability of eHor at 

the output of the MSC, which is a nonlinear non-convex function of these thresh-

1 The CSI estimates are assumed ta be accurate 
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olds. Since local optimization techniques only provide locally optimum solutions, 

we propose to use a global optimization technique called Adaptive Simulated An

nealing (ASA) [17J to perform the required optimization. The performances of the 

SHDD schemes are investigated in term of Bit Error Rate (BER) and compared to 

the performances of the Optimum Centralized (OC) detector and Conventional Hand

off Macrodiversity (CHM). Analytical expressions are derived in Appendix B for the 

BER of the SHDD schemes allowing the BER to be evaluated numerically. In chapter 

III, channel coding is included in the design of the SHDD scheme. The optimum 

distributed detection scheme for handoff macrodiversity is derived assuming a coded 

communication system using BPSK modulation, where each base station is equipped 

with multiple receiving antennas. Since the complexity of the optimum decision rules 

grows exponentially with the frame size, in this case sub-optimum alternatives are 

proposed where the local decision rules are LLR quantizers. The performances of the 

proposed sub-optimum Coded Soft Handoff Distributed Detection (CSHDD) schemes 

are investigated in term of BER and Frame Error Rate (FER), and comparcd to 

the performances of the OC decoder and CHM. As opposed to the uncoded case, a 

computer simulator was constructed in order to estimate the BER and FER. Fillally, 

chapter IV presents concluding remarks. 

It is important to mention that a compact disk is included with this thesis and 

contains all software necessary to reproduce the results presentecl in Chaptcr 2 and 

Chapter 3. More precisely, the compact disk contains the software used to evaluate 

numerically the BER of the SHDD schemes as well as the software used to optimize 

the LLR quantizer thresholds of the CSHDD schemes, where both soft\varcs are writ

ten in Matlab programming language. Furthermore, the compact disk also con tains 

the software simulator, written in C programming language, used to estimatc the per

formances of the CSHDD and reference schemes. In addition, the compact disk aIso 

includes a software manual discussing the implementation of the differellt softW<l!'PS 

and providing instructions for the utilization of these softwares. 

In the development and performance evaluation of the designed halldoff macro

diversity schemes based on distributed detection, the following novel and original 

contributions were made 

1. Application of the principles of soft decision distributed detection to halldoff 

macrodiversity for uncoded communication systems using BPSK modulation, 
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where each base station is equipped with multiple receiving antennas and the 

channel is a spatially uncorrelated quasi-static Rayleigh fading channel. 

2. Extension of the principles of soft decision distributed detection in order to take 

channel coding into account in the design of the handoff macrodiversity schemes. 

3. The utilization of a global optimization technique called Adaptive Simulatecl 

Annealing in the optimization of the clesigned distributed detection schemes, as 

opposed to local optimization techniques usually used. 

4. Evaluation of the performances of the designed handoff macrocliversity schemes 

for various system configurations. 
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Chapter 2 

SHDD scheme for uncoded 

communication systems 

In this chapter we study the application of distributed detection, with soft decisions 

at the local detectors, to the uplink when a mobile unit is in soft handoff. In section 

2.1, the SHDD scheme is presented. In section 2.2, the optimum SHDD scheme is 

derived for BPSK modulation for the case when the channel state is known at the 

MSC and also when it is not known. In section 2.3, the optimization of the local 

detector decision rules is considered using the ASA global optimization technique. 

Finally, in section 2.4, the performances of the designed SHDD schemes are evaluated 

numerically for a quasi-static spatially-uncorrelated Rayleigh fading channel. 

2.1 System model 

We consider the uplink of a mobile unit in soft handoff with N BS base stations, each 

equipped with N R antennas, as illustrated in Fig. 2.1. At the mobile unit, prior to 

transmission the information bit B is sent to a symbol mapper to generate the BPSK 

symbol S E {-1, 1}. The symbol is then transmitted to the N BS base stations involved 

in the handoff process. At the receiving end, aIl base stations make individually a 

soft decision on the transmitted bit. For instance, the kth base station makes a soft 

decision Uk E {O, ... , L - 1} on the transmitted bit B based on the rcceived signal 

vector Rk = [Rk,l,"" Rk,NR]T. The decisions contained in the local decisioll vector 

U = [Ul , ... , UNBSl T are sent from the involved base stations to the fvlSC where a 
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Fig. 2.1 Uncoded Soft Handoff Distributed Detection system model 

final decision Ua is made on the transmitted information bit B. 

7 

The signal received at the nth antenna of the kth base station is modeled as follows 

(2.1) 

The parameters Nk,n model white Gaussian noise as independent zero mean clrcu

lar complex Gaussian random variables with variance N a/2 pel' l'eal and imaginary 

component. The parameters Hk,n model spatially-uncorrelated Rayleigh fading as 

independent zero mean circular complex Gaussian random variables with variance 

0.5 per real and imaginary component. The parameters Ek model the average re

ceived energy per antenna at the different base stations and are dependent on the 

position of the mobile unit in the cellular network as weIl as power control. It is as

sumed that each base station provides to the MSC an accurate estimate of the awrap;(' 

signal-to-noise ratio (SNR) received at each individual antcnna, which is defil1cd for 

the kth base station as SN Rk = ~. On the other hand, the channel state vector 

H = [Hl,"" HNBsl T
, where Hk = [Hk,I,"" Hk,NR], may or may not be available at 

the MSC although Hk is perfectly known at the kth base station. 

Since almost aIl third generation cellular systems employ CDrvlA, it is important 
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to mention that the SHDD scheme can be applied to CDMA. In fact, considering the 

received signal in a CDMA system is modeled as follows 

(2.2) 

where a is the spreading code, the SHDD scheme can be applied as presentecl in 

this thesis by assuming the kth base station local detector observes the output of a 

correlator to Rk,n, which can be modeled by expression (2.1). 

2.2 Optimum Distributed Detection 

In this section, we consider the optimum SHDD scheme generalizing the results from 

[Il] for the system presented in the previous section. As presented in the previous 

section, the SHDD scheme consists of N BS local detectors (base stations) and one 

fusion center (MSC) where the final decision is made. Hence, the objective in op

timizing this type of scheme is to obtain the set of local decision rules usecl at the 

different base stations, denoted by Ik k = l, ... , N BS, and the fusion rule used at the 

MSC, denoted by 10, that jointly minimize the optimality criterion. The consiclered 

optimality criterion is the average probability of bit error at the output of the MSC 

which can be defined as follows 

(2.3) 

where Pb1h is the probability of bit error given the channel statc wctor H = h alld 

!H(h) is the Probability Density Function (PDF) of H. Let P(Uo = 110 1 h. u) dellot(' 

the probability that the final decision Uo equals 'Uo given the local decisioll wctor 

U = u and the channel state vector H = h, P(U = u 1 h, B = b) denote the 

probability that the local decision vector U equals u given the bit B = b and the 

channel state vector H = h. The conditional probability of bit error Hlh cquals 

1 
Pbl h = 2 L P(Uo = 1 1 h, u)P(U = u 1 h, B = 0) 

u 

1 +2 L P(Uo = 0 1 h, u)P(U = u 1 h, B = 1). (2.4) 
u 
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Furthermore, since P(Uo = 0 1 h, u) = 1 - P(Uo = 1 1 h, u), the condition al probabil

ity of bit error (2.4) can be reformulated as foIlows 

1 
Pb1h = 2 LP(Uo = 11 h,u)P(U = u 1 h,B = 0) 

u 

1 1 
+2 - 2 L P(Uo = 11 h, u)P(U = u 1 h, B = 1) 

u 

~ + ~ L P(Uo = 1 1 h, u) [P(U = u 1 h, B = 0) - P(U = u 1 h, B = 1)] 
u 

(2.5) 

which is a more appropriate form for the optimization of the decision mIes. 

It is important to mention that, since the decision rules / = {/o, /1, ... , / N [Js} have 

a common optimality criterion, they are interdependent on each others and cannot 

be selected individuaIly. Hence, we consider that the decision rules are aIl selected at 

the MSe and that the local decision rules are updated at the base stations when the 

average SNR or the channel state varies, depending on the information available at 

the MSe and other assumptions as will be discussed next. In fact, it will be shown 

that the optimum decision rules are likelihood ratio quantizers such that the lVISe 

only needs to transmit through the fixed network new threshold values to the base 

stations in order to update the local decision rules. As mentioned in the previous 

section, the channel state vector H = [Hl, ... , HN [JS JT may or may not be available 

at the MSe although the channel state vector Hk is perfectly known at the kt.h base 

station. Since both cases provide different decision rules, the derivation is scparated 

in two parts treating separately both cases. 

2.2.1 Known channel state information at the fusion center 

In this section, it is assumed that the channel state is varying slowly (~Il()llgh at (',wh 

base station su ch that accurate estimates can be transmitted to the MSe, wherc the 

decision rules are optimized and the final decision Uo is made. Therefore, since the 

channel state vector H is known at the MSe, the channel state information is available 

to the fusion center such that the optimum fusion rule should take advantage of this 

information and be a function of the channel state vector H. In addition, since the 

decision rules are optimized at the MSe, it is also possible for the local decision mIes 
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to be functions of the channel state vector H. This reqUlres the MSC to update 

the local decision rules used at the base stations every time the channel state varies. 

The optimum decision rules are therefore functions of the channel state vector H and 

minimize, given H = h, the conditional probability of error (2.5). 

It can be argued that, depending on the rate at which the channel state varies, such 

a scheme may require more bandwidth from the fixed network than the OC scheme (see 

appendix D) contradicting our original goal of designing bandwidth efficient handoff 

macrodiversity schemes. However, it is still important to consider such a scheme since 

its probability of bit error represents a lower bound to the probability of bit error of 

any possible SHDD scheme. A bandwidth efficient alternative to the optimum scheme 

will be to limit the MSC to update the local decision rules only when the average SNR 

varies at any base station. Hence, as opposed to the optimum scheme, the kth base 

station local decision rule is not a function of the channel state vector H anymore. 

However, since Hk is perfectly known at the kth base station, it is possible for the 

kth base station local decision rule to be a function of the channel state vcctor Hk. 

In this section, we are considering the optimum scheme and the bandwidth efficient 

scheme. We first derive a fusion rule which is optimum in the sense that for fixed local 

decision rules at the base stations, it provides the minimum average probability of bit 

error at the output of the fusion center. Then, we derive, for the optimum scheme 

and bandwidth efficient scheme, the kth base station decision ru le which is optimum 

in the sense that for a fixed fusion rule and fixed local decision rules at the remaining 

base stations, it provides the minimum average probability of bit error at the output 

of the fusion center. 

A. Optimum fusion rule 

At the MSC, the only information available to the fusion rule to make a final decision 

Uo on the transmi tted bit B is the local decision vector U = [U1, ... , UN BS]T and the 

channel state vector H. Furthermore, since the optimality criterion is the probability 

of bit error which is a Bayesian criterion, it can be assumed that the fusion mIe is 

deterministic. In fact, it is shown in [19] that even under a Neyman-Pearson criterioll, 

a randomized fusion rule is never optimum, when the local detector likelihood ratios 

contain no point mass. Hence, when the channel state vector H is equal to h, the 

fusion rule should partition the observation set Z containing aH possible realizations 
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of U into the mutually exclusive sets Zo(h) and Zl (h). The conditional probability 

P(Uo = 1 1 h, u) in (2.5) can thus be expressed as follows 

{ 
1 if u E Z (h) 

P(Uo = 1 1 h, u) = 1 - P(Uo = 0 1 h, u) = 0 l 
if u E Zo(h) 

(2.6) 

and the conditional probability of bit error (2.5) can be rewritten as follows 

1 1 
Pbl h = 2" + 2" L [P(U = u 1 h, B = 0) - P(U = u 1 h, B = 1)]. (2.7) 

UEZ1(h) 

From expression (2.7), it is clear that the realizations of U that make the summanc\ 

negative must be included in Zl (h) and the realizations of U that make the sUI1lIlland 

positive must be included in Zo(h) in order to minimize the probability of bit crror. 

However, the realizations of U that make the summand equal to 0 can be included 

in either set without affecting the performances of the system. Using these facts, the 

optimum fusion rule can be formulated as follows 

A(O)( h)=P(U=U 1 h,B=1) 
1,0 u, P(U = U 1 h, B = 0) 

or equivalently in the maximum a-posterior form 

Uo = 1 

> 
< 

Uo = 0 

1 

P(B = 1 1 h, U = u) 

Uo = 1 

> 
P(B = 0 1 h, U = u) 

< 
Uo = 0 

(2.8) 

(2.9) 

since P(B = 1) = P(B = 0). Then, considering the local decisions contained in U = 

[UI , ... , UNBSV are conditionally independent since no communication is assumed 

between the base stations, the likelihood ratio Aio~(u, h) simplifies to , 

A
(O)( h) _ NrrBS P(Uk = Uk 1 h, B = 1) 
10 U, - )' , P(Uk = Uk 1 h, B = 0 

k=l 

(2.10) 
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It is interesting to note that even if the channel fading is not spatiaIly uncorrelated, 

the decision rule stays valid. In addition, the derived fusion rule is dependent on the 

local decision rules and is optimum, regardless of the rate at which the local decision 

rules are updated at the base stations. 

B. Optimum local decision rules assuming the MSC updates the local de

cision rules when the channel state varies at any base station 

Considering that, in the optimum scheme, the MSC updates the decision rules used by 

the local detectors wh en the channel state varies, the information available to the local 

detector of the kth base station to make the decision Uk is the received signal vector 

Rk and the channel state vector H. Assuming first aIl base stations are making a 

hard decision, the local decision rule 'Yk(rk, h), which determines the value of the local 

decision Uk given Rk = rk and H = h, should therefore partition the observation set 

nk containing aIl possible realizations of Rk into the mutually exclusive sets n~ (h) 

and n~(h). In order to determine which realizations of Rk ShOllld 1)(' illcllld(~d ill 

these sets, it is necessary to exp and the cOllditional probability of bit error (2.0) as ct 

function of r k. 

Before expanding the condition al probability of bit error (2.5) as a function of rk, 

it is advantageous to first expand expression (2.5) as follows 

~ + ~ '" P(Uo = 1 1 h, U = ukO
) [P(U = ukO 1 h, B = 0) - P(U = u kO 1 h, B = 1)] 

2 2~ 
u k 

+~ LP(Uo = 11 h, U = U
kl

) [P(U = U
kl 1 h,B = 0) - P(U = U

k1 1 h,B = 1)] ,(2.11) 
u k 

where u k = [UI, ... , Uk-l, Uk+l,"" UNBS]T, U
kl = [UI,"" 'Uk-I, 1, nk+l,"" 'UNns]T 

and u kO = [UI,"" Uk-l, 0, Uk+l, ... , UNBs]T. Then, given that P(U = u kO 
1 h, B = 

b) = P(Uk = u k 
1 h, B = b) - P(U = U kl 

1 h, B = b), the conditional probability of 
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bit error (2.11) can be written as 

Pb!h = ~ + ~ L P(Uo = 1 1 h, U = ukO ) [P(Uk = uk 
1 h, B = 0) - P(Uk = uk 

1 h, B = 1)] 
u k 

-~ L P(Uo = 1 1 h, U = u kO ) [P(U = U
k1 1 h, B = 0) - P(U = U

k1 1 h, B = 1)] 
u k 

+~ LP(Uo = 11 h, u = U
k1 ) [P(U = U

k1 
1 h,B = 0) - P(U = U

k1 1 h,B = 1)] 
u k 

Ak(h) + L Bk(U\ h) [P(U = U
k1 1 h, B = 0) - P(U = U

k1 1 h, B = 1)] , (2.12) 

Ak(h) = ~+~ '"""' P(Uo = 1 1 h, U = ukO ) [P(Uk = uk 1 h, B = 0) - P(Uk = uk 1 h, B = 1)] 
2 2 L: 

u 

(2.13) 

and 

kIki 1 kO 
Bk(U ,h) = "2P(Uo = 1 1 h, U = u ) - "2P(Uo = 1 1 h, U = u). (2.14) 

Let fRk(rk 1 hk , B = b) denote the joint PDF of the received signais Rk,l, ... , Rk,Nn 

given the bit B = b and the channel state vector Hk = hk . Since no communication is 

assumed between the base stations, the local decisions are conditionally independent 

and the conditional probability P(U = U k1 1 h, B = b) in cquation (2.12) cau oc 

expanded as a function of rk as follows 

P(U = U
k1 

1 h, B = b) 

P(Uk = u k 
1 h, B = b)P(Uk = 1 1 h, B = b) 

P(Uk = uk 1 h, B = b) 1 P(Uk = 1 1 h, rk, B = b)fRk (rk 1 h, B = b)drk 
rk 

P(Uk = uk 1 h, B = b) lk P(Uk = 1 1 h, rk)fRl.o (rk 1 h k , B = b)drk, (2.15) 

where P(Uk = 1 1 h, rk, B = b) = P(Uk = 1 1 h, rd, since the local dpcision ["1. 

is specified by the deterministic decision ru le rk(rk, h) given Rk = rk and H = h. 

and fR
k 
(rk 1 h, B = b) = fR k (rk 1 h k , B = b), since Rk is iudependent of H k = 
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[Hl, .. " H k _ l , H k+l,··., HNBSV· The conditional probability of bit crrar (2.12) can 

therefore be expanded as a function of rk using (2.15) as fo11ows 

[P(Uk = uk 
1 h, B = 0) lk P(Uk = 1 1 h, rk)fRk. (rk 1 hk, B = O)drk 

_P(Uk = u k 
1 h, B = 1) l P(Uk = 1 1 h, rdfRk (rk 1 hk, B = l)dr,,] 

rk 

Ak(h) + 1 P(Uk = 1 1 h, rk) x 
rk 

LBk(uk,h) [P(Uk = uk 
1 h,B = O)fRk(rk 1 hk,B = 0) 

u k 

Since the local decision Uk is specified by the deterministic decision rulc !k (r k, h) 

given Rk = rk and H = h, the conditional probability P(Uk = 1 1 h, rd in (2.16) can 

thus be expressed as fo11ows 

(2.17) 

and the conditional probability of bit error (2.16) can be rewritten as fo11ows 

Ak(h) + 1 [fRk (rk 1 hk, B = 0) L Bk(Uk, h)P(Uk 
= uk 

1 h, B = 0) 
. rkEnt(h) u k 

- fR,(rk 1 hk , B = 1) ~ Bk(Uk, h)P(Uk = U' 1 h, B = 1)1 drk' 

(2.18) 

From expression (2.18), it can be concluded that, in order to minimize the prob

ability of bit error, the realizations of Rk that make the integrand llegative must be 

included in nt(h). The optimum local decision rule for the kth base station can 
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therefore be formulated as foUows 

o (2.19) 

where 

(2.20) 

mk = L Bk(Uk, h)P(Uk = u k 
1 h, B = 1) (2.21) 

u k 

and 

bk = L Bk(Uk, h)P(Uk = u k 
1 h, B = 0) (2.22) 

u k 

Since the coefficients mk and bk are independent of rk but vary with h, it can be seen 

on Fig. 2.2 that, for a given h, the optimum decision rule at the kth base station is a 

likelihood ratio threshold test, with the exception of the case wh en the local decision 

Uk is discarded by the fusion rule. 

It is important to mention that the value assigned to Uk only identifies the inter

val, delimited by the threshold, in which the likelihood ratio A~~J (rk, h k ) appears. The 

mapping can therefore be permuted as long as the same change is made in the fusion 

rule. If the local decision rules are made nondecreasing functions of the likelihood 

ratios by permuting the mapping when necessary, it implies that TI:~f P(Uk = Uk 1 
h, B = 1)/ P(Uk = Uk 1 h, B = 0) is a nondecreasing function of u [20]. Consequently, 

the fusion ru le is a nondecreasing function of u. The converse is also true, when the 

fusion rule is a nondecreasing fun ct ion of u, aU local decision rules are nondecreas

ing functions of the likelihood ratios since Bk(Uk, h) ~ 0 such that mk and bk are 

always larger than 0 (see Fig. 2.2). Therefore, assuming that the fusion rule is a 

nondecreasing function, the optimum local decision rule for the kth base station can 
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be formulated as follows 

Luk Bk(Uk, h)P(Uk = u k 
1 h, B = 0) _ () 

Luk Bk(Uk, h)P(Uk = u k 1 h, B = 1) - tk h 
(2.23) 

where the threshold tk(h) is a function of h and must therefore be updatecl as the 

channel state varies. Furthermore, the threshold tk(h) is dependent on the fusion rule 

and the other local decision rules such that expression (2.23) is optimal only if the 

other decision rules are optimal. 

o 

o 

o . .\(k)( h) 1. 
_ / Ink" l,U rk, k - Uk 

a) b) 

[h = 0 

... 

c) d) 

Fig. 2.2 Graphical representation of the kth base station local decision 
rule: a) mk > 0 and bk > 0, b) mk :::; 0 and bk > 0, c) mk ~ 0 and bk :::; 0, 
d) mk < 0 and bk < 0 

.. 

These results can be extended to the case when local cletectors are making soft 

decisions. In fact, in [20] it is proved that the local decision rules, for a distribllted 

detection scheme using soft decisions, are deterministic monotone likelihood ratio 

threshold tests, as long as the observations made at the distributed sensors are con

ditionally independent. Using this result, the optimum local decision rule at. the kth 
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base station can be generalized, in a logarithmic form, as follows 

(2.24) 

where 

(2.25) 

given Uk = 0, ... , L-l, k = 1, ... , N Bs , tk,o(h) = -00 and tk,dh) = 00. The local de

cision rule at the kth base station is therefore defined by the L-l thresholds contained 

in the vector tk(h) = [tk,l(h), ... , tk,L-l(h)] and partitioning the Log-Likelihood Ratio 

(LLR) \lI~~~(rk, hk ). 

It is important to mention that the values of these thresholds cannot be determined 

analytically due to the interdependence of these thresholds and otller local detector 

thresholds caused by the corn mon optimality criterion. The set of thresholds contained 

in the vector t(h) = [t1(h), ... , tNBS(h)]T must therefore be optimized simultaneously 

using a numerical optimization algorithm in order to determine their optimum values. 

Since the channel state is known at the MSC where the numerical optimization takes 

place and new thresholds are transmitted to the base stations every-time the channel 

state varies, it is obvious that, in order to minimize the probability of bit crrar, 

the cost function J(t) used for the threshold optimization, given H = h, is Hlh(t(h)) 

representing the conditional probability of bit error (2.5) as a function ofthe thresholds 

in t(h). The optimization of the local detector thresholds is trcatcd in more details 

in section 2.3 and an analytical expression is derived for Pblh(t(h)) in Appendix B. 

C. Optimum local decision rules assuming the MSC updates the local de

cision rules when the average SNR varies at any base station 

Considering that, in the bandwidth efficient scheme, the MSC only updates the deci

sion rules used by the local detectors when the average SNR varies at any base station, 

the information available to the local detector of the kth base station to make its de

cision is the received signal vector Rk and the channel state vector Hk. Assuming 

first aIl base stations are making a hard decision, the local decision mIe rk(rk, h k ), 

which determine the value of the local decision Uk given Rk = rk and Hk = hb 

should therefore partition the observation set R k containing aIl possible realizations 

of Rk into the mutually exclusive sets R~(hk) and R~(hk). In order to determine 
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which realizations of Rk should be included in these sets, it is necessary to expalld as 

a function of rk the probability of bit error conditioned on the channel state vector 

Hk = hk , which can be defined as follows 

(2.26) 

where Pbl h is defined in expression (2.5) and fHk (hklhk) = fHk (hk) SlIlce H k = 

[Hl"'" Hk- l , H k+l , ... , HNBSlT is independent of Hk' In the derivation of the kth 

base station local decision mIe of the optimum scheme, we already expanded the 

conditional probability of bit error (2.5) as a function of rk in (2.16). Hence, by sub

stituting (2.16) in (2.26), the conditional probability of bit error Pbl hk can therefore 

be expanded as a function of rk as follows 

Pbl hk = 1 !Hk (hk)Ak(h)dhk + 1 fHk (hk) (1 P(Uk = 1 1 h, rk) x 
h k h k rk 

L Bk(Uk, h) [P(Uk = uk 
1 h, B = O)!Rk (rk 1 h k, B = 0) 

u k 

where Ak(h) and Bk(Uk, h) are defined in (2.13) and (2.14) respecti\'(~ly. HO\\·(,\·('l'. as 

opposed to the optimum scheme, the kth base station local decision of tht' balldwidth 

efficient scheme is independent of H k snch that P(Uk = 'ak 1 h, rd = P(UI.: = al.: 1 
h k, rk) and P(Uk = uk 

1 h, B = b) = P(Uk = uk 
1 hl.:, B = b). The conditional 

probability of bit error (2.27) can therefore be simplified as follows 

Âk(hk) + 1 P(Uk = 1 1 h k, rk) x 
rk 

lk !Hk(hk)(~Bk(uk,h)[P(Uk = u k 
1 hk,B = O)fRk(rk 1 h},;,B = 0) 

u 

_P(Uk = u k 
1 hk,B = l)!Rk(rk 1 hk,B = 1)]drk)dhl.:,(2.28) 
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where 

1 1 1 k ""' ( kO - + - fHk (h ) 6 P Uo = 1 1 h, U = u ) x 
2 2 hk 

u k 

[P(Uk = uk 
1 h\ B = 0) - P(Uk = uk 

1 h\ B = 1)] dhk. (2.29) 

Since the local decision Uk is specified by the deterministic decision mIe rk(rk, hk) 

given Rk = rk and Hk = hk, the conditional probability P(Uk = 'lLk 1 h k , rk) in (2.28) 

can thus be expressed as follows 

and the conditional probability of bit error (2.28) can be rewritten as follows 

Âk(hk) +! 
rkER~(hd 

[fRk (rk 1 h k , B = 0) Li fw (hk)Bk(U\ h)P(Uk = u k 
1 h k

, B = O)dhk 
h k 

u k 

(2.30) 

-fRk(rk 1 hk,B = 1) Li fw(hk)Bk(U\h)P(U k = uk 
1 hk,B = l)dhk] drd2.31) 

h k 
u k 

From expression (2.31), it can be concluded that, in order to minimize the condi

tional probability of bit error, the realizations of Rk that make the integrand negative 

must be included in R1 (hk ). Similarly to the optimum scheme, the optimum local 

decision mIe of the bandwidth efficient scheme for the kth base station can therefore 

be formulated as follows 

> 
< 

o (2.32) 
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where A~kJ(rk, hk) is defined in (2.20). However, as opposed to the optimum scheme, , 

(2.33) 

and 

(2.34) 

The coefficients mk and bk are now independent of h k and rk, although they are still 

functions of h k . Hence, as shown in Fig. 2.2, for a given h k the optimum decision 

rule at the kth base station is a likelihood ratio threshold test, where the threshold is 

a function of hk and equals 

( ) _ Luk Ihk fHk (hk)Bk(Uk, h)P(Uk = u k 
1 hk, B = O)dhk 

tk hk 
- Luk Ihk fHk(hk)Bk(uk,h)P(Uk = u k 

1 hk,B = l)dhk ' 
(2.35) 

The threshold tk (hk ) is also dependent on the fusion rule and the other local deci

sion rules such that expression (2.35) is optimal only if the other decision ru les are 

optimal. However, since the other decision rules are not known a priori, expression 

(2.35) cannot be used directly to determine the optimum thresholcl value. All !Jase 

stations thresholds must be optimized simultaneously using a numerical optimization 

algorithm in order to cletermine their optimum values. U nfortunately, sillce the MSC 

updates the local decision rules only when the average SNR varies, it makes the opti

mization very difficult, since the threshold usecl by kth base station clecision mIe does 

not appear as a scalar anymore but as a function of h k . It is important to mention 

that for the optimum scheme we do not have this problem since the thresholds are 

optimized for a given h, every-time the channel state varies. 

Therefore, as a sub-optimum alternative, we propose that the thresholds be in

dependent of the channel state vector Hk' Assuming soft decisions are made at the 

local detectors, the local decision rule at the kth base station can he expressed, ill ct 

logarithmic form, as follows 

(2.36) 

where \lIi~J(rk, h k) is defined in (2.25), Uk = 0, ... , L - 1, k = 1, ... , NES, tk,Q = -00 

and tk,L = 00. The local decision rule at the kth hase station is therefore defined !Jy t.he 
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L - 1 thresholds contained in tk = [tk,l, ... , tk,L-d partitioning the LLR \{I;~ci(rl.:, hl.:). 

Since in this case the channel state information cannot be used in the optimization 

of the thresholds contained in the vector t = [t l , ... , tNBSJT , the cost function J(t) 

used for the threshold optimization is Pb(t), representing the average probability of 

bit error (2.3) as a function of the thresholds contained in the veetor t, rather than 

the conditional probability of bit error (2.5). The optimization of the local detec

tor thresholds is treated in more details in section 2.3 and an analytical expression 

is derived for Pb(t) in Appendix B considering the assumptions made in this sec

tion. It is important to mention that the evaluation of Pb( t) for a given t rcquires a 

N Es-fold integral to be performed numerically, making the optimization process time 

consuming. 

2.2.2 Unknown channel state at the fusion center 

In this section, it is assumed that the channel state vector H is not available at the 

MSC. However, the statistical properties of the channel state vcetor H are knowIl. 

Therefore, as opposed to the previous case, the fusion rule is Ilot 11 function of the 

channel state vector H and the MSC updates the local decision mIes at the base 

stations every time the average SNR varies at any base station. However, since HI.: is 

perfectly known at the kth base station, it is possible for the kth base station local 

decision rule to be a function of the channel state vector Hk. 

In this section, we first derive a fusion rule which is optimum in the sense that 

for fixed local decision rules at the base stations, it provides the minimum average 

probability of bit error at the output of the fusion center. Then, we derive the kth base 

station local decision rule which is optimum in the sense that for a fixed fusion mIe 

and fixed local decision rules at the remaining base stations, it provides the miIlimum 

average probability of bit error at the output of the MSC. 

A. Optimum fusion rule 

At the MSC, the only information available to make a final decision Uo OIl the trans

mitted bit B is the local clecision vector U = [U I , ... , UN BS JT. As Illcntioncd iIl the 

previous section, since the optimality criterion is the probabilit:r of bit e!Tor \\"hich 

is a Bayesian criterion, it can be assumed that the fusion ru le is clc:terministic. Th!' 

fusion ru le shoulcl therefore partition the observation set Z containing aIl possible 
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realizations of U into the mutually exclusive sets Zo and ZI. Hence, cOllsidering tlw 

fusion rule is independent of the channel state vector H, the conditional probability 

P(Uo = uo 1 h, u) reduces to P(Uo = Uo 1 u) and the average probability of bit error 

(2.3) can be reformulated as follows 

1 1 
"2 + "2 L P(Uo = 1 1 u) x 

u 

[1 fH(h)P(U = u 1 h, B = O)dh -1 fH(h)P(U = u 1 h, B = l)rlh] 

~ + ~ L P(Uo = 1 1 u) [P(U = u 1 B = 0) - P(U = u 1 B = 1)] (2.37) 
u 

since P(U = u 1 B = b) = Ih fH(h)P(U = u 1 h, B = b)dh. Furthermore, the 

conditional probability P(Uo = 1 1 u) in (2.37) can thus be expressed as follows 

P(Uo = 1 1 u) = 1 - P(Uo = 0 1 u) = . 
{ 

1 if u E Zl 

OlfUEZo 
(2.38) 

such that the average probability of bit error (2.37) can be rewrittcn as follows 

Pb = ~ + ~ L [P(U = u 1 B = 0) - P(U = u 1 B = 1)]. (2.39) 
uEZ! 

From expression (2.39), it is clear that the realizations of U that make the summand 

negative must be included in ZI and the realizations of U that make the sUlIlmand 

positive must be included in Zo in order to minimize the probability of bit crror. 

However, the realizations of U that make the summand equal to 0 can oe illcluded 

in either set without affecting the performances of the system. Therefore, it is un

necessary to consider randomized test to take care of the equality ease since it only 

make the test more complicated. Using these faets, the optimulIl fusion rule can be 

formulated as follows 

A(O)( )_P(U=u I B=l) 
1,0 u - P(U = u 1 B = 0) 

Uo = 1 

> 
< 

Uo = 0 

1 (2.40) 
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or equivalently in the maximum a-posterior form 

P(B = 11 u = u) 

Uo = 1 

> 
< 

Uo = 0 

P(B = 0 1 u = u). 

23 

(2.41) 

Then, considering that the local decisions contained in the local decision vcctor 

U = [Ul , ... , UNBS]T are conditionally independent since no communication is as

sumed between the base stations and the channel fading is spatially uncorrelated 

meaning that fH(h) = fHl(hd x ... x fHNBs(hNBs), the likelihood ratio A~~6(u) 
simplifies as follows 

(2.42) 

B. Optimum local decision rules 

As the bandwidth efficient scheme presented in section 2.2.1, in this case the infor

mation available to the local detector of the kth base station to make the decision Uk 

is the received signal vector Rk and the channel state vector Hk. Hence, assurning 

aIl base stations are making a hard decision, the optimum kth base station decision 

rule we derived in section 2.2.1 for the bandwidth efficient scheme is also valid in this 

case. The optimum local decision rule can therefore be formulatecl as follows 

0, (2.43) 

(2.44) 
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and 

(2.45) 

However, since in this case the fusion rule is independent of H, P(Uo = 'Uo 1 h, u) = 

P(Uo = Uo 1 u) such that, in (2.44) and (2.45), Bk(Uk, h), which is defined in (2.14), 

can be replaeed by 

A kIl kl 1 kO Bk(U ) = 2 P (Uo = 1 U = u ) - 2P(Uo = 1 1 u = u ). (2.46) 

The coefficient mk and bk can therefore be simplified to 

and 

sinee P(Uk = u k 
1 B = b) = Ihk fHk (hk)P(U k = u k 

1 hk, B = b)dhk
. 

Thus, the coefficients mk and bk are in this case independent of both rk and 

h k . Hence, as shown in Fig.2.2, the optimum decision rule at the kth base station 

is a likelihood ratio threshold test, where the threshold is independent of h k . It is 

important to mention that, as the bandwidth efficient scheme presented in section 

2.2.1, it is assumed that the MSC only updates the local dccision rules when the 

average SNR varies at any base station. However, since in this case tht> threshold is 

not a function of h k , it is therefore possible to derive its optimum value at the :\18(' 

without imposing any constraint on the threshold. 

As mentioned previously, the mapping between the interval in which the likelihood 

ratio i\~~6(rk, h k ) appears and the local decision Uk can be permutcd as long as the 

same change is made in the fusion rule. Henee, it can be assumed without loss of 

generality the local decision rules are nondecreasing functions of the likelihoocl ratios. 

It implies that I1:~f P(Uk = Uk 1 B = 1)/ P(Uk = 'Uk 1 B = 0) is a nondecreasing 

function of u [20]. Consequently, the fusion rule is a nondecreasing functioll of u. The 

converse is also true, when the fusion rule is a nondecreasing function of u, a11 local 
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decision rules are nondecreasing functions of the likelihood ratios since Êk(Uk) 2: 0 

such that mk and bk are always larger than 0 (see Fig. 2.2). Therefore, assuming that 

the fusion rule is a nondecreasing function, the optimum local decision mIe for the 

kth base station can be formulated as follows 

(2.49) 

where the threshold tk is independent of h k . 

These results can be extended to the case when the local de tee tors are making soft 

decisions. As mentioned previously, in [20] it is proved that the local decision mIes, 

for distributed detection schemes using soft decisions, are deterministic monotone 

likelihood ratio threshold tests, as long as the observations made at the distributed 

sensors are conditionally independent. Using this result, the optimum local decision 

rule at the kth base station can be generalized, in a logarithmic form, as follows 

(2.50) 

where \lI~~~(rk, h k ) is defined in (2.25), Uk = 0, ... , L - 1, k = 1, ... , NB.c;, tl.:,O = 

-00 and tk,L = 00. Hence, as the sub-optimum local decision rule proposecl for the 

bandwidth efficient scheme presented in 2.2.1, the optimum local decision mIe at the 

kth base station is defined by the L - 1 thresholds contained in t k = [tk,l, ... , tk,L- tl 
partitioning the LLR \lI~k~ (rk, h k ). Furthermore, since only the statistics of the channel , 
state are known at the MSC where the optimization takes place, as the banclwiclth 

efficient scheme the cost function J (t) used for the optimization of the thresholcls 

contained in the vector t = [t1 , ... , tNBSV is Pb(t) representing the average prooaoility 

of bit error (2.3) as a function of the thresholds contained in the vector t. In faet, 

what differentiates both schemes is that, in this case, the fusion mIe is independent of 

the channel state. The optimization of the local detector thresholds is treated in more 

details in section 2.3 and an analytical expression is derived for Pb(t) in Appenclix I3. 

It important to mention that, in this case, a closed form expression can oe derived 

for Pb (t), accelerating the optimization process. 
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2.3 Optimization of local detector thresholds 

In the previous section, we designed SHDD schemes employing a fusion rule '0 and 

a set of local decision rules {,l, ... , IN BS }, defined by the thresholds contained in 

the vector t = [t l , ... , tNBSJT where t k = [tk,l,"" tk,L-d. These thresholds must 

be adjusted in order to minimize the cost function J(t) defined by the probability 

of bit error (2.3) or the conditional probability of bit error (2.5), depending on how 

often the thresholds are updated. Therefore, the SHDD schemes pose the following 

multivariate optimization problem 

t* = argmin J(t) 
tET 

(2.51) 

where the set T contains aIl possible values of t. The major difficulty in the imple

mentation of the SHDD schemes is caused by this numerical optimization problem 

and more precisely by the fact that the cost function J (t) is a nonlinear non-convcx 

function of t. Since this cost function may have many local minima, local optimiza

tion techniques do not guarantee to provide a global optimum solution. Until now, 

the optimization algorithms used to optimize distributed detection schemes related 

to communication applications were local optimization algorithm. In [11] for ex

ample, this optimization problem was solved by a numerical gradient descent basecl 

algorithm. In [13], a Gauss-Seidel l procedure was used to optimize the proposed 

distributed multiuser detection scheme. 

In this work, we propose to solve the optimization problem 1\sing ail illlpWH'd 

Simulated Annealing (SA) algorithm called Adaptive Simulated Annealing (ASA). 

SA was originally developed in 1983 [21] as a technique to solve cornbinatorial opti

mization problems. This approach has been later extended to solve continuous global 

optimization problems with multivariate nonlinear non-convex cost functions. SA al

gorithms try to mimic the principles of thermodynamic that make metal freeze in 

a minimum energy crystalline structure, when it is cooled slowly ellough (allllealing 

process). The major advantage of SA over other local optimization algorithms is that 

it has the ability to avoid staying trapped in local minima. This ability is dlle in 

part to the fact that the algorithm employs a random se arch which not only accepts 

changes that decrease the cost function but also sorne changes that increase it, where 

IThe Gauss-Seidel procedure converges to a locally optimum solution for which the performance 
cannot be improved by changing only one of the decision rules. 
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the probability of taking such changes decreases with an artificial temperature pa

rameter. It has been proved in [22J that by cooling the temperature according to 

an inverse-log law the SA algorithm converges in probability to a global optimum 

solution. However, the convergence of the algorithm can be too slow for many ap

plications. In order to accelerate the convergence of the algorithm, a method known 

as Fast Annealing (FA) [23J was proposed which permits lowering the temperature 

exponentially faster, guaranteeing that the algori thm converges to aval up close to 

the global minimum in a reasonable amount of time. However, FA still requires quite 

a lot of time to converge. An algorithm called Very Fast Simulated Re-annealing 

(VFSR)[17][24J [25J or Adaptive Simulated Annealing (ASA), which is exponentially 

faster than FA, was developed by A.L.Ingber, making SA a viable solution to global 

optimization. It is important to mention that a C language code irnplementation of 

the ASA algorithm has been made publicly available by Ingber since 19932 . In ad

dition, a Matlab gateway routine to Ingber's ASA C code, called ASAMIN3 , is also 

publicly available via the World Wide Web and allows the ASA algorithm to be used 

directly in a Matlab environment as any Matlab function. 

In this section, the ASA algorithm is first presented in details. Then, the conver

gence of the algorithm is discussed. The tuning of the ASA algorithm is then studied 

for the optimization of the SHDD schemes. Finally, sorne simplification assumptions 

are proposed to simplify the optimization process. 

2.3.1 ASA algorithm 

ASA is a global optimization algorithm designecl to solve continuous optimization 

problems of the form 

x* = arg min J(x), 
xEX 

where x = [Xl, ... , xD]T and X ç RD is a continuous domain definecl by 

2 ASA C language code is available at http:j jwww.ingber.com. 
3 ASAMIN mex-file is available at http:j jwww.econ.ubc.cajssakatajpublicJltml/softwarc 

(2.52) 

(2.53) 
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and the inequality constraints 

(2.54) 

Similarly to any SA algorithm designed to solve continuous optimization problems, 

the ASA algorithm performs a random walk through the D-dimellsional domain X, 

searching for the optimum solution x*. AIso, as for any SA algorithm, the randolIl 

walk is controlled by three main functions which are the generating function, the 

acceptance function and the cooling function. In general, a SA algorithm can be 

described as follows: 

Step 0 A starting point x(O) is selected randomly from the domaill X 

Step 1 Assuming x(t) is the tth visited point by the random walk, the gelleratillg 

function generates randomly a new candidate point y(t + 1) from x(t). 

Step 3 The acceptance function accepts or rejects the ne\\' candidate point y( t + 1) 

by comparing the cost at the new candidate point y(t + 1) and the last visited 

point x( t). It determines if the random walk stays still or moves to the candidate 

point y(t+1), such that x(t+1) = y(t+1), when the candidate point is accepted, 

and x(t + 1) = x(t), when the candidate point is rejected. 

Step 4 Assuming the point x*(t) is the lowest observed cost value after t iterations, 

it is verified if x(t + 1) is a new minimum such that x*(t + 1) = x(t + 1), if 

J(x(t + 1)) ::; J(x*(t)), and x*(t + 1) = x*(t) otherwise. 

Step 5 The cooling function adjusts the temperatures controlling the randoIll behav

ior of the walk insuring the convergence of the algorithm. 

Step 6 It is verified if predefined criterion of convergence are satisfied. If the con

vergence criterion are not met, the time index t is incremented by 1 and the 

algorithm goes back to Step 1. 

However, what differentiate the different implementations of the SA algorithm is how 

the generating function, the acceptance function and the cooling function are defined. 

A good overview of the different implementations of the SA algorithm can be found 

in [26J. 
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One of the particularities of the ASA algorithm is that an artificial temperature is 

not only employed in the acceptance function, but also in the generating function. In 

order to distinguish the different temperature parameters, the temperature associated 

with the acceptance function is denoted as Taccept(ka) and the temperature associated 

with the ith dimension in the generating function is denoted as Ti,gen(ki), where ka 

and ki are the annealing time index associated with these artificial temperatures. It 

is important to mention that each temperature parameter is varied indcpendently of 

the others allowing the ASA algorithm to adapt to the different sensitivity in each 

parameter dimension and to adapt to the current status of the cost function, through 

a pro cess called re-annealing. In the next three sections, the generating function, the 

acceptance function and the cooling function used by the ASA algorithm are defined. 

A. Generating function 

The main task of the generating function in the random walk is to gcnerat<' Cl IlP\\, 

candidate point y(t + 1) from the CUITent point x(t). In the ASA algorithm, the ith 

component of the new candidate point y(t + 1) is determined as follows 

(2.55) 

where ~Xi E [-1,1] is a sample of a random variable with the following PDF, 

(2.56) 

It is shown in [17] that the sample ~Xi can be generated as follows 

(2.57) 

where Vi is a sample of a random variable uniformly distributed over the interval [0,1]. 

The temperature Ti,gen(ki) controls the width and scale of the PDF (2.56). In fact, 

as can be seen from Fig. 2.3, at high temperature the random variable ~:Ci is allllost 

uniformly distributed over the interval [-1, 1], favoring a global exploration of the 

domain X. Then, as the temperature is gradually decreased by the cooling function, 

the PDF favorizes more and more a local exploration of the domain X by generating 
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with higher probability new candidate points in the vicinity of the current point. 

Finally, it can be noticed that equation (2.55) does not take in consideration the 

conditions set by the lower and upper bounds (2.53) and by the inequality constraints 

(2.54) when it generates the new candidate point y(t+l). Hence, new candidate points 

are generated by the generating function, using expression (2.55), until a candidate 

point that satisfies the conditions is generated. 

B. Acceptance function 

The main task of the acceptance function in the random walk is to cletcrmine if Cl ne\\' 

candidate point y( t + 1) of poorer quality than the c:urrent point x(t) is acceptecl or 

rejected. In the ASA algorithm as in most SA algorithms, the acceptance function is 

the Metropolis acceptance function. The Metropolis acceptance function generates a 

sam pie p E [0,1] of a uniformly distributed random variable and set 

( ) { 
y(t + 1) if p ::; A(y(t + 1), x(t), Taccept(ka)) 

x t + 1 = 
x(t) if p > A(y(t + 1), x(t), Taccept(ka)) 

(2.58) 

where 

. { (-(J(y(t + 1)) - J(X(t)))) } A(y(t + 1), x(t), Taccel't(ka)) = mm 1, exp (k ) . 
Taccept a 

(2.59) 

Therefore, independently of the temperature Tacccl't (ka), the acccptancc function al

ways accepts a new candidate point y(t+ 1) that improves the cost value with respect 

to the current point x(t). However, new candidate points of poorer quality are only 

accepted with probability 

p _ (-(J(y(t+l))-J(X(t)))) 
accept - exp T. (k ) , 

accept a 
(2.60) 

which decreases with the temperature parameter Taccept(ka). In the final stage of 

the algorithm, Taccept(ka) --+ 0 and the probability of accepting a point of poorer 

quality is almost nu11 such that the algorithm acts much more like a local optimization 

algorithm. 

It is important to mention that the choice of acceptance function is mu ch less 

important in the ASA algorithm then the choice of generating functioll. First, as 
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discussed in [26], most acceptance functions, which do not depend directly on y(t + 1) 

and x(t) but depend on the difference of their cost values, can be substituted by the 

Metropolis acceptance function after a simple modification of the cooling function. 

Furthermore, the convergence of the ASA algorithm, as opposed to more convention al 

SA algorithms, is mu ch less dependent on the acceptance function. This is due to the 

fact that the PDF used by the generating function allows for mu ch wider displacemellts 

in the domain such that the algorithm does not depend as mu ch on the acceptance 

function to escape from local minima. 

C. Cooling function 

The main task of the cooling function in the random walk is to gradually decrease 

(Annealing function) as weIl as periodically rescale (Re-annealing function) the tem

perature parameters associated with the acceptance function and the generatillg func

tion. It is important to mention that the cooling schedules employed by the Annealing 

function must be chosen carefully in order to guarantee that the algorithrn converges 

in probability to a globally optimum solution [17] . More precisely, in the ASA al go

rithm, the cooling schedules of the temperatures Ti,gen(k i ) i = 1 ..... D. which control 

the width and scale of the distribution associated with the new candidate point. an' 
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crucial to guarantee the convergence of the ASA algorithm, as will be discussed in 

the next section treating the convergence of the ASA algorithm. Hence, in the ASA 

algorithm, the cooling schedule associated with the ith dimension of the generating 

function can be defined as follows 

(2.61) 

where the temperatures 1i,gen(O) is usually initially set to 1, cgen must be adjllsted 

by the user and kj is incremented every time a new candidate point is generated. It 

is important to mention that, even if the algorithm converges statistically for any 

appropriate value of Cgen, practically the convergence of the algorithm is inHuenced 

by this parameter such that adjustments must be made by the user to tune the ASA 

algorithm to a specific problem. On the other hand, the cooling schedule of the 

temperature Taccept(ka) is less crucial to the convergence of the ASA algorithm. In 

fact, it is only required that [26J 

(2.62) 

Practically, the cooling schedule used by the ASA algorithm can be defined as follows, 

(2.63) 

where the temperature Taccept (0) is usually initially set to .J (x(O)), Ca must Jw adjustpd 

by the user and ka is incremented every time a new candidate point is accepted. 

As mentioned previously, one of the particularities of the ASA algorithm as op

posed to other SA algorithms is that it allows for re-annealingo. However, it is im

portant to mention that the re-annealing pro cess is not esselltial to the statistical 

convergence of the algorithm. It is in fact possible to use the ASA algorithm with

out re-annealing and it is sometime advantageous for some applications. However, it 

has been shown in [25J that the re-annealing pro cess can in practice accelerate the 

convergence of the algorithm. The re-annealing process improves the convergence 

speed in two ways. First, the re-annealing process allows the ASA algorithm to adapt 

itself to the difference in sensitivity of the cost function in the different dimensions 

by periodically rescaling the generating function temperatures Ti,gen(kd i = 1, ... ,D. 

Furthermore, since the acceptance function depends on the difference of the cost val-
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ues at y (t + 1) and x (t) and the relative importance of a difference in cost val ne varies 

depending on the order of magnitude of the cost function in the region explored by 

the ASA algorithm, the re-annealing pro cess allows the ASA algorithm to better suit 

the status of the cost function throughout the random walk by periodically rescaling 

the temperature Taccept(ka). 

In the ASA algorithm the re-annealing process takes place every time rgen points 

are generated or r accept points are accepted, where recommended values are in the order 

of 10000 for r yen and in the order of 100 for r accept. When re-annealing is performed, 

the temperature 1i,gen(ki ) is rescaled as follows 

(2.64) 

where 

(2.65) 

and imax = arg maxi=l, ... ,D {Si}' Then, the annealing index ki is reset as follows 

(2.66) 

In addition, the temperature Taccept(O) is reset to the cost value at the last accepted 

point x(t), Taccept(ka) is reset to the cost value at the current minimum x*(t) and then 

the annealing index ka is reset as follows 

ka = (_~ ln (Taccept(ka))) D 

Ca Taccept ( 0 ) 
(2.67) 

2.3.2 Convergence of the ASA algorithm 

In [17], it is proved that the ASA algorithm converges 1ll probability to a global 

optimum solution as the number of iterations goes to infinity, meaning that, 

lim Pr[x*(t) E Bf ] = 1 
t-too 

(2.68) 

where Bf = {x EX: J(x) ~ J(x*) +E} for aIl E > 0, given x* is the globalminimuIIl. 

The proof is based on the fact that by carefully controlling the rate of cooling of the 
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temperatures associated with the new candidate point distribution, any subset Bt of 

the domain X with positive Lebesgue measure is visited infinitely often. 

Practically it is sufficient to find a solution that appl'oaches closel:'l' the global 

minimum x* such that the search can be halted when it ceases to make sufficiellt 

progress. Lack of progress can be defined in a number of ways, whel'e an overview of 

the different stopping rule found in the literature can be found in [26]. For example, 

in Ingber ASA C code, the search is stopped when 

• the cost J(x( t)) repeats at Nrcpetition successive re-annealing time instants within 

a predefined precision Domin 

• the ratio of accepted points and generated points is smaller than t~/~I 

• the number of accepted new candidate points y(t) is lar'gel' thall N~~~:Pt 

• the number of generated new candidate points y(t) is larger than N;~~x 

h Nmax Nmax Do tmin Tmin Tmin d N .. t d fi db, w ere accept' yen' min, al g' yen' accept an repetition are pararl1e ers e ne j 

the users. It is important to mention that it is almost impossible to select stopping 

rules that guarantee with a given probability that the global minimum has ueen 

detected within a certain accuracy. However, it is obvious that, longer the algorithm 

will run, better are the chance that a minimum in the vicinity of the global minimum 

x* has been found. 

2.3.3 Tuning of the ASA algorithm for the optimization of the SHDD 

schemes 

In this section, we explain how to tune the ASA algorithm to optimize the thresholds 

defining the SHDD schemes. More precisely, three main points are discussed, which 

are the selection of the domain X, the tuning of the parameter Cgen, and the tuning 

of the stopping rule parameters. We discuss in details these three points since they 

influence the convergence of the ASA algorithm. 

The domain T contains aIl possible values of t that satisfy the inequalities -00 < 
t k 1 < tk 2 < ... < tk L-2 < tk L-l < 00, where k = 1, ... , NBS . However, the ASA " , , 
algorithm is designed to work with a domain having a finite range. It is therefore 
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necessary to select a domain X as a subset of T that still includes the global optimum 

solution but only contains the values of t satisfying the inequalities - Lk < tk,l < 
t k ,2 < ... < t k ,L-2 < tk,L-l < Lk, where k = 1, ... , N Bs . Obviously, the lllore the 

domain X can be constrained to a smaller region of the domain T, the easier is the 

convergence of the ASA algorithm. The limit Lk must therefore be selected sllch that 

only plausible values of tk,l and tk,L-l are included in the domain X. To this end, we 

use the fact that the probability of bit error of SHDD schemes uSillg L qualltization 

levels is upper bounded by the probability of bit error of SHDD schemes USillg L - 1 

quantization levels. 

For SHDD schemes for which the cost function is the conditional probability of 

bit error (2.5), the value of Lk, for Hk = hk, is selected to eliminate the region of the 

domain T, where P(Uk = Ojhk) and P(Uk = L - Ijhk) approach O. However, it is 

also necessary to make sure that the domain X still includes the optimum solution. 

Henee, the value of Lk is selected such that the thresholds tk,l and tk,L-l be able to 

take values for which P(Uk = Ojhk) and P(Uk = L - 1jhk) are at least as low as 

ex = 10-10
• To determine the values of Lk that satisfy this condition, we first derive 

an upper bound to P(Uk = L - Ijhk) as follows 

1 1 
2P(Uk = L - 1jhk' B = 1) + 2P(Uk = L - 1jhk, B = 0) 

< P(Uk = L - Ijhk, B = 1) (2.69) 

where 

P(Uk = L-ljhk , B) = 100 

fq,i~6(Rk>Hk)(X j hk, B)dx = I-Fq,i~6(Rk>Hd(tk,L-l j h k , B), 
tk.L_I 

(2.70) 

given f.T,(k)(R H )(x j hk , B) and Fq,(k)(R H )(x j hk , B) are derived in Appelldix A 
"'ID k, k ID k> k 

and repre'sent, respectively, the PDF 'and cumulative distribution function (CDF) of 

the LLR W~~J(Rk, H k) given the transmitted bit Band Hk = hk. Then, sinee 

(2.71 ) 
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it can be concluded that P(Uk = L - 1lhk , B = 1) = a and P(Uk = L - 11hd < a if 

t.,L-l = 2J2~: wi ( v'2er finv (-(2<> - 1)) + J2~: wi) , (2.72) 

where Wk = J~::'l Ihk,nI2. Hence, if for a given a and Wk Lk equals to tk,L-l in 

(2.72), it is guaranteed that the limit Lk satisfies the condition set above. Fig.2.4 

presents Lk as a function of Wk = ~wr 

soo 

400 

..s 300 

200 

100 

~LO----~15====-10====-~5==~0----~--~10--~15--~20 
"'d,In) 

Fig. 2.4 Limit Lk as a function of wk, where a = 10- 10 

For SHDD schemes for which the cost function is the probability of bit error 

(2.3), it is possible to use the same strategy as for the previous case but replacing 

P(Uk = 0lhk ) and P(Uk = L-1Ihk ) with P(Uk = 0) and P(Uk = L-1). However, the 

domain that results from this strategy is relatively large. A more efficient alternative 

uses the fact that the probability of bit error after the threshold optirnization cau be 

expressed as follows 

Pb* = 1 PbÎwfn(w)dw = 1 !(w)dw (2.73) 

where PbÎw represents the probability of bit error after the threshold optimization 

conditioned on n = w, n = [01"", ONBSr given Ok = J~:::'l IH k,n12 and fn(w) = 

fn! (Wl)'" fnN (WNBS) given fnk(Wk) is the PDF of Ok defined in (B.8). Heuce, the BS 
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value of Lk can be selected such that the thresholds tk,l and tk,L-l be able to take 

values for which P(Uk = 0lhk) and P(Uk = L -llhk) are at least as low as Œ = 10- 10
, 

for aIl values of Wk for which the integrand I(w) of (2.73) can possibly take a value 

that has an impact on the result of the integral within the desired precision. Since 

the probability P(Uk = 0lhk) and P(Uk = L - Ilhk) are monotonically increasing 

functions of Wk, it is first necessary to determine a value of Wk over which the integrand 

I(w) is lower than the desired precision independently of Wl ... Wk-l, Wk+l ... , WNf3s' 

Then, we use this value of Wk in expression (2.72) to determine the limit Lk as in the 

previous case. It is obviously necessary to use an upper bouncl U(Wk) to the integrancl 

I(w), independent of Wl ... Wk-l, WHl ... ,WNBS' since the optimum thresholds are not 

known a priori. 

For instance, for a SHDD scheme for which the channel state vector H is known 

at the MSC and the thresholds are forced to be even symmetric: the conditional 

probability of bit error PbÎw can be upper bounded by the conclitional probability of 

bit error of a single base station scheme, which can be definecl as follows 

(2.74) 

Hence, in this case, we use the upper bound 

U(Wk) = PslwJOk (wd II I~~X {fo
k
-, (wk') } , 

k' f.k k 

(2.75) 

where k' = 1, ... , N Bs . However if either the assumption that the thresholds are 

symmetric or the assumption that the channel state vector H is known at the MSC is 

removed, this upper bound is not valid and it becomes more difficult to find a relatively 

tight upper bound U(Wk). Hence, in these cases, we use the fact that PbÎw < 0.5 and 

set 

U(Wk) = 0.5fok (Wk) II ~~x {fo
k

, (wk,) } , 
k' f.k k 

(2.76) 

where k' = 1, ... , N Bs · 

The ASA algorithm also requires that the cooling schedule parameter cgen Le 
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chosen carefully. In order to help its adjustment, the parameter cgen is given by 

( ngen ) cgen = m gen exp - D ' (2.77) 

where the parameters m gen and ngen can be adjusted according to the following rela-

tions 

(2.78) 

and 

(2.79) 

The parameter T(O) is the initial temperature, T(kf ) is the desired final tempera

ture and k f is the desired number of annealing steps, assuming no re-annealing is 

performed. It is suggested that the initial temperature T(O) be set to 1 and final tem

perature T(k f) be set to 10-10 although it can be necessary to adjust these parameters 

differently for certain problems. However, the value of kf need to be selectecl experi

mentally. Table 2.1a) presents the values of kf for which we obtain a good trade-off 

between efficiency and accuracy. 

Finally, it is necessary to determine when to stop the ASA algorithm. In our case, 

the only stopping rule parameter that we consider is N;:;~x representing the maximum 

number of candidate points generated, since it is probably the more secure criterion. 

Given we know that the ASA algorithm is in the final stage of the search when thp 

number of iterations is larger than kf , we can expect relatively good wsults by setting 

N:::-~x equal to k f but the accuracy can be improved by increasing the value of N~:~~:r, 

with respect to k f . 

2.3.4 Simplification assumptions 

The main disadvantage of the ASA algorithm as weIl as any global optimization al

gorithm is that it is computationally expensive, as can be seen from Table 2.1a). 

However, since the optimization can be performed off-line, the computational COIIl

plexity has little influence on the actual scheme complexity. On the other hand, the 

complexity of the algorithm increases rapidly with the number of thresholds to be 

optimized, where the number of thresholds increases exponentially with the number 

of bits of resolution at each base station and linearly with the number of base sta

tions. It may therefore be advantageous to add constraints on the thresholds in order 
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2 

3 

L D kJ L D kJ L D kJ 

2 2 2.0.103 2 2 0 2 2 0 
4 6 3.2.104 4 2 2.0.103 4 1 1.0 . 103 

8 14 1.0 . 106 8 6 3.2.104 8 3 4.0.103 

2 3 4.0.103 3 2 0 3 2 0 
4 9 2.6.105 4 3 4.0.103 4 1 1.0 . Hl] 

8 21 2.0.106 8 9 2.6.105 8 :3 4.0·10:1 

a) b) c) 

Table 2.1 Values of kJ used for the optimization of the clifferent SHDD 
schemes a) when there is no constraint applied to the thresholds, b) when 
the thresholds are constrained to be even symmetric, c) when the thresh
olds are constrained to be even symmetric as weIl as identical at aIl base 
stations 

to keep the optimization complexity to a reasonable level. More precisely, the local 

decision rules can be for example constrained to be even symmetric meaning that 

P(Uk = liB = j) = P(Uk = L - 1 - liB = -j + 1), for 0 ~ l ~ L - 1. When the 

local detector likelihood ratio is expressed in its logarithmic form, as shown in Fig. 

2.5 the number of dimensions of the optimization problem reduces from NBS(L - 1) 

to N BS ( L~2). Hence, when L = 2, the number of dimensions is equal to 0 since the 

only threshold tk,l defining the kth local decision rule is forced to be equal to 0 in 

order for the decision rule to be even symmetric, avoiding any optimizatioIl. How

ever, for systems using more than two quantization levels at each base station, the 

optimization complexity can be further reduced by forcing the thresholds to be equal 

at aU base stations such that the number of dimensions of the optimization problem 

reduces to L~2. Since the number of cost function evaluations required by the ASA al

gorithm increases almost exponentiaUy with the Ilumber of dimensions, the proposed 

constraints greatly simplify the optimization as can be seen in Table 2.1b) and Table 

2.1c). On the other hand, it is important to mention that when any of the constraints 

is applied ta the thresholds, the solution cannot be considered optimum anymore. 

The influence of these constraints on the performances of the system is evaluated for 

different system configurations in section 2.4. 
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U - L k-i 

--,-------.-----_A'~~,------_,-------A'~~,------.-------~.-

tk,o = -00 

--.-------.-----~'~~,-------+-------A'~~,------.-------~.-

40 

~i~J(rk, hd 1 

tk,L/~ = 0 tk,L = oc 

b) 

Fig. 2.5 Graphical representation of the kth base station local decisioll 
rule a) when there is no constraint applied to the thresholds, b) when the 
thresholds are constrained to be even symmetric 

2.4 N umerical results 

In this section, we study the performances of the designed SHDD schemes, in term of 

BER, for different numbers of base stations, different numbers of receiving antennas, 

different numbers of quantization levels and different types of constraints on the local 

detector thresholds. In addition, since the average SNR received at each base station 

is dependent on the mobile unit location in the cellular network, as weil as Oll power 

control, we study the performances of the designed SHDD schemes for the case when 

the average received SNR is equal at ail base stations as weil as for the case wh en the 

average received SNR is different at each base station. 

Before presenting the performances of the designed SHDD schemes, it is interesting 

to evaluate the potential gain that can be achieved by the SHDD schemes with respect 

to the CHM scheme. The potential gain is obtained by evaluating the difference 

between the performances of the CHM and OC schemes (see Appendix D). Fig 2.6 

presents the potential gain in SNR achievable, when operating at BER = 10-5 , by 2 

base stations SHDD schemes as a function of the difference in average SNR between 

the two base stations. Obviously, the potential gain decreases with an increase of the 

difference in average SNR between the two base stations and the number of receiving 
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antennas at each base station. However, it is clear from this figure that important 

gains can be made by using more sophisticated techniques such as the proposed SHDD 

schemes. 

25~--.----.-------.-----r---'-----' 

/" 

°OL-_-~--~--~6--~---1~O--~'2 

"SNR (dB) 

Fig. 2.6 Potential gain at BER = 10-5 for 2 base stations SHDD 
schemes with respect to the CHM scheme as a function of 6.SN R = ~~ ~~. 

2.4.1 Known channel state information at the fusion center 

In section 2.2.1, we have presented two alternative SHDD schemes for the case when 

the channel state is known at the MSC. The first is the optimum SHDD scheme when 

the channel state is known at the MSC referred as the SHDD 1,opt scheme. As men

tioned previously, such a scheme requires that the MSC transmits to each base station 

new threshold values every time the channel state varies. The second alternative is 

a bandwidth efficient sub-optimum SHDD scheme referred as the SHDD1,sub scheme. 

The only difference between the SHDD1,opt and SHDD1,sub schemes is that, in the 

SHDD1,sub scheme, the thresholds defining the local decision rules are independent of 

the channel state vector H. 

We evaluated numerically the BER of both the SHDD 1,opt and SHDD 1,sub schemes 

assuming the mobile unit is communicating simultaneously with 2 base stations. The 

evaluation of the probability of bit error for both schemes is discussed in Appelldix 

B. In addition, the software used to obtain these results is included in the compact 
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disk provided with this thesis. Results for BER as a function of the first base station 

average SNR, defined as foUows SN RI = ~~, are respectively iUustrated for the case 

when each base station is equipped with 1, 2 and 3 reeeiving antennas in Fig.2.7, 

Fig.2.8 and Fig.2.9. Each figure is made of two sub-figures where in part a) the 

average SNR is equal at both base stations while in part b) there is a difI"erence of 

6dB between the average SNR at the first and the second base station. It is important 

to mention that, in these figures, when the difference between two curves is less than 

O.05dB at fixed BER, the two curves are plotted as one single curve on the figures. 

AU figures present BER curves for SHDD 1,opt and SHDD 1,sub schemes using 2 

and 4 quantization levels when there is no constraint applied on the thresholds. In 

addition, aU figures also present BER curves for SHDD 1,sub schemes using 2, 4 and 

8 quantization levels for the case when the thresholds are constrainecl to be even 

symmetric and for the case when the thresholds are constrained to be even sylllllletric: 

as weU as identical at aU base stations. For comparison purposes, aIl figures also 

inc1ude the BER curves of the OC scheme, the CHM scheme and a selection diversity 

scheme which assumes the channel state is known at the MSC. Appendix D presents 

these 3 reference schemes and discusses the evaluation of the probability of bit elTar 

for each scheme. It is important to remember that the BER of the OC scheme is 

obviously a lower bound to the BER of the SHDD 1,opt and SHDDl,sub schemes whik 

as shown in Appendix D, the BER of the selection diversity and CHM schemes arc 

upper bounds. 

A. Effect of the number of receiving antennas 

By comparing Fig.2.7, Fig.2.8 and Fig.2.9, we see that, as expected, increasing the 

number of reeeiving antennas increases the slope of the BER curves at large SNR and 

consequently the diversity order provided by the SHDD 1,opt and SHDD 1,sub schemes, 

which can be defined as 

(2.80) 

In fact, it appears that aU considered SHDD 1,opt and SHDD 1,slLb schemes provide 

the same asymptotic diversity order as the OC scheme, which equals approximately 

N BsN R. Henee, by increasing the number of receiving antennas per base station from 
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Fig.2.7 BER vs SNR[: SHDD 1•opt and SHDD 1•sub , NBS = 2, NR = L 
a) SNR1 = SNR2 b) SNR1 = 4SNR2 
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Fig.2.8 BER vs SNR1 : SHDD1,opt and SHDD1,sub, NBS = 2, NR = 2, 
a) SNRI = SNR2 b) SNRI = 4SNR2 
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Fig.2.9 BER vs SNR1: SHDD1,opt and SHDD1,sub, NBS = 2, N R = 3, 
a) SNR1 = SNR2 b) SNR1 = 4SNR2 
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1 ta 2, a gain in SNR of approximately l1.0-lI.5dB can be observed at BER = 1O-'~ 

while the gain, obtained by increasing the number of receiving antennas pel" bas€' 

station from 2 ta 3, reduces ta approximately 4.0-4.3dB. The gain reduction is dllf' tu 

the fact that as the diversity arder increases the gain obtained by further increasillg 

the diversity arder decreases. 

It is important ta mention that the diversity arder of the CHM scheme equals 

only ta N R, since this scheme selects a base station based on the average SNR and 

is therefore not taking advantage of the diversity provided by the remaining base 

stations. The diversity arder of the SH00 1,opt and SHOD 1,sub schemes is therefore NilS 

times larger than the diversity arder of the CHM scheme, independently of the number 

of receiving antennas. For this reason, the SHOD1,opt and SHOOt,sub schernes provide 

important gains with respect ta CHM scheme. For instance, from part a) of Fig. 2.7, 

it appears that, wh en the SNR is equal at bath base stations and each base station 

is equipped with a single receiving antenna, the SHD01,opt and SHDD 1,sub schemes 

provide respectively gains in SNR with respect ta the CHM scheme of 21.7dB and 

21.2dB at BER = 10-5 , with only 2 levels of quantization, which increase ta 22.5dB 

and 22.3dB, with 4 levels of quantization. However, as mentioned previously, as the 

diversity arder increases, the gain obtained by further increasing the diversity arder 

decreases, such that the gains obtained by the SHOOt,opt and SHDOt,sub schemes with 

respect ta the CHM scheme decrease with the number of rcceiving antennas pel' base 

station. From part a) of Fig. 2.8, it appears that, when each base station is equipped 

with 2 receiving antennas, the gains in SNR with respect ta the CHM scheme reduce 

respectively ta lO.2dB and 9.6dB at BER = 10-5 , with 2 levels of quantization, and 

ta l1.2dB and l1.ldB, with 4 levels of quantization. Furthermore, from part a) of Fig. 

2.9, it appears that, when each base station is equipped with 3 receiving antennas, 

the gains in SNR with respect ta the CHM scheme reduce respcctively ta 6.8dB and 

6.2dB at BER = 10-5 , with 2 levels of quantization, and ta 7.8dB and 7.7dB, with 4 

levels of quantization. Hence, from these results it can be concluded that, evcn if cach 

base station is equipped with 3 receiving antennas, important gains with respect ta 

the CHM scheme can still be obtained by using handoff macrodiversity schemes that 

further increase the diversity arder such as the SHDD 1,opt and SHD0 1,sub schemes. 
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B. Effect of the difference in average SNR between two base stations 

By comparing part a) to part b) of Fig.2.7, Fig.2.8 and Fig.2.9, we see that, wh en the 

average SNR at the second base station is lower by 6dB from the SNR at the first base 

station, it has the effect of shifting horizontally the BER curves of the SHDD1,opt and 

SHDD 1,sub schemes, obtained when the average SNR is equal at both base stations, by 

approximately 2.7-3.0dB toward the BER curves of the CHM scheme, independently 

of the number of receiving antennas. However, it is important to mention that, even 

if a difference of 6dB in the average SNR is not sufficient to affect the diversity order 

of the scheme, it is expected that, as the difference in average SNR inCl'eases, the 

diversity order of the SHDD1,opt and SHDD1,sub schemes will eventuaIly tend toward 

the diversity order of the CHM scheme. This is due to the fact that the performances 

of the SHDD1,opt and SHDD 1,sub schemes, as the OC scheme, have to converge to the 

performances of the CHM scheme when the asymmetry between the two links is very 

large. 

c. Effect of the number of quantization levels 

From Fig.2.7 - Fig.2.9, we see that in aIl considered cases most of the potential gain 

with respect to the CHM scheme is reached by SHDD1,opt and SHDD1,Sllli schelllcs 

using only 2 quantization levels. However, additional gains can still be obtaillcd by 

increasing the number of quantization levels. In fact, if the number of quantization 

levels is increased from 2 to 4, the BER curves are shifted horizontaIly toward the 

OC scheme by approximately O.8-l.0dB, for the SHDD1,opt scheme, and l.2-l.5dB, 

for the SHDD 1,sub scheme. Hence, with only 4 levels of quantization at each base 

station, the potential addition al gain that can be obtained by further increasing the 

number of quantization levels equals approximately O.3dB, for the SHDD1,sub scheme, 

and approximately O.2dB, for the SHDD1,opt scheme. Furthermore, using the BER of 

the SHDD 1,sub scheme when the thresholds are symmetric as an upper bound to the 

BER of the SHDD1,opt and SHDD 1,sub schemes, the potential additional gain that can 

be obtained by further increasing the number of quantization levels of SHDD1,opt and 

SHDD 1,sub schemes, using 8 quantization levels, can be upper bounded to less than 

O.ldB for aIl considered cases. It can be concluded that no practical gains can be 

obtained by increasing the Humber of quantization levels over 8. 
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D. Comparison between the SHDD 1,opt and SHDD 1,sub schemes 

From Fig.2.7 - Fig.2.9, we see that, when operating at a fixed BER, in aIl considered 

cases the difference in SNR between the SHDD 1,opt and SHDD 1,sub schemes decreases 

from approximately O.5-0.6dB, when L = 2, to approximately O.I-0.2dB, wh en L = 4. 

Furthermore, when L = 8 the SNR difference at fixed BER between the SHDD1,opl 

and SHDD1,sub schemes can be upper bounded to approximately O.ldB, the SNR 

difference between the OC scheme and the SHDD1,sub scheme when the local detector 

thresholds are forced to be even symmetric which are respectively a lower and upper 

bound to the BER of both schemes. Hence, when the number of quantization levels 

is larger or equal to 4, the performances of the SHDD1,opt and SHDD1,sub schemes 

are almost identical, proving that the SHDD 1,sub scheme is a viable alternative to the 

SHDD 1,opt scheme. 

E. Effect of the threshold constraints on the SHDD 1,sub scheme 

From Fig.2.7 - Fig.2.9, we see that, in aIl considered cases, the SHDD1,sub scheme 

is not severely affected by the constraints applied on the local detector thresholds, 

although they significantly reduce the complexity of the optimization process. In 

fact, when L = 2 the losses caused by forcing the thresholds to be symmetric vary 

from within the precision of the results when N R = 1, to approximately O.2dB, when 

N R = 2, and to approximately O.3dB, when N R = 3. For L = 4, the losses, caused by 

forcing the thresholds to be symmetric, equal approximately O.ldB while the losses, 

caused by forcing the thresholds to be symmetry and equal at both base stations, 

equal approximately O.3-0.4dB. For L = 8, the losses caused by forcing the thresholds 

to be symmetric can be upper bounded to O.ldB, while the losses caused by forcing 

the thresholds to be symmetric and equal at both base stations can be upper bounded 

to O.2dB, using the OC scheme as a lower bound to the BER of the SHDD1,sub scheme 

with no constraints on the thresholds. 

It is interesting to mention that, when L = 2 and the thresholds are even symmet

rie, the local decisions are locally optimum decision rules meaning that they millimize 

the probability of bit error on the local decisiolls as opposed to globally optimum 

decision rules which minimize the probability of bit error at the output of the MSC. 

Furthermore, if the SHDD 1,sub scheme involves only 2 base stations and is using 10-

cally optimum decision rules, the scheme is equivalent to the selection diversity scheme 
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since, as shown in Appendix D, the fusion rule selects the local decision of the base 

station for which the probability of bit error on the local decision is the lowest. Finally, 

for any number of quantization levels, the losses caused by forcing the thresholds tu 

be symmetric and equal at both base stations do not seem to increase when there is 

a difference of 6dB between the average SNR of the two base stations. 

2.4.2 Unknown channel state information at the fusion center 

In section 2.2.2, we have presented the optimum SHDD scheme for the case when the 

channel state is unknown at the MSC referred as the SHDD 2 ,opt schcme. Sill1ilarl~' to 

the SHDD1,sub scheme, the local decision rules of the SHDD 2 ,opt scheme are likdihood 

ratio quantizers for which the thresholds are independent of the channel stat<' \"('etm 

H. However, as opposed to the SHDD1,sub scheme, the fusion rule of the SHDDz,ol'l 

is independent of the channel state vector H. 

We evaluated numerically the BER of the SHDD 2,opt scheme for the case when the 

mobile unit is communicating with 2 base stations as weIl as for the case when the 

mobile unit is communicating with 3 base stations. The evaluation of the probability 

of bit error is discussed in Appendix B. In addition, the software used to obtain these 

results is included in the compact disk provided with this thesis. Results for BER as a 

function of the first base station average SNR are illustrated in Fig.2.10, Fig.2.11 and 

Fig.2.12 for 2 base stations equipped with 1, 2 and 3 receiving antennas respectively. 

Similarly Fig.2.13 and Fig.2.14 present results for 3 base stations equipped with 1 

and 2 receiving antennas respectively. Each figure is made of two sub-figures where 

in part a) the average SNR is equal at both base stations while in part b) there is a 

difference of 6dB between the average SNR at the first and the second base station. It 

is important to mention that, in these figures, when the difference between two cmves 

is less than O.05dB at fixed BER, the two cmves are plotted as one single cmye on 

the figures. 

AlI figures present BER cmves for SHDD2 ,opt schemes using 2, 4 and 8 quantization 

levels for the case when there is no constraint applied on the thresholds, for the case 

when the thresholds are constrained to be even symmetric and for the case wh en 

the thresholds are constrained to be even symmetric as weIl as identical at aIl base 

stations. All figures also include for comparison purposes the BER curves of the OC 

and the CHM schemes. Appendix D presents these 2 reference schemes and discusses 
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the evaluation of the probability of bit error for each scheme. It is important to 

remember that the BER of the OC scheme is obviously a lower bound to the BER of 

the SHDD2 ,opt schemes while the BER of the CHM scheme is an upper bound. 

A. Effect of the number of receiving antennas and the number of base 

stations 

From Fig.2.10 - Fig.2.14, we see that, as expected, increasing the number of base 

stations or the number of receiving antennas per base station increases the divcrsity 

order of the SHDD2 ,opt scheme, as defined in (2.80). However, as opposcd to t.he 

SHDD 1,opt and SHDD1,sub schemes, it appears that the diversity orcIer prm'idf'd b.\" the 

SHDD2 ,opt scheme is not equal to the diversity order provided by the OC scheme, which 

equals N BsN R, although the difference is not dramatic. Furthermore, the diversity 

order of the SHDD2 ,opt scheme seems to increase as the number of quantization levels 

increases such that, for schemes using 4 or 8 quantization levels, the difl"erence with 

respect to the diversity order of the OC scheme is only minor. 

Hence, by comparing Fig.2.10, Fig.2.11 and Fig.2.12, it appears that, when 2 

base station are involved in the handoff macrodiversity scheme, the gains obtained by 

increasing the number of receiving antennas of the SHDD2,opt scheme are similar to 

the gains observed for the SHDD 1,opt and SHDD1,sub schemes, especially for schemes 

using 4 and 8 quantization levels. Furthermore, by comparing Fig.2.13 and Fig.2.14, a 

gain of approximately 8.0-9.6dB, at BER = 10-5
, can be observed when the number 

of receiving antennas per base station is increased from 1 to 2 in a 3 base station 

SHDD2 ,opt scheme. 

Similarly to the SHDD 1,opt and SHDD1,sub schemes, the diversity order provided 

by the SHDD2,opt scheme is approximately N BS time larger than the diversity order of 

the CHM scheme, independently of the number of receiving antennilS. For this reason, 

the SHDD2,opt scheme also provides important gains with respect to the CHl'vl scherne. 

For instance, from part a) of Fig.2.10, it appears that, when the SNR is equal at both 

base stations and each base station is equipped with a single recciving antenna, the 

SHDD2 ,opt scheme provides a gain in SNR with respect to the CHM scheme of 17.8dB 

at BER = 10-5 , with only 2 levels of quantization, which increases to 22.1dB, with 4 

levels of quantization, and 22.6dB, with 8 levels of quantization. However, as for the 

SHDD 1,opt and SHDD 1,sub schemes, the gains obtained by the SHDD2,opt scheme with 



2 SHDD scheme for uncoded communication systems 51 

a: 
w 
co 

a: 
w 
co 

10-2~------'--------r-------;~------.-------.--------.--------r-----~ 
.-.... .. 

. ~ ... -- .... --

'0 

~ ... SHDD2.opt (L=2, sym. thresh) '. 
&CHM 

-+- SHDD2.opt (L=2) 
·-s-- SHDD2.opl (L=4, equal & sym. thresh) 
--0'" SHDD2.opl (L=4, sym. thresh) 
-e- SHDD2.opl (L=4) 
----- SHDD2,opt (L=8, equal & sym. thresh) 
- SHDD2.opl (L=8) & SHDD2.opl (L=8, sym. thresh) 
- - oc 

'--0.. __ 

-" .. ~. 

. .. -- ... -$-- .... -.... 

"-.. 

10-5~ ______ J-______ ~ ______ ~ ________ L-______ J-______ ~ ____ ~~~ ____ ~ 

8 10 12 14 16 
SNR

1
dB 

a) 

18 20 22 24 

10-2r-~~--~------~~-----.--------.-------,-------~------~r-----~ 
-.... .... --

""'"i). -... 

--.... --0.. __ 

'-... 

'-.. 
.-.. .... ~ 

"'-- "'-- .,,"'$- --'-- '0,-- ... 

~ ... SHDD2,opt (L=2, sym. thresh) 
&CHM 

-+- SHDD2,opl (L=2) 
--s-- SHDD2,opl (L=4, equal & sym. thresh) 
--0 .. ' SHDD2,opl (L=4, sym. thresh) 
-e- SHDD2,opl (L=4) 
----- SHDD2,opl (L=8, equal & sym. thresh) 
- SHDD2,opt (L=8) & SHDD2,opl (L=8, sym. thresh) 
- - OC 

10-5~ ______ J-______ ~ ______ ~ ________ L-______ J-______ ~ ______ ~~~~~ 

10 12 14 16 18 
SNR

1 
dB 

b) 

20 22 24 

Fig. 2.10 BER vs SNR1 : SHDD2,oph NBS = 2, N R = 1, a) SNR1 

SNR2 b) SNR1 = 4SNR2 

26 



2 SHDD scheme for uncoded communication systems 

10-2 

10-3 

cr: 
W 
al 

10-4 

10-5 

10-3 

cr: 
w 
al 

10-4 

10-5 

-... 
-..····-..0 .. -.. ... 

-.. -.. 
-.. 

' .. ~ 
........ 

-.. 
....... 

'(>'-" 

~ ... SHDD2.opt (L=2. sym. thresh) 
&CHM [1 

, 

-+- SHDD2.opt (L=2) 
--B-- SHDD2.opt (L=4. equal & sym. thresh) 
-fJ ... SHDD2.opt (L=4. sym. thresh) 
-e- SHDD2.opt (L=4) [1 

----- SHDD2.opt (L=8. equal & sym. thresh) 
- SHDD2.opt (L=8) & SHDD2.opt (L=8. sym. thresh) 
- - OC 

2 4 6 8 10 12 
SNR1 dB 

a) 

............ -.. 
.~ 

....... 
....... -.. 

'(> ......... 

-.. 
........ 

........ ~ 
~ ... SHDD2.opt (L=2. sym. thresh) [1, 

&CHM 
-+- SHDD2.opt (L=2) 
·-8-- SHDD2.opt (L=4. equal & sym. thresh) 
-fJ ... SHDD2.opt (L=4. sym. thresh) '[1 

-e- SHDD2.opt (L=4) 
SHDD2.opt (L=8. equal & sym. thresh) 
SHDD2.opt (L=8) & SHDD2.opt (L=8. sym. thresh) 

- - OC 

4 6 8 10 12 
SNR

1
dB 

b) 

Fig. 2.11 BER vs SNR1 : SHDD2.opt , NBs = 2, NR = 2, a) SNR1 = 
SNR2 b) SNR1 = 4SNR2 

[J 

14 

52 

-.. 

....... 



2 SHDD scheme for uncoded communication systems 53 

cr: 
w 
CD 

10-2~--~--~~r----------.~---------.----------_.-----------.----------~ 

10-4 

.. ' ....... 

"'$... 
......., 

......... ~ 
....... 

-<... ~~~';.;~ (L=>, 'ym. th,.,h) ··0 ••••••••••....••.••••. 

~ SHDD2,opl (L=2) .... 
--9-- SHDD2,opl (L=4. equal & sym, Ihresh) 
-€l',' SHDD2,opl (L=4. sym. thresh) 

......... 

----- SHDD2,Opl (L=8. equal & sym. thresh) .... 
- SHDD2,opl (L=8) & SHDD2,opl (L=8. sym. thresh) 
- - OC 

.......... 
......... 

'-(). ........ 
.......... 

. ........ 
......... 

-e- SHDD2,Opl (L=4) .Q •••....••••••••• 

10-5L-----______ ~ ________ ~~ ________ _J ________ ~~~~ ____ ~ __ ~ __ ~ ______ ~ 

-2 o 2 4 
SNR

1
dB 

a) 

6 8 10 

10-2~~~--~c_~~------_.----------_.----------_.----------_.----------_. 

b) 

Fig. 2.12 BER vs SNR1: SHDD2,opt, N BS = 2, N R = 3, a) SNR1 

SNR2 b) SNR1 = 4SNR2 



2 SHDD scheme for uncoded communication systems 54 

respect to the CHM scheme decrease with the number of receiving antennas per base 

station. From Fig.2.11a), it appears that, wh en each base station is equipped with 2 

receiving antennas, the gain in SNR, at BER = 10-5 , reduces to 7.9dB, with 2 levels 

of quantization, to 11.0dB, with 4 levels of quantization, and to 11.3dB, with 8 levels 

of quantization. Furthermore, from part a) of Fig.2.12, it appears that, when each 

base station is equipped with 3 receiving antennas, the gain in SNR with respect to 

the CHM scheme reduces to 5.2dB at BER = 10-5 , with 2 levels of quantization, to 

7.8dB, with 4 levels of quantization, and 7.9dB, with 8 levels of quantization. 

Furthermore, since the diversity order of the CHM scheme is independent of the 

number of base stations, additional gains with respect to the CHM scheme can be 

obtained by increasing the number of base stations involved in the scheme. In fact, by 

comparing Fig.2.10 and Fig.2.11 with Fig.2.13 and Fig.2.14, we see that the additional 

gain obtained by increasing the number of base stations from 2 to 3 varies from 

approximately 7.0-7.4dB, when N R = 1, to approximately 3.7-4.1dB, when N R = 2. 

Finally, it is interesting to notice that more gain is obtained by increasing the 

number of receiving antennas of a two base stations SHDD2 ,opt scheme from 2 to 3 

than increasing the number of base stations of the same scheme from 2 to 3, although 

both schemes provide the same diversity order. In fact, the difference decreases with 

the number of quantization levels and varies from up to 1.1dB, when L = 2, to OAdB, 

when L = 4, and O.ldB, when L = 8. Hence, it seems that, in this case, it is Illon' 

advantageous to provide to the fusion center fewer local decisiollS of better quality 

than more of worst quality. 

B. Effect of the difference in average SNR between base stations 

By comparing part a) to part b) of Fig.2.10, Fig.2.11 and Fig.2.12, it appears that, 

similarly to the SHDD1,opt and the SHDD1,sub schemes, the BER curves of a SHDD2,opt 

scheme using 2 base stations are shifted horizontally by approximately 2.7-3.1dB 

toward the BER curves of the CHM scheme, when the average SNR at the second 

base station is lowered by 6dB from the SNR at the first base station. It is important 

to mention that the BER curves of the OC scheme are also affected similarly by the 

asymmetry in the two links, such that the losses with respect to the OC scheme appear 

independent of this factor. 
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c. Effect of the number of quantization 

From Fig.2.l0 - Fig.2.l4, we see that in aIl considered cases a large part of the po

tential gain that can be obtained by the SHDD 2 ,opt scheme with respect to the CHM 

scheme is reached with only 2 quantization levels although less than the SHDD1,opt 

and SHDD1,sub schemes. However, additional gains can still be obtained by increasing 

the number of quantization levels. 

More precisely, from Fig.2.l0 - Fig.2.l2, it appears that for the 2 base station 

SHDD 2 ,opt scheme, if the number of quantization levels is increase from 2 to 4, the 

performance is improved at BER = 10-5 by 4.4dB, wh en N R = 1, by 3.0dB, when 

N R = 2, and by 2.4dB, when N R = 3. Hence, with only 4 levels of quantization at 

each base station, the differenee between the BER curves of the OC scheme and the 

2 base station SHDD2,opt scheme equals approximately 0.4-0.5dB, for aIl considered 

cases. The gain obtained by further increasing the number of quantization levels from 

4 to 8 equals approximately 0.3-0.4dB. Henee, when L = 8 the differenee in SNR, at 

fixed BER, between the OC scheme and the 2 base station SHDD2 ,opt scheme is lo",pr 

than O.ldB for aIl considered cases. 

From Fig.2.l3 and Fig.2.l4, it appears that for the 3 base station SHDD 2,opt 

scheme, if the number of quantization levels is increased from 2 to 4, the performanee 

is improved at BER = 10-5 by 4.6dB, when N R = 1, and 3.ldB, when N R = 2. 

Henee, with only 4 levels of quantization at each base station, the difference between 

the BER curves of the OC scheme and the 3 base station SHDD2,opt scheme equals 

approximately 0.8dB, for aIl considered cases. The gain obtained by increasing the 

number of quantization from 4 to 8 equals approximately 0.5-0.7dB. In fact, when 

L = 8 the differenee in SNR, at fixed BER, between the OC scheme and the 3 base 

station SHDD2 ,opt scheme is lower than 0.2dB for aIl considered cases. 

Hence, since the differenee between the SHDD2,opt scheme using 8 quantization 

levels and the OC scheme is less than 0.2dB for aIl considered cases, it can be concluded 

that the additional gains obtained by increasing the number of quantization levels over 

8 can only be marginal. 

D. Effect of the threshold constraints 

From Fig.2.l0 - Fig.2.l4, we see that the SHDD2 ,opt scheme is much more affected by 

the constraints than the SHDD1,sub scheme. As opposed to the SHDD1,sILb scheme, the 
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performance losses are not only caused by an horizontal shift of the BER curves but the 

constraints have also an impact on the diversity order of the SHDD2,opt scheme. The 

more striking example can be observed when the thresholds of a SHDD2,opt scheme, 

using 2 quantization levels, are forced to be even symmetric when only two base 

stations are involved in the handoff macrodiversity scheme. It implies that the local 

decision rules are 10caIly optimum and, as shown in Appendix D, the scheme is now 

equivalent to the CHM scheme, reducing the diversity order of the scheme by one half. 

From Fig.2.l0, it appears that, when the scheme is using only one receiving antenna, 

the losses reach up to l7.8dB when operating at a fixed BER of 10-5 . However, 

it can also be seen from these figures that the performance losses diminish \Vith the 

number of quantization levels, the number of base stations and the number of receiving 

antennas. In fact, in Fig.2.l4 it can be observed that, independently of the number 

of quantization levels, the constraints produce no noticeable loss of performance for a 

SHDD2,opt scheme involving 3 base stations, when each base station is equipped with 

2 receiving antennas. Similarly, when the number of quantization levels at each base 

station is equal to 8, in aIl considered cases the losses caused by forcing the thresholds 

to be even symmetric are as low as O.01dB, although the reductioll in optirnization 

complexity is considerable. 

2.4.3 Comparison of the two cases 

In this section, we use the results presented in the two previous sections and comparc 

the BER of the SHDD schemes for the case when the channel state is kno\Vn at 

the MSC and the case when the channel state is not known at the MSC. First. 

by comparing the performances of the SHDD1,sub and SHDD2,opt SChClllCS, \V(' s('(~ 

that, when both schemes are using 2 quantization levels, the SNR difl'creuc(' ",heu 

operating at BER = 10-5 reaches up to 3.4dB, when N R = 1, but reduces to 1.7dB, 

when N R = 2, and 1.0dB, when N R = 3. Similar, the gain in SNR at BER = 10-;) 

obtained by the SHDD 1 ,opt scherne with respect to the SHDD2 ,opt scherne equals 3.9dG. 

when N R = 1, 2.3dB, when N R = 2, and 1.6dB, ",hen N R = 3. Hence, when the 

SHDD schemes are using 2 quantization levels at each base station, the additional 

complexity and additional fixed network bandwidth required by the SHDD1,opt scheme 

and SHDD1,sub scheme can be justified by the relatively important performance gains 

that provide these schemes with respect to the SHDD2,opt scheme, especially when 



2 SHDD scheme for uncoded communication systems 57 

CI: 
W 
CD 

CI: 
W 
CD 

10-2r--.~~--.----'~------.------r-----'r-----~-----.------.------.--~ 

" " " " " ~ 
--- CHM "" ~ 

" ~ ... SHDD2.opt (L=2. sym. thresh) " 
-+- SHDD2.opt (L=2) " " 
~ ... SHDD2,opt (L=4. equal & sym, thresh) " ~ 

& SHDD2,opt (L=4. sym, thresh) ~ 
-&- SHDD2,opt (L=4) 
- SHDD2,opt (L=8) 

& SHDD2,opt (L=8. sym. thresh) 
& SHDD2,opt (L=8. equal & sym, thresh) 

-- OC 

-- --
--

10-5~~------~----~------~----~----~----~~~--~------~--~~--~ 

10-4 

2 4 6 8 10 12 
SNR

1
dB 

Fig. 2.13 BER vs SNR1 : SHDD2.opt , NBS 
SNR2 = SNR3 

--- CHM 
-+- SHDD2,opt (L=2) 

& SHDD2,opt (L=2. sym. thresh) 
-&- SHDD2,opt (L=4) 

& SHDD2,opt (L=4. sym. thresh) 
& SHDD2,opt (L=4. equal & sym. thresh) 

- SHDD2,opt (L=8) 
& SHDD2,opt (L=8. sym. thresh) 
& SHDD2.opt (L=8. equal & sym. thresh) 

- - OC 

14 

3, NR 

'-

16 

'- ' '-

18 20 

-. -. -. -. 

10-5L-________ ~ __________ J_ __________ L_ ________ ~ __ ~ ______ _L ________ ~ 

-2 o 2 4 
SNR

1
dB 

Fig. 2.14 BER vs SNR1 : SHDD2,opt, NBS 
SNR2 = SNR3 

6 8 10 



2 SHDD scheme for uncoded communication systems 58 

each base station is using a single receiving antenna. 

However, it appears that the performance difference diminishes as the number 

of quantization levels increases. More precisely, the performance difference between 

either the SHDD 1,opt or SHDD1,sub scheme and the SHDD2,opt scherne using 4 quanti

zation levels reduces to less than O.3dB at BER = 10-5 , independently of the number 

of receiving antennas. Furthermore, the performance difference for the case wh en 

L = 8 can be upper bounded to approximately O.07dB since the difference betwrrn 

the OC scheme and the SHDD2,sub scheme, using even symmetric thresholds. is ap

proximately O.07dB for any number of receiving antennas. Helice, whcn L > :2. the 

performance difference between the SHDD1,opt, SHDD1,sub and SHDD2,opt schellles is 

much less significant. Consequently, when L > 2, the SHDD2,opt scherne becomes a 

much more attractive alternative since it does not require the challnel stat(\ to be 

known at the MSC, only requires that the thresholds be updated when the average 

SNR varies and a closed form expression can be derived for the threshold optimization 

cost function. 
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Chapter 3 

SHDD scheme for coded 

communication systems 

In this chapter we study the application of distributed detection, with soft decisions 

at the local detectors, to the uplink wh en a mobile unit is in soft handoff and error 

control coding is used. In section 3.1, the CSHDD scheme is presented. In section 

3.2, the optimum CSHDD scheme is derived for BPSK modulation for the case when 

the channel state is known at the MSC and also when it is not kllOWll. Sinee the 

complexity of the optimum CSHDD scheme grows exponentially with the frame size, 

section 3.3 considers sub-optimum alternatives using likelihood ratio quantizers at the 

base stations. Finally, in section 3.4, the performances of the desiglled sub-optimum 

CSHDD schemes are evaluated by computer simulations for a quasi-static spatially

uncorrelated Rayleigh fading channel. 

3.1 System model 

We consider the uplink of a mobile unit in soft handoff with N BS base stations, each 

equipped with N R antennas, as illustrated in Fig. 3.1. At the mobile unit, prior to 

transmission, the information bits in the frame B = [Bl' B2 , ... , BNJT, where N is the 

frame size, are channel encoded, by a rate kc/ne convolutional code with constraint 

length p, yielding the coded frame C = [Cl, C2 ,· . . , CNcJT, where Ne is the coded 

frame size. Before encoding, Ntait tail bits are added to the information frame B to 

ensure that the code trellis terminates in the zero state, such that Ne = (N + Niait) Tf:;. 
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The coded bits Cl, C2 , ... , CNe are then sent individually to a symbol mapper to 

generate the BPSK symbols in the frame S = [SI, S'2,"" SNcV, where S, E {-l. l}, 

The symbols are then transmitted sequentially to the N BS base stations t.akillg part 

in the handoff process. 

At the receiving end, aIl base stations make soft decisions on the transmitted 

coded bits. For instance, the local detector at the kth base station makes a soft 

decision Uk,t E {a, . .. ,L - 1} on the transmitted coded bit Ct based on the received 

signal vector Rk,t = [Rk,t,l"'" Rk,t,NnV. The decisions contained in the local decision 

vector U = [U l , ... , UNBSV, where U k = [Uk,l"'" Uk,Ne ], are sent from the differcnt 

base stations to the MSC where a final decision Ua = [UO,I"'" Uo,NJT is made on 

the transmitted coded frame C. More precisely, the final decision is selected from 

the code book C containing aU possible codewords such that the decoding pro cess only 

requires to determine the information frame :B = [Êl , Ê2 , .•. , ÊNV associated \Vith 

the final decision U o. 

The signal received at time-index t at the nth antenna of the kth base station can 
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be represented as follows 

(3.1 ) 

The parameters Nk,t,n model white Gaussian noise as independent zero mean circu

lar complex Gaussian random variables with variance No/2 per real and imaginary 

component. The parameters Hk,n model quasi-static spatially-uncorrelated Rayleigh 

fading as independent zero mean circular complex Gaussian random variables with 

variance 0.5 per real and imaginary component. The parameters Ek model the average 

received energy per antenna at the different base stations and are dependent on the 

position of the mobile unit in the cellular network as weIl as power control. It is as

sumed that each base station provides to the MSC an accurate estimate of the average 

signal-to-noise ratio (SNR) received at each individual antenna, which can be definecl 

as SNRk = ~. On the other hand, the channel state vector H = [Hl"'" HNBsl T
, 

where Hk = [Hk,l, ... ,Hk,NR], may or may not be available at the MSC although HI.: 

is perfectly known at the kth base station. 

3.2 Optimum Distributed Detection 

In this section, we derive the optimum CSHDD scheme for which the optimality 

criterion is the probability of frame error at the output of the MSC. Similarly to the 

uncoded case considered in the previous chapter, the objective in optimizing such il 

system is to obtain the set of local decision mIes used at different base stat.iOllS and 

time instants, denoted by Ik,t where k = 1, ... , N BS and t = 1, ... , N". and t.he fusioll 

rule used at the MSC, denoted by '0, that jointly minimize the optimality criterion. 

However, the major difference with respect to the uncoded case is that correlation, 

introduced by the error control coding, exists between the different transmitted bits 

of a frame. Consequently, the distributed detection scheme must take in consideration 

the information contained in the whole frame when making a decision on any of the 

transmitted bits. 

The average probability of frame error at the output of the MSC can be defined 

as follows 

Pf = 1 Pf1hfH(h)dh, (3.2) 

where Pfl h is the probability of frame error given the channel state vector H = h and 
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fH(h) is the PDF of H. Let P(Uo = Uo 1 h, u) denote the probability that the final 

decision U o equals Uo given the channel state vector H = h and the local decision 

vector U = u, P(U = u 1 h, c) denote the probability that the local decision vector 

U equals u given the channel state vector H = h and the transmitted roder! framE' 

C = c and P(C = c) denote the probability that the mobile unit trallsmittcd the 

codeword c. The conditional probability of frame error Pf1h equals 

Pf1h = L L L P(Uo = Uo 1 h, u)P(U = u 1 h, c)P(C = c). (3.3) 
cEe uo#c u 

where P(C = c) = ~. Furthermore, the conditional probability of frame error (3.3) 

can be reformulated as follows 

1 
2N LLP(U = u 1 h,c) L P(Uo = Uo 1 h, u) 

CEe u uo~c 

1 
2N LLP(U = u 1 h,c) (1- P(Uo = cl h, u)) 

cEe u 

1 
1- 2N LLP(Uo = cl h, u)P(U = u 1 h,c), 

cEe u 

(3.4) 

which is a more appropriate form for the optimization of the decision rules. 

It is important to mention that, as the uncoded case, the decision IllIes have ct 

corn mon optimality criterion and are therefore dependent on each others. Sillce the 

decision rules cannot be selected individually, we con si der that they are selectecl at 

the MSC and that the MSC has a mean to upclate the local decision rules at the 

base stations when the average SNR or the channel state varies, depending on the 

information available at the MSC. As mentioned in the previous section, the channel 

state veetor H = [Hl' ... ,HNBslT may or may not be available at the MSC although 

the channel state vector Hk is perfectly known at the kth base station. Since both 

cases provide different deeision rules, the derivation is separatecl in two parts treating 

separately both cases. 

3.2.1 Known channel state information at the fusion center 

In this section, it is assumed that the channel state at each base station is varying 

slowly enough such that accurate estimates can be transmitted to the MSC, where 
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the decision rules are optimized and the final decision U o is made. Hence, as for 

the uncoded case, the fusion rule is obviously a function of the channel state vector 

H. In addition, since the decision rules are optimized at the MSC, the local decision 

rules are also functions of the channel state vector H as long as the MSC updates 

the local decision rules used at each base station every time the channel state varies. 

The optimum decision rules are therefore functions of the channel state vec:tor H. and 

minimize, for H = h, the conditional probability of frame error (3.4). 

In this section, we first derive a fusion rule which is optimum in the sense that, for 

fixed local decision rules, it provides the minimum average probability of frame error 

at the output of the fusion center. Then, we derive the kth base station local decision 

rule which is optimum in the sense that, for a fixed fusion rule and fixed local decision 

rules at the remaining base stations, it provides the minimum average probability of 

frame error at the output of the fusion center. 

A. Optimum fusion rule 

At the MSC, the information available to the fusion ru le to make a final decision 

on the transmitted frame is the local decision vector U = [U l, ... , UN BS]T and the 

channel state vector H. Furthermore, since the optimality criterion is the probability 

of frame error which is a Bayesian criterion, it can be assumed that the fusion mie 

is deterministic. Hence, when H = h, the fusion rule should therefore partition 

the observation set Z containing all possible realizations of U into the 2N mutually 

exclusive sets Zc(h). The condition al probability P(Uo = c 1 h, u) in (3.4) can thus 

be expressed as follows 

{ 
1 if u Z (h) 

P(Uo = c 1 h, u) = 0 l'f E c 
u ~ Zc(h) 

(3.5) 

and the conditional probability of frame error (3.4) can be rewritten as follows 

1 
Pj1h = 1- 2N L L P(U = u 1 h, c). (3.6) 

cEe uEZc(h) 

From expression (3.6), it can be concluded that, in order to minimize Pj, each real

ization of U should be included in the set Zc(h) associated with the codeword c that 

maximizes P(U = u 1 h, c). Therefore, the optimal fusion rule, given U = u and 
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H = h, is 

U o = argmax{P(U = u 1 h, c)} 
cEe 

or equivalently in the maximum a-posterior form 

U o = argmax{P(C = c 1 h, u)}, 
cEe 
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(3.7) 

(3.8) 

since aIl codewords contained in C are equiprobable. In case of equality, the final deci

sion can be made randomly among the codewords in C providing the same maximum 

since it do es not affect the performances of the CSHDD scheme. Considering that 

the local decision vectors U 1, ... , U NBS are conditionally independent since no com

munication is assumed between the base stations, the optimum fusion rule simplifies 

to 

{

NBS } 
U o = argmax II P(U k = Uk 1 h, c) . 

cEe 
k=1 

(3.9) 

Furthermore, since it is assumed that each local decision Uk,t is made only based on 

the information contained in Rk,t ignoring the information contained in the received 

signal vectors R k,1,"" Rk,t-1' Rk,t+1"'" Rk,Nc, the local decisions Uk,l,"" Uk,Nc are 

also conditionally independent such that the fusion rule simplifies to 

{ 

Nc NBS } 

U o = arg~:l Da g P(Uk,t = Uk,t 1 h,cd . (3.10) 

The Viterbi algorithm can therefore be used to implement the optimum fusion rule 

where the branch metrÏc mi(s, s') associated with the brandl starting in state sand 

ending in state s'in the trellis step i, where i = 1, ... , N+::tajl, can he defined as 

follows 

nc NBS 

mi(s, s') = II II P(Uk,(i-1)nC+j = Uk,(i-1)nc+j 1 h, C(i-1)llc +j = Cj(s, s')) 

j=1 k=1 

(3.11) 

given Cj (s, s') is the jth coded bit associated with the set of branches starting in state 

sand ending in state s'. 
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B. Optimum local decision rules 

Considering the MSC updates the local decision rules every-time the channel state 

varies, the information available to the local detector of the kth base station, to 

make the decision Uk,t on the transmitted coded bit Ct, is the received signal vectors 

Rk,l' ... ,Rk,Nc and the channel state vector H. However, it is assumed that the 

local decision rule that determines the local decision Uk,t ignores the information 

contained in the received signal vectors Rk,l' ... ,Rk,t-l' Rk,t+l' ... ,Rk,Nc in order for 

the kth base station local decisions Uk,l" .. ,Uk,Nc to be conditionally independent 

and P(Uk = Uk 1 h, c) = TI:~1 P(Uk,t = Uk,t 1 h, Ct). The local decision Uk,t is 

therefore conditionally independent from all the other decisions contained in U such 

that P(U = u 1 h, c) = P(Uk,t = uk,t 1 h, c)P(Uk,t = Uk,t 1 h, cd and expression (3.4) 

can be expressed as follows 

Pfl h = 1 - 2~ L L L P(Uo = c 1 h, uk,t, Uk,t) x 
cEe Uk,t uk,t 

P(Uk,t = uk,t 1 h, c)P(Uk,t = llk,l 1 h, rd, (3.12) 

where uk,t = [U I ,.,·, U~, ... , UNBSf and U~ = [Uk,l,"" Uk,t-l, Uk,t+l,"" Uk,Ncf. 

The local decision rule rk,t(rk,t, h), which determines the value of the local decision 

Uk,t given Rk,t = rk,t and H = h, should partition the observation set Rk,t containing 

all possible realizations of Rk,t into the mutually exclusive sets R7,t(h), where l = 

0, ' .. ,L - 1. In order to determine which realizations of Rk,t should be included in 

these sets, it is necessary to exp and the conditional probability of frame error (3.12) 

as a function of rk,t. Let fRk,t (rk,t 1 h k , Ct) denote the joint PDF of the receivcd signaIs 

Rk,t,l, ... ,Rk,t,NR given the coded bit Ct = Ct and the channel state vector Hk = h k . 

The conditional probability P(Uk,t = Uk,t 1 h, Ct) can be expanded as a function of rk,t 

as follows 

1 P(Uk,t = 'Uk,t 1 h, rk,t, cdfRk,t (rk,t 1 h, Ct)drk,t 
rk,t 

lk,t P(Uk,t = Uk,t 1 h, rk,dfRk,t (rk,t 1 hk, Ct)drk,t. (3.13) 

where P(Uk,t = Uk,t 1 h, rk,t. Ct) = P(Uk,t = Uk,t 1 h, rk,t), since the kllowledge of 

H and Rk,t is sufficient to determine the local decision Uk,t. and fRk,t (rk,t 1 h, Ct) = 
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!Rk t(rk,t 1 hk , Ct), since Rk,t is independent ofHk = [Hl,"" H k - l , H k+l ,··., HNBsl T . 

Substituting (3.13) in (3.12), the conditional probability of frame error cau therefore 

be expanded as a function of rk,t, such that 

P(Uk,t = uk,t 1 h, c) 1 P(Uk,t = 'Uk,t 1 h, rk,t)!Rk,t (rk,t 1 h k , cddrk,t 
rk,t 

1 - 2~ LI P(Uk,t = 1Lk,t 1 h, rk,d L L P(Uo = c 1 h, uk,t, 1Lk,d X 

Uk,t rk,t cEC uk,t 

P(Uk,t = uk,t 1 h, C)!Rk,t (rk,t 1 h k , Ct)drk,t 

1 - 2~ L 1 P(Uk,t = 1Lk,t 1 h, rk,dLUk,t (rk,t, h)drk,t, (3.14) 
Uk,t rk,t 

where 

cEC uk,t 
(3.15) 

Since the local decision Uk,t is specified by the deterministic decision rule rk,t(rk,ll h) 

given Rk,t = rk,t and H = h, the conditional probability P(Uk,t = Uk,t 1 h, rk,d in 

(3.14) can thus be expressed as follows 

(3.16) 

and the conditional probability of frame error (3.14) can be rewritten as follows 

(3.17) 

From expression (3.17), it can be concluded that, in order to mlIllllllze Pf, cach 

realization of Rk,t should be included in the set R~:,t (h) associated with the index 

1Lk,t that maximizes LUk,t (rk,t, h). Therefore, the optimum local decision rule, given 
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Rk t = rk t and H = h, equals , , 

Uk,t = arg ~ax { LUk.t (rk,t, h) }. Uk.t-O, ... ,L-l 
(3.18) 

Then, given the set Cl of aU codewords for which Ct = 1 and the set C? of aU codewords 

for which Ct = 0, expression (3.15) can be expressed as foUows 

LUk.t (rk,t, h) 

L L P(Uo = c 1 h, uk,t, Uk,t)P(Uk,t = uk,t 1 h, C)fRk.t (rk,t 1 h k , Ct = 1) 
cEci u k •t 

+ L L P(Uo = c 1 h, uk,t, uk,dP(Uk,t = uk,t 1 h, c)fRk,t (rk,t 1 hb Ct = 0) 
cEC? u k •t 

fRk.t(rk,t 1 hk,Ct = 1) L LP(Uo = cl h,uk,t,uk,dP(Uk,t = uk,t 1 h,c) 
CECt u k •t 

+ fRk.t(rk,t 1 h k , Ct = 0) L L P(Uo = c 1 h, uk,t, Uk,t)P(Uk,t = uk,t 1 h, c).(3.19) 
CEC? u k •t 

The local decision rule (3.18) can therefore be reformulated as follows 

or equivalently, since fRk.t (rk,t 1 hk , Ct = 0) is independent of Uk,t, as follows 

where 

and 

m Uk .t = L L P(Uo = c 1 h, uk,t, Uk,t)P(Uk,t = uk,t 1 h, c) 
CECt u k •t 

bUk .t = L L P(Uo = c 1 h, uk,t, uk,dP(Uk,t = uk,t 1 h, c). 
cEC? u k •t 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

Since the coefficients m Uk .t and bUk .t are independent of rk,t but varying \Vith h, as 

can be se en on Fig. 3.2 the optimum decision rule "Ik.t(rk,t, h) is. as for the Illlcodec! 
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Uk,t = [+ 1 Uk,t = [- 1 [h,t = 1 

_--+-______ --' ___ -+-___ -1--__________ _ 

\
(A.I) ) 

• l,li (ru· h k 

\, .\(k,t) ( h) 1. 
Tnl! 1,0 rk.h k - ui 

Fig. 3.2 Graphical representation of the local decision l'ule rk.t(rk,t, h) 
and rk,t(rk,h hk) 

case, a likelihood ratio threshold test, where the thresholds partitioning the likelihood 

ratio Ai~(/) (rk,t, h k ) are functions of h and must therefore be updated as the channel 

state varies. Furthermore, as for the uncoded case, the values of these thresholds 

cannot be determined analytically due to the interdependence of these thresholds and 

other local detector thresholds with respect to the common optimality criterioll. The 

thresholds must therefore be optimized simultaneously using a numerical optimiza

tion algorithm in order to determine their optimum values. Since the channel state 

is known at the MSC where the numerical optimization takes place, in this case the 

cost function minimized by the thresholds, for H = h, is the conditional prooability 

of frame error (3.4). However, as opposed to the uncoded case, the numoer of sum

mations required to evaluate this cost function grows exponentially with the frame 

size. Therefore, in section 3.3 suo-optimum schemes are proposed. 

3.2.2 Unknown channel state information at the fusion center 

In this section, it is assumed that the channel state vector H is not known at the MSC, 

where the decision rules are optimized and the final decision U o is made. However, 

the statistics necessary to describe the random oehavior of the channel state vector 

H are known. Therefore, as opposed to the previous case, the fusion rule is Ilot a 

function of the channel state vector H and the MSC only updates the local decision 

rules every time the average SNR varies at any base station. However, since Hk is 



3 SHDD scheme for coded communication systems 69 

perfectly known at the kth base station, it is possible for the kth base station local 

decision rules to be fun ct ions of the channel state vector Hk. 

In this section, we first derive a fusion rule which is optimum in the sense that, 

for fixed local decision rules at the base stations, it providcs the minimum average 

probability of frame error at the output of the fusion center. Then, we derivc the 

kth base station local decision rules which are optimum in the sense that, for a fixed 

fusion rule and fixed local decision rules at the remaining base stations, it providcs 

the minimum average probability of frame error at the output of the fusion center. 

A. Optimum fusion rule 

At the MSC, the only information available to the fusion rule to make a final decision 

on the transmitted frame C is the local decision vector U = [U l, ... , UN BS]T. Since 

the optimality criterion is the probability of frame error which is a Bayesian criterion, 

it can be assumed that the fusion rule is deterministic. The fusion rule should therefore 

partition the observation set Z containing aIl possible realizations of U iuto the 2N 

mutuaIly exclusive sets Zc. As opposed to the previous case, the fusion rule is not a 

function of the channel state vector H such that the conditional probability P(Uo = 

Uo 1 h, u) simplifies as follows P(Uo = Uo 1 u). The average probability of frame error 

(3.2) can thus be reformulated as 

PI = 1 - 2~ :L:L P(Uo = c 1 u) 1 fH(h)P(U = u 1 h, c)dh 
cEC u h 

1 
1 - 2N L L P(Uo = c 1 u)P(U = u 1 c) (3.:25) 

cEC u 

since 

P(U = u 1 c) = 1 fH(h)P(U = u 1 h, c)dh. (3.26) 

Furthermore, since the final decision U o is specified by the fusion rule IO(U) given 

U = u, the conditional probability P(Uo = c 1 u) in (3.25) can thus be expressed as 

follows 

P(Uo = c 1 u) = . { 
1 if u E Zc 

o If u 1. Zc 
(3.27) 
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and the probability of frame error can be rewritten as follows 

1 
PI = 1 - 2N L L P(U = u 1 c). (3.28) 

cEe uEZc 

From expreSSIOn (3.28), it can be concluded that, III order to Illllllmlze PI, cach 

realization of U should be included in the set Zc associated with the codeword c that 

maximizes P(U = u 1 c). Therefore, the optimal fusion rule, given U = u, is 

U o = argmax{P(U = u 1 c)} 
CEe 

(3.29) 

or equivalently in the maximum a-posterior form 

U o = argmax{P(C = c 1 u)}, 
CEe 

(3.30) 

since aIl codewords contained in C are equiprobable. Then, considering that the local 

decision vectors U l, ... , U NBS are conditionally independent since no communication 

is assumed between the base stations and the channel fading is spatiall:v uIlcorrelau'<L 

the optimum fusion ru le simplifies as follows 

{

NBS } 

U o = arg~:l g P(U k = Uk 1 c) . (3.31) 

However, even if each local decision Uk,t is made only based on the information con

tained in Rk,t, the kth base station local decisions Uk,l, ... ,Uk,Nc arc still dependent 

on the unknown channel state vector Hk such that P(Uk = Uk 1 c) i= rr~\ P(Uk.t = 

Uk,t 1 Ct). Therefore, as opposed to the previous case, the Viterbi algorithm cannot be 

used to progressively eliminate possible candidates using the convolution code stl'UC

ture. The implementation of such a fusion rule requires a number of comparisons that 

increases exponentially with the frame size. 

B. Optimum local decision rules 

At the kth base station, the information available to the local detector, ta make the 

local decision Uk,t on the transmitted coded bit Ct, is the rcceived signal vectors 

Rk,l' ... , Rk,Nc and the channel state vector Hk. However, as for the previous case, it 
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is assumed that the local decision rule that determine the local decision Uk,t ignores the 

information contained in the received signal vectors Rk,l,"" Rk,t-l' Rk,t+l, ... , Rk,Nc 

in order for the kth base station local decisions Uk,l,"" Uk,Nc to be conditionally 

independent. 

The local decision rule rk,t(rk,t, hk ), which determines the value ofthe local decision 

Uk,t given Rk,t = rk,t and Hk = hk, should therefore partition the observation set nk,t 

containing aIl possible realizations of Rk,t into the mutually exclusive sets n~,t(hk), 

where l = 0, ... , L - 1. In order to determine which realizations of Rk,t should be 

included in these sets, it is necessary to expand as a function of rk,t the probability of 

frame error conditioned on the channel state vector Hk = hk which can be defined as 

(3.32) 

where Pfl h is defined in expression (3.4) and fHk (hklhk) = fHk (hk) since H k = 
[Hl," ., H k- l , H k+l , .•• , HNBSV is independent of Hk. Hence, by substituting (3.4) 

in (3.32), the conditional probability of frame error can be expressed as follows 

Pfl hk = 1 - 2~ L L P(Uo = c 1 u) lk fHk (hk)P(U = u 1 h, c)dh\ (3.33) 
cEe u h 

where we used the fact that P(Uo = c 1 h, u) = P(Uo = c 1 u) sincc the fusion 

rule is independent of H. Furthermore, since the local decisions are conditionally 

independent, it implies that, in (3.33), P(U = u 1 h, c) = P(Uk = u k 
1 h k , C)P(Uk = 

uk 1 h k , c)P(Uk,t = Uk,t 1 h k , Ct) and the conditional probability of frame error can be 

expressed as follows 

P f1hk = 1- 2~ LLLLP(Uo = cl u
k

, Ut,'Uk,t) X 

cEe Uk,t ut u k 

1 fw (hk)P(Uk = u k 
1 hk, c)dhk P(ut = ut 1 hk , c)P(Uk,t = lIu 1 hk,('t) 

h k 

1- 2~ LLLLP(Uo = cl uk, ut, Uk,t) X 

cEe Uk,t ut u k 
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and 

(3.35) 

The conditional probability P(Uk,t = Uk,t 1 hk, Ct) in (3.34) call be expanded as Cl 

function of rk,t as follows 

1 P(Uk,t = Uk,t 1 hk, rk,t, Ct)!Rk,t (rk,t 1 hb Ct)drk,t 
rk,t 

1 P(Uk,t = Uk,t 1 hk, rk,t)!Rk,t (rk,t 1 hb Ct)drk,h (3.36) 
rk,t 

where P(Uk,t = Uk,t 1 hk, rk,t, Ct) = P(Uk,t = Uk,t 1 hk, rk,d, since the knowledge of 

Hk and Rk,t is sufficient to determine the local decision Uk,t. Henee, by substituting 

(3.36) in (3.34), the conditional probability of frame error can therefore be expanded 

as a function of rk,t, such that 

Pf1hk 

where 

1- 2~ LLLLP(Uo = cl uk, Ui,uk,t) X 

CEe Uk,t u~ u k 

P(Uk = uk 
1 c)p(ui = ui 1 h k, c) .lk t P(Uk,t = 'Uk,t 1 hk, rk,t)!Rk,t (rk,t 1 hk, cddrk,t 

1 - 2~ L 1 P(Uk,t = Uk,t 1 h k, rk,d L L L P(Uo = c 1 uk, ut, 'Uk,t) X 

Uk,t rk,t cEe u~ u k 

P(Uk = Uk 
1 C)p(Ui = U~ 1 h k, C)!Rk,t (rk,t 1 hk, cddrk,t 

1 - 2~ L 1 P(Uk,t = Uk,t 1 hk, rk,dLUk,t (rk,t, hk)drk,t, 
Uk,t rk,t 

(3,37) 

LLLP(Uo = cl uk,Ui,Uk,t) X 

cEe ut u k 

Since the local decision Uk,t is specified by the deterministic clecision rule Ik,t(rk,t, hk ) 

given Rk,t = rk,t and Hk = hkJ the conditional probability P(Uk,t = 'Llk,t 1 h k , rk,d in 
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(3.37) can thus be expressed as follows 

(3.39) 

and the conditional probability of frame error (3.37) can be rewritten as fo110\\'8 

(3.40) 

From expression (3.40), it can be concluded that, in order to Il11I1lmlZe Pf , each 

realization of Rk,t should be included in the set n~~ t (hk) associated with the index 

Uk,t that maximizes LUk,t (rk,t, h k). Therefore, the optimum local clecision rule, givcll 

Rk,t = rk,t and Hk = hk, equals 

(3.41) 

Then, given the set Cl of aU codewords for which Ct = 1 and the set Cp of aU codewords 

for which Ct = 0, expression (3.38) can be expressed as foUows 

LUk,t (rk,t, hk ) 

fRkt(rk,t 1 hk,Ct = 1) x 

L L L P(Uo = c 1 uk
, ui, Uk,t)P(Uk = uk 

1 c)p(Ui = ut 1 hk , c) 
CEcl ut u k 

+ fRk,t (rk,t 1 hk, Ct = 0) x 

L L L P(Uo = c 1 uk
, ui, Uk,t)P(Uk = uk 

1 c)p(Ui = ui 1 h k , c) (3.42) 
CEC? ut u k 

As the previous case, the local decision rule (3.41) can therefore be reformulated as 

follows 
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or equivalently, since p(rk,t 1 h k , Ct = 0) is independent of Uk,t, as follows 

(3.44) 

where A~~ot)(rk,t, h k) is defined in (3.22). However, as opposed to the previous case, 

(3.45) 

and 

bUk,t = L L L P(Uo = c 1 u k, ui, Uk,t)P(Uk = uk 
1 c)P(Ui = ui 1 hk , c) (3.46) 

cEe? u~ u k 

Since the coefficients mUk,t and bUk,t are independent of rk,t but varying with h k , 

as can be seen on Fig. 3.2 the optimum decision rule rk,t(rk,t, h k ) is a likelihoocl ratio 

threshold test, where as opposed to the uncoded case the thresholds are functions 

of h k . The values of these thresholds cannot be determined analytically clue to the 

interdependence of these thresholds and other local detector thresholcls with respect 

to the corn mon optimality criterion. The thresholds must therefore be optimized 

simultaneously using a numerical optimization algorithm in order to determine their 

optimum values. However, since new local decision rules are only transmitted to the 

base stations wh en the average SNR varies at any base station, it is very difficult to 

optimize such a decision rule since the thresholds do not appear as scalars anymore 

but as functions of h k . In fact, we encounter the same difficulty in chapter 2 when we 

design a bandwidth efficient scheme for the case when the channel state is known at 

the MSC. Hence, as a sub-optimum alternative, it can be proposed that the thresholds 

be independent of h k . However, the number of summations required to evaluate the 

cost function, which is in this case the average probability of frame error, grows 

exponentially with the frame size, the number of base stations and the number of 

bits of resolution per decision made at each base station. Therefore, in section 3.3 

sub-optimum schemes are proposed. 
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3.3 Sub-optimum alternatives 

In the previous section, we derived decision rules that minimize the pr()babilit~· of 

frame error at the output of the MSC. We showed that the complexity associated 

with either the implementation or the numerical optimization of these decision rules 

grows exponentially with the frame size. Therefore, in this section, we propose for both 

considered cases sub-optimum decision rules based on the results from the previous 

section with sorne simplifications to keep the complexity to a rea.<;onable level. 

It is first assumed that the local decision rules used at the kth base station are 

identical for aIl values of t, such that P(Uk,l = l 1 Cl = j) = ... = P(Uk,Nc = l 1 

CNe = j), and even symmetric, such that P(Uk,t = l 1 Ct = j) = P(Uk,t = L - 1 - l 1 

Ct = - j + 1), for ° :::; l :::; L - 1 and j = 0, 1. In fact, for both considered cases wc 

propose to use LLR quantizers as local decision rules which can be defined as follows, 

(3.47) 

where 
(k,t) ( ) ((k,t) ( )) \lf 1,0 rk,t. hk = ln Al,o rk,t, hk (3.48) 

and -00 = tk,o < '" < t k,L/2 = ° < ... < tk,L = 00 and tk,l = -tk,L-l, for 

l = 0, ... ,L-l. Furthermore, it is assumed that the thresholds contained in the vector 

tk = [tk,l, ... , tk,L_dT partitioning the LLRs at the kth base station are independent 

of h, such that new threshold values need only to be transmitted to the base stations 

wh en the average SNR varies at any base station. 

Then, for both considered cases we propose to use fusion rules that can be imple

mented using the Viterbi algorithm. As derived in section 3.2.1, when the channel 

state is known at the MSC and each local decision Uk,t is made only based on the 

information contained in the receivecl signal vector Rk,t, the optimum fusion mIe 

presented in (3.10) can be implemented using the Viterbi algorithm. On the other 

hand, as derived in section 3.2.2, when the channel state is not available at the fusion 

center, the optimum fusion rule cannot be implemented using the Viterbi algorithm 

since the local decisions Uk,l, ... ,Uk,Ne are dependent on the unknown channel state 

vector H. Therefore, we propose a sub-optimum fusion rule that ignores the clepcn

dence between the local decisions Uk,l, ... ,Uk,Ne made at the kth base station. The 
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sub-optimum fusion rule given U = u can therefore be expressed as follows 

{

Ne NBs } 

U o = arg ~:l il il P(Uk,t = 'Uk,t 1 Ct = Cd . 
t=l k=l 

(3.49) 

The Viterbi algorithm can therefore be used to implement the optimum fusion mie 

where the branch metric mi(s, s') associated with the brandI starting in state sand 

ending in state s'in the trellis step i, where i = 1, ... , N +::tail, can be defined as 

follows 

ne NBS 

mi(S, s') = il il P(Uk,(i-l)nC+j = Uk,(i-l)nC+j 1 C(i-l)nC+j = Cj(S, s')) (3.50) 
j=1 k=1 

given Cj(S, s') is the jth coded bit associated with the set of branches starting in state 

sand ending in state s'. 

Finally, in order to completely define these decision rules, the thrcsholds contained 

in the vector t = [t 1, ... , tNBSl
T defining the LLR quantizers must be specified. 00-

viously, it is a computationally intensive problem to select local detector thresholds 

that minimize directly the average probability of frame error. To reduce the compu

tation difficulty, we propose two optimality criteria that are expccted to rccluce the 

probability of frame error at the output of the MSC, which are the painvise error 

prooability (PEP) and the Mean Square Error (MSE) between the LLRs used by the 

CSRDD scheme and the OC scheme at the fusion center. 'Ne refer respectively to 

the quantizers optimized with respect to these criteria as the Minimum PEP-LLR 

(MPEP-LLR) quantizer and the Minimum MSE-LLR (MMSE-LLR) quantizer. It 

is important to mention that, in both cases, the cost function used to optimize the 

thresholds is a nonlinear non-convex function of these thresholds. Since the cost func

tions may have many local minima, we propose to use the ASA algorithm presented 

in the the previous chapter to perform the optimization. Renee, the two proposed 

LLR quantizers are first presented and then the tuning of the ASA algorithm for the 

optimization of the quantizer thresholds is discussed. The numerical evaluation of the 

proposed cost functions is discussed in Appendix C. 
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3.3.1 MPEP-LLR quantizer 

In this section, we consider the design of LLR quantizers that millimize the PEP at 

the output of the fusion center. The PEP is the basic componellt of the probability of 

frame error union bound [27] and can be defined as the average probability of frame 

error when c(1) and C(2) are the only two codewords in the codebook C. Hence, the 

PEP of the CSHDD scheme can be defined as follows 

(3.51) 

where P21h (c(l), C(2») represents the PEP associated with the codewords c(l) and C(2), 

given the channel state vector H = h. Using expression (3.3) defining the conditional 

probability of frame error, the condition al PEP P2Ih (c(1), C(2») can he formulatecl as 

follows 

P21h (C(l), C(2») 

~ L P(Uo = c(l) 1 h, u)P(U = u 1 h, C = C(2») 

u 

1 +2 L P(Uo = C(2) 1 h, u)P(U = u 1 h, C = c(1») 
u 

~ L P(Uo = C(l) 1 h, u)P(U = u 1 h, C = C(2») 

u 

1 1 +2 - 2 L P(Uo = c(1) 1 h, u)P(U = u 1 h, C = c(l») 
u 

~ + ~ L P(Uo = c(1) 1 h, u) [P(U = u 1 C = h, C(2») - P(U = u 1 h, C = c(l») ] . 
u 

(3.52) 

since P(Uo = C(2) 1 h, u) = 1 - P(Uo = c(1) 1 h, u). Considering the structure 

of the praposed sub-optimum CSHDD schemes, we praye next that the PEP l'an 

be expressed as a function of the Hamming distance d between the two considered 

codewords. 

First, considering C(l) and C(2) are the only two codewords in the codebook C, the 

fusion rule (3.10), for the case when the channel state is known at the MSC, can be 
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reformulated as follows 

U o = c(1) 

> 
< 

U o = C(2) 
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1, (3.53) 

while the fusion rule (3.49), for the case when the channel state is unknown at the 

MSC, can be reformulated as follows 

Ne NBS ( 1 C (1)) 
A (0) () - II II P Uk,t = Uk,t t = Ct 

e(J),e(2) U - (2) 
t=l k=l P(Uk,t = Uk,t 1 Ct = Ct ) 

Uo = C(1) 

> 
< 

U o = C(2) 

1. (3.54) 

Considering the set Tuq contains the indexes t for which c~1) i= C~2) and the set Te q 

contains the indexes t for which C~l) = C~2), the likelihood ratio A (~~) (2) (u, h) simplifies 
e ,e 

as follows 

(3.55) 

and similarly the likelihood ratio A (~L (2) (u) simplifies as follows 
e ,e 

(3.56) 

proving that both fusion rules are independent of the local decisions associated with 
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the indexes t E Teq. Let U(uq) contain aIl local decisions Uk,t for which t E Tuq 

and u(eq) contain all local decisions Uk,t for which t E Teq. Since the fusion rules 

are independent of the local decisions in the vector u(eq), the conclitional probability 

P(Uo = uolh, u) reduces to P(Uo = uolh, U(uq) = u(uq») and the conclitional PEP 

(3.52) can be simplified as follows 

P2Ih (C(l),C(2») = ~ + ~ L P(Uo = c(1)lh, U(uq) = u(uq») x 
u(uq) 

[P(u(Uq) = u(uq) 1 h, C = C(2») - P(U(uq) = u(uq) 1 h, C = c(1»)] , 

(3.57) 

since the local decisions are conditionally independent. 

In addition, since the local decision rules are assumed to be even symmetric, 

P(U(uq) = u(uq) Ih, C = c(m») = P(u(uq) = û(uq) Ih, C = ê(m») and P(Uo = c(m) Ih, U(uq) = 

u(uq») = P(Uo = ê(m) Ih, U(uq) = û(uq») as long as Ûk,t = L - 1 - 'Uk,t if ê~m) = 1 - c~m), 

where m = 1,2. Hence, the conditional PEP can be reformulated as a function of 

û(uq) and ê(m) as follows 

P2Ih (c(1),C(2») = ~ + ~ L P(Uo = ê(l)lh, U(uq) = û(uq») x 
û(uq) 

[P(u(Uq) = û(uq) 1 h, C = e2 ») - P(U(uq) = û(1Lq) 1 h, C = è(l))] . 

(3.58) 

Since the sum is performed with respect to all possible values of û(uq) , û(uq) can be 

replaced by u(uq) in (3.58) without affecting the result. It shows that the PEP is 

independent of the specific choice of codewords c(1) and C(2) as long as cP) =1= d2) for 

t E Tuq . It can therefore be assumed without loss of generality that C(2) is the all zero 

codeword and c(1) differs from the all zero codeword at t E Tuq . 

Finally, since the local decision rules at the kth base station are assumed iclentical 

for aIl time indexes t, it can be assumed that p~j = P(Uk,1 = l 1 hk , Cl = j) = ... = 
P(Uk,Ne = l 1 h k , CNe = j), such that 

NBs L-I 

P(U(uq) = U(uq) 1 h,C = C(1») = II II(p1 1(hk)tk ,1 (3.59) 
k=l 1=0 
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and 
NBS L-l 

P(U(uq) = u(uq) 1 h, C = C(2)) = II II (P10(hk ) tu (3.60) 
k=l 1=0 

where nk = [nk,O,"" nk,L-IV and nk,O + ... + nk,L-1 = d, since nk,1 represents the 

number of local decisions equal to l at the kth base station for t E ~lq and the set Tu q 

contains d elements. The coefficients nk,O, ... ,nk,L-1 can be interpreted as the number 

of elements in sets, partitioning the set Tu q , which contain the time indexes t for which 

the kth base station local decisions equal respectively 0, ... , L - 1. From [28], it is 

known that the number of distinct partitions of Tu q into L sets of nk,O, ... , nk,L-1 

elements equals M(nk) which is defined as follows 

(3.61) 

and is called the multinominal coefficient. Hence, .M(nd··· .M(nNBs) realizations of 

U(uq) provide the same nI, ... , nNBs and consequently the same probability P(U(llq) = 

u(uq) 1 h, C = c(rn)). The conditional PEP (3.52) can therefore be reformulatecl as 

follows 

(3.62) 

where l(nl,"" nNBS) is an indicator function which, for the case when the channel 

state is known at the MSC, equals 

1 if 

a if 

(P ll(h ))11,,1 nNBS nL-1 . k\~ '> 1 
k=l 1=0 ~ -

( 
P li (h )) IL .. 1 nNBS nL-1 ~ '< 1 

k=l [=0 Pl0 (hkl 

while, for the case when the channel state is unknown at the 'tvrsc, cquals 

(3.63) 

(3.64) 
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Expression (3.62) proves that the PEP can be expressed as a function of the Hamming 

distance d between the two codewords c(l) and C(2). 

It is assumed that the PEP with respect to the two closer codewords in C represellts 

the more dominant error event. Therefore, by optimizing the decision rules with 

respect to the PEP associated with the free Hamming distance d J, it can be expected 

that the probability of frame error will be reduced. The numerical evaluatioll of the 

PEP as a function of the thresholds contained in t is discussed in Appendix C. 

3.3.2 MMSE-LLR quantizer 

In this section, we consider the design of LLR quantizers that millimize a l'vISE cri

terion, generalizing results from [15] to distributed detection system using chanIlel 

coding. 

As mentioned in Appendix D, the decision rule of the OC scheme is a maximum 

likelihood rule which can be reformulated as a function of the LLR 'lJ~~ot)(rk,t. hd, 
defined in (3.48), as follows 

(3.65) 

Hence, the OC scheme decision rule can therefore be presented as a function of the 

LLR 'lJi~ot)(rk,t, hk ), which is the input to the kth base station LLR quantizer used by 

the proposed CSHDD schemes. Similarly, the fusion rule (3.10) used by the proposed 

sub-optimum CSHDD scheme, for the case when the channel state is knowll at the 

MSC, is equivalent to [29] 

(3.66) 

where 
,TtCk,t) ( h ) -1 (P(Uk,t = Uk,t 1 hk,Ct = 1)) 
'i'10 Uk,t, k - n . 

, P(Uk,t = Uk,t 1 hk, Ct = 0) 
(3.67) 

In addition, the fusion rule (3.49) used by the sub-optimum CSHDD scheme, for the 
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case when the channel state is unknown at the MSC, is equivalent to [29J 

(3.G8) 

where 
,T,(k,t) ( ) _ 1 (P(Uk,t = 'Uk,t 1 Ct = 1) ) 
'J'l 0 Uk,t - n . 

, P(Uk,t = Uk,t 1 Ct = O)J 
(3.G9) 

It is important to mention that the LLRs W~~ot) (Uk,t, h k ) and W~~ot) (Uk,t), used 

by the CSHDD schemes, are functions of the LLR w~~l)(rk,t, h k ), since the value of 

the local decision Uk,t is determined, given Rk,t = rk,t and Hk = h k , by a local 

decision rule that quantizes the LLR w~~ot)(rk,t, h k ). Hence, by comparing expression 

(3.65) with either (3.66) or (3.68), the LLRs w~~ot)(Uk,t, h k ) and w~~ot)(Uk,t) caIl be 

interpreted as discretized representations of the LLR w~~ot) (rk,t, h k ), usee! by t.he OC 

scheme. Furthermore, the thresholds contained in the vector t defining the LLR 

quantizers used by the CSHDD schemes determine the discrete values that take the 

LLRs wi~ot) (Uk,t, h k ) and w~~ot) (Uk,t) as weIl as the mapping between w~~ot) (rk,t, h k ) 

and these discrete values. 

H . ,T,(k,t)( h ) 'T,(k,t)( h) d ,T,(k,t)() . 1 l' ence, glven 'J'1,O rk,t, k, 'J'1,O Uk,t, k an 'J'1,O Uk,t are respective y rea Iza-

tion of the random variables w~~ot)(Rk,t, H k), w~~ot)(Uk,t, Hk) and w~~ot)(Uk,d, we pro

pose that the thresholds defining the LLR quantizers, used by the CSHDD schemes, 

be adjusted in order for the LLRs wi~ot)(Uk,t, H k) and w~~ot)(Uk,t) ta approxilllate un

der a MMSE criterion the LLR w~~ot)(Rk,t, H k). The MSE between the LLR used by 

the OC scheme and the LLRs used by the CSHDD schemes can be defined as fo11ows 

(3.70) 

for the case when the channel state is known at the MSC, and as fo11ows 

(3.71) 

for the case when the channel state is unknown at the MSC. Hence, this quantizer is 

expected ta minimize indirectly the probability of frame error by minimizing the MSE 

between the LLRs used by the OC and CSHDD schemes. The numerical evaluation 
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of the MMSE as a function of the thresholds t is discussed in Appclldix C. 

3.3.3 Thning of the ASA algorithm for the optimization of the CSHDD 

schemes 

83 

In this section, we explain how to tune the ASA algorithm to optimize the thresholds 

defining the LLR quantizers used by the proposed sub-optimum CSHDD schemes. 

The reader is referred to chapter 2 for a detailed description of the ASA aigorithlll. 

Hence, as discussed in chapter 2, the convergence of the ASA algorithm is inftuf'nced 

principally by the selection of the domain X, the tuning of the cooling sclwdlllC' 

parameter cgen and the tuning of the stopping rule parameters. 

As for the uncoded case, it is necessary to select a domain X having a finite range 

but still includes the global minimum. Considering the fact that the PEP and MSE 

of CSHDD schemes using L quantization levels are respectively upper boundecl by the 

PEP and MSE of CSHDD schemes using L - 1 quantization levels, the dornain X can 

be selected such that it contains aIl possible values of t that satisfy the inequalities 

-Lk < tk,l < tk,2 < ... < tk,L-2 < tk,L-l < Lk k = 1, ... , N BS · 

Hence, for CSHDD schemes llsing MMSE-LLR qllantizers, the valuC' of Lk is s('

lected to eliminate the region of the domain T, where P(Uk = 0) and P(Uk = L - 1) 

approach O. However, it is also necessary to make sure that the dornain still includes 

the optimum solution. The value of Lk is thus selected such that the thresholcls tk,l 

and tk,L-l be able to take values for which P(Uk,t = 0) and P(Uk,t = L - 1) are at 

least as low as ex = 10- 10
. 

However, for CSHDD schemes using MPEP-LLR qllantizers, it is possible to limit 

X to a smaller region of T by using the fact that the PEP after the threshold opti

mization can be expressed as follows 

P;(d) = 1 P;lw(d)fn(w)dw = 1 !(w)dw, (3.72) 

where P;lw(d) represents the PEP after the threshold optimization conditioned on n = 

w, n = [01, ... , ONBSJT given Ok = JL.~::'l IH k,n1 2 and fn(w) = frh (Wl)··· fONas (WNBS) 

given fO
k 

(Wk) is the PDF of Ok defined in (B.8). Hence, the value of Lk is selected 

such that the thresholds tk,l and tk,L-l be able to take values for which P(Uk,t = 0lhk ) 

and P(Uk,t = L-llhk) are at least as low as ex = 10-10
, for aIl values ofwk for which 
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the integrand of (3.72) can possibly take a value that has an impact on the results 

of the integral within the desired precision. Since the probability P(Uk,t = 0lhk ) and 

P(Uk,t = L - Ilhk ) are monotonically increasing functions of Wk, it is first necessary 

to determine a value of Wk over which the integrand !(w) is lower than the desired 

precision independently of Wl ... Wk-l,WH1 ... ,WNBS . Then, as for the uncoded case, 

we use this value of Wk in expression (2.72) to determine the limit Lk. It is obvi

ously necessary to use an upper bound U (Wk) to the integrand ! (w), independent of 

Wl ... Wk-l, WH 1 ... , W N BS' sin ce the optimum thresholds are not known a priori. 

For instance, for a CSHDD scheme for which the channel state vector H is known 

at the MSC, the conditional PEP P;lw(d) can be upper boundcd by the conditional 

PEP of a CSHDD scheme for which only the local decisions of the kth base station 

are considered and hard decisions are made at the local detectors. This reprcsents 

the conditional PEP of a single base station scheme using a maximum likelihoocl mIe 

based on hard decisions and equais [30] 

( ldJ d - 1) ( d ) 4 d ~ (d) . d . Ph1wk(d) = "2 - -2- l!l.J PslwJI-PslwkP+ ~ k P;lwk(I-Ps1wJ-z, 
2 i= l ~ J +1 

(3.73) 

where lx J represents the greatest integer ::; x and PS1Wk represents the conditionai 

probability of error on the local decisions which equais either P(Uk,t = 0lhkCt = 1) 

or P(Uk,t = IlhkCt = 0). Hence, in this case, we use the upper bound 

U(Wk) = Ph1wk (d)fnk (Wk) II ~~x {fnk' (wk') } 
k' f.k k 

(3.74) 

where k' = 1, ... , N Bs . However, if the channel state vector H is unknown at the 

MSC, this upper bound is not valid and it becomes more difficult to find a reiatively 

tight upper bound U(Wk). Hence, in these cases, we use the fact that P;lw < 0.5 and 

set 

U(Wk) = 0.5fnk (Wk) II ~~x {fnk' (wk') } 
k' f.k k 

(3.75) 

where k' = 1, ... , N Bs . 

The ASA algorithm also requires that the cooling schedule parameter cgen be 

adjusted. As mentioned when we discussed the tuning of the ASA options for the 
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uncoded case, cgen must be adjusted as shown in (2.77) which is a function of the 

initial temperature T(O), the desired final temperature T(kf ) and the desircdnumbcr 

of annealing steps kf. It is suggested that the initial tcmperature T(O) be set to 1 and 

the final temperature T(kf ) be set to 10-10 although it can be necessary to adjust 

these parameters differently for certain problems. However, the value of k f necd to be 

selected experimentally. Table 3.1 presents for both the MPEP and MMSE quantizers 

the values of k f for which we obtain a good trade-off between efficiency and accuracy. 

Finally, it is necessary to determine when to stop the ASA algorithm. As for 

the uncoded case, the only stopping rule parameter that we consider is N;'~l:, which 

represents the maximum number of sampling point generatecl, since it is probably 

the more sec ure criterion. Given we know that the ASA algorithm is in the final 

stage of the search wh en the number of iterations is larger than kf' we can expect 

relatively good results by setting N;;'~x equal to k f but the accuracy can be improved 

by increasing the value of N;;'~x, wi th respect to k f. 

NBS L D kt N Bs L D kf 

2 2 0 0 2 0 0 

4 2 2.0.103 4 1 1.0· 103 

8 6 8 3 4.0 . 103 

a) b) 

Table 3.1 Values of k f used for the optimization of the differellt LLR 
quantizers used by the proposed sub-optimum CSHDD schemes: a) 
MPEP-LLR quantizer, b) MMSE-LLR quantizer 

3.4 Computer Simulation Results 

In this section, we study the performances of the proposed sub-optimum CSHDD 

schemes, in term of BER and FER, for a 16-states, rate 1/2 convolution code with 

generator polynomials G1(D) = 1 + D3 + D4 and G2 (D) = 1 + D + D2 + D4 [30]. 

It is important to mention that the considered convolution code is designed for an 

AWGN channel and may not necessarily be optimum for a quasi-static fading channel. 

We consider only 2 base station CSHDD schemes but study the performances for 

different numbers of receiving antennas and different numbers of qUClntizatioIl [pvds. 

In addition, since the average SNR received at each base station is clependent on the 
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mobile unit location in the cellular network, as weIl as on power control, we study the 

performances of the CSHDD schemes for the case when the average received SNR is 

equal both base stations as weIl as for the case when the average received SNR differs 

at both base stations. 

Before evaluating the performances of the designed CSHDD schemes, it is inter

esting to estimate the potential gain that can be achieved by the CSHDD schemes 

with respect to CHM. The potential gain is obtained by evaluating the differencc 

between the performances of the CHM and OC schemes (see Appendix D). Table 3.2 

presents the potential gain in SNR achievable, when operating at FER = 10-3 and 

BER = 10-4 , by 2 base stations CSHDD schemes. Similarly to the uncodecl case, the 

potential gain decreases when the difference in average SNR between the two base 

stations and the number of receiving antennas at each base station illcreases. Ho\\'

ever, it is clear from these results that important gains can be made by IlSillP; more 

sophisticated techniques such as the proposed CSHDD schemcs. 

Unfortunately, the evaluation of the probability of frame error and bit crrur is ct 

computationally expensive problem that grows exponentially with the frame size. In 

addition, bounding techniques have shown to provide, for the centralized case, very 

loose bounds for the probability of frame and bit error over quasi-static channels [27]. 
Therefore, we constructed a software simulator in order to estimate the probability 

of frame and bit error of the CSHDD schemes and reference schemes through Monte 

Carlo simulations. The considered reference schemes are the OC scheme as weIl as 

CHM scheme which are presented in Appendix D. 

NR 

1 

2 

3 

fJ.SN R (dB) Pot. gain (dB) NR fJ.SN R (dB) Pot. gain (dB) 

0 16.5 1 0 19.7 

6 13.4 6 16.6 

0 9.6 2 0 10.9 

6 6.6 6 8.0 

0 7.3 3 0 8.1 

6 4.5 6 G.3 

a) b) 

Table 3.2 Potential gain for 2 base stations CSHDD schcmes with 
respect to the CHM scheme as a function of fJ.S N R = ~ ~ ~~: a) at 
FER = 10-3 b) at BER = 10-4 
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3.4.1 Computer simulation implementation 

In order to estimate the performances of the proposed sub-optimum CSHDD schemes 

and reference schemes, a software simulator was implemented and is included on the 

compact disk provided with this thesis. However, it is important to mention that, be

fore using the software simulator to estimate the performances of the CSHDD schpmes. 

the local detector thresholds were optimized using the ASA algorithm presentecl in the 

previous chapter. More precisely, the ASAMIN Matlab gateway routine to lngber's 

ASA C code is used to determine the local detector thresholds minimizing the MSE 

and PEP criterion proposed in section 3.3. The evaluation of the l'vISE and PEP is 

discussed in Appendix C. In addition, the optimization soft\"are is also inc:luded on 

the compact disk provided with this thesis. 

The software simulator is made of two modules which are the communication 

system module and the performance estimation module. In the next two sub-sections, 

we describe in details the role of both modules and their interactions. 

A. Communication system module 

The communication system module reproduces the transmission of a frallle in the 

different considered handoff macrodiversity scheme which can be either the CSHDD 

scheme, the OC scheme or the CHM scheme. In addition, the communication system 

module compares the detected information frame with the transmitted information 

frame to determine the number of bit errors obtained. This number of bit errors is 

transmitted at the performance estimation module to form the basic experiment used 

to estimate the performances of the tested scheme. 

For the CSHDD scheme, the communication system module implements the sys

tem presented in section 3.1 for N = 130 and N tai1 = 4, cOllsiderillg the convo

lution code investigated. The local detector LLRs wl~l)(rk,t, hd k = 1, ... , Nns 
t = 1, ... ,Ne are evaluated, using the expression derived in Appendix A, and quan

tized using the optimized thresholds to determine the local decisions. The fusion rule 

is implemented using a Viterbi algorithm where no decision is made on any of the 

transmitted bits before the end of the trellis is reached. In the Viterbi algorithm, the 

branch metric mi(s, s') associated with the branch starting in state sand ending in 
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state s'in the trellis step i, where i = 1, ... , N+:;tail, equals 

mi(S, s') = I)-l)Cj(S,s-l+l I: ln (P(Uk,(i-1)nC+j : Uk,(i-1)nc+j 1 h k , C(i-1)nC+j : 1) + E) , 
j=l k=l P(Uk ,(i-1)nC+j - Uk,(i-1)nc+j 1 h k , C(i-1)nc+j - 0) + E 

(3.76) 

when the channel state is known at the MSC, and 

mi(S, s') = t( _l)Cj(s,S')+l I: ln (P(Uk ,(i-1)nC+j : Uk,(i-1)nc+j 1 C(i-1)nc+j = 1) + E) , 
j=1 k=l P(Uk ,(i-1)nC+j - Uk,(i-l)nC+j 1 C(i-l)nC+j = 0) + E 

(3.77) 

when the channel state is unknown at the MSC, where the constant E = 10- 15 ensures 

there is no division per 0 and Cj(s, s') is the jth coded bit associated with the set of 

branches starting in state sand ending in state s'. It is important to mention that 

and 

where the CDF FIl1~~ot)(Rk,t.Hk/X 1 Hk, Cd and FIl1~~ot)(Rk.t.Hkl(x 1 Cd are defined in 
Appendix A. 

B. Performance estimation module 

The performance estimation module uses iteratively the communication system mod

ule to estimate the FER and BER of the considered communication system as weil 

as the degree of accuracy of these estimates. In addition. the performann' estimatiol\ 

module initializes the simulation and periodically saves partial results ta avoid large 

data losses in case of system crash. 

In the first part of the performance estimation, new frames are transmitted until 

Ne = 100 frame errors are detected. Given Nf frames were necessary to obtain the 100 

frame errors, a new experiment is formed where Nf frames are transmitted and the 

number of detected bit errors X i
b and frame errors X! are recorded. This experiment 

is performed N rep = 10 times such that estimates of the mean and variance of X b and 
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X f can be estimated, where X b and X f are random variables representing respectively 

the number of frame errors and bit errors when Nf frames are transmitted. In fact, 

assuming X den otes either X b or X f and Xi denotes either X i
b or X!, an estimate of 

the mean ILx can be evaluated as follows 

(3.80) 

and an estimate of the variance ai- can be evaluated as follows 

(3.81) 

Furthermore, the mean and variance estimates can be used to estimate the standard 

deviation of the error e(X1 , ... , X NreP ) = ILx-/Î,x(X1, ... , X Nrep ), Since E[e(X1, ... , XN,oep)] = 

0, the variance of e(X1 , ... , X NreP ) simplifies as follows 

(3.82) 

Since aIl experiments are i.i.d., 

(3.83) 

(3.84) 

such that the error standard deviation ae(X1 , .•• , X NreP ) can be estimated as follows 

JL'::~P(Xi - {LX(X1, ... , X N,cp))2 

Nrep 

(3.85) 

Bence, given (txt(X{, ... , Xkrep) represents an estimate of the mean number of 

frame errors when Nf frames are transmitted, the FER can be estimated by the 
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performance estimation module as follows 

IÎ.X• f (X[f, ... ,XN
f ) 1 N

rep 

FER = r rel' = "'"""' ,r J 
N NN ~"''\.i 

f f rep i= 1 

(3.86) 

and the standard deviation on the FER estimate error can be estimated as follows 

(3.87) 

Similarly, given flXb (Xf, ... ,xtrep) represents an estimate of the lllean number of 

bit errors when Nf frames of N information bits are transmitted, the BER can be 

estimated by the performance estimation module as follows 

flXb(X[b, ... , X N
b ) 

BER = rep 
NfN 

1 Nrep 

---L:Xb 

NfNNrep . 1 
1=[ 

(3.88) 

and the standard deviation on the BER estimate error can be estilllated as follows 

,,\,Nrep(Xb A ('Tb X b ))2 L...-i=[ i - J1.x b .'\.[, ••• , N
rcp 

(3.89) 

3.4.2 Known channel state information at the fusion center 

In section 3.3, we have presented a sub-optimum CSHDD scheme for the case when 

the channel state is known at the MSC referred as the CSHDD1,sub scheme. The local 

decision rules of the CSHDD[,sub scheme are LLR quantizers. Two different types of 

LLR quantizers were considered in section 3.3: the MPEP-LLR quantizer and the 

MMSE-LLR quantizer. In this section, we further propose a third LLR quantizer 

that uses the thresholds optimized for the uncoded SHDD1,sub scheme, presented in 

chapter 2, when the thresholds are constrained to be even symmetric and we refer to 

this LLR quantizer as the U-LLR quantizer. 

We estimated using our software simulator the BER and FER of the CSHDD 1,sltb 

scheme for the three choices of LLR quantizers assuming the mobile unit is comlllU

nicating simultaneously with 2 base stations. Results for the BER and FER as a 

function of the first base station average SNR, clefinecl as fo11ows SN RI = -0-. arc il-
no 
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lustrated in Fig.3.3, Fig.3.4 and Fig.3.5 for 1, 2 and 3 receiving antennas respectively, 

for the case when the average SNR is equal at both base stations. Similarly, Fig.3.6, 

Fig.3.7 and Fig.3.8 present results for 1, 2 and 3 receiving antennas respectively, for 

the case when there is a difference of 6dB between the average SNR at the first and 

the second base station. Each figure is made of two sub-figures where in part a) the 

FER curves are presented and in part b) the BER curves are presented. 

For comparison purposes, aIl figures also include the BER and FER curves of the 

OC scheme and the CHM scheme presented in Appendix D. It is important to mention 

that the BER and FER of the OC scheme are obviously lower bounds to the BER and 

FER of the CSHDD1,sub scheme. On the other hand, as opposed to the uncoded case, 

the BER and FER of the CSHDD1,sub scheme are not upper bounded by the BER 

and FER of the CHM scheme. It is due to the fact that, even if the CHM scheme 

does not take advantage of the information received at the non-selected base stations, 

the selected base station has access to direct observations to perfonn the clecoding 

as opposed to the CSHDD1,sub scheme. Hence, when the clifference in average SNR 

between the two base stations is significant, the CHM scheme can provide bf!tter 

performances than the CSHDD1,sub scheme. 

A. Effect of the number of receiving antennas 

From Fig.3.3 - Fig.3.8, we see that, as expected, increasing the number of receiving 

antennas increases the slope of the BER and FER curves at large SNR and conse

quently the diversity order provided by the CSHDD1,sub scheme, which can be defined 

as 
1 (

ER(2)) -10 oglO ER(l) 
d= ~----~----~--~--~~----~~ 

(10 lOglO (SN R~2)) - 10 loglO (SN R~l)) ) 
(3.90) 

where ER(i) represents either the BER or FER at the ith point. In fact, it appears 

that in aIl considered cases the CSHDD1,sub scheme provides the same asymptotic 

diversity order as the OC scheme, which equals approximately N BsN R. Hence, by 

increasing the number of receiving antennas per base station from 1 to 2, a gain in 

SNR of approximately 9.3-9.6dB at FER = 10-3 and 10.7-11.1dB at BER = 10-4 

can be observed while, by increasing the number of receiving antennas per base station 

from 2 to 3, the gain reduces to approximately 3.9-4.2dB at FER = 10-3 and 4.1-

4.5dB at BER = 10-4 • However, it can be observecl that, when the CSHDD1,sub 
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scheme is using either MPEP-LLR or U-LLR quantizers, the asymptotic diversity is 

attained more quickly as opposed to the case when MMSE-LLR quantizers are used. 

especially wh en N R = 2 and N R = 3. 

rt is important to mention that, as in the uncoded case, the diversity order of 

the CHM scheme is only equal to N R, since this scheme selects a base station based 

on the average SNR. The diversity order of the CSHDD1,sub scheme is therefore NilS 

times larger than the diversity order of the CHM scheme, independently of the num

ber of receiving antennas. For this reason, the CSHDD1,sub scheme provides in the 

considered cases important gains with respect to the CHM scheme, especially wh en 

the average SNR is equal at both base station. In fact, the gains obtaillcd whell the 

CSHDD1,sub scheme is using U-LLR quantizers with 8 levels of quantization are within 

O.3dB of the potential gain presented in Table 3.2. Hence, as the potelltial gain, the 

gain obtained by the CSHDD1,sub scheme with respect to the CHM scheme decreases 

with the number of receiving antennas pel' base station. However, from Fig.3.5 and 

Fig.3.8, it can be concluded that, even if each base station is equipped with 3 receiving 

antennas, important gains with respect to the CHM scheme can still be obtained by 

using handoff macrodiversity schemes that further increase the diversity order su ch 

as the CSHDD1,opt scheme. 

B. Effect of the difference in average SNR between two base stations 

By comparing Fig.3.3 - Fig.3.5 with Fig.3.6 - Fig.3.8, we see that, similarly to the 

uncoded case, when the average SNR at the second base station is lower by 6dB from 

the SNR at the first base station, it has for effect to shift horizontally the BER and 

FER curves of the CSHDD1,sub scheme, obtained when the average SNR is equal at 

both base stations, by approximately 2.6-3.1dB toward the BER and FER curves of 

the CHM scheme, independently of the number of receiving antennas and the choice of 

LLR quantizers. Hence, the diversity order of the CSHDD1,sub scheme is not affected 

by average SNR difference of 6dB between the two base stations. 

C. Comparison between the MPEP-LLR, MMSE-LLR and U-LLR quan

tizer 

First, it is important to mention that, when L = 2, the three LLR quantizers are 

equivalent because the even symmetry constraint implies that the only threshold 
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defining each quantizer is equal to O. Furthermore, from Fig.3.3 - Fig.3.8, we see 

that in aIl considered cases most of the potential gain that can be obtained by the 

CSHDD 1,sub scheme with respect to the CHM scheme is reached when L = 2. However, 

additional gains can still be obtained by increasing the number of quantization levels. 

In fact, the potential additional gain that can be obtained by increasing the number 

of quantization levels of the CSHDD 1,opt scheme to more than 2 equals approximat-dy 

1.6-2.0dB, when operating at fixed BER or FER. 

On the other hand, it is interesting to see that, when L > 2, the three designed 

quantizers perform quite differently, especially the MMSE-LLR quantizeI'. In fact, 

the worst performances are obtained by the MMSE-LLR quantizer, especially at high 

SNR where almost no gain «0.3dB) can be observed by increasing the number of 

quantization levels from 2 to 8. This can be explained by the fact that this cri te

rion does not focus on minimizing the probability of error associated with the more 

probable error event. 

As expected, the best performances are obtained with the MPEP-LLR quantizer 

which minimizes the criterion that is the more correlated with the probability of frame 

error and bit erroI'. In fact, if the number of quantization levels is increased from 2 

to 4, the FER and BER curves are shifted horizontally toward the BER and FER 

curves of the OC scheme by approximately 1.1-1.5dB. Hence, with only 4 levels of 

quantization at each base station, the potential additional gain that can be obtained 

by further increasing the number of quantization levels equals approxirnately 0.4-

0.8dB, wh en operating at fixed BER or FER. However, it is important to mention 

that the optimization of the thresholds with respect to the PEP is a computationally 

intensive problem due to the numerical integrations and the large number of operations 

involved. This is why the performances of the MPEP-LLR quantizer were not estimate 

for L = 8. 

The quantizer that offered the best trade-off between performance and computa

tion complexity is the U-LLR quantizeI'. In fact, the performance difference between 

the MPEP-LLR quantizer and the U-LLR quantizer, when using 4 quantization lev

els, is inferior to 0.3dB for almost aU considered cases. However, in Fig.3.4 and 

Fig.3.7, it can be observed that, when N R = 2, the performance difference reaches 

0.6dB at BER = 10-4 , when the average SNR is equal at the two base stations, and 

O.4dB, wh en there is a difference of 6dB between the average SNR at the two base 

stations. Finally, with 8 levels of quantization, the U-LLR quantizer provide perfor-
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mances within O.3dB of the OC scheme, for aIl considered cases. It demonstrates that 

by carefuIly selecting the thresholds defining the local decision rules, 8 quantization 

levels are sufficient to make the performances almost identical to the performances of 

the OC scheme. 

3.4.3 Unknown channel state information at the fusion center 

In section 3.3, we have presented a sub-optimum CSHDD scheme for the case when 

the channel state is unknown at the MSC and, in this section, we refer to this scheme 

as the CSHDD2,sub scheme. As for the CSHDD1,sub scheme, the CSHDD2,sub scheme 

uses LLR quantizers at the local detectors, where two different types of LLR quan

tizers are proposed in section 3.3: the MPEP-LLR quantizer and the MMSE-LLR 

quantizer. In this section, we further propose a third LLR quantizer that uses the 

thresholds optimized for the uncoded SHDD2 ,opt scheme, presented in chapter 2, when 

the thresholds are constrained to be even symmetric and we refer ta this LLR quan

tizer as the U-LLR quantizer. 

We estimated, using our software simulator, the BER and FER of the CSHDD2 ,sILb 

scheme for the three choices of LLR quantizers assuming the mobile unit is corn mu

nicating simultaneously with 2 base stations. As for the previous case, results for 

the BER and FER as a function of the first base station average SNR, defined as 

follows SNR1 = ~, are iIlustrated in Fig.3.9, Fig.3.10 and Fig.3.11 for 1, 2 and 3 

receiving antennas respectively, for the case when the average SNR is equal at both 

base stations. Similarly, Fig.3.12, Fig.3.13 and Fig.3.14 present results for 1, 2 and 3 

receiving antennas respectively, for the case when there is a difference of 6dB between 

the average SNR at the first and the second base station. Each figure is made of two 

sub-figures where in part a) the FER curves are presented and in part b) th!' BER 

curves are presented. 

For comparison purposes, aIl figures also include the BER and FER curves of the 

OC scheme and CHM scheme presented in Appendix D. It is important to mention 

that the BER and FER of the OC scheme are also lower bounds to the BER and FER 

of the CSHDD2,sILb scheme while, as opposed to the uncoded case, the BER and FER 

of the CHM scheme are not upper bounds. 
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A. Effect of the number of receiving antennas 

From Fig.3.9 - Fig.3.14, we see that, as expected, increasing the number of receiving 

antennas increases the slope of the BER and FER curves at large SNR and conse

quently the di versi ty order provided by the CSHD D2,sub scheme, as defined in (3.90). 

However, as opposed to the CSHDD1,sub scheme, it seems that, when the CSHDD2,sub 

scheme is using only 2 quantization levels or MMSE-LLR quantizers, the CSHDD2 ,sub 

scheme do es not reach the same asymptotic diversity order as the OC scheme. It 

is mostly apparent in Fig.3.9 and Fig.3.12 presenting the results for the case \vhen 

N R = 1. However, the gain obtained by increasing the number of receiving antennas 

for these schemes seems to be superior as for the other cases that reach the full di

versity. In fact, by increasing the number of receiving antennas per base station from 

1 to 2, it can be observed that the performances of the CSHDD2,8Ub scheme llsillg' 2 

quantization levels are improved by approximately 13.0-14.8dB at FER = 10-3 and 

by 13.9-14.0dB at BER = 10-4 while, by increasing the number of receiving antennas 

per base station from 2 to 3, the performance improvement reduces to approximately 

4.8dB at FER = 10-3 and 4.6-5.2dB at BER = 10-4
. On the other halle!. for the 

other cases where the CSHDD2,sub scheme reaches the same asymptotic diversity order 

as the OC scheme, the gains obtained by increasing the number of receiving antennas 

are similar to the gains obtained with the CSHDD1,sub scheme. 

B. Effect of the difference in average SNR between two base stations 

By comparing Fig.3.9 - Fig.3.1I with Fig.3.12 to Fig.3.14, it can be observed that 

in most of the considered cases, when the average SNR at the second base station 

is lower by 6dB from the SNR at the first base station, the BER and FER curves 

of the CSHDD2,sub scheme, obtained when the average SNR is equal at both base 

stations, are shifted horizontally by approximately 2.6-3.1dB toward the BER and 

FER curves of the CHM scheme. However, when the CSHDD2 ,sub scheme is using 

only 2 quantization levels or MMSE quantizers, it seems that the performance losses 

are not only caused by an horizontal shift of the performance curves but also by a 

change in the slope of these curves at high SNR. 

Furthermore, when examining the curves associated \Vith L = 2 in Fig.3.12 -

Fig.3.14, it can be observed that the CSHDD 2,sub scheme provides, at low SNR, 

worst performances than the CHM scheme, proving that the performances of the 
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CSHDD2,sub scheme are not lower bounded by the performances of the CHM scheme. 

Consequently, in this case when the asymmetry between the quality of the local deci

sions becomes too significant, it may be advantageous to implement the CHM scheme. 

C. Comparison between the MPEP-LLR, MMSE-LLR and U-LLR quan

tizer 

As for the CSHDD 1,sub scheme, when L = 2 the three LLR quantizers are equivalent 

because the even symmetry constraint implies that the only threshold defining each 

quantizer is equal to O. From Fig.3.9 - Fig.3.14, we see that, as opposed to the 

CSHDD 1,sub scheme, when L = 2 the performances obtained are far from reaching the 

potential gain that CSHDD schemes can obtained with respect to the CHM scheme. 

In this case, it is thus much more advantageous to use soft decisions at the local 

detectors. In fact, the potential additional gain at FER = 10-3 that can be obtailled, 

by increasing the number of quantization levels of the CSHDD2,opt scheme to more 

than 2, goes up to 9.1dB, when N R = 1 and the average SNR is equal at both base 

stations. 

Hopefully, by increasing the number of quantization levels, the performance curves 

of the CSHDD2,sub scheme move gradually toward the performance curves of the OC 

scheme. The worst performances are still obtained with the MMSE-LLR quantizer. 

On the other hand, as opposed to the CSHDD 1,sub scheme, the performances obtained 

with the MMSE-LLR quantizer are in most cases not converging at high SNR to the 

performances of the 2 quantization level CSHDD2,sub scheme. However, evcn with 8 

quantization levels, the performances of the CSHDD2,sub scheme using MMSE-LLR 

quantizers are far from the performances of the OC scheme. From Fig.3.9, it can be 

observed that the difference is still as high as 6.1dB at FER = 10-3
, when N R = 1 

and the average SNR is equal at both base stations. 

Again, as expected the best performances are obtained with the MPEP-LLR quan

tizer which minimize the criterion the more correlated \Vith the probability of frame 

error. In fact, from Fig.3.9, it can be observed that the gain in SNR obtainecl nt 

FER = 10-3 by increasing the number of quantization levels t'rom 2 to 4 gaes 11P t.o 

7.8dB, when N R = 1 and the average SNR is equal at both base stations. Hence, 

with only 4 levels of quantization at each base station, the potential additional SNR 

gain that can be obtained at FER = 10-3 , by further increasing t.he number of quall-
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tization levels, varies from approximately 1.3dB, when N R = 1, to approximately 

O.8dB, when N R = 2 or N R = 3. However, similarly to the CSHDD1,sub scheme, the 

optimization of the thresholds with respect to the PEP is still a computationally in

tensive problem due to the numerical integrations and the large number of operations 

involved. 

The quantizer that offered the best trade-off between performance and computa

tion complexity is the U-LLR quantizer. In fact, from Fig.3.12 - Fig.3.14, it appears 

that the performance difference between the MPEP-LLR quantizer and the U-LLR 

quantizer, using 4 quantization levels, is negligible for the case when the average SNR 

is unequal at the two base stations. On the other hand, from Fig.3.9 - Fig.3.11, it 

appears that, when the average SNR is equal at the two base stations, the difference 

between the performances obtained with the two quantizers is more considerable and 

varies from O.3dB to O.6dB at FER = 10-3 , depending on the number of receiving 

antennas. Furthermore, with only 8 levels of quantization, the CSHDD2,sub scheme 

using U-LLR quantizers provides performances within O.3dB of the OC scheme, for all 

considered cases. It demonstrates that by carefully selecting the thresholds defining 

the local decision rules, 8 quantization levels are sufficient to make the performances 

almost identical to the OC scheme without even knowing the channel state at the 

MSC. 

3.4.4 Comparison of the CSHDD1,sub and CSHDD2,sub schemes 

In this section, we use the results presented in the two previous sections and compare 

the performances of the CSHDD1,sub and CSHDD2,sub schemes. Similarly ta the UIl

coded case, the more significant performance difference between the CSHDD1,sub and 

CSHDD2,sub schemes can be observed when L = 2. In fact, by comparing the results 

presented in Fig.3.3 - Fig.3.8 with the results presented in Fig.3.9 - Fig.3.14, we see 

that, when both schemes are using 2 quantization levels, the SNR difference whell op

erating at FER = 10-3 reaches up to 7.2dB, when N R = 1. However, the difference 

diminishes as the number of receiving antennas increases and equals to 1.8dB, when 

N R = 2, and l.OdB, when N R = 3. Furthermore, as the uncoded case, the performance 

difference diminishes also as the number of quantization levels increases. For instance, 

for CSHDD schemes using MPEP-LLR quantizers and 4 quantization levels, the per

formance difference reduces to less than O.5dB at FER = 10-:3, independently of the 
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number of receiving antennas. Similarly, for CSHDD schemes using U-LLR quantiz

ers, the performance difference reduces to less than O.7dB, when L = 4, and O.ldB, 

wh en L = 8. Hence, wh en L = 2, the significant gains obtained by the CSHDDI,sub 

scheme with respect to the CSHDD2,sub scheme can justify the additional complexity 

and additional fixed network bandwidth required by the CSHDDI,sub scheme, espe

ciaUy wh en each base station is using a single receiving antenna. On the other hand, 

wh en L > 2, the CSHDD2,sub scheme becomes, as the number of quantization lev

els increases, more attractive since it provides almost the same performances as the 

CSHDDI,sub scheme without the added complexity and fixed network bandwidth. 

3.4.5 Comparison with the uncoded case 

In this section, we compare the BER performances of the SHDDI,sub and SHDD2,opt 

schemes presented in chapter 2 with the BER performances of the CSHDD l ,s1Lb and 

CSHDD2,sub schemes. It is important to mention that in order to fairly compare 

the performances of these schemes, it is necessary to express the results as a fIlIlC

tion of ~, where Eb represents the received energy per information bit at the first 

base station and, for the coded case, Eb = !ft El, In addition, the SHDDI,sub and 

SHDD2,opt schemes considered are using even symmetric thresholds as the CSHDDI,sub 

and CSHDD2,sub schemes. 

Before discussing the results obtained for the CSHDD schemes, it is important 

to first look at the coding gain obtained with the OC scheme. Hence, by comparing 

the BER of the OC scheme for coded and uncoded communication systems, it can 

be remarked that no co ding gain is obtained at BER = 10-4 ",hen Nu = 1. This 

can be explained in part by the fact that the channel coding does not incrcase the 

diversity order of the system since the fading is quasi-static and is therefore constant 

over the whole frame. Furthermore, since aIl error events have the same diversity 

order and the probability associated with these error events is not decreasillg, as for 

AWGN channel, exponentiaUy with the hamming distance between the transmitted 

codeword and the erroneously decoded codeword, there is no dominant error event 

and aU error events contribute to the probability of bit error [27][31]. However, the 

co ding gain increases with the number of receiving antennas since by increasing the 

diversity order the channel tends to behave more like a AWGN channel. In fact, the 

coding gain reaches 1.6dB, wh en N R = 2, and 2.4dB, when N R = 3. 
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For the CSHDD schemes, the more important gain is observed when cornparing 

the performances of the SHDD2,opt and CSHDD2,sub schemes when L = 2. In fact, 

the gain at BER = 10-4 reaches up to Il.7dB, when N R = 1, up to 7.9dB, wh en 

N R = 2, and up to 6.5dB, wh en N R = 3. It is due to the fact that a 2 base station 

SHDD2,opt scheme, when L = 2 and the thresholds are even symmetric, is equivalent 

to the CHM scheme and only provides half the diversity of the CSHDD2,sub scherne. 

However, this is an exception and, in all other cases, the diversity order provided 

by both the coded and uncoded schemes approaches the asymptotic diversity of the 

OC scheme. Furthermore, for all the other cases, the gain provided by the CSHDD 

schemes with respect to the SHDD schemes is inferior to the co ding gain provided by 

the OC scheme. It is not surprising since the CSHDD 1,sub and CSHDD2,sub schemes are 

sub-optimum schemes designed to reduce the probability of frame error as opposed 

to the SHDD 1,sub and SHDD2,opt schemes which are optimum scherne designed to 

rninimize the probability of bit error. 

This is obviously the CSHDD schemes using MMSE-LLR quantizers that provide 

the less gain. In fact, for most of the considered cases, CSHDD schemes using IVHvISE

LLR quantizers provides worst performance than the SHDD schemes, where the losses 

can reach up to 4.5dB when N R = 1. This actually proves the inefficiency of the 

MMSE-LLR quantizers. On the other hand, it can be observed that CSHDD schemes 

using MPEP-LLR quantizers with 4 quantization levels provide gains within O.3dB 

of the co ding gain obtained with the OC scheme. Similarly, the CSHDD schemes 

using U-LLR quantizers provide gains within O.3dB of the coding gain obtained with 

the OC scheme, when L = 8, and within O.8dB when L = 4.. COllsequently, the 

performances of the SHDD schemes can be improved significantly by adding channel 

coding to the system as long as the diversity order is sufficient and the local detector 

quantizers are well designed. 
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Chapter 4 

Conclusions and future work 

This work studied the application of soft decision distributed detection to the uplink 

of a mobile in soft handoff, in an effort to design improved alternatives to conventional 

handoff macrodiversity techniques based on selection diversity. We first considered 

uncoded communication system over a quasi-static spatially uncorrelatecl Rayleigh 

fading channel. Two different cases were considered. In the first case, the averagE' SNR 

as weIl as the channel state at each base station is assumed known at the MSC. In the 

second case, only the average SNR at each base station is known at the MSC. For both 

cases, it is shown that the optimum local decision rules can be expressed as likelihood 

ratio quantizers and the optimum fusion rule is a maximum likelihood decision l'ule 

based on the local decisions. Wh en the channel state is known at the MSC, new 

threshold values need to be transmitted to the base stations every time the channel 

state varies at any base station. However, it was observed that, when the thresholds 

are only updated when the average SNR varies at any base station, the performance 

degradation is neglectable as long as the number of quantization levels is lar'ger than 

2. The performances of the distributed detection schemes were evaluated numerically 

assuming that each base station is equipped with multiple receiving antennas. It 

appears that with only 3 bits of resolution at each base station, performances less 

than a.IdE from the optimum centralized scheme are obtained for aIl considered 

cases. 

The proposed distributed detection schemes provide large performance gains with 

respect to the conventional handoff macrodiversity scheme, based on selection cliver

sity, at the expense of a small increase in the required bandwidth from the fixecl 
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network and an increase in the omine computational requirements, where the omine 

computation is caused by the optimization of the local detector thresholds. The opti

mization of the thresholds is complicated by the fact that the probability of bit error 

is a non-convex nonlinear function of the thresholds. An improved Simulated An

nealing (SA) algorithm, called Adaptive Simulated Annealing (ASA), was thus used 

to perform the numerical optimization. The influence of assumptions simplifying the 

optimization pro cess were investigated. It was observed that as the number of quan

tization levels and the number of base stations increase, these assumptions have less 

and less impact on the performances. 

Extension of the principles of distributed detection were derived for communication 

system using channel coding over a quasi-static spatially uncorrelated Rayleigh fading 

channel. The two same cases as for uncoded communication systems were considered, 

and optimum decision rules were derived. It was shown that the complexity, that im

plies either the implementation or the numerical optimization of these decision rules, 

grows exponentially with the frame size. Sub-optimum alternatives using likelihood 

ratio quantizers were proposed. The selection of local detector thresholds to minimize 

directly the average probability of frame error is a computationally intensive prob

lem. We therefore investigated different optimality criteria of ct lower computational 

complexity that reduce the probability of frame error. The optimality criterion that 

provided the best performances is the pairwise error probability. However, it is still 

a computationally intensive problem, because it requires the evaluation of numerical 

integrals. The best trade-off between computation complexity and performance \Vas 

obtained by simply using the thresholds of the uncoded system. It appears that \Vith 

only 3 bits of resolution at each base station, performances less than O.3dB from the 

optimum centralized scheme are obtained at FER = 10-3
. It should be mentioned 

that the mean square error is the criterion that provided the \Vorst performances, 

especially at high SNR. 

We also investigated the performance gains of the coded schemes over the corre

sponding uncoded schemes, with respect to the BER. It was observed that the added 

complexity and bandwidth required by the coded systems only improve the perfor

mances as long as the diversity order is sufficient and the local detector quantizers 

are weIl designed. 

In closing, the designed handoff macrodiversity schemes based on distributed de

tection have proved to be an effective alternatives to the more convelltiollal halldoH' 
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macrodiversity scheme. However, much more still need to be investigated, commenc

ing by the extension of these results to higher order modulation schemes. In fact, pre

liminary results show that the results presented in this thesis can easily be extended 

to communication systems using QPSK modulation. Furthermore, additional future 

research can consider other type of channel fading (spatial correlation, frequency se

lective fading, ... ), the impact of error on the estimates of the channel coefficients used 

at the base stations and the MSC and much more. 
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Appendix A 

Local detector LLR 

In this appendix, the local detector likelihood ratio is first formulated in its logarith

mic form. The PDF and CDF of the LLR are then derived for the case when the 

channel state vector H is known and for the case when the channel state vector H is 

unknown. These results are necessary for the evaluation of the cost functions and for 

the implementation of the decision rules of both the SHDD and CSHDD schemes. It is 

important to mention that, in this appendix, we consider the LLR used by the SHDD 

scheme. However, these results can be extended to the LLR used by the CSHDD 

scheme by replacing in aIl expressions the bit B by the coded bit Ct as weIl as the 

received signal vector Rk and its realization rk by the received signal vector Rk,/ and 

its realization rk,t. 

A.l Local detector likelihood ratio 

Considering the system model presented in section 2.1, the local detector likelihood 

ratio is defined as follows 

(A.l) 

where the joint conditional PDF of the N R received signaIs at the kth base station 

equals 

f ( 1 h B) 
= 1 - L..Jn=l Tk,n - k,n V Dk - . 

{ 

,\",NR 1 h 'E( 1)B+112} 
Rk rk k, (7rNo)NR exp No (A.2) 
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The likelihood ratio at the kth base station can therefore be simplified as follows 

(A.3) 

su ch that the LLR equals 

(A.4) 

(k n)( ) 4~{h;; .;E'krk n} . h L where 'l! l,à rk,n, hk,n = .nNo · lS the nt antenna LR. 

A.2 LLR PDF given Hk is known 

Let 'l!~~àn)(rk,n, hk,n) and 'l!~~~(rk, hk ) be respectively the realizations of the random 

variables 'l!i~on)(Rk,n, Hk,n) and 'l!i~~(Rk, H k). Assuming the transmitted bit Band 

the channel state vector Hk are known, the LLRs 'l!~~àn)(Rk,n, Hk,n) n = 1, ... , N R are 

normally distributed random variables with mean J1(B, Hk,n) and variance a 2 (Hk,n): 

J1(B, Hk,n) = ERk.nIHk,n ['l!~~àn)(Rk,n, Hk,n)] = ERk,nIHk.n [4~ ~ {H;,nRk,n}] 

ENk,n [4~~ {H;,n(Hk,n V&'( _1)B+1 + Nk,n)}] 

E [
4E

k IH 12(_I)B+1 + 4ve;.~ {H* N }] Nk,n No k,n No k,n k,n 

4Ek IH 12(_I)B+1 + 4ve;.~ {H* E [N l} = 4Ek IH. 12(_I)B+1 (A.5) No k,n No k,n Nk,n k, No k,n 
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and 

a 2 (Hk ,n) 

ERk,nIHk,n [ ('I!l~on)(Rk,n, Hk,n) - J-l(B, Hk,n) f] 
ER".I'l". [ (4~R {HZ,nR"n} - ~' IHk,nl'(-1)B+l)'] 

E [(4ve;.R{H* (H JE(_l)B+l +N )} _ 4EkIH. 12(_1)B+1)2] Nk,n No k,n k,n V Dk k,n No k,n 

EN". W~R {HZ,nNk,n})'] 

~~~~EN.,. [ ( R{ (R {Hk,n} !lI {Nk,n} +" {Hk,n} " {N"n}) 

+j (!li {Hk,n} " {Nk,n) - ,,{ Hk,n} R {Nk,n}) } ) '] 

!~~~ENk,n [(R {Hk,n} R {Nk,n} + ~ {Hk,n} ~ {Nk,n} )2] 

t~~~ENk,n [(R {Hk,n} R {Nk,n} )2] + ENk,n [(~ {Hk,n} ~ {Nk,n} )2] 

16Ek } 2 [ 2] 0.: { 2 [ 0.: 2] (N
o

}2 (R{Hk,n ) ENk,n (R{Nk,n}) + (:s Hk,n}) ENk,n (:s{Nk,n}) 

8Ek (R {H })2 + (~{H })2 = 8Ek IH 1
2 (A,ô) No k,n k,n No k,n 

Hence, given the transmitted bit B and the channel state vector Hk are known, the 

LLR 'I!l~ci(Rk, H k ) is thus the sum of N R independent normally distributed random 

variables and is itself normally distributed as follow 

(A.7) 
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and 

(A.9) 

the PDF flJlikJ(RbHk)(Y 1 Rb B) reduces to flJli~ci(Rk,Hkl(Y 1 Dk, B), where Dk = 

J~::1IHk,nI2. 

A.3 LLR CDF given Hk is known 

Using (A.7), the LLR CDF F'T,(k)(R H )(x 1 Rb B) can be evaluated as follows 
"'1,0 k> k 

A.4 LLR PDF given Hk is unknown 

Assuming now the transmitted bit B is known but the channel fading R is unknown, 

the LLRs 'l!~~àn)(Rk,n, Hk,n) n = 1, ... , N R are independent random variables since the 

channel fading is spatially uncorrelated. Thus, the kth base station LLR 'l!~~6 (Rb R k ) 

is the sum of the N R conditionally independellt antenna LLRs 'l!~~àn) (Rk,n, Hk,n) n = 

1, ... , N R and its PDF equals to 

where * represents the convolution operator and 

1 f lJIi~ônJcRk,n,Hk,n) (y 1 hk,n, B)fHk,n (hk,n)dhk,n 
k,n 

100 

flJli~t)(Rk,n,Hk,n)(Y Ilhk,nl, B)fIHk,nl(lhk,nl)dlhk,nl (A.12) 
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since the mean J1(B, hk,n) and variance a2(hk,n) defining flJli~à"\Rk.n,Hk.n)(x 1 hk,n, B) 
are independent of the phase of hk,n' Renee, since the fading magnitude IHk,nl is 

Rayleigh distributed as follows 

(A.13) 

the antenna LLR PDF f lJIikàn)(Rk.n,Hk.,,) (y 1 B) can be evaluated using (A.12) as follows 

(A.14) 

(A.15) 

where the change of variable u = ~Ihk,nl is made in expression (A.14), 

.fu. + 1 
No 

.fu. 
and 

.fu.+1 1 
({3k - 1) = N0.fu. - 1 = -.fu. . 

No No No 

Sinee as shown in [32] 

100 

exp { -ax2 
- :2 } dx = ~~ exp {-2Vab} a> 0 b> 0, (A.16) 
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the antenna LLR PDF f w;~on)(Rk,n,Hk,n) (y 1 B) simplifies to the following closed form 

expressIOn 

f ( 1 B) - A { exp { Bt Y} if y 2 0 
w;~on)(Rk,n,Hk,n) y - k exp {BkY} if y < 0 (A.17) 

where Ak = (f3}f3~1), Bt = (-l)B;l_f3k < 0 and Bk = (-l)B;I+f3k > 0, Since f w\k
o
")(Rk,n,lh,n) (y 1 

B) is a PDF, 

(A,18) 

Using the derived antenna LLR PDF f w;kon)(Rk,n,Hk,,)Y 1 B) and expression (A.ll). 

it is possible to derive the kth base station LLR PDF f wi~d(Rk>Hkl (y 1 B) for any nUlll

ber of receiving antennas. In the next two sub-sections, we evaluate the convolution 

integral (A.ll) for the cases where the kth base station is equipped with 2 and 3 

receiving antennas. 

A.4.1 Two receiving antennas 

When the kth base station is equipped with two receiving antennas, the local detector 

LLR PDF f w;kJ(Rk,Hk) (y 1 B) equals to 

f Wi~Ol)(Rk,l ,Hk,d (y 1 B) * f Wi~02)(Rk,2,Hk,2) (y 1 B) 

100 fW(k,l)(R H )(x 1 B)fw(k,2)(R . H . )(y - :l: 1 B)d:I:, 
-00 1,0 k,l, k,l 1,0 k,2, k,2 

(A.19) 
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Henee, sinee Bk - Bt = f3k, if Y is larger than 0 

f l{Ii~2(Rk,Hk) (y 1 B) 

[~ Ak exp { Bk x } Ak exp { Bt (y - x) } dx + lY 

Ak exp { Bt x} Ak exp { Bt (y - x) } dx 

+ 100 

Ak exp { Bt x} Ak exp { Bk (y - x) } dx 

Ai {exp {Bty} [~ exp {Il,x} dx + exp {Biy} 1" dx + exp {B,y} 1,00 exp {-Il,x} dX} 

Al {exp {Bty} [;k exp {xll'} L + exp {BiY} [xl: + exp {B,y} [~>xp {-xlld r} 
A~ {:k + y } exp {Bty} (A.20) 

and, if y is sm aller than 0, 

f l{Ii~J(Rk,Hk) (y 1 B) 

[~ A, exp {B,x} A,exp {Bt(y - x)} <lx + { Akexp {B,x} A,exp {B,(y -1:)} d, 

+ 100 

Akexp{Btx}Akexp{Bk(y-x)}dx 

A~ {exp {Bty} [~ exp {xf3d dx + exp {BkY} 1° dx + exp {Bk Y} .10
00 

exp {-:r{3k} CI1:} 

A~{eXP{Bty} [;k eXP{Xf3d]~CX) + exp {BkY} [x]~ + exp {B;y} [~: eXP{-:I:/h}]~} 

A~{:k -y}exp{Bky}. (A.21) 

In summary, when the kth base station is equipped with two antennas, the local 

deteetor LLR PDF f 1{I\~J(Rk,Hk) (y 1 B) cau be expressed as follows 

2 { ~Jk +Y~eXP{B:Y} if .II ~ 0 f l{I(k) R H (y 1 B) = Ak 
l,Or k. kl Jk - y exp { Bk Y} if Y < 0 

(.-\.22) 
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A.4.2 Three receiving antennas 

When the kth base station is equipped with three receiving antennas, the local cletec

tor LLR PDF fllti~J(Rk,Hk)(Y 1 B) equals to 

f llti~OI)(Rk,1 ,Hk,il (y 1 B) * f llti~02)(Rk,2,Hk,2) (y 1 B) * f llti~·03)(Rk,3,Hk.3) (y 1 B) 

g(y) * f llt \kÜ3)(Rk,3,Hk,3)(y 1 B) 1: g(x)fq,i~Ü3)(Rk,3,Hk,3)(Y - x 1 B)dl:, (...\.23) 

where g(y) = fllt(k,l}(R H )(y 1 B) * f llt (k,2)(R H. )(y 1 B) is derived in the previous 
1,0 k,l, k,l 1,0 k,2, k,2 

section. Therefore, using (A.23) the local detector LLR PDF f q,\~J(RkoHd (y 1 B) can 

be evaluated such that, if y is larger than 0, 

(A.24) 
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and, if Y is smaller than 0, 

f lI1~kci(Rk>Hkl (y 1 B) 

[~ Ak (:k - x) exp {Bkx} Ak exp {B:(y - x)} dx 

+ { Al (:, - x) exp {B,x} A,exp {B,(y - x)} dx 

+ 100 
Ak (:k + x ) exp { B: x} Ak exp { Bk (y - x) } dx 

A% exp {B:y} ([~ :k exp {xf3d dx - [~ x exp {xf3d dX) 

123 

+A; exp {B,y} ({ (;, - x) dx + 100 

:, exp {-xll>! dx + 100 

x exp {-xll>! dX) 

A3 {B+ }[2 {f3} xexp{xf3d exp {x f3d ] y 
k exp k y 132 exp x k - 13 + 132 

k k k-oo 

A3 {B-} ([2X x
2

]O [2 {f3} xexp{-xf3d exp {-Xf3d] 00) + k exp k y - - - + - 2 exp -x k - - 2 
f3k 2 y f3k f3k f3k 0 

3 [ 6 3y y2] _ 
Ak f3~ - f3k + 2 exp {Bk y} , 

where we used the following integral 

(A.26) 

to obtain expression (A.24) and (A.25). 

In summary, when the kth base station is equipped with three auteuuas, the local 

detector LLR PDF f lI1(k)(R H ) (y 1 B) cau be expressed as follows 
1,0 k> k 

f ( 1 B) A3 { ~iI + ~ + V;j exp {B:y} if Y ~ 0 
lI1(k)(R H ) Y = k 2 

1,0 b k ~ _ .:!ll. +:iL. exp {B-y} if y < 0 
f3 k f3k 2 k 

(A.27) 

(A.25) 
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A.5 LLR CDF given Hk is unknown 

Using (A.17), (A.22) or (A.27), the kth base station LLR CDF FIjI;kJ(Rk,Hkl(x 1 B) 

can be evaluated using integral (A.26) for 1, 2 and 3 receiving antenn'as. 

A.5.1 Single receiving antenna 

If x is larger than 0, 

and, if x is smaller than 0, 

l x IX A 
F.T,(k)(R H )(x 1 B) = J.T,(k)(R H )(y 1 B)dy = Ak exp {B;y} dy = ~ exp {Bk:/'} . 

'l'ID k> k 'l'la k, k B 
, -00 ' -00 k 

(.-\.:29) 

A.5.2 Two receiving antennas 

If x is larger than 0, 

(A.30) 
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and, if x is sm aller than 0, 

FwikJ(Rk,Hk) (x 1 B) 

l~ fwi~J(Rk>Hk)(Y 1 B)dy = l~ A~ (:k - y) exp {B;y} dy 

A~ (:k) [;; exp {B;y}]:oo - A~ [:; exp {B;y} - (B~)2 exp {B;V}]:oo 

A~ ( (:k -x) ;; + (B~)2) exp {B;x} (A.31) 

A.5.3 Three receiving antennas 

If x is larger than 0, 
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and, if x is srnaller than 0, 
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Appendix B 

Evaluation of the BER of the 

SHDD schemes 

In chapter 2, three different SHDD schemes are proposed which are the SHDD 1,opt, 

SHDD 1,sub and SHDD2,opt schemes. In this appendix, we discuss the evaluation of the 

probability of bit error for each scheme. 

B.l SHDD1,opt scheme 

The SHDD 1,opt scheme is a SHDD scheme for which the channel state vector H is 

known at the MSC and the local detector thresholds t(h) are optimized with respect 

to the conditional probability of bit error Pblh(t(h)). For such a scheme, the average 

probability of bit error after the threshold optimization can be evaluated as follows 

(B.l) 

where Pbjh represents the conditional probability of bit error after the threshold opti-

mization and 

PbÎh = min{Pb1h(t(h))}. 
t(h) 

(13.2) 

The conditional probability of bit error Pbl h (t(h)) is defined by expressioll (2.5). How

ever, using results from [33], it is possible to reformulate the conclitiollal probability 
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of bit error as 

Pb1h(t(h)) = ~ - ~ L:lp(U = u 1 h, B = 0) - P(U = u 1 h, B = 1)1, (B.3) 
u 

where, since the local decisions are conditionally independent, 

NBS 

P(U = u 1 h,B) = II P(Uk = Uk 1 h,B). (BA) 
k=1 

Using results from Appendix A, 

P(Uk = Uk 1 h,B) 

such that the conditional probability of bit error Pb1h(t(h)) has a closed form expres

sion, simplifying the optimization process. 

Due to the optimization in the integrand of expression (B.1), it is obvious that 

the integration required to evaluate the average probability of bit error needs to be 

perfarmed nurnerically. As shown in Appendix A, the CDF FW;kJ(Rk>Hd (x 1 Hk, B) can 

be expressed as a function of nk = 'L:::l IHk,n12 such that the'conditional probability 

of bit error can be expressed as a function of n = [nI, ... , nN BS]T. COllsequentl~', the 

average probability of bit error (B.1) can be reforrnulated as follows 

(B.6) 

where 

(B.7) 

and, as shown in [30], 
2 2NR-l 

fn k (Wk) = (;:; _ 1)! exp { -wn (B.8) 

which is a generalized Rayleigh distribution. This has for effect to simplify the eval

uation of the probability of bit errar since it reduces the order of the nurnerical inte

gration from 2NBS N R to N BS ' 



B Evaluation of the BER of the SHDD schernes 129 

B.2 SHDD1 sub scheme , 

The SHDD1,sub scheme is a SHDD scheme for which the channel state vector H is 

also known at the MSC but, as opposed to the SHDD1,opt scheme, the local detector 

thresholds tare independent of H and are optimized with respect to the average 

probability of bit error Pb(t). For such a scheme, the average probability of bit elTor 

after the threshold optimization can be evaluated as follows 

(B.9) 

where 

Pb(t) = i Hlh(t)fH(h)dh (B.IO) 

glven Pblh(t) is defined as for the SHDD1,opt by expression (B.3). As opposed to 

the previous case, the minimization is outside the integral but, unfortunately, due to 

the absolute value operation in the conditional probability of bit eHor Pblh(t) (B.3), 

the integration still needs to be performed numerically. Furthermorc, since H (t) is 

the threshold optimization cost functioll, the integral has to be evaluated lllultiple 

times during the optimization process making the optimization time consuming. It is 

therefore advantageous, as for the SHDD1,opt scheme, to perform the averaging with 

respect to n such that 

Pb(t) = 1 Pblw(t)fn(w)dw, (B.11) 

where fn(w) is defined in (B.7). However, the evaluation of the average probability of 

bit error Pb(t) still requires a relatively large am ou nt of time, making the optimization 

of the thresholds time consuming, especial for systems using more than two base 

stations since the order of the numerical integration increases \Vith the number of 

base stations. 

B.3 SHDD2,opt scheme 

The SHDD2,opt scheme is a SHDD scheme for which the channel state vector H is 

unknown at the MSC and, as the SHDD1,sub scheme, the local detector thresholds 

tare optimized with respect to the average probability of bit (,lTO!' Pf,(t). Silllilarl,· 

to the SHDD1,sub scheme, the average probability of bit ('l'rOI' after t.h(' thrcsl!old 
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optimization can be evaluated as follows 

(B.12) 

However, as opposed to the SHDD1,sub scheme, as shown in (2.37) the probability of 

bit error simplifies as follows 

Pb(t) = ~ + ~ L P(Uo = 1 1 U = u) [P(U = u 1 B = 0)] - P(U = u 1 B = 1)]. 
u 

(13.13) 

since the fusion rule is independent of the channel state vector H. Using results from 

[33], it is possible to reformulate the probability of bit error as follows 

Pb( t) = ~ - ~ LI P(U = u 1 B = 0) - P(U = u 1 B = 1) l, (B.14) 
u 

where, since the local decisions are conditionally independent and the fading is spa

tially uncorrelated, 
NBS 

P(U = u 1 B) = II P(Uk = Uk 1 B). (B.15) 
k=l 

Using results from Appendix A, 

(8.16) 

such that, as opposed of the SHDD1,sub scheme, the average probability of bit erraI' 

Pb(t), which is the threshold optimization cost function, has a closed form expression. 

It has for effect to greatly accelerate the optimization process. 
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Appendix C 

Evaluation of the co st functions of 

the CSHDD schemes 

In Chapter 3, we proposed sub-optimum CSHDD schemes for which the local detectors 

are LLR quantizers. The thresholds defining these LLR quantizers are optimized to 

minimize either the PEP associated with the free Hamming distance d f or the MSE 

between the LLRs used at the fusion center by the OC and CSHDD schemes. In this 

appendix, we discuss the evaluation of the PEP and MSE. 

C.I MPEP-LLR quantizer 

In section 3.3.1, we showed that the conditional PEP and consequently the average 

PEP can be expressed as a function of the Hamming distance d between two code

words. The average PEP can thus be defined as 

(C.l) 

where P2lh(d, t) represents the conditional PEP associated with the thresholds t and 

the Hamming distance d between two codewords. The conditional PEP P2lh (d, t) is 
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defined in expression (3.62) as follows 

(C.2) 

given the indicator function 1(n1,"" nNBs) is defined in (3.63), for the case when 

the channel state is known at the MSC, and in (3.64), for the case when the channel 

state is unknown at the MSC. In order to evaluate (C.2), it is necessary to specify 
l' P/ (hk ) which equals 

l
tk 'I+1 

fW(k,t)(R H) (x 1 h k , Ct = j) d:r 
t 1,0 k,t. k 
k,l 

FW(k,tl(R H) (tk,I+1 1 hk, Ct = j) - FW(k,tl(R H) (tk,1 1 hk, Ct = j) , (C.3) 
1,0 k,t. k 1,0 k,t, k 

C.1.l Known channel state information at the MSC 

For the case when the channel state is known at the MSC, the indicator function 

1 (nI, ... , nN BS) is a function of h such that the integral in (C.1) needs to be performecl 

numerically. As shown in Appendix A, the CDF Fwi~ot)(Rk,t.Hkl (x 1 Hk, Cd can be 

expressed as a function of Dk = VL::'l IHk,nI2, such that the average PEP can be 

reformulated as follows 

(CA) 

where n = [Dl"'" DNBslT, fn(w) = f n1 (Wl)'" fn;\'BS (WNns) and the PDF fil, (wd 

is defined in (B.8). This simplifies the evaluation of the average PEP sinC€ it redllces 

the order of the numerical integration from 2N BS N R to N BS. Howevcr, the l'valua

tion of the average PEP still requires a relatively large amount of time, making the 

optimization of the thresholds time consuming. In fact, the time rcquirecl to perform 

the numerical integration increases exponentially with the number of resolution bits, 

Hamming distance d and even more c1ramatically with the Humber of base stations 
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since it determines the order of integration. 

C.1.2 Unknown channel state information at the MSC 

For the case when the channel state is unknown at the MSC, the average PEP cali 

be evaluated as for the previous case although, in this case, in order to determine the 

value of the indicatorfunction l (ni, ... ,nNBS) it is necessary to evaluate EHk' [P~j (Hdl 
which equals 

where the CDF F\lti~àt)(Rk,t,Hk) (x 1 Ct) is also derived in Appendix A. On the other 

hand, since the indicator function l (ni, ... , nNBS) is in this case independent of H, 

the average PEP (C.I) can also be simplified as follows 

where 

EH, [TI (P;; (Hk))""] = 1, TI (pi; (hk) )n", IH, (hk)dhk = L TI (pi; (w.) ln"~ ln, (w.)dw, 

(C.7) 

and the integration needs to be performed numerically. Hence, as opposed to the other 

alternative, it is necessary to evaluate numerically multiple one-dimensional integrals 

as opposed to a single N Bs-dimensional integral. 
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C.2 MMSE-LLR quantizer 

C.2.1 Known channel state information at the MSC 

The MSE between the LLR \II~~l) (Rk,t, Hk) used at the fusion center by the OC scheme 

and the LLR \II~~àt) (Uk,t, H k) used at the fusion center by the CSHDD scheme, when 

the channel state is known at the MSC, has been defined in expression (3.70). Since 

the local decision Uk,t is determined by the MMSE-LLR quantizer that quantizes the 

LLR \II~~ot)(Rk,t, Hk), Uk,t can be expressed as a function of \IIi~ot\Rk,t, H k) such that 

Uk,t = ik ( llJi~ot) (Rk,t, Hk)). The lvISE can thus be reformulated as follows 

In order to evaluate the MSE ck,b it is advantageous to decompose the expectation 

as follows 

E',t EH"c, [~.\~"')(R'" ,H,JIH"C, [ ( "'\~ot) (R"t, H,) ) '1 
v 

hCt,Hk ) 

+ Eq,\~ot)(Rk,t.Hk)IHk,ct [( \II~~l) (fk (\II~~l) (Rk,t, Hk)) ,Hk) ) 2] 
, ,,1 

v 

12 Ct,Hkl 

-2 ~.\~,',<R""H,IIH"c, ["'\~ot\R"t, H,: "'\~ot) (t, ( "'\~ot) (R"t, H,)) , H, ) 1 J (C. 9) 
hCt,Hkl 

w here closed form expressions can be deri ved for h (Ct, Hk), 12 ( Ct, H k) and h (Ct, H k). 

First, Il (Ct, H k) represents the second moment of \IIi~l) (Rk,t, H k), given the trans

mitted coded bit Ct and the channel state vector Hk are known, and can be expressed 

as a function of the mean p,(Hk, Ct) and variance a 2 (Hk), which are derived in Ap

pendix A, as follows 
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1: (w~~ot) (Jk (x) ,Hk))2 flJ!i~àt)(Rk,bHkl(xIHk,Ct)dx 

( 
(k,t) ) 2jtk'Uk,t+ 1 

",. L W1,0 (uk,t,Hk) t flJ!i~àt)(Rk,t>Hkl(xIHk,Ct)d.1, 
Uk,t k,Uk,t 

L ( wi~ot) (Uk,t, H k) r x 

(FlJ!i~àt)(Rk,t,Hkl (tk,Uk,t+lI Hk , Cd - Fq,i~àt)(Rk.,t,Hd (t k,IIU IHk. C,)) . 
(C.11) 

where the CDF FlJ!(k,t)(R H )(tk l+lIHk, Ct) is derived in Appendix A. Finally, 
1,0 k,t> k ' 

Hmvever, even if we found closed form expressions for Il (Ct, H k ), 12 (Ct, H k ) and 

13(C/, H k), it is not possible to derive a closed form expression for ék,t. which can be 
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Ck,t = L r (I1(ct,hk) + 12(ct,hk) - 2I3(ct,hk))fHk(hk)dhkP(Ct = cd. (C.13) 
Ct Jhk 

Hence, since Il (Ct, H k ), 12 (Ct, H k) and h(Ct, H k) can ail be expressed as fUIlction of 

Dk = Vr.::1 IH k,nI 2
, it is advantageous to reformulate Ck,t as follows 

Ck,t = L 1 (I1(Ct,Wk) + 12 (Ct,wk) - 213(Ct,wk)) fnk(Wk)dwkP(Ct = Ct), (C.14) 
Ct Wk 

reducing the number of dimensions of the required numerical integral from 2N R to 1. 

The PDF fnk (Wk) is presented in (B.8). 

C.2.2 Unknown channel state information at the MSC 

The MSE between the LLR \II~~l) (Rk,t, H k ) used at the fusion center by the OC scheme 

and the LLR \II~~l) (Uk,t) used at the fusion center by the CSHDD scheme, when the 

channel state is unknown at the MSC, has been defined in expression (3.71). As in 

the previous case, the local decision Uk,t is determined by the MSE-LLR quantizer 

that quantizes the LLR \II\~àt)(Rk,t, H k). The local decision Uk,t can thus be expressed 

as a function of \II~~l) (Rk,t, H k ) such that Uk,t = fk ( \II\~àt) (Rk.t. H k)) and the l'ISE 

can be reformulated as follows 

[( (k,t)( ) (k,t) ( ( (k,t)( )))) 2] Ck,t = ElVi~ot)(Rk.t,Hk) \111,0 Rk,t, Hk - \111,0 fk \111,0 Rk,t, Hk 

ElVi~ot)(Rk,t>Hk) [ (\II~~àt) (Rk,t, H k)) 2] 
, ~ 

v 
Il 

+ ElVi~ot)(Rk.t>Hk) [( \II~~àt) (!k (\II~~àt) (Rk,t, H k)) ) ) 2] 
, ~ 

'V' 

12 

- 2 ElVi~ot)(Rk,t>Hk) [\II~~àt) (Rk,t, Hk)\II~~l) (fk (\II~~àt) (Rk,t, H k )) )] . (C.15) 
, " v 

13 

It is important to mention that closed form expressions can be derived for Il, 12 

and 13 such that, as opposed to the previous case, a closed form expression can be 
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obtained for ék t. First, , 

1
00 X2 

'" - flJ!(k,t)(R H )(xICt = Ct)dx, ~ 2 1,0 k,t. k 
Ct -00 

(C.16) 

where f lJ!(k,t)(R H) (xICt) has been derived in Appendix A. Hence, given the fUllction 
1,0 k,t. k 

H~n)(x) defined in (A.26), if NR = 1 

ft = 

(C.17) 
Ct 

if N R = 2, 

and, if N R = 3, 

ft = 

(C.19) 

where in these expressions it is emphasized that the parameters B: and Bk defined in 
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12 = L l: (W~~àt)(Jk(X))r fq,i~ot)(Rk,hHkl(x/Ct = Ct)P(Ct = ctJdx 
Ct 

where the CDF Fq,(k,t)(R H )(x/Cd is derived in Appendix A, Finally, 1,0 k,h k 

13 = L l: W~~àt)(Jk(X))xfq,i~ot)(Rk,hHkl(x/Ct = cdP(Ct = Ct)dl: 
Ct 

.T,(k,t) (u ) ltk Uk t+1 'i'10 k,t " 
~ ~ , X!.T,(k,t)(R H) (x/Ct = ct)d:r 66 2 t "'1,0 k,h k 

Ct Uk,t k,Uk,t 
(c'21) 

such that, if N R = 1, 
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if Nn = 2, 

( 

L-1 'T,(k,t) ( ) f.tk'u +1 ( 2 ) 'l'l,a Uk,t k,t, 2 . +,., L L xAk -(3. + x exp {Bk (Ct):r.} d,l. 
/ 2 , tk U k 

Ct Uk,t=L 2 ' k,t 

'l' 1 a k,t ,t 2 _ (L/2)-1 ,T,(k,t) (u ) ltk'Uk +1 ( 2 ) ) 
+ U~o ' 2 tk,Uk,t xAk (3k - x exp {Bk (Ct)x} dx 

and, if N R = 3, 
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Appendix D 

Reference schemes 

In this appendix, we present three different handoff macrodiversity reference schemes. 

We consider the OC scheme, the CHM scheme and a selection diversity scheme that 

assumes the channel state is known at the MSC. We consider these three schemes for 

both uncoded and coded cellular communication systems. 

D.1 OC scheme 

In the OC scheme, the local detectors transmit to the fusion center the reœived sig11èds 

as weIl as aIl the channel state information. Henee, classical dctcction theory can oe 
applied to determine the final decision. 

For uncoded communication systems, the optimum decision rule at the fusion cen

ter is therefore a maximum-likelihood rule which is, considering the assumptiolls made 

in this thesis, equivalent to a maximum-ratio-combining receiver. The probability of 

bit error of such systems is derived in [34] and these results were used to prodllce the 

BER cmves of the OC scheme presented in section 2.4. 

Similarly, for coded communication systems, the decision rule of the OC scherne 

is a maximum likelihood rule which can be formulated as follows 

(D.l) 

given Rk,t = rk,t and Hk = hk , where the PDF PRk t (rk,t 1 hk , Ct = Ct) is defincd in 

(A.2). However, it can be proved that the decision ru le (D.l), when expressecl in a 
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logarithmic form, can be simplified as follows 

(D.2) 

where the LLR wi~àt)(rk,t, h k ) is defined in (A.4). In fact, this is the decision rule used 

by the computer simulator used to estimate the performances of the OC scheme. 

D.2 CHM and selection diversity schemes 

In the CHM scheme as in the selection diversity scheme, each base station makes hard 

decisions on the transmitted information bits, using locally optimum decision mIes 

that minimize the probability of error on the local decisions. Considering the assump

tions made in this thesis, the optimum local decision rules are maximum likelihood 

rules. Then, at the MSC, the decisions of the base station for which the prohahility 

of error on the local decisions is the lowest are selected. 

What differentiate both schemes is the amount of information OIl the channel 

available at the MSC. For the CHM scheme, it is assumed that only the average 

SNR received at each base station is known at the MSC. The link with the highest 

SNR is thus selected. Hence, for fixed values of average SNR, the probability of 

error for the CHM scheme is equal to the probability of error at the base station 

with the maximum average SNR. For the selection diversity scheme, it is assumed 

that the channel state as weIl as the average SNR at each base station is known at 

the MSC. Since the probability of error at the kth base station given Hk = h k is a 

monotonically decreasing function of Wk = ~ 'L:::l 1 hk,n 12, the base station for which 

Wk is the highest is selected. 

It is important to mention that, for uncoded communication systems, the local 

decision rules of a SHDD scheme, making hard decisions on the transmitted bits, 

are locally optimum when the local decisions are forced to be even symmetric, or 

equivalently wh en the only threshold defining each local decision rule equals to o. 
Furthermore, when the handoff macrodiversity scheme involves two base stations and 

the two base stations are making hard decisions on the transmitted bits using locally 

optimum decision rules, the optimum fusion rule selects the local decisions of the base 

station for which the probability of bit error on the local decisions is the lowest, as the 
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CHM scheme and the selection diversity scheme. For instance, assuming the channel 

state is known at the MSC, the optimum decision rule for a 2 base station SHDD 

scheme equals 

P(U1 = Udhl' B = 1)P(U2 = u21h2, B = 1) 
P(U1 = udhl' B = 0)P(U2 = u21h2, B = 0) 

Uo = 1 

> 
< 

Uo = 0 

1 

which is equivalent to 

P(U1 = ullh1 , B = 1) 
P(U1 = udhl' B = 0) 

Uo = 1 

> 
< 

Uo = 0 

P(U2 = u21h2, B = 0) 
P(U2 = u21h2, B = 1)· 

(D.3) 

(D.4) 

Then, since locally optimum decision rules are even symmetric, P(Uk = 'lLklhk, B = 

0) = 1 - P(Uk = uklhk, B = 1) and we have 

P(U1 = ullh1 , B = 1) 
1- P(U1 = udhl,B = 1) 

o 

Uo = 1 

> 
< 

Uo = 0 

Uo = 1 

> 
< 

Uo = 0 

1 - P(U2 = u21h2, B = 1) 

P(U2 = u21h2, B = 1) 

Using (D.5), the local decision rule can be reformulated as follows 

Uo = 1 

> 
< 

Uo = 0 

(D.5) 

(D.6) 
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or as follows 

Uo = 1 

> 
< 

Uo = 0 
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(D.7) 

Hence, assuming that w[ > W2, it is clear from (D.6) that if U[ = 1 the final decision 

Uo equals 1 independently of U2 while it is clear from (D.7) that if U[ = 0 the final 

decision Uo equals 0 independently of U2 . Similar results can also be obtained for the 

case when the channel state is unknown at the MSC, proving that the CHM scheme 

and the selection diversity scheme involving two base stations are equivalent to SHDD 

schemes for which L = 2 and the only threshold defining each decision rule is equal to 

O. Furthermore, it can be concluded that the selection diversity scheme probability 

of bit error is an upper bound to the probability of bit error of the SHDD scheme 

for the case when the channel state is known at the MSC while the probability of bit 

error of the CHM scheme is an upper bound to both cases. 
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