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 Abstract 

 

As CMOS technologies advance to 22-nm dimensions and below, 

constructing analog circuits in such advanced processes suffers many limitations, 

such as reduced signal swings, sensitivity to thermal noise effects, loss of 

accurate switching functions, to name just a few.  

Time-Mode Signal Processing (TMSP) is a technique that is believed to be 

well suited for solving many of these challenges. It can be defined as the 

detection, storage, and manipulation of sampled analog information using time-

mode variables. One of the important advantages of TMSP is the ability to realize 

analog functions using digital logic structures. This technique has a long history 

of application in electronics; however, due to lack of some fundamental functions, 

the use of TM variables has been mostly limited to intermediate stage processing 

and it has been always associated with voltage/current-to-time and time-to-

voltage/current conversion. These conversions necessitate the inclusion of 

analog blocks that contradict the digital advantage of TMSP.  

In this thesis, an intensive research has been presented that provides an 

appropriate foundation for the development of TMSP as a general processing 

tool. By proposing the new concept of delay interruption, a completely new 

asynchronous approach for the manipulation of TM variables is suggested. As a 

direct result of this approach, practical techniques for storage, addition and 

subtraction of time-mode variables are presented.  
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To Extend the digital implementation of TMSP to a wider range of 

applications, the comprehensive design of a unity gain dual-path time-to-time 

integrator (accumulator) is demonstrated. This integrator is then used to 

implement a digital second-order delta-sigma modulator.  

Finally, to demonstrate the advantage of TMSP, a very low power and 

compact tunable interface for capacitive sensors is presented that is composed of 

a number of delay blocks associated with typical logic gates. All the proposed 

theories are supported by experimental results and post-layout simulations. 

The emphasis on the digital construction of the proposed circuits has been 

the first priority of this thesis. Having the building blocks implemented with a 

digital structure, provides the feasibility of a simple, synthesizable, and 

reconfigurable design where affordable circuit calibrations can be adopted to 

remove the effects of process variations.  

 

 

 



 

 iii 

  

 Résumé 

 

Les technologies CMOS progressant vers les procédés 22 nm et au delà, 

la abrication des circuits analogiques dans ces technologies se heurte a de 

nombreuses limitations. Entre autres limitations on peut citer  la réduction 

d'amplitude des signaux, la sensibilité aux effets du bruit thermique et la perte de 

fonctions précises de commutation.  

Le traitement de signal en mode temps (TMSP pour Time-Mode Signal 

Processing) est une technique que l'on croit être bien adapté pour résoudre un 

grand nombre de problèmes relatifs a ces limitations. TMSP peut être défini 

comme la détection, le stockage et la manipulation de l'information analogique 

échantillonnée en utilisant des quantités de temps comme variables. L'un des 

avantages importants de TMSP est la capacité à réaliser des fonctions 

analogiques en utilisant des structures logiques digitales. Cette technique a une 

longue histoire en terme d'application en électronique. Cependant, en raison du 

manque de certaines fonctions fondamentales, l'utilisation de variables en mode 

temps a été limitée à une utilisation comme étape intermédiaire dans le 

traitement d'un signal et toujours dans le contexte d'une conversion 

tension/courant-temps et temps-tension/courant. Ces conversions nécessitent 

l'inclusion de blocs analogiques qui vont a l'encontre de l'avantage numérique 

des TMSP. 
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Cette thèse fournit un fondement approprié pour le développement de 

TMSP comme outil général de traitement de signal. En proposant le concept 

nouveau d'interruption de retard, une toute nouvelle approche asynchrone pour la 

manipulation de variables en mode temps est suggéré. Comme conséquence 

directe de cette approche, des techniques pratiques pour le stockage, l'addition 

et la soustraction de variables en mode temps sont présentées.  

Pour étendre l'implémentation digitale de TMSP à une large gamme 

d'applications, la conception d'un intégrateur (accumulateur) à double voie 

temps- à -temps est démontrée. cet intégrateur est ensuite utilisé pour 

implémenter un modulateur delta-sigma de second ordre. 

Enfin, pour démontrer l'avantage de TMSP, une Interface de très basse 

puissance, compacte et réglable pour capteurs capacitifs est présenté. Cette 

interface est composé d'un certain nombre de blocs de retard associés à des 

portes logiques typiques. Toutes les théories proposées sont soutenues par des 

résultats expérimentaux et des simulations post-layout. 

L 'implémentation  digitale des circuits proposés a été  la première priorité 

de cette thèse. En effet, une  implémentation  des bloc avec des structures 

digitales permet des conceptions simples, synthétisable et reconfigurables où 

des circuits de calibration très abordables peuvent être adoptées pour éliminer 

les effets des variations de process. 
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 Claim of Originality 

 

The Contributions of this dissertation are described as follows: 

• To provide a new foundation for the development of time-mode signal 

processing (TMSP) as a general processing tool, the new concept of delay 

interruption is introduced in Chapter 3. In addition, by adopting this new 

concept, digital techniques for storage, addition, and subtraction of time-mode 

variables are proposed. 

• The circuit building blocks to implement the developed techniques for 

operation on time-mode variables are presented in Chapter 3. The circuit 

diagram for a new block, called switched-voltage-controlled delay unit (SDU), 

is presented. This block is used to implement the proposed delay-interruption 

technique. A critical building block, known as Time Latch (TLatch), is 

developed. The TLatch is composed of two SDUs together with some logic 

gates. This block is used to latch the time-difference between two digital rising 

edges at the input port. During the read mode of a TLatch, the latched TM 

variable can be combined with another TM variable applied to the second 

input of the TLatch to perform an addition or subtraction. Comprehensive 

analysis and simulation of the block are presented. 
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• In Chapter 4, a general asynchronous technique for direct processing of time-

mode variables in time domain and without any time to voltage/current 

conversion is presented. As the rising edges representing the input TM 

variable are passed through two parallel paths, the output TM variable can 

change according to the variation of the propagation delay in each path. 

Combining this approach with the delay-interruption technique, different 

applications can be implemented in time domain. Specifically this approach is 

used to develop a digital technique for the integration (accumulation) of time-

mode variables.  

• A single-path time-to-time integrator constructed from TMSP blocks is 

presented in Chapter 4. It consists of a TLatch together with a number of 

SDUs and a combination of typical digital building blocks. Although the circuit 

diagram for the integrator is simple, the throughput of the integrator is limited 

by the instantaneous time intervals between each two successive outputs. To 

tackle this limitation, by adopting the queuing concept a dual-path time-to-time 

integrator is presented. In the dual-path structure, the sequence of input 

samples is forwarded to a queue with two positions. While the integrator is 

integrating the current TM input, the next input will be stored in the queue 

upon its arrival to be used within an appropriate timing. The dual-path 

structure works properly as long as the average input throughput of the 

integrator is equal to its average output throughput. To compensate for the 

errors induced by mismatch, a very affordable technique is presented as well. 

An integrated circuit was fabricated implementing a digital dual-path time-to-

time integrator with calibration and the experimental results are presented at 

the end of Chapter 4. 

• The structure for a modified voltage-controlled delay unit is presented in 

Chapter 5. By sampling the control voltage directly on a capacitor, a fixed-

value current is used to discharge the capacitor and make the delay. Within 
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the operating voltage range of the switch, the output delay will be linearly 

controlled by the control voltage.  

• A second-order time-mode delta-sigma modulator is presented in Chapter 5. 

The main building blocks of the modulator are the dual-path time-to-time 

integrator and the digital feedback network. All the delay blocks utilized in the 

modulator structure are composed of an identical CMOS part together with 

different capacitors. The design procedure consists of the steps to optimize 

the value of the capacitor for each delay unit in order to satisfy the design 

specs. To address the non-uniform sampling of the input voltage that occurs 

in most of VCO based data converters, a simulation-based approach is 

revealed. The feasibility of implementation and proof of concept for the 

proposed modulator is justified by post-layout simulation results.  

• The design of a time-mode first order delta-sigma interface circuit for 

capacitive sensors is presented in Chapter 6. The application is best suited for 

lab-on-chip applications where a DC or low frequency output capacitance of a 

sensor is subject to measurement. The design utilizes standard digital cells in 

association with capacitive-controlled delay units. The circuit is tunable for 

different ranges of input capacitance as well as different sensitivities. The 

main advantage of the proposed circuit is its extremely low power 

consumption while occupying a very small footprint. Process-related 

mismatches would be corrected using the proposed digital tuning algorithm. 

An integrated circuit incorporating the interface circuit was fabricated and the 

experimental results are presented at the end of Chapter 6. 

Part of the work described in this thesis was published in some well-distinguished 

journals. Specifically, part of the review presented in Chapter 2 was published in 

the Transactions on Circuits and Systems II [57]. The new technique for the 

storage, addition, and subtraction of time-mode variables has been filed as a US 

Patent (US 61/644,468) and it is published in Electronic Letters [78]. The content 

of Chapter 4 is published in the Transactions on Circuits and Systems I [79]. 
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Finally, a brief description of the design proposed in Chapter 6 is presented at the 

2009 International Symposium on Circuits and Systems [80]. The composed 

manuscript presenting the comprehensive description of the design is under 

revision to be published in the Transactions on Circuits, and Systems I. The job 

of preparing more publications to present the second-order time-mode delta-

sigma modulator presented in Chapter 5 is still in progress. 
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 Chapter 1: Introduction 

 

1.0. Motivation 

Digital design is the driving force for the rapidly emerging deep submicron 

CMOS technologies. As such, CMOS processes are typically optimized for the 

needs of digital circuitry. In other words, CMOS technologies are being 

developed to improve digital switching speeds, lower the supply voltages, and 

reduce transistor geometries to increase the packing density of digital circuits. 

These improvements have pushed the processing of digital information into the 

gigahertz frequency range. The need for digital, analog, and mixed-signal circuits 

to be integrated on a single die (i.e. SoC) is escalating as companies struggle to 

drive down cost, boost productivity, and create lower power and smaller devices.  

There are many challenges in integrating analog and mixed-signal circuits 

in a state-of-the-art digital CMOS process. As emerging CMOS technologies 

reduce feature size dimensions, the thickness of the transistor gate oxide 

reduces forcing the system voltage to decrease. This negatively affects analog 

and mixed-signal circuit performance by exercising transistors at non-optimal 

operating points and permitting currents to leak through transistor gates [1]. This 

dilemma results in reduced input voltage swings and linearity problems for the 

processing of analog voltage signals. To upset the design challenge even further, 

area and power budgets are at best being preserved if not reducing. Additional 

implementation challenges are imposed when analog and mixed signal 
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processing functions must coexist with digital circuits. The switching noise [2] 

from the digital circuitry may couple into the analog blocks thus corrupting analog 

information.  

A conventional data processing system to perform the processing of 

analog information is illustrated in Fig. 1.1. Due to all the benefits associated with 

digital design, it is mostly desired to perform most of the processing in digital 

domain; consequently, a front-end analog-to-digital converter (ADC) is used to 

convert the input analog information into digital bits and continue the processing 

in digital domain. In order to offset some of the ADC design challenges imposed 

by digitally driven deep submicron CMOS processes, a potential candidate to 

replace conventional voltage signal processing is being investigated, referred to 

as time-mode signal processing or TMSP.  

The idea behind TMSP is based on considering time as the variable under 

processing instead of conventional analog variables such as current or voltage. 

Any positive, negative or zero analog quantity can be corresponded to a positive, 

negative or zero time-mode variable respectively. A time-mode variable is defined 

as the time (phase) difference between two digital rising edges. Due to the digital 

nature of the signals representing a time-mode variable, the circuits involved in 

TMSP consist of a digital CMOS construction while the variable under 

processing, i.e. phase, is still an analog quantity. As a conclusion, in TMSP 

analog accuracy and digital advantage can be combined together.  

The analog data processing using TMSP methodology is depicted in Fig. 

Fig. 1.2. The pre-processing of analog information adopting TMSP and before conversion into 
digital domain 

 
Fig. 1.1. The block diagram for a conventional analog data processing system with DSP 
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1.2. Since analog information begins in the form of either a voltage or a current, a 

voltage/current-to-time converter (V/CTC) is employed to convert the input signal 

into a time-mode variable. The time-mode variable is then processed by various 

circuits resulting in an output time-mode signal. Finally, this signal is transformed 

into a digital representation using a time-to-digital converter (TDC) to continue the 

processing in a digital domain. As will be explained in the next chapter, most of 

the achievements reported by researchers and performed in TMSP are restricted 

to the implementation of fast ADCs or first-order delta-sigma modulators that 

limits the application of the block diagram in Fig. 1.2 to the implementation of the 

ADC block in Fig. 1.1. TMSP has never been considered as a general processing 

tool for manipulating analog information.  

As the level of accuracy for the DSP block in Fig. 1.1 is a function of the 

resolution of the front-end ADC, the requirement of a higher precision increases 

the design cost for this ADC; also, as the resolution of the ADC increases, the 

area of the digital part increases exponentially. By considering TMSP as a 

comprehensive processing methodology, however, part of the post processing 

can be done in digital domain using analog variables (time-mode variables) and 

with a higher accuracy. For a sample analog signal as shown in Fig. 1.3, instead 

of processing the discrete quantized version of the analog input, the discrete 

 

Fig. 1.3. Illustrating the difference between discrete analog (time-mode) samples and discrete 
digital samples of an identical input analog waveform. 
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time-mode samples of the input waveform can be processed. By continuing the 

processing in time-mode, analog variables will be used while the building blocks 

are mostly designed in digital domain. Consequently, instead of performing for 

example a 12-bit addition between two operands, the corresponding time-mode 

version of the two operands can be added in time domain while only two digital 

signals are used to represent each one. This can dramatically decreases the area 

and save the precision of the results while this system offers all the benefits of a 

digital design. Therefore, TMSP circuits will operates at high speeds, consume 

low power, and occupy small silicon area. Moreover, these performance 

specifications will improve with newer and smaller digitally driven CMOS 

technologies and finally it can be synthesizable. However, it should be mentioned 

that the transient nature of the variable to be processed in a TMSP circuit, i.e. 

time, complicates the design of such circuits. As will be explained through the 

rest of this document, each time-mode variable will be available according to a 

specific timing. To develop any new building block, this special timing should be 

monitored carefully. In addition, it should be noticed that a trade-off would exist 

between the dynamic range and speed of a TMSP circuit. As a bigger time-mode 

variable needs a bigger time-span, longer processing time will be needed. This 

disadvantage, however, can be tackled with parallel structures as will be 

explained later. 

1.1. Thesis Scope 

The research described in this thesis aims to address the growing need for 

innovative circuit design techniques that will permit and continue the integration 

of high-performance analog processing circuits in emerging state-of-the-art digital 

sub-micron CMOS technologies. This broad objective is narrowed down to a 

classification of circuits and signal processing techniques referred to as time-

mode signal processing or TMSP.   

After reviewing the previously reported achievements in TMSP, the 

primary discovery goal is achieved by resolving one of the most fundamental 

obstacles in the development of TMSP, which is the addition or subtraction of two 

time-mode variables performed directly in time domain. Several additional 
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techniques and experimental circuits were designed and fabricated to 

demonstrate the feasibility of the proposed technique to extend the application of 

TMSP into the design of time-to-time integrators and higher orders of delta-sigma 

modulators. It is intended to show that by developing the techniques to implement 

basic arithmetic functions such as addition, subtraction, and integration of time-

mode variables, TMSP can be used for a broader range of applications than the 

implementation of only front-end ADCs. Specifically, this thesis reveals that by 

adopting TMSP methodology a second-order delta-sigma modulator can be 

implemented using only digital building blocks. It is also shown that the 

application of TMSP can be extended more into the design of interface circuitry 

for CMOS sensors.  

1.2. Thesis Overview 

This thesis is organized into six chapters excluding this introduction. Each 

chapter is described as follows.    

Chapter 2 starts by the definition of the concepts and the terms used in 

TMSP and it then follows by the review of the previously reported achievements 

in this methodology. Since a very wide range of designs may process time or 

phase as the variable under processing, the designs that consist of a digital 

construction are considered in this chapter. This chapter ends by outlining the 

obstacles restricting further development of TMSP. 

The proposed techniques to implement the addition and subtraction of 

time-mode variables without any time to voltage/current conversion are presented 

in Chapter 3; also, a dynamic memory cell to latch and store time-mode variables 

is proposed in this chapter that adopts the proposed techniques for time-mode 

addition and subtraction. 

Chapter 4 outlines a new asynchronous approach for the design of TMSP 

circuits where the achievements made in Chapter 3 are used to implement a 

time-to-time integrator. The time-to-time integrator was fabricated in 0.13-um IBM 

CMOS technology and its experimental results are presented. 

The design of a second-order delta-sigma modulator using digital building 

blocks is presented in Chapter 5. By using identical CMOS delay units, the 
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modulator design procedure is outlined in a few steps. Following these steps, the 

values of the capacitors associated with each delay unit will be tuned. 

To show other applications for TMSP, a very low power and compact 

tunable interface for capacitive sensors is presented in Chapter 6. The time-mode 

sensor interface circuit was fabricated in 90-nm ST CMOS technology and its 

experimental results are presented. 

Finally, this dissertation is concluded in Chapter 7 where the work is 

summarized, strengths and weaknesses are highlighted, and future 

advancements of this work are offered. 
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 Chapter 2: Time-Mode Signal Processing 

 

2.0. Introduction 

Time-Mode Signal Processing (TMSP) can be defined as the detection, 

storage, and manipulation of sampled analog information using time-mode 

variables. It provides a means to implement analog signal processing functions in 

any technology using the most basic element available, i.e., propagation delay. 

The delay in CMOS may be produced either by an arbitrary series of delay 

blocks, such as those shown in Fig. 2.1, or by a voltage-controlled delay unit (as 

will be explained later). While the propagation delay of a signal can be as low as 

the delay of a digital inverter (a few picoseconds), theoretically there is no upper

 
Fig. 2.1. A reconfigurable arbitrary set of delay elements to implement a desired delay value for 
TMSP 
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limit for that. Compared to any voltage-based analog design technique that limits 

the dynamic range of the input/output signal between the noise level (100’s of 

micro-volts) and power supply, very promising results might be expected. 

Time-mode variables are discrete samples of analog information. As long 

as we use time-mode (TM) parameters, the only applicable voltage values will be 

digital high and low levels; consequently, we can start from digital blocks and 

modify them to implement analog applications. In other words, TMSP enables 

computations using the timing of asynchronous events; so, any voltage or current 

value might be corresponded to an identical time or phase difference between 

two digital rising edges. In this new method, the nature of the variable under 

processing is analog while the tools to implement the processing will be digital.  

Since most information begins in the form of a voltage, a Voltage-to-Time 

Converter (VTC) is employed to convert the input signal into a time-mode 

variable. The time signal is then processed by various circuits resulting in a time 

output. Finally, the processed time signal is transformed into a digital 

representation using a Time-to-Digital Converter (TDC).  By adopting TMSP for 

the processing of analog time-mode variables, there will be no more need to 

multi-bit digital computations. This loop of voltage to digital conversion may be 

closed back in a reverse path by including Digital to Time Converters (DTC) as 

well as Time to Voltage Converters (VTC), as shown in Fig. 2.2.   

In this chapter, the definitions and concepts associated with TMSP are 

defined and the previously reported building blocks relevant to this topic are listed 

and reviewed briefly. Although the emphasis in this document is to develop this 

method as a mostly digital technique, some analog circuitries related to this topic 

are included as well to give an overall view about the previous achievements 

 

Fig. 2.2. Adopting TMSP for processing analog and digital signals 
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accomplished and the future progress intended. 

2.1. The Definitions of the Basic Operations among TM Variables 
2.1.1. Time-mode variable 

A time-mode variable, ∆T, is defined as the quantity of time between an 

event occurring with respect to a reference time or event. It can be the differential 

time or phase difference between rising edges of two step-like digital signals (Fig. 

2.3.a) where one of the signals is considered as the reference (ΦREF) and the 

other one as the signal (ΦSIG). According to this definition, a negative or positive 

variable is introduced when ΦSIG leads or lags ΦREF respectively. The second 

alternative to define ∆T is the duration of a single digital pulse, as shown in Fig. 

2.3.b. This definition can be adopted to implement only positive quantities.  

Taking the first definition, any positive or negative analog voltage or 

current value can be easily corresponded to an identical positive or negative 

time-mode variable. This way, a one-to-one relation might be established 

between variables in time domain and voltage/current domain. 

2.1.2. Addition and Subtraction 

Fig. 2.4 provides the illustrated definitions for addition and subtraction of 

two time-mode variables. As shown in the figure, any mathematical operation, 

including addition or subtraction, with more than one time variables can be done 

in two modes of synchronized or asynchronized. For asynchronized operation, as 

shown in Fig. 2.4.a, each time-mode input has its own reference signal; however, 

for synchronized operation, shown in Fig. 2.4.b, all the inputs share a common 

reference signal. As shown in Fig. 2.4.b, synchronized subtraction will be a non-

tRef tSig

ΦRef

ΦSig

Time t1 t2

Φ

Time

∆T = t2 - t1∆T = tSig - tRef

(a) (b)  

Fig. 2.3. Different definitions for Time-Mode variable ∆T (a) phase delay, (b) pulse width 
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causal phenomenon since the output should be predicted before the input is 

completely in (i.e. tSIG4<tSIG1). For the ease of implementation and application, we 

select asynchronized mode as the default mode of addition and subtraction 

among TM variables.  

2.1.3. Scalar multiplication and division 

Scalar multiplication and division are defined as the expansion and 

shrinkage of the input time variable by a factor of K respectively. 

2.1.4. Integration 

Integration, as a critical operation essential for the development of 

practical signal processing circuits, is defined as shown in Fig. 2.5. The phase or 

 

 
Fig. 2.4. Addition and subtraction of two TM variables (a) asynchronized (b) synchronized 
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time difference between waveforms ΦIN,SIG and ΦIN,REF, the signal and the 

reference inputs in each cycle, is integrated into the time difference between 

ΦOUT,SIG and ΦOUT,REF, according to  

 

[ ] [ ]
[ ] [ ] [ ]

[ ] [ ] [ ]1nT1nTnT

...

1T1T2T

0T1T

InOutOut

InOutOut

InOut

−∆+−∆=∆

∆+∆=∆
∆=∆

 (2.1) 

Although the wider dynamic range compared to voltage domain is a strong 

motivation behind TMSP, a time integrator is subject to saturation like its voltage 

counterpart. The constraint resulting in the saturation of a time-mode integrator is 

the limited period of each signal. Although selecting the right strategy for the 

detection of saturation in an integrator depends on the method used to implement 

it, as a rule of thumb an extra edge on either the signal or the reference 

waveform, during the interval of each cycle makes good evidence that the output 

is saturated, as illustrated in Fig. 2.6.  

2.1.5. Delay 

Signal and reference waveforms incorporated in any TM variable pair are 

 

Fig. 2.5. Time-mode integration 

 

Fig. 2.6. Saturation in a TM integrator 
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not stationary and the variable ∆T is ready when both rising edges of signal and 

reference waveforms arrive. As shown in Fig. 2.7, a delay block is used to 

postpone the arrival time of these edges for a time delay of tD.  

2.1.6. Memory 

The memory block latches the time difference between the two input rising 

edges. After the memory cell is readout, two rising edges with the same time 

difference will be created at the output.  

2.1.7. Comparison 

A decision block (comparator) is necessary to facilitate the implementation 

of any conditional process in TMSP. The decision should be made based on 

which time input is greater or if the sign of the input time signal is positive or 

negative. For two TM inputs ∆T1 and ∆T2, output of the comparator is a logic 1 if 

and only if ∆T1>∆T2; also, for a single input ∆T, the output is logic 1 if and only if 

the rising edge at the signal waveform lags the rising edge at the reference 

waveform (∆T>0). 

2.2. Available Building Blocks for TMSP 

As illustrated in Fig. 2.2, TMSP can be utilized for middle-stage processing 

during analog to digital or digital to analog conversion. In this section, different 

building blocks essential to understand and implement basic functions in time-

mode signal processing will be reviewed.  

2.2.1. Voltage-Controlled Delay Unit  

A voltage-controlled delay unit (VCDU) is the fundamental block to 

facilitate the conversion of voltage into time. It proportionally delays an input time 

event (i.e. a rising edge) with respect to a sampled input voltage. As shown in 

 
Fig. 2.7. The delay function 
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ΦIN

ΦOut

TDelay=GΦVIN(n)

Time

VCDUΦIN ΦOut

VIN

tIN tOut

(a) (b)  
Fig. 2.8. VCDU block (a) the symbol (b) the signal representation  

Fig. 2.8.a, a VCDU has two inputs; an input waveform ΦIN that has a low-to-high 

transition at time tIN and the sampled input voltage VIN that controls the time of 

the low-to-high transition for the output waveform ΦOUT, as shown in figure 2.8.b.  

The relation which governs the linear conversion between voltage V(t) and 

time is given by the charge and discharge of a linear capacitor as  

 ( ) ( )
dt

tdV
CtI = , (2.2) 

where, C is some nodal capacitance and I(t) is the current to discharge the 

voltage dV(t) across the capacitor. Two strategies can be used to implement a 

VCDU, direct voltage-controlled strategy and current-controlled strategy.  

In a direct voltage-controlled strategy, illustrated in Fig. 2.9, the delay is 

generated by forcing the capacitor C  to be charged using a constant current IIN. 

This capacitor is initially pre-reset to zero while the input signal ΦIN is low. After 

the charging begins with respect to the rising edge of the input, the comparator 

output switches from logic “0” to logic “1” once the voltage on the capacitor 

reaches the desired input voltage VIN; hence, the output time-difference TDelay is 

 

Fig. 2.9. Direct voltage controlled VCDU 
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the time interval between the input clock and the comparator output switching 

times. The equation describing the conversion process is given by the following 

equation 

 ININ
IN

Delay VGV
I

C
T φ== , (2.3) 

where, the voltage-to-time conversion factor Gø is equal to 
INI
C

.  

In Fig. 2.10.a, a CMOS transistor schematic of a direct voltage controlled 

VCDU is presented [3]. A Wilson current mirror, formed by transistors M1-M3, is 

used to generate the constant current reference IIN. During the logic low phase of 

ΦIN, the capacitor C is reset via transistor M6. The charging of the capacitor 

 
(a) 

 
(b) 

Fig. 2.10. (a) a CMOS transistor schematic of a direct voltage controlled VCDU (b) voltage-to-time 
transfer characteristic of the circuit in part (a) 
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begins on the rising edge of ΦIN through the transmission gate switch formed by 

transistors M4 and M5. The current-steering amplifier, constructed by transistors 

M7-M13, senses the difference between the input voltage VIN and the capacitor 

voltage permitting the output latching circuit (M14-M17) to make a logic decision. A 

sample transfer characteristic for the circuit, obtained through an HSPICE 

simulation, is presented in Fig. 2.10.b. The voltage-to-time conversion factor Gø 

may be obtained by calculating the slope of the linear region of the transfer 

characteristic. The linear operating region is limited within the voltage range of 

0.6 V and 1.4 V with less than a ±0.1% linearity error. This limitation is a very 

important constraint to use VCDU blocks to make a conversion between voltage 

and time. 

The second method to convert voltage waveforms into time-mode 

 
(a) 

 
(b) 

Fig. 2.11 (a) a CMOS transistor schematic of a direct voltage controlled VCDU (b) Voltage-to-time 
transfer characteristic of the circuit in part (a) 
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variables is by controlling the current source in Fig. 2.9. In this case, a voltage-

controlled current source would be implemented while the comparator input 

voltage, VIN, is fixed. A common implementation for this class of a VCDU is often 

referred to as a current-starved inverter and is quite popular in the design of 

voltage-controlled oscillators [4–10]. These designs are very simplistic whereby 

the comparator is implemented by an inverter with its built-in threshold reference 

voltage.  

A CMOS transistor schematic of a current-starved inverter VCDU is shown 

in Fig. 2.11.a. Upon the arrival of any falling edge at ΦIN, the inside capacitor is 

charged to VDD and ΦOUT at the output is reset to zero. On the rising edge of the 

clock, the capacitor C begins to discharge through the NMOS transistors M2, M3 

and M4 at a rate that is governed by the input voltage VIN. The output inverter (M5 

and M6) acts as the comparator and senses when the capacitor voltage has 

surpassed the inverter threshold voltage. Based on HSPICE simulations, a 

sample voltage-to-time transfer characteristic of the circuit is shown in Fig. 

2.11.b. Like Fig. 2.10.b, the linear range of operation for the input voltage is 

limited to a portion of power supply (i.e. from 0.8 V to 1.2 V). This constraint is the 

main obstacle for the input dynamic range of the circuits in TMSP. 

Based on the information reported in [3], the direct voltage-control 

methodology offers the advantages of higher voltage-to-time conversion factor, 

Gø, and better linearity with a larger input voltage range. The current-starved 

inverter approach boasts significantly better power consumption, silicon area 

usage, and a much higher operation bandwidth. The selection of a VCDU 

approach is strongly dependant on the design targets and the intended 

application. 

2.2.2. Sample-and-Hold Action 

Sample-and-hold (S&H) circuits are required in A/D conversion when the 

input voltage is a relatively high-frequency signal with respect to the ADC 

conversion process. A S&H block is a very expensive, power hungry and area 

consuming unit to implement. However, in TMSP circuits, a VCDU may act as a 

sampler provided its conversion time is sufficiently less than the period of the 
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input signal [11], i.e.  

 ( ) C
D

IN
T

f
12

1

−
≤

π
 (2.4) 

where D, TC, and fIN represent desired resolution, maximum VCDU conversion 

time, and input signal bandwidth respectively. Any signal bandwidth violation from 

the above inequality equation will result in harmonic distortion. 

2.2.3. Voltage-to-Time Converter and Adder 

The voltage-to-time transfer characteristic shown in Fig. 2.11.b is re-drawn 

symbolically in Fig. 2.12. It is composed of linear and non-linear regions. 

Considering the linear region, the input-output delay behavior or time-difference 

is governed by the following equation: 

 φφ bVGttT ININOUTDelay +=−=  (2.5) 

where, tOUT and tIN are arrival time for the output and input rising edges and Gø 

and bø are the slope and the y-intercept of a line drawn through the linear region 

of the transfer characteristic. To make a linear relation between the input voltage 

and the input-output delay, the term bø should be removed. A voltage-to-time 

converter (VTC) is required to transform differential voltage information into 

differential time-mode signals and cancel out the DC term, bø. Fig. 2.13.a 

presents the block diagram for a VTC. Mathematically, for a VTC configuration 

we can write the output equations as following:  

Linear region

VIN

Slope GΦ

bΦ

T
D

el
ay

 
Fig. 2.12. The symbolic redraw of the voltage-to-time transfer characteristic shown in Fig. 
2.11.b 



Chapter 2- Time-Mode Signal Processing 
 

 18 

 φφ bVGtt INClkSIGOUT ++=,  (2.6) 

 φφ bVGtt REFClkREFOUT ++=,   (2.7) 

Defining the output of the differential VTC as ∆TOUT, that is the time difference 

measured with respect to the reference time (tOUT,REF), we subtract Eqn. (2.7) 

from Eqn. (2.6) to write 

 ( )REFINREFOUTSIGOUTOUT VVGttT −=−=∆ φ,, ,  (2.8) 

and 

 INOUT VGT ∆=∆ φ . (2.9) 

Fig. 2.13.a might be easily converted to a voltage-to-time adder structure, 

as shown in Fig. 2.13.b. For a voltage to time adder configuration, Eqns. (2.6) 

and (2.7) change as follow 

 φφ bVGtt INSIGINSIGOUT ++= ,,  (2.10) 

 φφ bVGtt REFREFINREFOUT ++= ,, . (2.11) 

The time difference between the two output signals will be related to the time 

difference between the input signals as the following equation reveals, 

 ( ) ININREFINREF,INSIG,INOUT VGTVVGttT ∆+∆=−+−=∆ φφ . (2.12) 

2.2.4. Voltage-to-Time Integrator  

By connecting the output of an adder to its input through an inverter, the 

voltage-to-time integration can be easily implemented. The result is the 

 

Fig. 2.13. (a) voltage-to-time converter, (b) voltage-to-time adder 
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configuration of two ring oscillators as shown in Fig. 2.14.a. The frequency 

difference between the signal oscillator (top) and the reference one (bottom), due 

to ∆VIN[n], is integrated into the phase difference between the two outputs of the 

oscillators as shown in Fig. 2.14.b and represented in [11] as following, 

 [ ] [ ] [ ]1nVG1nTnT INOUTOUT −∆+−∆=∆ φ . (2.13) 

As a free-running or self-clocking system, no external clock is needed and 

just device sizing and input signal levels establish the oscillation frequency. As 

shown in Fig. 2.15, a dual-input or multi-input integrator may be created by 

including more VCDUs in the loop, controlled by voltages 

VIN,1[n],VIN,2[n],…,VIN,N[n]. 

It would be very desirable to cascade two integrators, however, this cannot 

be done by the knowledge available in this field. Since a time-difference variable 

 
 (a)                                                              (b) 

Fig. 2.14. Voltage-to-time integrator (a) circuit configuration, (b) signal representation 

 
Fig. 2.15. A two-input time integrator 
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is not a physical stationary quantity, the summation of two time-difference 

variables cannot be done without first transforming them into an intermediate 

medium such as electrical charge. This constraint can forfeit some of the 

advantages of TMSP.  

2.2.5. Time Amplifier 

Time amplification is the process of scalar multiplication of a time-mode 

variable. It also can be interpreted as the expansion of the time difference 

between the two input rising edges. The signal illustration of time-amplification is 

shown in Fig. 2.16.  

By now, two well-known designs for circuit implementations of time 

amplifiers have been reported. The first [12] is based on the mutual exclusive 

(MUTEX) circuit shown in Fig. 2.17. The cross-coupled NAND gates form a bi-

stable circuit while the output transistors switch only when the difference in 

voltage between nodes V1 and V2, say ∆V, reach a certain value. The OR gate at 

the output is used to detect this switching action. Time amplification occurs when 

the input time difference is small enough to cause the bi-stable to exhibit meta-

 
Fig. 2.17. A circuit implementation of time amplification 

 

Fig. 2.16. A signal illustration of time-amplification 
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stability. The transistors before the output OR gate form a positive feedback loop 

to increase the voltage difference between V1 and V2. This circuit is very 

compact, but its use is limited for very small input TM variables. Also, the 

accuracy and repeatability of this design are difficult to maintain due to process 

variation. 

The second design, presented in Fig. 2.18 [13], consists of two cross-

coupled differential amplifiers with capacitive and resistive loads. The design can 

achieve gains exceeding several-hundred s/s and the input time-difference can 

extend well into the nanosecond range. The input linear region is also controlled 

by the biasing current, and the capacitive and resistive loading. However, the 

common tradeoff of gain versus linearity and gain versus speed remain a 

consistent challenge within TAMP design.  

2.2.6. Time Comparator 

The comparison of two clock events can be easily performed by a D-type 

edge-triggered flip-flop (DFF), shown in Fig. 2.19.a, as following: 

• If the rising edge at ΦIN is leading the rising edge at ΦREF, then the output 

DOUT is logic 1. 

• If the edge at ΦIN is lagging the edge at ΦREF, then the output DOUT is logic 

0. 

The flip-flop meta-stability is an issue while attempting to make the correct 

 
Fig. 2.18. The circuit scheme for a cross-coupled time-amplifier 
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decision between two input clock events that are very close together. To reduce 

this non-ideality, time-amplifiers can be used to pre-amplify the input time-

difference, as shown in Fig. 2.19.b, and eliminate the need for a DFF with a very 

sharp profile. 

2.3. Time-Mode Analog-to-Digital Converters 

The building blocks presented in the previous section can be utilized to 

develop practical circuits for applications such as data conversion. In this section, 

the previously reported designs to implement first-order delta-sigma modulation 

and VCO-based data converters will be reviewed.  

2.3.1. First Order Time-Mode Delta-Sigma Modulator 

Delta-sigma (∆Σ) modulation is a unique and well-known technique in 

analog design and it has found its way into many applications [14]. The 

techniques to implement this kind of modulation range in complexity from first-

order and single-bit designs to eighth-order [15] and four-bit [16] architectures. 

The operation of a first order single-bit ∆Σ modulator is best described with the 

error-feedback model shown in Fig. 2.20. At startup and considering zero initial 

conditions, the input value VIN is converted into a digital signal through a 

comparator block. The digital output, DOUT, is fed back and it is subtracted from 

the input VIN to produce the error signal Eq, which will be added into the integrator 

output. By iteration and through the feedback loop, the error signal is minimized 

 
Fig. 2.19. (a) a D-Flip-Flop as a time comparator, (b) adopting time amplification to cover for DFF 
meta-stability 
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and the average value of DOUT approaches VIN. By adopting TMSP, the same 

functionality has been proved implemented using digital blocks [11]. The structure 

shown in Fig. 2.20 is composed of an integrator, a coarse quantizer, and an 

adder. In previous sub-sections, the counterparts of these building blocks in 

TMSP have been presented; by arranging these blocks, the structure of a first-

order delta-sigma modulator is shown in Fig 2.21. The experimental results 

reported in [11] prove the superior advantages of TMSP as less area, less power 

and the digital nature of the circuitry.  

Due to the constraints associated with the summation of two TM variables, 

it is not known how to cascade two integrators in order to implement higher 

orders of delta-sigma modulators. This topic as one of the main constraints of 

TMSP will be investigated more over the rest of this thesis. 

2.3.2. VCO-Based Data Converters 

VCO-based data converters utilize TMSP through frequency modulation to 

implement non-feedback noise-shaping architectures [17]. To explain how such a 

modulator works, we may start by looking at the block diagram of a discrete-time 

 
Fig. 2.21. The configuration of a first-order single-bit delta-sigma modulator 

 

Fig. 2.20. The configuration of a first-order single-bit delta-sigma modulator 
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delta-sigma modulator shown in Fig. 2.22.a. The output may be expressed as 

 [ ] [ ] [ ]( )






 −= ∑
−

−∞=

1n

k
OUTINOUT kykxqny ; (2.14) 

where, q( ) represents the nonlinear quantizing function. Since yOUT[k] is already 

quantized, it may be resolved from the quantizing function and represented as  

 [ ] [ ]






= ∑∑
−

−∞=−∞=

1n

k
IN

n

k
OUT kxqky , (2.15) 

which is equivalent to  

 [ ] [ ] [ ]

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
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= ∑∑
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−∞=

2n

k
IN

1n

k
INOUT kxqkxqny . (2.16) 

The corresponding non-feedback equivalent block diagram is illustrated in 

Fig. 2.22.b. This structure illustrates the simple principle of the first-order non-

feedback delta-sigma modulation. After the unit delay, the input signal is 

forwarded to an integrator followed by a quantizer. The output of the quantizer is 

then passed through a differentiator. Since the quantization error is not 

integrated, it will be differentiated while the input signal passes unchanged. 

STF(z) and NTF(z) of the non-feedback structure will follow the same pattern as 

expected from a first-order delta-sigma modulator.  

xIN yOUT
1Z −

1Z− 1Z−

1Z− yOUTxIN

Integrator Differentiator

(a)

(b)  

Fig. 2.22. The block diagram for a (a) discrete-time delta-sigma modulator, (b) non-feedback 
delta-sigma modulator 
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A circuit diagram to implement a first-order single-bit VCO-based delta-

sigma modulator is shown in Fig. 2.23. The integrator is implemented using a 

voltage to time integrator while DFF1 represents the quantizer. The differentiator 

is easily accomplished with another D-type Flip-Flop (DFF2) implementing the 

delay and a XOR gate performing the modulo-2 subtraction; so that, the equation 

for the digital differentiator is equal to 

 ( ) ( )1z1zD −−= . (2.17) 

The attractive architecture of the initial non-feedback structure (Fig. 2.23) 

has motivated some research on VCO-based data converters. In [18], an energy-

efficient VCO-based architecture operating in the sub-threshold region was 

implemented; also, a comprehensive survey on the behavior and analysis of this 

kind of an ADC is presented in [19]. The digital implementation of non-feedback 

VCO-based ADCs, however, is limited to first order noise shaping. Any attempt to 

increase the number of the output bits has been associated with the inclusion of 

analog building blocks. For example, in [20] and [21], a third-order noise-shaping 

ADC is realized by employing a feedback loop using two current DACs and an 

op-amp.  

In a first-order VCO-Based data converter, however, the main drawback is 

that due to the lack of feedback all non-idealities in the frequency modulator will 

be added directly to the signal. In addition, due to non-uniform sampling there will 

be strong harmonic components at the output of the modulator that necessitates 

adopting some calibration techniques to compensate for the accumulated 

nonlinearity [19]. 

 

Fig. 2.23. First-order single-bit VCO-based ADC 
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2.4. Digital-to-Time Converter (DTC) 

Data conversion is simply the process of working with signals in different 

number domains. As shown in Fig. 2.2, our numerical model includes the new 

domain of time that represents the domain of real numbers like analog quantities. 

The information in time domain is produced and handled by the basic building 

blocks previously presented in this chapter together with other typical logic cells; 

however, digital to time (DTC) and time to digital (TDC) converters are needed to 

make TMSP applicable to a variety of applications that necessitate the switching 

between different domains.  

A digital-to-time converter takes a digital input and converts it to the form 

of a time instant, i.e. a pulse in a specific time slot. It might be considered 

equivalent to a phase modulated (PM) signal, as shown in Fig. 2.24. The phase 

difference between the output pulse and the clock signal will be the analog 

equivalent of the input digital code. As sequential logic is edge-based, we can 

replace the pulse with an edge placement as shown in the same figure as above.  

2.4.1. Delay-Locked Loop (DLL) 

A delay-locked loop (DLL) is a servomechanism in which a path of VCDUs 

 

Fig. 2.24. The symbol and the signal waveform for both pulse-based and edge-based outputs due 
to the pre-specified digital inputs 
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is adjusted in order to produce a desired phase relationship between two signals 

[22-24]. Shown in Fig. 2.25.a, a chain of delays is used to delay the input clock 

signal. The delayed signal is compared to itself and the phase difference is 

extracted. The phase detector output is used to control the input voltage of the 

VCDUs in the delay chain through a negative feedback loop. Regarding the 

number of delays, each node presents the input clock delayed by a determined 

portion of the clock period, as shown in Fig. 2.25.b.  

DLLs have been widely used as clock de-skewing circuits in radio 

frequency (RF) transceivers [25], inter-chip communication interfaces [26], and 

clock distribution networks to improve overall system timing [27]. Although these 

functions can also be performed with phase-locked loops (PLLs), DLLs are often 

preferred due to their ease of design, better immunity to on-chip noise, and 

 

Fig. 2.25. (a) The block diagram for a DLL followed by a digital multiplexer, (b) the signal 
waveform of the output nodes of a DLL 
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stability. A DLL incorporated with a digital multiplexer, as shown in Fig. 2.25.a, 

operates as a time-to-digital converter. For a 3-bit converter, the digital input 

selects one out of the eight delayed versions of the input clock. Since the delay is 

controlled through a feedback loop in the DLL, fine results are achieved.  

2.4.2. Band limiting DTC Output 

A digital signal has a periodic spectrum, i.e. it extends to infinity. The 

output of a DTC contains the periodic digital signal spectrum, sampled-and-held 

and convolved with the spectrum of the reference clock. As shown in Fig. 2.26, to 

limit the frequencies of interest to the Nyquist interval, the DTC output is passed 

through a Phase Locked Loop (PLL) with a desired bandwidth. 

PLL is a control system [28], as shown in Fig. 2.27, that by using negative 

feedback generates an output signal with different frequency but in phase with 

the reference signal at the input; so, the phase of ΦIN is supposed to be equal to 

that of ΦOUT. A filter is required in the loop to configure the frequency response of 

the system (stability). Although locking transient is a non-linear phenomenon, any 

PLL might be approximated to a linear continuous time feedback system as 

shown in Fig. 2.28. The open loop transfer function of the feedback loop is 

modeled as following 

 ( ) ( )
s

K
sGKsH VCO

LPFPDO = ; (2.18) 

where, KPD, GLPF(s), and KVCO are the gain of Phase Detector (V/rad), the transfer 

function of loop filter (V/V), and the gain of VCO (Hz/V) respectively. For a first-

ΦIN ΦOUT
Low-Pass 

Filter
VCO

Phase
Detector

 

Fig. 2.27. Block diagram of a PLL 

 
Fig. 2.26. Band limiting DTC output using a PLL 
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order low-pass filter, the input-output transfer function will be 
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So, H(s) is a low-pass function. As s (=jω) approaches 0, i.e. slow phase 

changes, the response of the PLL gets close to unity and the phase change at 

the input is directly translated to the output. On the other hand, for fast phase 

changes in the input excess phase, the output excess phase varies more slowly. 

For the input reference signal at carrier frequency, ωC, with phase noise φn [i.e. 

x(t)=Acos(ωCt+φn(t))] and the locked output signal [y(t)=Acos(ωCt+Φout(t))], the 

noise transfer function will be the same as a typical PLL closed-loop transfer 

function as following 
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Apparently, H(s) is a low-pass function; where, the phase noise at the 

frequencies close to the carrier will be unaffected; however, the phase noise at 

frequencies far from the carrier frequency will be attenuated at the output. 

The above analysis shows that a PLL can be used as a primary filter for 

time-mode variables. Since the initial motivation behind a PLL block is not TM 

filtering, this application accompanies some drawbacks. At first, there are several 

noise sources, like PD, loop filter, VCO, and frequency divider, to introduce 

phase noise at the output. The noise contribution by these sources will be 

transferred directly to the output phase. Although the phase noise is rejected 

outside the loop bandwidth, it will be unaffected within the bandwidth plus the 

s

KVCO)(sGLPFPDK

 
Fig. 2.28. The linear model for a PLL 
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additive extra noise from the PLL. Second, higher orders of filters are not 

practical yet and it necessitates more research; also, as a rule of thumb, a better 

time-mode filter needs a slower PLL; so, there is a critical trade-off between noise 

reduction and bandwidth.  

2.5. Time to Digital Converters (TDC) 

A TDC is responsible for converting a time interval between two rising 

edges into a digital number. As with all sampling processes, the continuous time 

signal must be band limited to prevent aliasing effects. To band limit the PM input 

signal, one method is through the application of a PLL (shown in Fig. 2.29), as 

explained in the previous section.  

In the following sub-sections, previously reported topologies to implement 

a time-to-digital converter will be reviewed. 

2.5.1. Single Counter  

The simplest of the TDC architectures is the one shown in Fig. 2.30. In this 

converter, the input time interval, ∆T, between the rising edges of ΦStart and ΦStop 

is measured by a counter running on a high-frequency reference clock. The AND 

gate ensures that the counter is enabled only when the input waveforms ΦStart 

D Q

D Q

Counter DOUT

∆T

Clock

ΦStart

ΦStop

ΦPulse

∆T

 

Fig. 2.30. Using a counter as the simplest TDC 
 

 
Fig. 2.29. The process of time to digital conversion including anti-aliasing filtering 
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and ΦStop are logically different. The method is very simple to implement, 

however, the resolution attained by this method is largely dependant on the clock 

frequency and it can be no higher than a single clock, as presented by the 

following equation,  

 
Clk

Clk f

N
TNT =⋅=∆ , (2.21) 

where TClk is the period of the running clock and N is the number of clock cycles 

during the ∆T. 

2.5.2. Interpolating TDC 

Interpolation is based on the discharge of a pre-charged capacitor using 

the constant current source ID [29,30]. The final voltage on the capacitor, VStop in 

Fig. 2.31, is proportional to the duration of the input pulse ∆T; it controls how long 

current ID is used to discharge the capacitor C. The ADC measures voltage 

difference on the capacitor. Based on the pre-known values for the discharging 

current (ID) and the capacitor value (C) in addition to the measured value of VStop, 

the time difference ∆T can be estimated. This method can achieve a very wide 

dynamic range and a low-frequency ADC is needed; however, it relies on the 

absolute value of C and it requires a very high-resolution ADC. 

A modification to the interpolating TDC is shown in Fig. 2.32 [31]. It does 

not rely on the actual capacitor value since the capacitor is now charged at a 

known rate and then it is discharged at a different but still known rate. In this 

method, pulse stretching is adopted to make the original pulse to be measured 

 

Fig. 2.31. The circuit diagram of an interpolating TDC 
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much larger; also, it makes the task of quantization unit much easier. A 1-bit 

ADC, as simple as a comparator, might be used to detect the threshold crossing 

times; also, the time measurement unit (TMU) can be as simple as a counter. 

However, the structure is very power hungry for a narrow pulse width and the 

overall resolution is determined by the TMU.  

2.5.3. Flash TDC 

Flash TDCs are analogous to flash ADCs for voltage amplitude encoding. 

This kind of TDC compares a signal edge with respect to various reference edges 

all displaced in time. The elements that compare the input signal to the reference 
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Fig. 2.33. The block diagram of (a) single delay chain flash TDC, (b) fine flash TDC adopting DLL 

IB/n

tStart

α∆TC

M1 M2

∆T
DOUT

IB

Time 
Measurement 

Unit

VRef

tStop

VDD VDD

 
Fig. 2.32. The circuit diagram for an interpolating TDC insensitive to C value 
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are usually D-type flip-flops. In the single delay chain flash TDC shown in Fig. 

2.33.a, each buffer produces a delay equal to τ. To ensure that τ is known 

reasonably accurately, the delay chain is often implemented and stabilized by a 

DLL [32,33], as shown in Fig. 2.33.b.  

To determine the time difference ∆T between the input rising edges ΦSIG 

and ΦREF by the 8-level delay chain converter in Fig. 2.33.a, each flip-flop 

compares the displacement in time of the delayed ΦREF to that of ΦSIG waveform. 

The thermometer-encoded output indicates the value of ∆T, assuming the flip-

flops are given sufficient time to settle. The drawback to this implementation is 

that the temporal resolution can be no higher than the delay through a single gate 

in the semiconductor technology used. To achieve sub-gate temporal resolution, 

the flash converter can be constructed with a Vernier delay line [34,35] as shown 

in Fig. 2.34. This architecture achieves a resolution of τ1-τ2, where τ1>τ2. Again, 

two individual DLLs should be implemented for each delay chain to make them 

reasonable accurate.  

Flash TDCs are well suited for use in on-chip timing measurement 

 

Fig. 2.34. Adopting Vernier delay line to refine the time resolution of a flash TDC  
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systems, because they are capable of performing a measurement on every clock 

cycle and can be operated at relatively high speeds. In addition, they can easily 

be constructed in any standard CMOS process, because they are composed of 

solely digital components.  

2.5.4. Vernier Oscillator 

A component-invariant Vernier oscillator TDC with phase detector shown 

in Fig. 2.35 is composed of two ring oscillators producing plesichronous square 

waves to quantize a time interval based on a very small frequency difference 

between the two oscillators; this difference is due to the different delays 

introduced by the VCDU in each oscillator [36-38]. The rising edges at ΦStart and 

ΦStop enable the oscillators. The phase detector and the counter measure the 

time difference between these two rising edges by detecting the instant one edge 

catches up with the other. Due to its small size and relatively high temporal 

resolution, the Vernier oscillator is amenable for use in on-chip test systems. 

Phase locking the delay elements using a DLL can correct for any process 

variations and temperature effects in the delay of VCDUs and VCDUf. In addition, 

the use of the oscillators reduces the matching requirements on the delay buffers 

used to quantize a time interval. This feature is used to overcome the temporal 

uncertainties caused by component variation in the delay lines of Vernier delay 

flash TDCs. 

However, one negative aspect of this architecture is that it takes many 

cycles to complete a single measurement (i.e., has a long dead time). Compared 
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Fig. 2.35. The block diagram for a Vernier oscillator TDC 
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to flash converters that can make a measurement every cycle, the Vernier 

oscillator requires a long conversion time. 

2.5.5. Cyclic Pulse-Shrinking TDC 

Through the application of a time attenuator or pulse-shrinking circuit in a 

feedback loop, a TDC can be created [39], as shown in Fig. 2.36. An input pulse 

of width WIN is reduced by some scale factor α  as it propagates around the 

feedback loop; eventually, the pulse width disappears. As the rising edge of the 

pulse reaches the counter, a count is made until the pulse disappears. The 

inverter chain is used to set the feedback delay to be longer than the pulse 

duration, so that the pulse-shrinking element operates on only one signal at a 

time (i.e. the input on the first cycle and the feedback signal on all other cycles). 

Mathematically, we can write a difference equation of system behavior as: 

 [ ] [ ]1nWnW OUTOUT −×α=  (2.22) 

where, WOUT[0]=WIN. The general solution can then be found as  

 [ ] IN
n

OUT WnW ×α=  (2.23) 

The output counter counts until the final pulse width violate the hold time of 

the counter; so, the number counted by the counter will be a representative of the 

input pulse width. Similar to Vernier oscillator there is a long conversion time 

required for the cyclic pulse-shrinking TDC. 

2.6. All Digital Phase Locked Loop (ADPLL) 

PLL is a key block used for both up-conversion and down-conversion of 

radio signals. It has been traditionally based on a charge-pump structure [28], 

which is not easily amenable to scaled CMOS integration and suffers from high 

 

Fig. 2.36. The block configuration for a cyclic pulse-shrinking TDC 
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level of reference spurs generated by the correlative phase detection method 

[40]. A digitally controlled oscillator (DCO), which deliberately avoids any analog 

tuning voltage controls, was proposed and demonstrated for Bluetooth [41] and 

GSM [42] applications. This allows a full digital implementation of PLL loop 

control circuitry as first was proposed in [43] and then it was demonstrated as a 

novel digital-synchronous phase-domain All-Digital PLL (ADPLL), as shown in 

Fig. 2.37, in commercial single-chip Bluetooth [44] and GSM [45] radios. Since 

the conventional phase/frequency detector and charge pump are replaced by a 

time-to-digital converter (TDC) [46], the phase-domain operation does not 

fundamentally generate any reference spurs thus allowing for the digital loop filter 

to be set at an optimal performance point between the reference phase noise and 

oscillator phase noise.  

To explain how the ADPLL works, a new term called frequency command 

word (FCW) is introduced which is defined as 

 
REF

OUT

F

F
FCW = . (2.24) 

The operation of the block is dedicated to the comparison of the desired FCW 

together with the real ratio between the output and the reference frequencies. As 

shown in Fig. 2.37, a TDC is adopted to measure the phase difference between 

the rising edges of the reference and output signals. The normalized version of 

this phase difference will be compared to FCW=1. For greater values of FCW, the 

ratio of the frequencies includes integer and fractional parts. The integer part will 

be easily calculated as the number of the output rising edges during one period of 

 

Fig. 2.37. The block diagram for an all-digital time-mode PLL based on TDC and DCO 
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the reference clock and the fractional part is measured using the TDC. By 

detecting the difference between the measured frequency ratio and the intended 

FCW, a DCO is utilized for frequency modification of the signal at the output of 

the ADPLL and in a negative feedback configuration.  

In the ADPLL, however, the digitally controlled oscillator (DCO) and TDC 

quantize the time and frequency tuning functions, respectively, which can lead to 

spurious tones and phase noise increase. As such, finite TDC resolution can 

distort data modulation and spectral mask at near integer-N channels, while finite 

DCO step size can add far-out spurs and phase noise; also, a major under-

reported issue is an injection pulling of the DCO due to harmonics of the digital 

activity at closely spaced frequencies, which can also create spurs. In [47], the 

authors have addressed all these problems and RF performance matching that of 

the best-in-class traditional approaches. More challenging designs adopting 

ADPLL are reported in [48-51]. 

2.7. Additional Building Blocks Essential for TMSP 

The previously reported circuitries adopting TMSP have been mostly 

restricted to the application of data conversion. This method has never been 

considered as a new monolithic methodology for analog design and, in most 

applications, TM variables are included just as some intermediate-stage 

variables.  To extend the application of TMSP to implement other well-known 

analog topologies (such as second order delta-sigma modulators, filters, etc.), the 

lack of some key features is the most serious obstacle. 

The lack of the crucial ability to perform the summation of two TM 

variables makes the main constraint to contemplate TMSP as a powerful 

processing tool. First valuable research avenue is to exhaust the search for this 

TMSP function in order to extend TMSP into a general signal-processing tool.  

The other limitation is the non-stationary nature of the variables passing 

through the blocks. Since a TM variable is the time difference between two edges 

and any edge is a transient concept, to have a successful operation between two 

operands, it is essential to latch the first input operand and keep it until the other 

one arrives. To make this possibility available, the next priority should be 
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assigned to develop a memory cell dealing with TM variables. Without this 

feature, the synchronization of all the variables with a reference clock will be 

unavoidable which complicates the design procedure and makes it the main 

concern and disadvantage about TMSP.   

The investigation and modification of VCDU as a crippling component in 

TMSP is the third priority to extend the application of TMSP into different areas. 

Since VCDU is the main block to perform the transformation from voltage domain 

into time domain, its nonlinear behavior restricts the effective resolution of all 

designs to within 7 to 9-bits [3]. To get more advantages, the linearization of the 

VCDU at the entry point will be an important advancement. Particularly at low-

voltage power supplies, it is very critical to expand the linear range of VCDU as 

much as possible to maximize the dynamic range.  

Satisfying the three above-mentioned milestones, an infrastructure will be 

available for the expansion of TMSP. Through this infrastructure, well-known 

topologies might be implemented adopting TMSP to take advantage of digital 

design while keeping a track of analog precision. 

2.8. Summary 

This chapter has briefly summarized the primary definitions, operating 

principles, and basic building blocks necessary to understand time-mode signal 

processing. The discussion applies to all DTCs and TDCs as well as typical 

designs operating with time-mode variables. DLLs and PLLs are reported for fine-

tuning and band limiting of TM data converters. Due to the non-stationary nature 

of time, the summation of two time-mode variables is being considered as a 

serious constraint to develop the application of TMSP to more frequently used 

architectures like filters and delta-sigma modulators of higher orders. 

The digital architectures of the reported circuitries emphasize on digital 

design simplicity and analog accuracy. It helps to re-design analog applications in 

a dramatically different environment. By adopting new techniques as cheap as 

digital routines, the digital background can also revolutionize the test methods 

used to verify the fabrication results for analog chips. 
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In subsequent chapters, additional techniques will be proposed to develop 

the application of TMSP as a strong monolithic processing tool for analog 

variables while all building blocks are being implemented in digital environment. 
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 Chapter 3: Storage, Addition, and Subtraction of 

Time-Mode Variables 

 

3.0. Introduction 

Time-mode signal processing (TMSP) is a novel approach to manipulate 

and process analog information using digital blocks. Adopting this methodology, 

where conventional voltage and current variables are being replaced by time-

mode (TM) variables, logic circuits can substitute the power hungry analog 

blocks. By moving to digital building blocks, the ease of digital design and the 

precision of analog processing will be integrated into affordable circuitries. 

Because time is not a physical quantity, the summation and subtraction of two 

time-mode (TM) variables cannot be done without first transforming them into an 

intermediate medium such as voltage [52]. This transformation necessitates the adoption 

of analog blocks for signal processing thus forfeiting the digital advantage of TMSP. A 

recent development that attempts to circumvent this problem was presented in [53]. 

There, the authors claim a digital technique for time summation; however, the technique 

is limited to addition of a single TM variable together with the phase of a running 

oscillator and it cannot be considered as a general method. 

In this chapter, an intensive research has been presented to introduce 

practical solutions for the implementation of basic functions among time-mode 

variables. Latching (storage), addition, and subtraction of TM inputs, as the most 

fundamental operations in any application-oriented topologies like delta-sigma 

modulators and filters, will be covered.  
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3.1. Switched Delay Unit (SDU) 

Voltage-controlled delay units are frequently used in TMSP to introduce 

controlled delays. For the most part, such delays are realized by varying the time 

constant of a charging/discharging process [11]. In this chapter, the idea of a 

switched-delay unit (SDU) is used whereby the time-constant associated with the 

discharging process is kept constant but interrupted through the application of an 

on-off switch. The schematic for a switched delay unit (SDU) used in this work is 

shown in Fig. 3.1.a. Transistors M1, M2 and M3 with capacitor C, form the core of 

a typical voltage-controlled delay cell and M4 provides the on-off control of the 

discharging process. An additional inverter is used to buffer the discharging node 

from any loading effect at the output.  

To gain an understanding of how this cell works, consider capacitor C is 

SW M4
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Fig 3.1. A switched-voltage delay unit (SDU): (a) schematic, (b) timing waveforms. 
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pre-charged to VDD and the input to the SW terminal is set to a logical high. On 

the arrival of a rising edge at ΦIN, say at time tin1, the voltage across C starts to 

discharge through transistors M2-M4.  This, in turn, causes the output of the 

inverter ΦOUT to trigger from a low to high state some later time, say at tout1. The 

delay between the rising edges at ΦIN and ΦOUT (denoted as TSDU) is fixed and 

equal to  

 
( )

( )B

inv,ThDD
SDU VI

VVC
T

−×
=   (3.1) 

where I(VB) is the discharging current controlled by VB. Here VTh,inv represents the 

threshold voltage of the output inverter.   

The capacitor will again be pre-charged by returning the input ΦIN to the 

logic low state. At the time of the next rising edge at ΦIN, say at tin2, the voltage 

across C will again start to discharge. However, if M4 is switched off before the 

inverter is triggered, the discharge process will stop and the residual charge 

stored on C will be held indefinitely (neglecting any leakage effects). If the SW 

input to M4 is returned high and the discharge process resumes, then on reaching 

the inverter threshold, the output will go high, say at time tout2. As shown in Fig. 

3.1.b, this interruption extends the input-output delay according to 

 SWSDUinout ∆TTtt +=− 22   (3.2) 

where ∆TSW is the time that the signal SW remains low. During the time the 

discharge path is disconnected, the effective delay of the SDU increases to 

infinity. 

To achieve an acceptable level of accuracy, the non-ideal switching 

behavior of a CMOS transistor should be monitored carefully. The charge 

 

Fig 3.2. The differential SDU 
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injection and the non-ideal behavior of the switches in the discharge path 

introduce an error term, TError, in Eqn. (3.2) as 

 ErrorSWSDUin2out2 T∆TTtt ++=− . (3.3) 

The charge injection, the drift current through the discharge path, the sub-

threshold current induced by transistors M1-2, and the gate drift currents of 

transistors M5-6 are other sources of additional error terms while the discharge 

current is cut and the block is supposed to preserve the stored charge. Although 

small width for M1-2 and small dimensions (both width and length) for M5-6 can 

improve the results, the best remedy to tackle the problem will be a differential 

configuration as depicted in Fig. 3.2. This differential configuration dramatically 

reduces the errors.  

3.2. Time Latch (Dynamic Analog Memory Cell) 

Adopting discharge interruption in a delay unit together with some 

additional digital logic, a time memory cell called TLatch can be realized. As with 

other memories, a TLatch operates over three phases: write, idle and read. In the 

write phase, the two input signals are passed through two delay cells. After the 

arrival of both edges at the input, the propagation delays of both paths will be set 

to infinity to postpone the occurrence of the rising edges at the output of the 

memory cell until the read phase is initiated. As long as the delay lines are set in 

their open state (i.e., infinite delay), the TLatch is in its idle state. During the read 

phase, the delay in each path will be set back to its nominal value to deliver the 

 
Fig. 3.3. The logic diagram of the proposed time latch (TLatch) 
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rising edges at the output of the TLatch. 

The schematic diagram for the proposed TLatch is shown in Fig. 3.3. The 

TLatch consists of two SDUs and some logic gates. With the write bit W set to 

logic “0”, together with the read bit R set to a logic “1”, and prior to the occurrence 

of the input rising edges at ΦIN,Ref  and ΦIN,Sig, the state of each SDU is pre-

charged to VDD. On arrival of the first edge, one of the SDUs begins to discharge 

towards ground while the other remains unchanged. On occurrence of the 

second edge, the SW inputs to both SDUs change to a logic “0”, thereby forcing 

the SDU to hold the charge state of each capacitor indefinitely. The TLatch is 

now said to be memorizing the time-difference between the two rising edges of 

the input signals ΦIN,Ref  and ΦIN,Sig, i.e. ∆TIN, where  

 SigIN,RefIN,IN tt∆T −= .  (3.4) 

Here tIN,Ref  and tIN,Sig represent the time the rising edges at ΦIN,Ref  and ΦIN,Sig 

arrive at the TLatch input. Changing the write signal W to a logic “1”, places the 

 
Fig. 3.4. The operational signals of a TLatch during “Write” and “Read” phases 
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TLatch into an idle state whereby it is no longer affected by the input signals.  

During a read phase and when the read signal, i.e. R, is set low, the two 

SDUs resume their discharge process (SW inputs are set high). Each SDU is left 

to discharge fully towards ground. On crossing the threshold of the inverter inside 

the SDU, the outputs of the TLatch change state.  By applying the falling edge of 

signal R at time tR, the rising edges at the output of the TLatch (ΦOUT,Sig and 

ΦOUT,Ref) occurs at 

 INSDURSig,utO ∆TTtt −+=   (3.5) 

and 

 SDURRef,utO Ttt += .  (3.6) 

By subtracting Eqn. (3.5) from Eqn. (3.6), the time difference between the output 

rising edges will be equal to  

 INSigOutRefOut,OUT TttT ∆=−=∆ , . (3.7) 

Eqn. (3.7) illustrates that the TM variable latched during the write phase has been 

restored at the output during the read phase. Since the TM variable under 

processing is the time-difference between the rising edges of two corresponding 

edges in two separate signal paths, no single element operates or senses this 

time difference; so, the proposed TLatch can handle any positive, negative, or 

zero TM input. To help clarify the order of these signals, the timing diagram 

shown in Fig. 3.4 is provided. The signals VC,SDU1 and VC,SDU2 in this figure 

represent the voltages across the capacitors inside SDU1 and SDU2, respectively.  

It is important to mention that one buffer cell is included in Fig. 3.3 to 

introduce an arbitrary propagation delay. Taking advantage of this buffer, there 

would be an intentional delay between the time that the second rising edge at 

ΦIN,REF arrives and the time that the discharge paths of the SDUs disconnect. It is 

very important that both SDUs experience the same number of OFF and ON 

transitions. By satisfying this precaution, some error terms will be canceled 

through the differential operation of the TLatch.  

3.2.1. The Lower and Upper Limits for the Input of a TLatch 

There are upper and lower limits for the TM variable to be captured at the 
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input of a TLatch. The maximum value of ∆TIN is bounded by TSDU associated 

with SDU of the TLatch; because, for any input greater than TSDU, the capacitor 

inside one SDU will be completely discharged before the second rising edge is 

arrived. In other words, the output of one SDU is delivered in TSDU- ∆TIN seconds 

after the read signal R is applied, as shown by Eqn. (3.5). It should be evident 

that the maximum input phase difference must be less than TSDU seconds to 

allow for a positive discharge time after applying R signal. By analyzing the 

operation of the TLatch in such an extreme condition, it can be concluded that 

any input TM variable greater than TSDU would be stored as a TM variable equal 

to TSDU.  

On the other hand, the minimum detectable level for ∆TIN is bounded by 

the jitter induced by the noise sources associated with the power supply and the 

discharge current of the SDUs inside the TLatch. Performing a straightforward 

noise analysis of the SDU, one finds the variation in the propagation delay of the 

SDU, denoted by 
SDUTσ , can be described by 

 ( ) ( )B
22

I
2

inv,ThDD
2
VSDUT VI/VV/T

DDSDU
σ+−σ=σ  (3.8) 

where 
DDVσ  and Iσ represent the standard deviation of the noise associated with 

the power supply and the discharge current of the SDUs, respectively. One can 

estimate the minimum rms value for the input will be equal to 
SDUTσ . 

3.3. Addition and Subtraction of Time-Mode Variable s 

The need for addition and subtraction of two separate TM variables is 

central to most TMSP algorithms. The fact that the phase difference between any 

two sets of edges is not necessarily synchronized with respect to one another 

presents a significant problem for performing arithmetic operations on TM 

variables. The proposed TLatch can be used to tackle this problem, as explained 

below.  

In Fig. 3.5.a, a modified configuration for the TLatch is presented where 

the timing diagrams for its operational signals is shown in Fig. 3.5.b. As shown in 

this figure, different R signals are introduced at different times of tR,SIG and tR,REF, 

such that  
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 SIGRRR TTT ,REF, −=∆ . (3.9)  

Rewriting the expressions for each SDU given previously in Eqns. (3.5) and (3.6) 

using the appropriate R signal, the time difference at the output of the TLatch 

changes according to  

 ∆TOUT =∆TIN +∆TR
. (3.10) 

As it is evident, the phase difference at the output is the summation of two sets of 

independent time-differences. Consequently, a TLatch can be used in the 

configuration shown in Fig. 3.6.a to add together two signals ∆TIN1 and ∆TIN2. 

After latching ∆TIN1 at the input, the TLatch will wait for the arrival of ∆TIN2 at the 

 

(a) 

 

(b) 

Fig. 3.5. (a) The circuit diagram for the modified TLatch, (b) The operational signals for the new 
configuration 
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R signals port as the second input to evaluate the summation of these two TM 

variables. By interchanging the connections for signals RSIG and RREF (as shown 

in Fig. 3.6.b), the time difference between R signals changes to -∆TIN2 and the 

new configuration results in 

 )( 21 ININOUT TTT ∆−+∆=∆ , (3.11) 

i.e. the subtraction of two TM variables.  

Although the maximum value for ∆TIN1 is limited to TSDU, theoretically there 

is no upper limit for the second TM operand, i.e. ∆TIN2. Since the signals 

incorporating ∆TIN2 are used to control the SW inputs of the SDUs, any value of 

the phase difference between them will be added to the output eventually. If the 

output is higher than TSDU, however, the leakage currents can slightly increase 

 

Fig. 3.7. The block diagram proposed for the summation of three TM variables 

 

Fig. 3.6. Adopting a TLatch to perform (a) summation, (b) subtraction 
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the error associated with the output. In that case, one capacitor is discharged 

completely and the other one is still waiting for the reading signals; so, the 

residual charge in only one of the capacitors is subject to discharge by the 

leakage currents. This error will not be canceled out with any other corresponding 

error term on the other capacitor and it results in an increasing differential error 

term.  

Using the block diagram shown in Fig. 3.7, this technique can be 

developed even further to add up to three TM variables. The output of the TLatch 

is connected to the SW inputs of two additional SDUs where the rising edges 

incorporating the third TM input, i.e. ∆TIN3, are applied to their inputs. The output 

of the TLatch (i.e. ∆TIN1+∆TIN2) is used to introduce additional delay to each SDU 

and the phase difference at the output of the SDUs will be the summation of all 

the three TM inputs. This method will be used to perform the integration of TM 

variables and it will be explained in Chapter 4. 

3.4. Simulation Results 

The circuit shown in Fig. 3.5.a was simulated in Cadence using the 

BSIM3v3 models of 1.2V 0.13-µm IBM CMOS technology. 

While TSDU of the SDU inside the TLatch was measured to be 86.6 ns, the 

TLatch was used to latch the phase difference of two digital signals. The TM 

variable applied to the input of the TLatch ranged from -84 ns up to 84 ns. By 
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Fig. 3.8. The difference between the input and the latched TM value 
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reading the latched information after 10 us, the difference of the stored TM 

variable and the input TM variable had a peak absolute value of no greater than 

22 ps but no less than 5 ps, as shown in Fig. 3.8. The error increased for the 

input range from 0 up to 2ns. This increase was due to charge injection and 

capacitive coupling between the two input signals. However, for the inputs 

greater than 2 ns, the error changed in a nonlinear decreasing manner. The 

decrease was caused by the variation in the differential leakage currents due to 

the differences in the charge stored by each SDU. As simulations confirmed, the 

leakage current of the transistor M1 in Fig. 3.1.a was dependant on the bias 

voltage of the transistor (i.e. voltage across the capacitor) which resulted in minor 

differences between the currents in each SDU. This non-linear differential current 

opposed the error created by the charge injection; so that, for input equal to 35 

ns, the error was minimized. 

 By changing the readout time, the error induced by the differential leakage 

current changed as well. In Fig. 3.9, the relative error at the output of the TLatch 

for a TM input equal to 10 ns readout after different storage times is illustrated. It 

is evident as the storage time increases, the error increases as well. The leakage 

current opposes the error induced by charge injection and by canceling that, it 

can increase the error in the opposite direction. So, the dimensions of transistor 

M1 in Fig. 3.1 should be optimized for the desired storage time. 
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Fig. 3.9. The relative error for a 10 ns TM input read after different storage times 
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Next, the addition and subtraction function of the TLatch was investigated 

with Cadence. Specifically, the configuration shown in Fig. 3.6.a was evaluated 

with an input time difference on ΦIN1 ranging from -84 ns to 84 ns, together with a 

second input on ΦIN2 ranging from 0 to 500 ns. It was evident that no extra error 

was introduced by the second input compared to the error reported in the 

previous paragraphs.  

Finally, a similar experiment was conducted using the setup in Fig. 3.6.b 

for subtraction and results were identical to those found for addition, as expected. 

3.5. Practical Considerations for Fabrication 

3.5.1. Matching 

The proposed technique presented in this chapter takes advantage of a 

differential structure. To extract the equations describing the operation of a 

TLatch, it was assumed that the two differential paths from the input pins to the 

outputs are completely matched. However, the CMOS implementation of the 

design encounters mismatches due to process variation and gate thickness 

gradient over the wafer [28]. To consider the proposed structure as a robust 

candidate to be adopted in highly efficient designs, the effect of mismatch should 

be investigated.  

The structure shown in Fig. 3.5.a is composed of digital gates alongside a 

semi-digital block as SDU. Since the variable under processing in this block is the 

delay between the input and output signals, each digital gate may affect the 

signal by its own propagation delay. Due to the positive feedback embedded in 

typical digital gates (like Inverters, AND gates, and OR gates), the mismatch will 

not introduce any major difference in their propagation delay [54]. As a sample, 

the inverter gate adopted in the TLatch circuit was simulated individually. By 

introducing 10% mismatch between the transistor dimensions of two inverters, 

the delay of the block changed just 4% in the worst case. While the typical delay 

of the simulated inverter was 8.1 ps, the error induced by the mismatch was less 

than 400 fs. 
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Although the digital part of a TLatch is robust to mismatches, the SDU 

might be sensitive due to its discharge operation. The effect of any mismatches 

between SDU blocks can be summarized as the different TSDU amounts for SDU1 

and SDU2. Revising Eqns. (3.5) and (3.6) with different TSDU values for each 

block, Eqns. (3.10) and (3.11) will be modified as  

 )( 12 SDUSDURINOUT TTTTT −+∆+∆=∆  (3.12) 

and 

 )( 1221 SDUSDUININOUT TTTTT −+∆−∆=∆  (3.13) 

where TSDU1 and TSDU2 are the delays of SUD1 and SDU2 respectively. The extra 

term added to each equation is a fixed value caused by mismatch and it is not 

correlated with the input signal. This analysis shows if there is any mismatch after 

considering typical layout techniques, the induced error term is a constant offset 

value that might be removed using simple numerical techniques. 

3.5.2. Power Supply Noise 

The digital nature of the proposed TLatch results in a noisier power supply. 

Due to digital charge and discharge of the parasitic capacitances distributed all 

over the circuit, an additive digital noise component will be added to the power 

supply as 

 NoiseDDalDD VVV +=−Re . (3.14) 
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Fig. 3.10. The effect of power supply variation on the input-output delay of an inverter 
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It is important to investigate how the noisy power supply influences the 

performance of the circuit.   

The amplitude of the digital noise may differ from one design to another 

one; however, it can be experimentally assumed less than 10% of the power 

supply. The performance degradation of a TLatch due to this noise and through 

digital gates is minor. As shown in Fig. 3.10 and based on simulations, the input-

output delay of an inverter changes -2.77 ps (-27%) as the power supply changes 

from 1.2 V to 0.8 V (-33.33%). A change of 10% in power supply results in less 

than 1 ps change in the delay. If we consider the input of the TLatch within the 

range of nano-seconds, this change has minor effect on the dynamic range of the 

TLatch. This conclusion can be extended to other digital blocks like AND and OR 

gates. In Fig. 3.11, the change in the delay of a NAND gate configured in an 

inverter configuration is shown; for a -33% change in power supply, the delay 

changes -4.1 ps which is still a very minor change. 

Considering the differential structure of a TLatch and the small amplitude 

of the delay variation induced by this noise, it can be concluded that the digital 

noise on the power supply has minor effects on the behavior of the digital gates 

included in a TLatch. The SDUs, however, may need more attention.  

By replacing the value of the power supply in Eqn. (3.1) with the value 

denoted in Eqn. (3.14), the formula for TSDU of each SDU block can be written as 

the sum of a noise-free term and a noise component, i.e. 
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Fig. 3.11. The effect of power supply variation on the input-output delay of a digital NAND 
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 NoiseSDUNoiseSDU TTT +=, , (3.15) 

where TNoise is given by  

 
D

Noise
Noise I

VC
T

×= . (3.16)  

The error term for each SDU maybe different due to different sampling times and 

the differential structure of a TLatch cannot remove it. However, the expected 

value of the error at the output is zero as it is zero for the digital noise voltage, 

VNoise. Enough capacitors should be placed close to VDD to filter the noise and 

control its influence on the output.  

As previously explained, the ΦIN input of the TLatch in Fig. 3.1.a and its 

SW input should be at digital high level to connect the discharge path of the 

capacitor inside the SDU. In the circuit diagram presented in Fig. 3.5.a, the SW 

inputs for both SDUs change at the same time while the main inputs to each SDU 

changes at different times; so, different values of VDD will be sampled across each 

capacitor and the above-mentioned error will be produced. The schematic shown 

in Fig. 3.12 can be considered as a solution to tackle this problem. The principals 

of operation for the new architecture is the same as the previous one except for 

the fact that the main inputs of both SDUs are connected together; thus, they 

change from “0” to “1” at the same time and an individual amount of VDD will be 

sampled on both capacitors. The rising edges at ΦIN,SIG and ΦIN,REF are used to 

interrupt the discharge paths of the SDUs through their SW inputs. The delay 

 

Fig. 3.12. The schematic of a TLatch robust to digital noise on the power supply 



Chapter 3- Storage, Addition and Subtraction of TM Variables 
 

 55 

buffers are included to guarantee the same number of ON and OFF transitions 

for both SDUs as explained for the initial design.  

Simulation results confirm the proper operation of the new design. 

However, the amount of error induced by capacitive coupling between ΦIN,SIG and 

ΦIN,REF is measured slightly bigger compared to the previous TLatch circuit; also, 

mismatches between the delay-buffers may result in a fixed offset error at the 

output similar to the case for the mismatches between the SDUs. 

3.6. Summary 

In this chapter, digital techniques and blocks to implement storage, 

addition and subtraction among instantaneous time-mode variables are 

presented and simulations confirm the proposed theory. By developing switched-

delay units and TLatch blocks, the phase difference between two rising edges 

can be easily latched and stored for future use. Addition and subtraction is one 

such example of its use, but other more advanced signal processing algorithms 

are envisioned using these blocks. Adopting the blocks and the techniques 

developed in this chapter, the integration of time-mode variables will be 

investigated in Chapter 4. 
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 Chapter 4: A Digital Implementation of a Dual-

Path Time-to-Time Integrator 

 

4.0. Introduction 

The need for processing analog signals is paramount in many of today’s 

applications such as video-on-demand, web-browsing, remote sensing, high-

definition and 3D television, navigation, etc. As CMOS technologies advance to 

22-nm dimensions and beyond, constructing analog circuits in such advance 

processes suffer many limitations, such as reduced signal swings, sensitivity to 

thermal noise effects, loss of accurate switching functions, to name just a few. 

Time-Mode Signal Processing (TMSP) is a technique that is believed to be well 

suited for solving many of these challenges where one of its important 

advantages is the ability to realize analog functions using digital logic structures. 

TMSP has a long history of application in electronics from positron emission 

topography imaging in nuclear science [55], digital phase-locked loops in RF 

transmitters [56] and time-to-digital converters in various measuring instruments, 

such as digital oscilloscopes [57].   

In most recently developed time-based structures like VCO-based data 

converters [18, 19], TMSP has been adopted to develop first-order quantization 

noise shaping to develop very affordable low power digital data converters. 

Attempts to increase the order of the modulator to improve its conversion 

resolution has been performed through the addition of analog signal processing 
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blocks, such as that reported in [58] for a second-order delta-sigma modulator 

and [21] for a third-order modulator. In [11], the authors developed a different 

digital topology for time-mode delta-sigma modulators where two ring-oscillators 

are utilized as a voltage-to-time integrator. Unfortunately, the technique is limited 

to a first-order topology as the addition of two or more time-mode signals was 

unknown at the time. This, in turn, prevents the cascade of integrators to realize 

high-order modulators. A third-order ∆Σ TDC has been recently reported in [53]; 

besides the presence of a few analog blocks within the design, the modulator is 

implemented in a 1-1-1 MASH structure avoiding the need for cascading 

integrators to achieve higher orders of modulation. While this approach is 

certainly a valid direction, other modulator topologies such as a leapfrog topology 

involving a cascade of integrators may offer additional performance advantages 

and need to be considered at this very early stage of time-mode circuits. 

To extend the digital implementation of TMSP to a wider range of analog 

applications, at this time it is apparent that some of the most basic arithmetic 

operations are required. Blocks to perform addition and subtraction exclusively in 

the time-domain have been presented in Chapter 3. It is the objective of this 

chapter to adopt these techniques to develop a unity-gain time-to-time integration 

function using an all-digital implementation. This provides a consistent means to 

present both the input and the output signals in the form of a digital signal (i.e., 

step function) while performing an analog operation. An essential feature of the 

desired circuit is the ability to be placed in cascade so that high-order structures 

 

Fig. 4.1. Block diagram of a high-order analog signal processing system adopting TMSP 
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can be realized. A block diagram of such a system is shown in Fig. 4.1. Here it 

consists of a front-end voltage-to-time converter that produces a sequence of TM 

variables proportional to the uniformly sampled input analog voltage. The input 

sequence is then forwarded to a high-order time-mode processor to solve a 

system of difference equations. Finally, a time-to-digital converter is used to 

change the results into a digital format. 

The advantages of a digital approach for TMSP are multi-folded. The first 

is to construct analog circuits from a large class of digital blocks, such as 

Inverters, NAND, NOR, flip-flops, buffers, etc. A wealth of practical design 

knowledge is available for constructing such circuits. This includes low-noise/low-

jitter realizations, test strategies, strategies to mitigate process variation effects, 

and so on. As a second advantage, this digital implementation of an analog 

function is synthesizable with computer-aided-design tools. This provides 

significant design productivity and quick time-to-market opportunities. A third 

advantage is the simplicity of circuit calibration to remove the effects of process 

variation. 

The chapter is organized to begin by describing the synchronous and 

asynchronous modes of TMSP. Then by adopting the building blocks proposed in 

Chapter 3, the proposed single-path and dual-path time-to-time integrators are 

described. The rest of this chapter covers the practical concerns regarding the 

realization of the proposed dual-path integrator and the simulation results are 

provided. Finally, the experimental results relating to a CMOS prototype will be 

described at the end of this chapter. 

4.1. Asynchronous vs. Synchronous 

After converting the input uniformly sampled analog data into a sequence 

of TM samples, the processing in the time-domain is performed in a synchronous 

or asynchronous mode of operation. In a synchronous mode [59]-[61], the TM 

variables are synchronized with a reference clock. Arithmetic operations 

performed by synchronous TM systems have been implemented by converting 

the input TM samples into a separate charge or flux representations. These 

charge or flux-based signals are then combined in some analog way then 



Chapter 4- Digital Dual-Path Time-to-Time Integrator 

 59 

converted back into a TM representation synchronized with respect to the 

reference clock. Although this approach eases the design procedure, it has some 

disadvantages; first, the inherent time-to-charge/flux conversion and its reverse 

conversion introduce signal-dependent errors. Second, to process the converted 

charge/flux representations, analog operations are involved that forfeits the 

desired digital advantage of TMSP. As a third limitation, the upper limit for a 

synchronous TM variable is bounded by the period of the reference clock. 

In an asynchronous approach, however, the input and output TM signals 

are not necessarily synchronized with the reference clock. Taking such an 

approach, TM inputs can be processed as they come into the processor. No time-

to-charge/flux conversion is necessary to perform the arithmetic operation or to 

synchronize the output TM variable with the reference clock (see Chapter 3).  

In addition, the length of each processing cycle is flexible and it depends 

on the magnitude of consecutive output TM samples. This feature enables the 

system to have a larger upper limit for the TM variables when compared to an 

equivalent synchronous design operating under similar sampling rate conditions. 

To clarify the difference, the timing diagram for the TM output of a synchronous 

and asynchronous circuit is compared in Fig. 4.2. Also shown at the top of this 

diagram is the input sampling clock for the two systems. For the synchronous 

design (middle trace), the upper limit for the TM output (pulse width) is limited to 

a single period of the sampling clock. In the case of the asynchronous output 

signal, the first sample has a TM magnitude that exceeds a period of the 

sampling clock and the following sample has a magnitude that is less than a 

 

Fig. 4.2. A comparison of the upper limit for the TM output of a synchronous and asynchronous 
system operating at the same sampling frequency 
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single period.  In order for the system to operate correctly, the average of two 

successive output TM samples must be less than a single sampling period. This 

is necessary to equalize the rate of data at the input and output of the system, i.e. 

causality. In this simple case, it is evident that for the same sampling frequency 

(i.e., the same input rate), the asynchronous system can handle a larger upper 

signal limit (i.e., higher dynamic range) than the synchronous system. 

In this chapter, a new asynchronous technique to process time-mode 

variables is proposed that is based on the block diagram shown in Fig. 4.3. 

Similar to Chapter 3, each asynchronous TM variable, for example ∆TIN1, can be 

defined as the phase difference between the rising edges of two digital signals, 

denoted as ΦIN,SIG1 and ΦIN,REF1. For a ∆TIN1>0, the rising edge of ΦIN,SIG1 leads 

the rising edge of ΦIN,REF1. Similarly, for ∆TIN1<0, the rising edge of ΦIN,SIG1 lags 

the rising edge of ΦIN,REF1. In the case of a zero TM sample, the rising edges of 

ΦIN,SIG1 and ΦIN,REF1 occur at the same time. By passing the input rising edges 

through two separate paths with different propagation delays as shown in Fig. 

4.3, the phase difference between the output rising edges will be equal to the 

sum of the phase difference at the input and the phase difference between the 

two delay paths. It will be shown that by controlling each variable delay by 

another TM variable such as ∆TIN2, different processing functions like time-to-time 

integration can be realized in an asynchronous manner. 

4.2. Single-Path Time-to-Time Integration 

A discrete-time integrator is a basic building block of many electronic 

 

Fig. 4.3. A conceptual diagram of the proposed asynchronous TMSP technique 
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systems whereby its output is the recursive addition of a discrete input quantity. 

Assuming a unity-gain time-to-time integrator, the difference equation relating the 

output of the integrator to its input is given by  

 [ ] [ ] [ ]1nT1nTnT INOUTOUT −∆+−∆=∆ , (4.1) 

where ∆TIN[n] and ∆TOUT[n] represents the input and output time-mode (TM) 

variables and n represents the sample index. In this section by adopting the 

switched-delay unit (SDU) and the time memory cell (TLatch) proposed in 

Chapter 3, a description of a single-path integrator and its control logic will be 

provided. This section will conclude with a discussion about the limitations of the 

proposed single-path integrator. 

4.2.1. The Logic Diagram  

The TLatch described in Chapter 3 is the key element of an integrator 

whose input and output is a sequence of TM variables. In this work, the integrator 

is considered as the computational engine of Fig. 4.4 that captures the input 

samples in a sequential order and produces the output according to Eqn. (4.1). 

Each TM input that can be either the output of a uniformly sampled voltage-to-

time converter or the output of a previous TMSP stage is defined as the phase 

difference between two rising edges and the index n will be used to indicate the 

order in which the TM samples arrive at the input of the integrator. To maintain 

the causality of the system, there should be a one-to-one correspondence 

between the inputs and outputs of the computational engine. For any new input, a 

new output should be computed and no input should be missed while doing so. 

For example, if the input sample sequence consists of the values {0, 10ns, -23ns, 

32ns, -15ns, 62ns …}, the output sample sequence should appear as {0, 10ns, -

13ns, 19ns, 4ns, 66ns …}. The means to extract a sequence of TM variables 

 

Fig. 4.4. Separating the TM variable extraction process from the integration process performed by 
a computational engine.   
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from some analog signal, such as a continuous-time voltage signal, is not the 

focus of this thesis. Fig. 4.4 provides an illustration of separation of the TM 

variable provider and integration operation performed by the computational 

engine.  

The logic schematic proposed to implement a time-to-time integrator is 

shown in Fig. 4.5. The output of the integrator is the time difference between the 

two rising edges at the outputs of the two ring-oscillators (the signal and the 

reference oscillators), i.e. 

 SigOUT,RefOUT,OUT tt∆T −= , (4.2) 

where tOUT,Sig and tOUT,Ref represent the time for the rising edges at ΦOUT,Sig and 

ΦOUT,Ref, respectively. The maximum value for the output of this integrator is 

equal to the oscillation period of each oscillator. We consider this limit as the 

saturation level of the integrator. 

The oscillation periods of the two ring oscillators are assumed the same. 

Any phase difference between them will be held constant from cycle-to-cycle. As 

will be explained shortly, the front-end TLatch shown in Fig. 4.5 captures the TM 

sample at the input port of the integrator and waits for the arrival of the rising 

edges from the output of the integrator (ΦOUT,Sig and ΦOUT,Ref) at the read (R) 

ports of the TLatch. Adopting the same technique as shown in Fig. 3.6.a, the sum 

of these two TM variables is then passed as output from the TLatch and loaded 

 
Fig. 4.5. A block/logic diagram of a single-path time-to-time integrator. 

 



Chapter 4- Digital Dual-Path Time-to-Time Integrator 

 63 

into the two ring-oscillators as the new integrator output value.  

Through careful analysis of the ring oscillator in Fig. 4.5, its instantaneous 

period can be formulated as  

 SDUinv3SDU2SDU1SDUTOU τ3τ6TTTT ++++= , (4.3) 

where TSDUx represents the propagation delay of SDUx for a rising edge, τSDU 

represents the delay of any SDU for a falling edge, and τinv represents the delay 

of the inverter. Eqn. (4.3) was formulated assuming the SW inputs for all SDUs 

are connected to VDD. This assumption is true for SDU2 and SDU3 where they are 

used as fixed delays to set the timing (duty cycle) of the oscillators. In the case of 

SDU1, its SW input will vary depending on the TLatch output. As shown in Fig. 

4.5, the SW input to SDU1 is connected to either SWSig or SWRef, depending on 

which ring oscillator it is in. Within the n-th cycle, if signals SWSig and SWRef go 

low and stay at this level until ∆TSW,Sig[n] and ∆TSW,Ref[n] seconds after the input 

rising edges at ΦOUT,Sig and ΦOUT,Ref arrive to the inputs of the two SDU1s, then 

the propagation delay for each SDU1 will be modified according to Eqn. (3.2). As 

a result, the modified instantaneous period for the n-th cycle of the signal and 

reference oscillator can be written as 

 [ ] [ ]nTTnT gSi,SWOUTSigOUT, ∆+=  (4.4) 

 [ ] [ ]nTTnT fRe,SWOUTfReOUT, ∆+= . (4.5) 

Assuming the current TM output of the integrator, i.e. ∆TOUT[n], is defined as the 

time difference between a pair of rising edges arriving at times tOUT,Sig[n] and 

tOUT,Ref[n], then the next pair of the rising edges will appear at 

 [ ] [ ] [ ]nTnt1nt gSi,OUTSigOUT,SigOUT, +=+  (4.6) 

 [ ] [ ] [ ]nTnt1nt fRe,OUTfReOUT,fReOUT, +=+  (4.7) 

Using Eqns. (4.2), (4.4)-(4.7), a recursive difference equation representing the 

output of the integrator can be written as 

 [ ] [ ] [ ] [ ]( )nTnTnT1nT Sig,SWfRe,SWOUTOUT ∆−∆+∆=+∆ . (4.8) 

As is evident from Eqn. (4.8), the next integrator output is a sum of the previous 
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output and the difference between the incoming low-level pulse widths applied to 

the SW input of each ring oscillator.  

The SW signals in Fig. 4.5 are produced by the TLatch that, in turn, 

derives these signals from the main TM input to the integrator as shown on the 

left-most side of Fig. 4.5. After latching the TM input, the rising edges at ΦOUT,Sig 

and ΦOUT,Ref are used to initiate the falling edges at RSig and RRef inputs of the 

TLatch.  The time that lapses from the falling edge of RSig to the time that the 

output SWSig goes high is denoted ∆TSW,Sig. Likewise, the time between the falling 

edge of RRef and the rising edge of SWRef is denoted ∆TSW,Ref. For a positive ∆TIN 

captured by the TLatch together with Eqns. (3.5) and (3.6), ∆TSW,Sig and ∆TSW,Ref 

will be equal to  

 [ ] [ ]nTTnT INSDUSig,SW ∆−=∆ , (4.9) 

and 

 [ ] SDUfRe,SW TnT =∆ . (4.10) 

Subsequently, substituting Eqns. (4.9) and (4.10) into Eqn. (4.8) leads to 

 [ ] [ ] [ ]nTnT1nT INOUTOUT ∆+∆=+∆ . (4.11) 

Eqn. (4.11) confirms that the proposed structure operates as a unity gain 

integrator. A similar procedure can be used to confirm the validity of this equation 

for a negative ∆TIN. 

In summary, the operation of the time-to-time integrator starts with the 

capture of a TM input using the TLatch. The integrator then waits for the arrival of 

the next pair of rising edges at ΦOUT,Sig and ΦOUT,Ref to read out the latched data. 

The sum of these two TM variables is then passed as output from the TLatch and 

loaded into the two ring-oscillators as the new integrator output value. 

4.2.2. The Logic to Control the TLatch Operation  

Included in Fig. 4.5 is some additional logic to control the read/write 

operation of the TLatch. To explain how the logic works, we start from the initial 

condition when W=“0”, RR=“1” (DFF2 and DFF3 are reset, i.e. RSig=RRef=“1”) and 

SWSig=SWRef=“1”. Using the W signal as the write signal of the TLatch, the phase 



Chapter 4- Digital Dual-Path Time-to-Time Integrator 

 65 

difference between the next pair of input rising edges, ∆TIN, will be captured by 

the TLatch. The outputs of the TLatch (SWSig and SWRef), which have been 

changed to “0” before arrival of the input rising edges, will keep their state until 

the TLatch is readout. Once the two input signals change to 1 (i.e., 

ΦIN,Sig=ΦIN,Ref=“1”), DFF1 will be reset by the AND gate and RR will change to “0”. 

Subsequently, on the arrival of the next pair of output rising edges at ΦOUT,Sig and 

ΦOUT,Ref, the oscillation of each oscillator will stop due to the low state of SWSig 

and SWRef signals. On the other hand, these output edges will latch DFF2 and 

DFF3 into a new state, establishing a read phase for the TLatch through RSig and 

RRef signals. The outputs of the TLatch will be set to “1” sometime after the arrival 

of each R signal and the oscillation of the two output ring-oscillators continue into 

the next cycle. As soon as the data latched by the TLatch is readout completely 

(i.e. SWSig=SWRef=“1”), RR will be set to “1” before the next rising edges at ΦIN,Sig 

and ΦIN,Ref arrive. Consequently, RSig and RRef will be set to “1” and W will be 

reset to “0” and the TLatch will be ready to capture the next TM input of the 

integrator upon the arrival of the rising edges at ΦIN,Sig and ΦIN,Ref.  

4.2.3. Integrator Speed Limitation 

As previously mentioned, the input of the integrator is a sequence of TM 

variables. The integrator is ready to take the next TM input after the previous 

input is read out of the TLatch. The time needed to perform this readout places a 

minimum bound on the time between two successive inputs, i.e. it limits the input 

throughput. In the most optimistic situation, this limit is equal to TSDU (the intrinsic 

delay of the SDU inside the TLatch). The optimistic situation arises when the 

rising edges for the output of the integrator arrive right after the TM input is 

captured by the TLatch. Assuming the time difference between these rising 

edges is zero, the readout of the newly captured input will start instantly after it is 

latched.  

Due to the asynchronous operation of the integrator, every TM input must 

be followed by a TM output; at no time, two inputs can arrive in succession before 

an output is set. However, the rising edges of the output can occur at any time 

between two successive input samples. The time it takes for the output rising 
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edges to start the read-out of the latched data influences the minimum time 

needed between successive input samples.  Defining TRO as the time difference 

between the time the TM input is latched and the time the read signals (which are 

produced upon the arrival of the rising edges at ΦOUT,Sig and ΦOUT,Ref) are applied 

to the R port of the TLatch, the instantaneous minimum available time needed 

between successive input TM samples can be expressed as 

 [ ] [ ] SDUOUTROMIN,ARRIVE TnTTnT +∆+= . (4.12) 

For a realistic situation, TARRIVE,MIN is generally larger than TSDU and it can 

change between cycles. To clarify the situation, Fig. 4.6 illustrates two different 

cases. In Fig. 4.6.a, the instantaneous TARRIVE,MIN for each two successive inputs 

is satisfied when each new input arrives at least TSDU seconds after the output 

rising edges are set. Therefore, the inputs are properly accounted for based on 

the order they come in. In Fig. 4.6.b, however, due to the large magnitude of 

∆TOUT[2], the minimum arrival time TARRIVE,MIN between input samples ∆TIN[2] and 

∆TIN[3] is much larger than their actual time spacing, hence, a system violation 

occurs. More specifically, ∆TIN[3] arrives before ∆TIN[2] is read out of the TLatch 

and is therefore ignored. 

 
Fig. 4.6. Timing diagram of the input and output TM signals from the integrator. (a) Correct timing 
between two successive input samples. (b) Incorrect timing between two successive input 
samples. 
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By limiting the input throughput of the integrator to the worse case so that 

no writing overlap occurs, the performance of the integrator dramatically drops. 

However, the asynchronous operation of the integrator supports the possibility of 

time borrowing, where the smaller times between successive input samples can 

be accounted for. In the following section, the single-path integrator will be 

modified to a dual-path integrator to improve the throughput of the integrator. 

4.3. Dual-Path Time-to-Time Integrator 

As mentioned previously, the minimum time interval necessary between 

successive TM inputs to the integrator changes from cycle to cycle. Due to the 

asynchronous nature of TMSP as well as the input and output amplitude, this 

minimum time can increase for two successive TM inputs, while for another two 

inputs it may decrease. A possible solution to improve the throughput of the 

integrator is to forward the input sequence of TM samples into a queue, as shown 

in Fig. 4.7. By placing the inputs in a first-in first-out queue, the incoming data will 

be read out of the queue at the proper time to perform the integration. As long as 

Computational 

Engine

∆TIN[0]

∆TIN[1]

∆TIN[2]

∆TIN[3]
…, ∆TIN[6], ∆TIN[5], ∆TIN[4] OutputInput

 

Fig. 4.7. Applying the input TM samples of the integrator to the input of the computational engine 
through a queuing process 

 

Fig. 4.8. A block diagram for dual-path time-to-time integrator 
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the average readout rate is equal to the average input arrival, no data will be 

overwritten or ignored. Adopting this approach, the integrator is made to handle 

the average TARRIVE,MIN between input TM samples rather than the worst-case 

(largest). 

The block diagram for a queue-based time-to-time integrator adopting a 

two-position queue is shown in Fig. 4.8. Two TLatches are included to implement 

the queue. The odd and even-numbered input TM samples are forwarded to 

TLatch1 and TLatch2 respectively. As illustrated in Fig. 4.9, ∆TIN[1] is latched by 

TLatch1 and is kept until the rising edges at the output of the integrator 

representing ∆TOUT[1] arrive to initiate the readout of this TLatch; meanwhile, 

TLatch2 tracks the input port to capture the next TM input, ∆TIN[2], without any 

concern about the readout of ∆TIN[1]. The control unit in Fig. 4.8 is digital and it is 

responsible for routing the data into and out of the queue; this routing is done by 

the selection of the right TLatches for either write or read using the R and W 

signals of each TLatch.  

For ease of reference, we call the architecture shown in Fig. 4.8 a dual-

path integrator. Throughout the rest of this section, the details behind the digital 

control unit will be explained. 

4.3.1. Switching Between Two TLatches 

The digital control unit is supposed to forward the odd and even-numbered 

 

Fig. 4.9. Adopting two TLatches in parallel for dual-path integration 
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TM samples to TLatch1 and TLatch2 respectively. Two complementary flag-bits 

TL1 and TL2 are needed to represent the Odd and Even status of the input 

samples. As shown in Fig. 4.10.a, these bits change upon the complete arrival of 

any new input TM sample. An input TM variable might be considered completely 

arrived, if both rising edges incorporating the input phase difference have 

occurred. By connecting TL1 and TL2 to the W inputs of TLatch1 and TLatch2, 

respectively, the appropriate TLatch will be in write mode when the 

corresponding rising edges arrive at the input port of the integrator. For instance, 

any odd-numbered input is routed to TLatch1 when TL1=“0” and TL2=“1”. Once 

latched, the flag bits will toggle and the next even-numbered input will be 

forwarded to TLatch2 for TL1=“1” and TL2=“0”. 

The proposed circuit diagram to produce TL1 and TL2 is presented in Fig. 

4.10.b and we consider the whole circuit as a single block called a DSwitch. The 

T-Flip-Flop (TFF) with a “1” at the T input operates like a single-bit counter for the 

input rising edges. The additional AND and OR gates are used to detect “11” and 

 
(a) 

 
(b) 

Fig. 4.10. (a) The signal scheme for two flag-bits TL1 and TL2, (b) The circuit schematic of the 
digital switch (DSwitch) 
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“00” states to set and reset the output D-Flip-Flop which in turn sets TL1 and TL2. 

The RESET signal is a global signal and it is included for initial reset of the digital 

control unit whenever applicable.  

The direct connection of TL1 and TL2 to the W inputs of the TLatches can 

result in error. To explain the problem, we consider the signal scheme presented 

in Fig. 4.10.a. After latching ∆TIN[1] by TLatch1, this data might be kept until 

∆TIN[3] arrives. However, as soon as ∆TIN[2] is latched by TLatch2, flag-bit TL1 

will change to “0”. If this bit is used as the W input of TLatch1, the input signals at 

ΦIN,Sig and ΦIN,Ref will be buffered to the inputs of the SDUs inside TLatch1 (Fig. 

3.5.a) and any falling edge at the input port will change the charge distribution 

inside the SDUs. In this situation, ∆TIN[1] stored in this TLatch will be modified 

and the readout data will be subject to error. In order to ensure that the new data 

does not overwrite past data that has yet to be used, the circuit of Fig. 4.11 will 

be used to extract the WTL1 and WTL2 to control the W input of TLatch1 and 

TLatch2 respectively. When TL1 changes to “1”, TLatch1 should be kept in the 

read phase until the data is read out completely (i.e., both TLatch1 outputs are set 

high).  A similar situation applies to TLatch2. 

4.3.2. Modifying the Output of the Integrator 

In much the same way that the input data was routed to the two TLatches, 

the output of the TLatches must be routed to the output ring oscillators using a 

digital switching mechanism. The TLatch selection logic to modify the output of 

the integrator is synchronized with the arrival of the rising edges at the output of 

the integrator, i.e. ΦOUT,Sig and ΦOUT,Ref. This is in contrast to that which is 

 

Fig. 4.11. Circuit schematic for producing the write W signals of each TLatch 
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performed in TLatch selection logic for input storage where the switching action 

was synchronized with the arrival of the rising edges at the input of the integrator.  

The output of the integrator is defined as the phase difference between 

two ring-oscillators. To synchronize the selection logic, a matched pair of rising 

edges at ΦOUT,Sig and ΦOUT,Ref should be taken into account. The sequence of 

oscillation cycles in both oscillators should be monitored carefully. Designating 

each cycle with an increasing number, the number of cycles incorporating the 

output pair of rising edges should be matched. In Fig. 4.12, a few cycles of each 

oscillator output are shown. If the selection logic tracks the wrong sequence of 

the rising edges, such as an odd edge of the signal oscillator with an even edge 

of the reference oscillator, the tracking will be in error. The circuit shown in Fig. 

4.13 produces the flag bit MState to distinguish the corresponding rising edges. 

Again, each TFF operates like a single-bit counter and the XNOR gate sets 

MState to logic “1” when the input rising edges occur on either even or odd 

number. In other words, when MState is “1”, the next rising edge can be 

considered the first one of a matched pair. When this flag bit is “0”, the circuit is 

 

Fig. 4.12. The Illustrating the concept of matched and unmatched edge pairings 

 
Fig. 4.13. Generating the MState flag bit signal: (a) circuit schematic, (b) signaling scheme 
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waiting for the second rising edge of a matched pair.  

Upon the arrival of a pair of rising edges at ΦOUT,Sig and ΦOUT,Ref, the digital 

control unit responsible for the readout of the TLatches should activate one out of 

two pairs of signals RTL1-Sig-RTL1-Ref or RTL2-Sig-RTL2-Ref to read the input TM sample 

captured in TLatch1 or TLatch2, respectively. The flow chart shown in Fig. 4.14 

shows the algorithm to set/reset RTL1-Sig-RTL1-Ref signals and the digital circuit 

shown in Fig. 4.15 is used to implement the algorithm for both pair of RTL1-Sig-RTL1-

Ref and RTL2-Sig-RTL2-Ref signals. During the time either WTL1 or WTL2 is “0”, the 

corresponding TLatch is in “Write” phase and its R signals are set to “1” (using 

NAND1 in Fig. 4.15), so that no reading will be initiated in this phase. To keep a 

one-to-one correspondence between the input and output pairs of rising edges, 

each odd or even output should be added to an odd or even input time sample, 

respectively. At the arrival of an output pair of rising edges labeled with an odd 

number, the input time sample captured by TLatch1 should be readout. An 

additional DSwitch block is included in the control unit to set two flag bits, Odd 

and Even, to specify the odd or even number of the output pair of rising edges. 

When WTL1=“1”, the control unit checks for the Odd flag bit to make sure the 

correspondence between the input and output is satisfied (using AND). Unless 

there is a simultaneous pair of “11” for WTL1 and Odd, any rising edges at ΦOUT,Sig 

 

Fig. 4.14. The flow-chart to set and reset RTL1,Sig and RTL1,Ref 
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and ΦOUT,Ref will be ignored (using AND and NAND2). Confirming the right input-

output correspondence, the logic then checks if the pair of rising edges at ΦOUT,Sig 

and ΦOUT,Ref are a matched pair (using OR and NAND2). If Mstate=“1”, the 

algorithm proceeds to the next stage; otherwise,  RTL1,Sig and RTL1,Ref will be 

checked to see if the first rising edge of the matched pair has been taken into 

account previously; so that the algorithm can proceed with the second edge. 

Finally RTL1,Sig or RTL1,Ref will be reset to “0” upon the arrival of the rising edges at 

ΦOUT,Sig and ΦOUT,Ref and the readout of TLatch1  starts. 

By starting the readout of the proper TLatch (the proper location in the 

queue), the circuit shown in Fig. 4.16 will be used to produce the SWSig and 

 

Fig. 4.15. The digital circuit used to generate the R reading signals 

 

Fig. 4.16. Digital circuit used to control the SW signals of the two ring-oscillators in Fig. 4.8 
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SWRef signals in Fig. 4.8 and modify the output of the dual-path time-to-time 

integrator as explained for a single-path time-to-time integrator and according to 

Eqns. (4.8) and (4.11). 

4.4. Practical Considerations 

The dual-path time-to-time integrator proposed in section 4.3 deals with 

TM variables as its input and output. These TM variables are defined as the 

phase difference between pairs of running edges. While no mechanism is 

considered to lock the rising edges at the output to the rising edges at the input of 

the integrator, special attention should be paid to tune the average rate of output 

production to the average rate of input arrival. In addition, any mismatch between 

the signal and reference paths alongside the circuit results in different 

propagation delays for the rising edges in each path. This difference between the 

differential delays manifests itself as an offset error term. By ignoring this offset 

component, the output of the integrator might become saturated. In this section, 

these two subjects will be covered.  

4.4.1. The Synchronization between the Input and Ou tput Signals 

As explained previously, to satisfy the input-output correspondence 

between two successive pairs of input edges, one and only one output pair of 

rising edges should be produced. Since the computational engine does not have 

any control over the rate of input arrival, the time between each two successive 

output samples, on average, should be set the same as that of two successive 

input TM samples. Practically speaking, while a PLL approach for locking the 

ring-oscillators to a fixed input frequency may be viable, here the integrator takes 

care of this situation automatically. Provided the maximum period of the output 

signals, expressed as 

 OUTTLatchSDU,MaxOUT, TTT += , (4.13) 

where TSDU,TLatch represent the TSDU of the SDU inside the TLatch, is less than the 

average period of the input, the error situation will be limited to the cases where 

only extra outputs are produced rather than contain both extra and missing output 
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pairs of edges. Assuming this condition is met, the integrator will automatically 

adjust and correct for the extra pair of edges.  

As explained earlier, the flag bits WTL1/WTL2 and Even/Odd in Fig. 4.15 are 

included to verify the odd-to-odd (WTL1 AND Odd=“1”) or the even-to-even (WTL2 

AND Even=“1”) correspondence between the input and output samples. The 

occurrence of any extra output sample alters the flag bits and indicates a violation 

of the appropriate edge sequence. Consequently, the out-of-sequence edges will 

be ignored, as no read phase will be initiated. During the output cycles with no 

reading, ∆TSW,Sig and ∆TSW,Ref in Eqn. (4.8) will be equal to zero and the output 

TM value will remain the same. This mechanism implements a correction for the 

errors by pushing the unexpected pair of output rising edges forward and 

between the next two input samples.  

To show how the circuit compensates for the error situation, a sample 

timing arrangement of the input and output rising edges is shown in Fig. 4.17. 

Starting from the left-hand side, the first set of edges is in the correct sequence, 

i.e., odd input and odd output.  Next, at the output, an extra set of edges occurs 

that are designated as even. Subsequently, the integrator output will not be 

modified and the phase difference between the following set of output edges is 

identical to that of the previous output, regardless of the input condition. 

However, the next even output (4th set of edges from the left) will match the even-

to-even input-output condition and generate the correct output signal information. 

For all remaining sets of input and output edges, the situation is monitored and 

corrected in the same manner. 

 
Fig. 4.17. The self-correction feature that compensates for frequency mismatch 
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4.4.2. Mismatches and Calibration 

The gate delay of a logic component forms the most basic element of the 

proposed time-to-time integrator as expected from any TMSP circuitry. 

Mismatches between signal and reference paths introduce time offsets. Signals 

associated with the output ring oscillators would be considered the most sensitive 

element of all where they directly contribute to the output. A similar effect is also 

present in the TLatches due to mismatches in the SDUs. Such mismatches have 

large effect on the operation of the integrator. Other signals, such as the signals 

associated with a TLatch read operation that is derived by a digital circuit without 

any SDU, are also dependent on mismatch-induced offset errors but on a much 

reduced scale. Signals associated with a write operation are not sensitive to time 

offsets at all, as the action associated with the input TM sample occurs long after 

WTL signals are finalized.  

Mismatches between any two corresponding SDUs in the pair of output 

ring-oscillators results in a signal independent error between the intrinsic 

oscillation periods of the two ring-oscillators, i.e., 

 ring,mmfRe,OUTSigOUT, ∆TTT += , (4.14) 

where ∆Tmm,ring represents the algebraic sum of the all mismatches between the 

TSDU of the corresponding SDUs of the two output ring oscillators. In addition, the 

mismatches between the SDUs inside each one of the TLatches result in different 

TSDU values for each SDU and Eqn. (3.10) can be modified accordingly as  

 TL,mmINRTOU ∆T∆Tt∆∆T ++= , (4.15) 

where ∆Tmm,TL represents the error between the TSDU values of the two SDUs 

inside the corresponding TLatch. This error term also includes the minor errors 

induced during the read operation. Because two TLatches are included in the 

circuit, each one introduces a different offset component. Considering Eqns. 

(4.14) and (4.15) and revising Eqns. (4.4)-(4.10), Eqn. (4.11) will be modified as  

 [ ] [ ] [ ] 1,,12122 TLmmringmmINOUTOUT TTnTnTnT ∆+∆+−∆+−∆=∆  (4.16) 

and  
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 ∆TOUT 2n+1 =∆TOUT 2n +∆TIN 2n +∆Tmm?ring +∆Tmm?TL2
 (4.17) 

for even and odd-numbered output TM samples, respectively. As shown by Eqns. 

(4.16) and (4.17), the signal-independent offset error terms associated with the 

odd and even output samples are different. However, the accumulated error for 

two successive even and odd output samples is fixed and equal to  

 ∆Toffset?even+odd =2∆Tmm?ring +∆Tmm?TL1+∆Tmm?TL2
. (4.18) 

Eqn. (4.18), in turn, results in an average offset value of 

 ∆Toffset?mismatch=∆Toffset?even+oddB 2 (4.19) 

for each output TM sample.  

The above-mentioned analysis confirms that the effect of mismatches 

between the signal and reference paths all over the integrator manifests itself as 

a single offset error term given by Eqn. (4.19). This offset can be modeled as an 

additive voltage component, ∆VMismatch, associated with the power supply of one 

SDU (for example SDU3) in the signal ring-oscillator (shown in Fig. 4.8) compared 

to the corresponding SDU in the reference oscillator while the rest of circuit is 

being considered completely matched. Based on Eqn. (3.1), the additive voltage 

component results in a difference between the propagation delays of the two 

corresponding delay blocks equal to 

 

Fig. 4.18. The circuit diagram for a highly matched pair of SDUs 
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Considering ∆TSDU3,Mismatch = ∆Toffset,mismatch, the voltage offset representing the 

total mismatch of the integrator equals to  
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To minimize ∆VMismatch, layout techniques might be used to decrease the 

mismatch between the two output ring oscillators. In addition, a differential 

structure as shown in Fig. 4.18 can used to decrease the mismatches between 

the two SDUs inside each TLatch. Cascode current mirrors are used to neutralize 

the channel length modulation of transistors M2 and M4 affected by the voltage 

across the capacitors. This structure provides the possibility of sharing the same 

bias circuit for both paths and implementing the critical transistors as well as the 

capacitors with common-centroid or interdigitating structures.  

Even after considering all the possible techniques to minimize circuit 

mismatches, some will be unavoidable. The power supply for SDU3 in the 

reference oscillator might be modified to cancel the expected voltage offset, 

∆VMismatch, between the two SDU3s. A sample calibration topology is shown in Fig. 

 
Fig. 4.19. The integrator in calibration configuration 

 



Chapter 4- Digital Dual-Path Time-to-Time Integrator 

 79 

4.19 that can compensate for the mismatches and set the output equal to zero for 

a zero input. During the calibration cycle, the ΦIN,Sig and ΦIN,Ref inputs of the 

integrator will be connected together to guarantee the input TM sample is equal 

to zero. With zero input TM samples captured by each TLatch, the average 

phase difference at the output of the integrator is produced by mismatches, i.e. 

∆Toffset,mismatch. A PFD (Phase/Frequency Detector) followed by a charge pump is 

used to produce the voltage VOffset proportional to the output phase difference. 

Applying this voltage to power supply of SDU3 in the reference ring oscillator 

(negative feedback configuration), a phase offset with negative sign will be 

intentionally imposed between the two ring oscillators to cancel ∆Toffset,mismatch. 

After calibration, the inputs of the TLatches will be released to let the integrator 

run in its normal operational mode. During the operation of the integrator, 

calibration cycles should be run periodically to refresh the offset voltage. 

4.5. Simulation Results 

An integrated circuit prototype of the dual-path time-to-time integrator was 

Fig. 4.20. The block diagram of the dual-path integrator fabricated in a 0.13-um IBM CMOS 
technology 
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designed and layout in a 1.2V 0.13-µm IBM CMOS process implementing the 

architecture shown in Fig. 4.20. Transistor dimensions for all circuits are revealed 

in Appendix A. Two additional ring-oscillators are included on-chip to produce the 

input signals to the integrator. Through external pins VB1 and VB2, the bias voltage 

for each oscillator is set independently so that there is an intentional frequency 

difference between the oscillators. The phase difference between these two 

oscillators is adopted as the asynchronous input to the integrator. The power 

supply to one of the SDUs in the output ring-oscillators at the lower part of the 

figure is connected to VOffset to compensate for the mismatch-induced phase 

difference between the output oscillators of the integrator, as explained in the 

previous sections. On-chip capacitors are included as well to reduce any digital 

noise on the power supplies. In order to reduce the noise coupling between 

different parts of the circuit and control the noise behavior of the integrator, 

separate bias voltages are considered for each section. Also during the layout, 

symmetrical placement and routing between the components was performed 

meticulously.  

For calibration purposes, two extra I/O pins were added and denoted as 

TL1-Test and TL2-Test (at the top of the Fig. 4.20). Applying a digital “0” at either one 

of these pins, will cause the differential input to the corresponding TLatch to be 

shorted together so that a zero input condition is realized. In addition, an input 

Reset pin is included to restore the initial conditions within the digital control unit 

whenever needed. This signal is also used to stop the oscillations in all 

oscillators. When the digital signal RESET is high, the oscillators are turned off 

and when this signal is low the oscillators run. This cutoff mechanism forces the 

corresponding oscillators to begin their oscillations in phase with one another. 

The output signals of both oscillators are buffered to I/O pins to facilitate the 

testing of the prototype.  

To verify the behavior of the dual-path time-to-time integrator, the circuit of 

Fig. 4.20 was simulated with Spectre using post-layout extracted data. The TM 

variable input applied to the integrator was composed of two digital square-wave 

signals with slightly different periods of 435 ns and 436 ns (at frequencies of 
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2.29885 MHz and 2.29357 MHz, respectively) resulting in an increasing phase 

difference between the two input signals with steps of 1 ns. The output response 

is shown in Fig. 4.21 and compared with the ideal or expected response (i.e., 

Eqn. (4.1)). As is evident, the simulated results agree with the theoretical result. A 

closer look reveals the maximum error between the simulated and the ideal 

response is no greater than 36 ps, resulting in a relative error of no larger than 

0.014%. The output response is limited to 250 ns, as this is the period of the 

average frequency of the output signal of 4 MHz. This represents the upper limit 

of output operation for the integrator. 

4.6. Experimental Results 

The microphotograph of the integrated circuit prototype of the dual-path 
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Fig. 4.21. The simulated phase difference at the input and output of the proposed time-to-time 
integrator 

Dual-Paths Time Integrator

 
Fig. 4.22. Microphotograph of a test chip implementing a dual-path time-to-time integrator 
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time-to-time integrator implemented in a 1.2V 0.13-µm IBM CMOS process is 

shown in Fig. 4.22. The integrator occupies an area of 320µm×160µm, while part 

of the circuit in the figure is covered by a passivation layer. Other circuits are also 

shown in the photograph; these are unrelated to the integrator and used for 

another purpose. 

The IC was mounted on a custom two-layer PCB through a custom CQFP-

to-DIP adaptor as shown in Fig. 4.23.a. The test board included extra features for 

testing other building blocks implemented on the same die with the integrator. 

Regarding the test of the integrator, separation of the digital and DC biasing 

 

(a) 

 
(b) 

Fig. 4.23. The customized board designed to test the integrator circuit, (b) the test environment 
setup 
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tracks was considered carefully in order to avoid any possible coupling of the 

digital noise into the bias circuit.  When separation was not possible, orthogonal 

crossovers were implemented. In addition to off-chip decoupling capacitors, LC 

chokes were used to block common-mode digital noise signals. Fixed and 

adjustable voltage regulators (Analog Devices ADP170/171) were used to 

provide different bias voltages needed to bias the integrator. Finally, non-inverting 

line drivers (74LV125) were used to drive off-chip digital signals to a digital scope 

through 50-ohm probes.  

The test environment consisted of a LeCroy 6000 Serial Data Analyzer 

(SDA), Agilent (Infiniium 54830D) oscilloscope and DC voltage power supplies. 

The digital output data was analyzed and processed in MATLAB and the relevant 

parameters and test results were extracted. The test setup is shown in Fig. 

4.23.b. 
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Fig. 4.25. Output distribution of the integrator after calibration for zero input 
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Fig. 4.24. The period jitter distribution at ΦOUT-Sig 
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By setting the control voltage of the SDUs in the output ring-oscillators 

(i.e., using VBias in Fig. 4.20) at zero voltage, the oscillation frequencies of the 

output oscillators were set at its maximum value, close to 5 MHz. By letting the 

two output ring oscillators to operate in a free running mode without any 

interruption through the control unit, the jitter at the output of each oscillator 

followed a distribution that was similar to a Gaussian one, as shown in Fig. 4.24 

for the signal oscillator. To calibrate for mismatches, the inputs to the two 

TLatches were shorted together by connecting digital pins TL1-Test and TL2-Test to 

Gnd. This established a zero input condition at the input of each TLatch so that 

the output time offset was expected to be measured zero for zero input. As 

explained in section 4.4.2, Voffset (in Fig. 4.20) was manually trimmed until the 

average value of the output phase difference became zero. It should be 

mentioned that the calibration procedure is not utilized to remove the noise 

(jitter); it will be used to set the average value of the noise equal to zero to avoid 

the saturation of the integrator output. Fig. 4.25 shows the distribution of the 

integrator output for 100K samples after calibration and while the input was set to 

zero. As is evident, the distribution of the output is multi-modal consisting of 

several Gaussian-like distributions. The authors believe that the multi-modal 

distribution is due to the different offset values for each TLatch and the fact that 

the jitter distribution at one oscillator is correlated with the jitter of the other 

oscillator. The correlation happens because the digital noise induced in one of 

the oscillators may couple to the other oscillator through the power supply and 

influence its jitter-induced error. It should be mentioned that the calibration 

procedure is not utilized to remove the noise (jitter); it will be used to set the 

average value of the noise equal to zero to avoid the saturation of the integrator 

output. 

An input ramp with an average step of 2.43 ns/sample was applied to the 

input of the integrator to measure its input-output integration operation. This ramp 

was created through two additional front-end ring oscillators that beat at two 

different frequencies to create the ramp signal in time (see top left hand side of 

Fig. 4.20). Bias voltages VB1 and VB2 controlled the frequencies of each ring 
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oscillator. These voltages, of approximately 0.6V, were adjusted so that a beat 

frequency of 2.5 MHz was established. To avoid the output saturation, the 

integrator was reset once the output exceeded the saturation level. This avoided 

any residual or divergence effects to be carried forward into the next integration 

cycle.  

The experiment was allowed to continue so that approximately 10,000 

points could be collected for post-processing. Three cycles of the input and 

output collected data are illustrated in Fig. 4.26(a) on the same sample index. 

Adding any more cycle would simply clutter the diagram. As shown in the figure, 

the output of the integrator saturated at different levels before 200 ns, which is 

the period of the oscillating signals at the output of the two output ring oscillators 
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Fig. 4.26. Measured behavior of the integrator to a ramp input: (a) input-output instantaneous 
signal, (b) error between the experimental and theoretical output signals 
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(for the oscillation frequency equal to 5 MHz). Superimposing the ideal or 

expected output reveals little detail, as they are very similar. Instead, Fig. 4.26(b) 

illustrates their time difference as a function of the sample index. For the 

illustrated data, the error ranged from -1.9 ns to 1.5 ns. To get more insight into 

the error associated with the operation of the integrator, Fig. 4.27 shows the 

output error distribution for 10,000 output samples over the same input range. 

The error distribution appears multi-Gaussian with three main peaks bounded 

between ±3 ns, which are close to ±1.5% of the full range (200 ns). The error 

distribution is both positive and negative, indicating its source is due to noise, 

such as thermal noise, noise pick-up from poor power and ground supplies, or 

EMI from external lines or vias.   

Finally, the experiments revealed that the static power consumed by the 

integrator was around 1 mW. It should be mentioned that this design was not 

optimized for power, as many of the flip-flops were held in a power hungry mode 

of reset. 

4.7. Summary 

In this chapter, time memory cells called TLatches were utilized to develop 

a dual-path time-to-time integrator using digital circuits. This is the first realization 

of a circuit that integrates an input time variable and produces a corresponding 

output variable in the same domain. Mismatch effects internal to the integrator 
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Fig. 4.27. Error between the experimental and theoretical output signals for close to one thousand 
cycles 
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can be eliminated through a simple and effective digital-based calibration 

procedure. Essentially, calibration is performed by frequency aligning the outputs 

of two oscillators; hence, there is no need for trimming or any reference element. 

A circuit prototype was implemented in a 1.2-V 0.13-µm IBM CMOS process and 

it confirmed the operation of the integrator. The integrator performed with a peak 

error of 1.5% over full-scale.  This circuit is expected to be the basis for other 

time-mode signal processing circuits, like high-order delta-sigma modulators and 

frequency-selective filter circuits. 
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 Chapter  5: The Implementation of a Second-Order 

Delta-Sigma Modulator in TMSP 

 

5.0. Introduction 

Delta-Sigma (∆Σ) modulation [14] might be considered as one of the most 

widely used techniques in analog design. It has dominated the electronics 

industry in applications with high resolution and relatively low bandwidth 

requirements. Delta-sigma analog-to-digital conversion is a unique classification 

of data conversion that uses oversampling and feedback to achieve a high output 

ratio of the signal-to-noise. Although the output of such a modulator is a serial 

stream of digital bits, analog building blocks are the main components of this 

implementation. In this chapter, by taking advantage of time-mode signal 

processing (TMSP) and the time-to-time integrator proposed in Chapter 4, a 

digital architecture is proposed to implement a time-mode second-order delta-

sigma modulator. It is believed by the author that the proposed technique is 

applicable to higher orders of ∆Σ modulators as well. 

5.1. Delta-Sigma Modulators 

The operation of a first-order ∆Σ modulator is best described with the error 

feedback model shown in Fig. 5.1.a. The input analog value VIN assumed to be 

represented by a real number is converted to an output integer value DOUT 

through a quantizer. Normally, DOUT is formatted using a binary number 

representation.  The digital output is converted back into an analog value VOUT 
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using a DAC and this voltage is subtracted from the current input VIN to produce 

the error signal Eq, which represents the ADC’s quantization error. The 

quantization error signal is subtracted from the next input value to be converted. 

A time-domain analysis of the model depicted in Fig. 5.1.a reveals the input-

output difference equation given by 

  [ ] [ ] [ ] [ ]( )1nEnE1nVnV qqINOUT −−+−= , (5.1) 

Applying z-transform to both sides of Eqn. (5.1) results in 

  ( ) ( ) ( ) ( ).1 11 zEzzVzzV qINOUT
−− −+=   (5.2) 

As Eqn. (5.2) shows that an undistorted delayed version of the input voltage 

signal will be forwarded to the output; while, the second term reveals the 

quantization error Eq(z) is multiplied by the term “(1-z-1)”.  For physical 

frequencies, i.e., z=ejω, this term is near zero in magnitude at low frequencies, but 

increases to two as the frequency approaches one-half the sampling frequency. 

Hence, the low-frequency spectral content of the quantization noise is 

suppressed but its higher frequency components are magnified. This results in an 

increase of the signal-to-noise ratio (SNR) over a range of frequencies near DC.  

In addition, one can show that the quantization noise power over one-half the 

sampling frequency generated by the ∆Σ modulator is equal to the quantization 

noise generated by the quantizer without feedback and over the same range of 

Z-1 ADC

DAC

VIN

Eq VOUT

DOUT

  

(a) 

 

 (b) 

Fig. 5.1.  The first order ∆Σ modulator (a) error-feedback and (b) output-feedback models 
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frequency. Hence, ∆Σ modulation does not remove the quantization error but 

rather shifts it out of the frequency band of interest. This process is known as 

noise shaping [14].   

The implementation of a first-order ∆Σ modulator is routinely based on the 

topology illustrated in Fig. 5.1.b, which is formed by simply rearranging the error-

feedback model of Fig. 5.1.a. The internal positive feedback loop formed with the 

delay element is typically realized as an analog integrator. The outer negative 

feedback loop requires an analog summation block. The most common ∆Σ 

configurations use a single-bit quantizer (i.e., a comparator). This is because the 

use of a 1-bit quantizer would necessitate a 1-bit feedback DAC, which are both 

linear in nature. 

The oversampling behavior of a ∆Σ modulator gives rise to the term 

oversampling ratio (OSR). This quantity is expressed as 

 
BW

S

F2

F
OSR=   (5.3)  

which reflects how much greater the sampling frequency Fs is over the Nyquist 

rate of the incoming signal, i.e., 2FBW; where FBW is the largest input signal 

frequency that the modulator would exercise. Provided the input signal to the 

output quantizer stays within its linear range, the maximum signal-to-noise ratio 

(SNR) for a first-order single-bit ∆Σ modulator [14] may be calculated as  

 ( )OSRlog3078.7SNR += .  (5.4) 

Therefore, for a first-order design, the resolution of a ∆Σ modulator is governed 

by the oversampling ratio. Eqn. (5.4) along with technology constraints poses an 

upper bound on the performance of first-order ∆Σ modulators.  

1−Z
1−Z

 
Fig. 5.2. Second-order delta-sigma modulator 
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Higher-order delta-sigma modulators, which increase the number of 

integrators, offer significant SNR improvements. For example, the SNR for the 

second-order architecture [20] in Fig. 5.2 can be expressed as 

 ( )OSRlog5016.17SNR += .  (5.5) 

It may be inferred from Eqns. (5.4) and (5.5) that if the OSR is doubled for a first-

order ∆Σ modulator, the SNR improves by 1.5-bits of resolution. Whereas, a 

second-order ∆Σ modulator improves by 2.5-bits, third and higher-order ∆Σ 

modulators will offer even better SNR performance.  

5.2. Time-Mode Delta-Sigma Modulator  

As previously explained in Chapter 5, in most recently developed time-

based structures like VCO-based data converters [18,19], TMSP has been 

adopted to develop first-order quantization noise shaping to develop very 

affordable low power digital data converters. Attempts to increase the order of the 

modulator to improve its conversion resolution has been through the inclusion of 

additional analog building blocks such as that reported in [58] for a second-order 

delta-sigma modulator and [21] for a third-order modulator. In [11], the authors 

have developed a different topology for a first-order time-mode delta-sigma 

modulator where two ring-oscillators are utilized as a voltage-to-time integrator. 

Unfortunately, the technique is limited to a first-order topology as the addition of 

two or more time-mode signals was not deeming possible at that time. This, in 

turn, prevents the cascade of several back-to-back integrators to create high-

order modulators. A third-order ∆Σ TDC has been recently reported in [53]; 

however, the modulator is implemented in a 1-1-1 MASH structure avoiding the 

need for cascading integrators to achieve higher orders of modulation. While this 

approach is certainly a valid direction, the technique is not applicable to develop 

the classic second-order modulator or other topologies such as leapfrog 

architecture.  

At this very early stage of time-mode circuits, it is necessary to establish a 

systematic approach to implement ∆Σ modulators of orders higher than one. To 

present the proposed solution, we start by a brief review of a previously reported 
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first-order ∆Σ modulator. Following that, by adopting the time-to-time integrator 

developed in Chapter 4 a digital technique to implement a second-order time-

mode ∆Σ modulator is proposed. The technique used to implement this 

architecture might be used to design higher orders of such a modulator.  

5.2.1. First-Order Time-Mode Delta-Sigma Modulator  

As it was mentioned in Chapter 2, in [11] a compact structure to implement 

a first-order time-mode ∆Σ modulator was presented. As shown in Fig. 5.3, this 

modulator is composed of two voltage-controlled ring oscillators followed by a 

digital D-Flip-Flop. Any difference between the input analog voltage VIN and the 

reference voltage VREF will be integrated as the phase difference between the 

rising edges at ΦO and ΦREF, as it was explained for the voltage-to-time integrator 

in Chapter 2. The output DFF operates as a single-bit quantizer (comparator) to 

return a digital “0” or “1” based on the sign of the phase difference at the output of 

the voltage-to-time integrator. Finally, the digital output of the modulator, DO with 

a voltage amplitude of vO, is used as the control voltage for a VCDU in the signal 

ring-oscillator (top one in Fig. Fig. 5.3). The error signal ∆Tε[n] made by the flip-

flop comparison may be expressed as its output voltage amplitude from the DFF 

scaled by Gø minus time difference of the rising edges of the outputs from the two 

ring oscillator, i.e.  

 [ ] [ ] [ ]nTnvGnT Oo ∆−=∆ φε .  (5.6) 

Here, Gø represents the voltage-to-time conversion coefficient of the VCDUs 

inside the ring-oscillators. Following the equations in [11], the relation between 

the input and output of the modulator can be extracted as  

 
Fig. 5.3. First-order delta-sigma modulator 



Chapter 5- Second-Order TMDS Modulator 
 

 93 

 [ ] [ ] [ ] [ ]{ }1
1

1 −∆−∆+−= nTnT
G

nvnv ino εε
φ

  (5.7) 

where vin[n]=Vin[n]-VREF. Eqn. (5.7) is similar to Eqn. (5.1) and reveals the first-

order ∆Σ modulator difference equation.  

5.2.2 Second-Order Time-Mode Delta-Sigma modulator  
By taking advantage of the time-to-time integrator proposed in the 

previous chapter, it is possible to implement the cascade of two integrators in 

TMSP to increase the order of a delta-sigma modulator.  

As shown in the previous section, a typical second-order ∆Σ modulator is 

composed of two integrators as shown in Fig. 5.2. It consists of a voltage input 

and a digital output. For a second-order ∆Σ modulator implemented using TMSP, 

the signals at the boundary of this modulator are the same. However, the 

intermediate signals internal to the ∆Σ modulator are made as time-mode signals. 

For instance, the first integrator block will integrate the difference between the 

input voltage and the feedback signal coming from the DAC to produce a time-

mode output. This TM output becomes the input to the second integrator together 

with a time-mode feedback signal driven by the DAC. The output of this integrator 

is also TM signal. In other word, the first integrator is a voltage-to-time integrator 

while the second one is a time-to-time integrator.  

The voltage-to-time integrator presented in Chapter 2 is shown in Fig. 5.4 

and it might be used to implement the first integrator. Two ring-oscillators are 

included in the circuit and each loop is composed of voltage-controlled delay 

 
Fig. 5.4. The voltage-to-time integrator 
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units (VCDU) and digital inverters. A VCDU has the same structure as the SDU 

presented previously in Chapter 3 where the SW input to the delay unit is 

continuously connected to VDD and the bias voltage VB is used as an input to set 

the propagation delay TVCDU of the VCDU, i.e.  

 BVCDU VGT φ=  (5.8) 

where Gø is the voltage-to-time conversion factor of the VCDU. Following the 

equations presented in Chapter 2, the phase difference (i.e. ∆TOUT1) between the 

rising edges at ΦOUT1,SIG and ΦOUT1,REF will be related to the differential input 

voltage according to 

 [ ] [ ] [ ]1111 −+−∆=∆ nvGnTnT inOUTOUT φ ; (5.9) 

where vin[n]=Vin[n]-VREF. Eqn. (5.9) shows that the circuit operates as a voltage-

to-time integrator with a full delay having a transfer function given by  

1−Z1−Z

 
(a) 

 
(b) 

Fig. 5.5 (a) The Boser-Wooley second-order delta-sigma modulator, (b) The block diagram for a 
second-order TM delta-sigma modulator 
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 ( ) ( )zv
z1

z
zT in1

1

1OUT −

−

−
=∆ .  (5.10) 

The voltage-to-time integrator is cascaded with a time-to-time integrator 

that can be implemented using the architecture presented in Chapter 4. The 

transfer function for this integrator includes a full delay as well, i.e., 

 ( ) ( )zT
z

z
zT INOUT 21

1

2 1
∆

−
=∆ −

−

.  (5.11) 

Noting that both integrators have a full delay term in their transfer function, the 

Boser-Wooley topology [14] should be adopted to implement the second-order 

modulator, as shown in Fig. 5.5.a. By replacing each integrator with its proper 

time-mode counterpart, the diagram shown in Fig. 5.5.b will be concluded for the 

second-order time-mode ∆Σ modulator; as shown in the figure, a D-type Flip-Flop 

is used as the output single-bit quantizer. To implement the feedback to each 

stage, one digitally controlled delay component is included within each ring-

oscillator of both integrators. The input-output propagation delay for these 

feedback components, that are implemented using the SDU block developed in 

Chapter 3, can be bypassed by a digital signal. As explained in section 5.2.1 by 

activating the bypass input of the SDU, the input-output delay of the SDU will be 

shortened as low as a cascade of two digital inverters. By applying two 

complementary digital signals to the two SDUs of each integrator, an intentional 

phase difference will be added to the output phase difference of that integrator. 

This technique can be used to implement feedback to both integrators; however, 

as will be explained in the next section, some additional logic is needed to make 

sure the asynchronous operation of each integrator does not violate the causality 

condition of asynchronous operation. 

To explain the operation of the modulator in more details, the symbolic 

illustration of the operating signals for the input and output of the modulator and 

the outputs of each integrator are shown in Fig. 5.6. As explained in the previous 

chapter, between each pair of TM samples at the output of the first integrator 

which is assumed as the input to the second integrator, one set of TM output is 

evaluated at the output of the second integrator. The output DFF in Fig. 5.5.b 



Chapter 5- Second-Order TMDS Modulator 

 96 

produces the output digital bit DOUT and this bit will be feedback to the input of 

both integrators through the feedback provider logic. The output of the second 

integrator, ∆TOUT2, will be calculated as  

 [ ]1]1[]1[][ 2122 −×−−∆+−∆=∆ nDanTnTnT OUTOUTOUTOUT .  (5.12) 

Performing z-transform to both sides of Eqn. (5.12) results in 

 ( ) ( ) ( )zDzazTzzTz OUTOUTOUT
1

21
1

2
1 )(1 −−− ×−∆=∆×− .  (5.13) 

The quantization error, ∆Tε, associated with the output quantizer is defined as 

 [ ] ][][ 2 nTnDnT OUTOUT ∆−=∆ ε    (5.14) 

and substituting Eqn. (5.14) in Eqn. (5.13) results in 

 ( ) ( ) ( ) ( ) ( )zTzzTz1zDzaz1 1OUT
11

OUT
1

2
1 ∆+∆−=×+− −

ε
−−− .  (5.15) 

Considering a2=1, Eqn. (5.15) represents a first-order delta-sigma modulation 

and the architecture shown in Fig. 5.5.b may be easily changed to a first-order 

delta-sigma modulator for TM inputs by removing the first integrator and its 

connections.  

After modifying Eqn. (5.9) to introduce the feedback component, the 

equation to evaluate the output of the first integrator will be 

 [ ] [ ] [ ] [ ]111 111 −×−−×+−∆=∆ nDanvbnTnT OUTinOUTOUT ,  (5.16) 

 

Fig. 5.6. The symbolic illustration of the operating signals for the modulator in shown in Fig. 5.5 
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where b=Gø. Again, by applying z-transform to both sides of Eqn. (5.16) the result 

will be  

 ( ) ( )zD
z

za
v

z

zb
zT OUTinOUT 1

1
1

1

1

1 11 −

−

−

−

−
×−

−
×=∆ .  (5.17) 

By replacing ∆TOUT1(z) in Eqn. (5.15) by Eqn. (5.17), the expression representing 

the relation between the input and output of the modulator shown in Fig. 5.5.b will 

be equal to 

 ( ) ( )
( ) ( ) ( ) ( )zv

zDen

zb
zT

zDen

z1
zD in

221

OUT

−

ε

− ×+∆−=   (5.18) 

where,  

 ( ) ( ) ( ) 2
21

1
2 121 −− ×−++×−+= zaazazDen .  (5.19) 

According to Eqn. (5.19), the signal transfer function (STF) and noise transfer 

function (NTF) is equal to  

 ( ) ( )zDen

zb
zSTF

2−×=   (5.20) 

and  

 ( ) ( )
( )zDen

z
zNTF

211 −−=   (5.21) 

respectively. To achieve STF(z)=b×z-2 and NTF(z)=(1-z-1)2, the conditions a1=1 

and a2=2 must be satisfied. Coefficient b is the input voltage-to-time conversion 

factor and should be set during the design of the VCDU block. In the next section, 

more information regarding the implementation of the second-order time-mode 

delta-sigma (TMDS) modulator will be provided. 

5.3. Silicon Implementation  

From a practical point of view, there are some issues regarding the silicon 

implementation of the above-extracted equations. As explained earlier, there is 

no timing synchronization between the oscillating signals at the outputs of the two 

integrators. The digital control unit, described in Chapter 4, only regulates the 

one-to-one correspondence between the pairs of rising edges at the output of the 
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two integrators; i.e., one and only one odd (even) TM output should be produced 

at the output of the second integrator after an odd (even) TM output is produced 

at the output of the first integrator. Due to the asynchronous operation of the 

time-mode modulator, special care should be taken to apply the right feedback 

signal to each integrator; also, the timing characterization of the modulator is 

necessary to guarantee there would be no conflict between the arrival times of 

the rising edges at the output of the integrators. Moreover, the linear range of the 

input voltage-to-time converter and the non-uniform sampling at the input of this 

modulator are the other concerns that should be investigated. This section covers 

these issues in more details.  

5.3.1. Feedback Implementation 

The digital output of the modulator is produced through the sign detection 

of the TM variable at the output of the second integrator (i.e. ∆TOUT2[n]). By 

applying the rising edges at ΦOUT2,SIG and ΦOUT2,REF to the Clock and D inputs of 

a DFF, as shown in Fig. 5.7, the output of the DFF (DTMP) will be set to “0” if the 

rising edge at the Clock input leads the rising edge at the D input. On the other 

hand, if the Clock edge lags the D edge, the output DTMP will be set to “1”. DTMP 

might be considered as a preliminary output of the modulator. When extra cycles 

are being produced to force the one-to-one correspondence between the two 

integrators, as explained in the previous chapter, the TM variable at the output of 

the second integrator should be preserved without any modification; so, no 

feedback should be applied. To satisfy this requirement, two NAND gates 

proceeds the outputs of the DFF to fix both feedback signals at the same level 

 
Fig. 5.7. The digital configuration to produce the digital output of the modulator 
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(for example “1”) when EComp is “0”. EComp is the flag bit that determines the 

condition when extra cycles are in progress. DOUT and OUTD  are the digital 

outputs of the modulator and they are applied directly to the second integrator.  

Considering the timing diagram shown in Fig. 5.6, the n-th pair of the rising 

edges at the output of the second integrator (the signals representing ∆TOUT2[n]) 

arrives after the n-th pair of the rising edges at the output of the first integrator 

(the signals representing ∆TOUT1[n]) have arrived. To apply the right feedback to 

the first integrator, the n-th digital output of the modulator, i.e. DOUT[n], that is 

produced according to ∆TOUT2[n] should be used to produce ∆TOUT1[n+1]. In other 

words, after the pair of rising edges for ∆TOUT1[n] arrives at the output of the first 

integrator, the next DTMP produced by the rising edges for ∆TOUT2[n] should be 

latched to be feedback to the first integrator.  

To implement this strategy, the circuit shown in Fig. 5.8 can be used. 

Starting from an initial reset condition, flag bit OSC1 will set to “1” when an “11” 

state appears at the outputs of DFF3 and DFF4. This flag bit determines the full 

arrival of a matched pair of rising edges at the output of the first integrator (i.e. 

∆TOUT1[n]). At the upper part of the figure, moreover, DFF1 and DFF2 configure a 

mono-stable circuit that sets OSC2-Clk to “1” upon the arrival of the rising edge at 

 
Fig. 5.8. The circuits to produce the feedback signal for the second integrator 
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ΦOUT2,SIG. This mono-stable keeps the status of OSC2-Clk for a time equal to the 

delay of the buffer connected to the R input of DFF2. If the flag bit OSC1 has 

been previously set to “1”, by the arrival of the rising edge at ΦOUT2,SIG and 

temporary setting of OSC2-Clk, the rising edge at the clock input of DFF5 samples 

DTMP signal to DOUT-INT1 and INT1OUTD − . On the other hand, if OSC1 is set to “1” 

after the temporary setting of OSC2-Clk, the change at DTMP will not be taken into 

account and the circuit waits for the next rising edge at ΦOUT2,SIG to sample DTMP. 

Digital bits DOUT-INT1 and INT1OUTD −  will be used as the output feedback to the first 

integrator.  

5.3.2. The Limited Input Range for Linear Operation  of a VCDU 

The main constraint to the linear operation of the first integrator is the 

limited input range of the VCDU block. As shown in Fig. 5.9.a for a typical VCDU, 

as explained in previous chapters, the input voltage is used to control the 

discharge current of the capacitor and to change the propagation delay of the 

block according to  

 ( ) ( )inv,ThDD
IND

VCDU VV
VI

C
T −= .  (5.22) 

Due to the quadratic relation between the gate-source voltage of a MOS 

transistor and its current, the linear range of operation for the VCDU is limited. As 

reported in [3], for a 1.8V power supply, the input range from 0.8V to 1.2V (i.e. 

22% of the power supply) satisfies a linearity of ±0.1%. By modifying the circuit 

 
Fig. 5.9. The circuit configuration for (a) a typical VCDU, (b) the modified VCDU with improved 
linearity 
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as shown in Fig. 5.9.b, the linear range for the input signal dramatically 

increases. In the modified version, the input voltage is being sampled on 

capacitor C through transistor M1. By fixing the bias voltage at VB, the discharge 

current will be fixed at ID(VB) and the delay of the block will be evaluated 

according to 

 ( ) ( )invThIN
BD

VCDU VV
VI

C
T ,−= .  (5.23) 

It is evident that the delay of the modified block is linearly controlled by the input 

voltage VIN. The experimental results for a prototype fabricated in 1.2V 0.13-um 

IBM CMOS technology is shown in Fig. 5.10.a. As shown in the figure, the linear 

range for the input signal is from 0.7V up to 1.2V for a 1.2V power supply (close 

to 42% of the power supply). As shown in Fig. 5.10.b, for input voltages smaller 

than 0.7V, the PMOS transistor does not operate as a perfect switch and the 

linearity degrades. For VIN less than the threshold voltage of the output inverter 

(based on the experimental results VTh,inv=0.58V), the VCDU does not pass the 
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Fig. 5.10. (a) The delay of the modified VCDU in terms of the input voltage, (b) the rational error 
percentage  
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input edge to its output and the propagation delay is not defined.  

To develop a general diagram for a VCDU to be used in different 

applications, the above-mentioned modifications are applied to the SDU circuit 

that was proposed in Fig. 4.18. The concluded structure for the VCDU is shown 

in Fig. 5.11. The extra bypass switch is included to discharge the voltage across 

the capacitor instantly and reduce the propagation delay of the block where 

applicable. With this configuration, when a digital “1” is applied to VBypass, the 

propagation delay of the block will be as small as the cascade of two digital 

inverters. This circuit can be used for the implementation of both SDUs and 

VCDUs, as will be explained later. 

5.3.3. Timing Characteristics of the Modulator 

Due to asynchronous operation of the proposed TMDS modulator, there is 

no formulated timing between the outputs of the two integrators; however, the 

control unit guarantees an order to the output of each integrator. Specifically, it 

ensures the output of the second integrator follows that of the first integrator and 

the output of the first integrator follows that of the second integrator. Nonetheless, 

a system violation can occur if the average propagation delay of each integrator 

is unequal. Here we speak of the propagation delay of each integrator as the time 

difference between the arrival of the output TM signal and the corresponding 

VB

ΦIN

SWSig

C

M1

ΦOUT

VBypass

Bypass 
Switch

VINVDD

 
Fig. 5.11. The final circuit diagram used to implement a VCDU or SDU block 
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input TM signal. Of course, with a time-varying input, the propagation times will 

vary. 

In the case of the first integrator, the instantaneous propagation delay 

TOSC1 is defined as the time difference between the time the input voltage is 

sampled and the time the next output edges occur. This is equal to the 

propagation time around the loop of a single ring oscillator, or equivalently, its 

oscillation period. This period can be described as  

 [ ] [ ] [ ]1111 −−+= nTnvGTnT FBINOSC φ ,  (5.24) 

where T1 is a constant component and it is equal to the sum of the TVCDU and 

TSDU delays of all the VCDU and SDU blocks around the corresponding ring-

oscillator. The term GøvIN[n]-TFB1[n-1] is the signal dependent component, where 

Gø is the input voltage-to-phase conversion coefficient, and TFB1 is the time 

change caused by the feedback signal from the feedback provider logic. 

In the case of the second integrator, the instantaneous propagation delay 

TOSC2 is defined as the time difference between the arrival of the input and output 

TM signals. Once again, this is equivalent to the oscillation period of one of the 

ring-oscillators that make up the second integrator.  As explained in the previous 

chapter, after applying the reading signals to a TLatch, it can take up to TTL,SDU 

seconds before the stored data is readout and available at the output of the 

TLatch. The time TTL,SDU is the delay of the SDUs implemented inside each 

TLatch. Depending on the polarity of ∆TOUT1[n-1] stored in each TLatch, the 

instantaneous period for the oscillating signals at the output of the second 

integrator can be described as 

 [ ]
[ ]

[ ]1nT

T

or

1nTT

TnT 2FB

SDU,TL

1OUTSDU,TL

22OSC −−














 −∆−
+= ,  (5.25) 

where, again, T2 is the constant component of the instantaneous period and it is 

equal to the sum of the TVCDU and TSDU delays of all the VCDU and SDU blocks 

around the corresponding ring-oscillator. Likewise, TFB2 is the time change 

caused by the feedback signal generated by the feedback provider logic.  
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A symbolic representation of the signals at the output of each integrator is 

shown in Fig. 5.12. We assume that the very first rising edges at ΦOUT1,SIG/REF and 

ΦOUT2,SIG/REF as the outputs of the first and the second integrators, respectively, 

arrive at time zero. As explained in the previous chapter, after storing ∆TOUT1[1] in 

TLatch1, ∆TOUT1[2] should be forwarded to TLatch2. Following the same 

procedure, the next odd and even outputs of the first integrator should be latched 

on TLatch1 and TLatch2, respectively. To avoid any data storage conflict, the 

previous data saved on TLatch1 (for example ∆TOUT1[1]) should have been read 

out before the next data for the same TLatch (for example ∆TOUT1[3]) arrives. So, 

during the time ∆TOUT1[1] is latched and before any one of the rising edges 

related to ∆TOUT1[3] occurs, at least one pair of rising edges at the output of the 

second integrator should have happened to initiate the readout of ∆TOUT1[1].  

To make sure ∆TOUT1[1] is readout before ∆TOUT1[3] arrives, the maximum 

instantaneous period of the first oscillation cycle of the second integrator, i.e. 

TOSC2,REF[1], should be TTL,SDU seconds shorter than the time for two oscillation 

cycles of the first integrator (as shown in Fig. 5.12).  This is necessary to ensure 

that there is enough time for the readout of the stored information before 

∆TOUT1[3] arrives. This means 

 [ ] [ ] [ ] SDU,TLfRe,1OSCfRe,1OSCfRe,2OSC T2T1T1T −+≤ .  (5.26) 

Substituting Eqns. (5.24) and (5.25) in Eqn. (5.26), for the worst case results in 

 [ ] [ ]( ) [ ] [ ]( ) [ ]0T1T2vG0T1vGT2T2T 2FB1FBin1FBinSDU,TL12 +−+−+−≤ φφ .  (5.27) 

After storing ∆TOUT1[3] in TLatch1, ∆TOUT1[4] should be forwarded to TLatch2. 

 

Fig. 5.12. Symbolic illustration of the timing for the output of each integrator 
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Again in order to avoid any conflict, ∆TOUT1[2] previously stored on TLatch2 

should be read by a pair of rising edges at ΦOUT2,SIG/REF before any one of the 

rising edges related to ∆TOUT1[4] occurs. Subsequently, two cycles of the 

oscillating signals at ΦOUT2,REF should finish TTL,SDU seconds before the third cycle 

of the oscillating signals at ΦOUT1,REF is over, i.e. 

 [ ] [ ] [ ] [ ] [ ] SDU,TLfRe,1OSCfRe,1OSCfRe,1OSCfRe,2OSCfRe,2OSC T3T2T1T2T1T −++≤+ .  (5.28) 

Again, by substituting for the corresponding terms using Eqns. (5.24) and (5.25), 

the results will be   

 [ ] [ ]( ) [ ]∑∑
==

φ −+−−+−≤
2

1k
2FB

3

1k
1FBinSDU,TL12 1kT

2

1
1kTkvG

2

1
T

2

3
T

2

3
T .  (5.29) 

Intuitively we can conclude that the upper limit for T2 set by Eqn. (5.29) is smaller 

than the limit dictated by Eqn. (5.27). By following the same procedure and after 

n cycles, Eqn. (5.29) will change to 

 [ ] [ ]( ) [ ]∑∑
=

+

=
φ −+−−++−+<

n

1k
2FB

1n

1k
1FBinSDU,TL12 1kT

n

1
1kTkvG

n

1
T

n

1n
T

n

1n
T .  (5.30) 

Since the delta-sigma modulation forces the output of the modulator to follow the 

input signal, it is expected that in the limit as n approaches infinity,  

 [ ] [ ]( ) 0kTkvG
n

1
lim

1n

1k
1FBinn =−∑

+

=
φ∞→ .  (5.31) 

Also, to consider for the worst case, TFB2[k] values in Eqn. (5.30) should be 

considered all negative as 

 [ ] 22 FBFB TkT −= .  (5.32) 

Adopting Eqns. (5.31) and (5.32) in Eqn. (5.30), the following relation should be 

satisfied by T2 and T1 

 2,12 FBSDUTL TTTT −−<   (5.33) 

to guarantee no input data will be lost due to timing conflict between the input 

arrival and the readout of the TLatches. Simulation results will confirm the validity 

of this equation at the end of this Chapter. 
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5.3.4. Non-Uniform Sampling 

As explained in section 5.3.2, upon the arrival of the rising edge at the 

input of the VCDU connected to the input voltage, the input continuous-time 

voltage VIN will be sampled across the capacitor inside the VCDU. The sampled 

value will be used to modify the instantaneous oscillation period of the 

corresponding ring-oscillator in the first integrator. The next sampling of the input 

voltage happens after one oscillation cycle of the same ring-oscillator. By 

modifying the oscillation period according to the sampled input voltage and the 

output feedback, the oscillation (or sampling) period changes from cycle to cycle 

according to Eqn. (5.24). This phenomenon is referred to as non-uniform 

sampling and it results in harmonic distortion at the input of the modulator. This 

leads to spurious tones at the input of the modulator that will be transferred 

directly to the output. The complete and accurate analysis of non-uniform 

sampling is beyond the scope of this thesis and it can be studied more in [62]. 

Some authors have tried to address the effect of non-uniform sampling on the 

performance of VCO-based data converters using simplified methods [11, 17, 

19]; however, the reported results do not seem comprehensive enough to be 

used as a general means for studying distortion in time-mode circuits. In this 

section, an experimental study of non-uniform sampling in VCO-based data 

converters based on the simulations performed in MATLAB/Simulink will be 

presented. This study starts by the investigation of the proposed TMDS 

modulator with a single-ended input and the simulation of the same modulator 

with a differential input will follow it.  

5.3.4.1. Non-Uniform Sampling of the Single-Ended I nput  

For a typical synchronous delta-sigma modulator, the period of input 

sampling is constant and synchronized to a reference clock. Consider the input 

as a continuous-time signal being described as 

 ( ) ( )tf2sinAtv ININ π=   (5.34) 

where A and fIN represent the amplitude and the frequency of the input sinusoid 

signal. Subsequently, the n-th sample of this input sampled through uniform 
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sampling is described as 

 [ ] ( )1, 2sin nTfAnv INUniformIN π= .  (5.35) 

where T1 is the ideal sampling period.  

For an asynchronous VCO-based data converter such as the second-

order TMDS structure presented in this chapter, there is no reference clock. In 

the proposed TMDS modulator, the sample-and-hold operation is performed 

solely by the VCDU circuit connected to the input voltage. The instantaneous 

sampling period is generated by the signal oscillator circuit of the first integrator. 

As shown by Eqn. (5.24), this period is dependant on the sampled voltage as well 

as the feedback signal. The sequence of samples applied to the input of the 

TMDS modulator in a single-ended configuration can then be described as 

 [ ] [ ] [ ]















 −−−+= ∑
=

n

k
FBINININ kTkvGnTfAnv

1
11 112sin φπ .  (5.36) 

This sequence deviates from a normal set of samples presented by Eqn. (5.35). 

As Eqn. (5.36) is difficult to handle by direct algebraic means, we shall study this 

equation more carefully using numerical methods. In the rest of this section, all 

the efforts are made to simplify Eqn. (5.36) in order to drive an experimental 

formula for the evaluation of the spurious-free dynamic range of the sequence of 

data sampled according to this equation. The extracted formula will be used as a 

measure of harmonic distortion introduced by non-uniform sampling. The 

MATLAB/Simulink simulations of the original mathematics will be used to verify 

the accuracy of the extracted formulas.  

The established analysis method will be provided in three steps, whereby 

the modulation level of the sampling period changes in each one. The three steps 

are listed as: 

(1) Sinusoidal phase modulated sampling process 

(2) Accumulated phase-modulated sampling process 

(3) Delta-Signal Modulated sampling process 

Although the results extracted through the third step is applicable to the proposed 

TMDS modulator, the first two steps help to make the understanding of the 

overall analysis. 
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Step 1: Sinusoidal phase modulated sampling process: we first consider a 

simplified version of Eqn. (5.36), written as 

 [ ] [ ]{ }( )12sin 1 −+= nvGnTfAnv INININ φπ .  (5.37) 

Comparing the above expression to the one generated from an ideal sampling 

process captured by Eqn. (5.35), we see that in this situation the time between 

consecutive samples varies with the signal itself. Hence, the sampling process is 

non-uniform. Considering the series of samples specified by Eqn. (5.37) is a 

distorted version of the uniformly sampled sequence of data described by Eqn. 

(5.35), the resulting sequence when driven by a sinusoidal input signal can be 

formulated as a harmonic series described as follows: 

 [ ] ( ) ( ) ( ) ...6sin4sin2sin 131211 +++= nTfAnTfAnTfAnv ININININ πππ   (5.38) 

Substituting Eqn. (5.38) into Eqn. (5.37) leads to   

 [ ] ( )[ ] [ ]( ){ }112sin2sin 111 −∆+−×+= nTTnfAGnTfAnv HarmonicsINININ ππ φ ,  (5.39) 

where  

 [ ] ( ) ( ) ...6sin4sin 1312 +×+×=∆ nTfAGnTfAGnT ININHarmonics ππ φφ   (5.40) 

In practice, the harmonic term ∆THarmonics[n] is much smaller than the fundamental 

term, i.e., Gø×A1sin[2πfIN(n-1)T1]. Hence, as a first-order approximation, 

∆THarmonics[n-1] can be ignored and Eqn. (5.39) can be reduced to  

 [ ] [ ]{ }( )11 2sin2sin nTfAGnTfAnv INININ ππ φ ×+≈ . (5.41) 

Therefore, the sequence of the input sampled signal described by Eqn. (5.37) is 

equivalent to a set of samples derived by a sampling process whose clock edges 

have been phase modulated by a sinusoidal signal with the amplitude of Gø×A. It 

is evident from this equation that during each cycle of the input signal, the non-

uniform sampler samples the input signal at different sampling instants with a 

maximum sampling time offset of Gø×A from the ideal value (i.e. T1).  

As shown in Fig. 5.13, during the time between the ideal sampling at nT1 

and the actual non-uniform sampling at nT1+∆TSampling, the input signal changes 

so that the sampled values at these two times will be different. This change 
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results in the harmonic distortion at the output of the non-uniform sampler 

characterized by Eqn. (5.37). We can consider amplitude of [ ]1ININ nT/v∆v  equal 

to 

 [ ] [ ] [ ]1
1

1 nTv

T
nT

dt

dv

nTv

v

IN

SamplingIN

IN

IN
∆

×≈∆
, (5.42) 

and use it as a measure of distortion. So that, an increase in [ ]1ININ nT/v∆v means 

the distortion level has increased. For a sinusoid input described by Eqn. (5.35), 

Eqn. (5.42) will change as following 

 [ ] ( )1
1

2cos2 nTfAGf
nTv

v
ININ

IN

IN ππ φ ××≈∆
. (5.43) 

Based on Eqn. (5.42), it is expected that the harmonic distortion induced by the 

non-uniform sampler modeled by Eqn. (5.37) changes as fIN×Gø×A changes 

where Gø×A is ∆TSampling,Max; also, it should be independent of the sampling 

period, i.e. T1.  

φG
 

Fig. 5.14. The block diagram to model non-uniform sampling of Eqn. (5.37) in Simulink. 

 
Fig. 5.13. Illustrating the change in the sample value due to variation in the sampling instant. 
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To verify the validity of the simplifications made to extract Eqn. (5.41), the 

original equation, i.e., Eqn. (5.37) was simulated in MATLAB/Simulink. To model 

the non-uniform sampling inherent in this equation, instead of phase modulating 

the sampling clock, the inverse phase shift was applied to the input signal using a 

“Variable Time Delay” block in Simulink. As shown in Fig. 5.14, the input voltage 

applied to a uniform sampler was delayed according to the previous sampled 

value of the input signal. Using this configuration, each input sample will be 

delayed with a different delay value. For T1= 156.25 ns (6.4 MHz), Gø×A= 40 ns, 

and fIN=102.44 kHz, the frequency spectrum of the output of the sampler is 

shown in Fig. 5.15. As shown in this figure, the non-uniformly sampling 

introduces harmonics in the output spectrum. The strength ratio of the 
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Fig. 5.16. Output SFDR of the non-uniform sampler of Eqn. (5.37) in terms of fIN×Gø×A 

0 100 200 300 400 500
−120

−100

−80

−60

−40

−20

0

20

Frequency (KHz)

P
ow

er
 (

dB
)

Main Frequency

SFDR

Third Harmonic

Second Harmonic

 
Fig. 5.15. Frequency spectrum at the output of the non-uniform sampler described by Eq. (5.37) 
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fundamental signal to the strongest spurious signal in the output spectrum (that in 

this case is the second harmonic) determines the maximum signal-to-noise ratio 

achievable from the non-uniformly sampler modeled by Eqn. (5.37). This ratio is 

also defined as Spurious-Free Dynamic Range (SFDR).  As expected, by 

changing fIN×Gø×A the output SDFR changes. As shown in Fig. 5.16, the SFDR 

changes with fIN×Gø×A at a -20 dB/Dec rate. To see how the output SFDR 

changes in terms of T1, fIN and Gø×A were fixed to 102.44 kHz and 40 ns 

respectively and T1 was changed from 156.25 ns to 78.125 ns and 312.5 ns. The 

simulated results for the output SFDR does not show any noticeable difference 

and it confirms our initial assumption that the output SFDR is independent of T1. 

Step 2: Accumulated phase-modulated sampling process: Now we 

investigate the output SFDR for a non-uniform sampler modeled by the following 

equation 

 [ ] [ ] 














 −+= ∑
=

n

k
INININ kvGnTfAnv

1
1 12sin φπ . (5.44) 

This equation is the modified version of Eqn. (5.36) where only the feedback term 

(TFB1) is excluded. Following the same explanation mentioned for Eqn. (5.37), 

Eqn. (5.44) can be simplified by a first-order approximation as  

 [ ] ( )( ) 














 −×××+= ∑
=

n

k
INININ TkfAGnTfAnv

1
11 12sin2sin ππ φ . (5.45) 

By taking advantage of a large oversampling ratio, T1 will be much smaller 

than 1/fIN. If we consider T1=dt, the Σ term in Eqn. (5.45) can be approximated by 

an integral expression as following: 

 ( )( ) ( ) ( )( )
∫∑∑

−−

==

≈×=− 11

0
1

1

0
11

11
1 2sin

1
2sin

1
12sin

Tn

IN

n

h
IN

n

k
IN dttf

T
ThTf

T
Tkf πππ . (5.46) 

Solving the above integral results in  

 ( )( ) ( ){ }1
11

1

0
1

12cos
2

1

2

1
2sin

1 1

Tnf
TfTf

dttf
T IN

ININ

Tn

IN −−=∫
−

π
ππ

π . (5.47) 

By considering  

 






 +=− xx
2

3
sincos

π
, (5.48) 
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Eqn. (5.47) can be modified and substituted in Eqn. (5.45), leading to the 

equation    

 [ ] ( ) 








 ×
+














 −+
×
×

+=
1

1
1

1 12
2

3
sin

2
2sin

T

AG
Tnf

fT

AG
nTfAnv IN

IN
ININ

φφ ππ
π

π . (5.49) 

The new equation includes a constant phase offset component equal to Gø×A/T1. 

This phase offset and the phase offset associated with the sin term (i.e. 3π/2) are 

independent of the sample index n and they do not influence the output SFDR. 

Ignoring the constant phase offsets, Eqn. (5.49) seems like a modified version of 

Eqn. (5.41); where, the deviation of the sampling period from its ideal value is 

equal to  

 ( ) 






 −+
×
×

=∆ 1
1

12
2

3
sin

2
Tnf

fT

AG
T IN

IN
Sampling ππ

π
φ . (5.50) 

Following the argument presented in Step 1, the relative error induced by 

non-uniform sampling can be extracted for the sampler modeled by Eqn. (5.49). It 

is easy to show that this error is proportional to 

 [ ] MaxSamplingIN
IN

IN Tf
nTv

v
,

1

∆×∝∆
. (5.51) 

As  

 
IN

MaxSampling fT

AG
T

×
×

=∆
1

, 2π
φ , (5.52) 

combining this equation with Eqn. (5.51) leads to  

 [ ] 11 2 T

AG

nTv

v

IN

IN

π
φ ×

∝∆
. (5.53) 

Consequently, for fixed values of Gø×A and T1, the amount of distortion (i.e. 

SFDR) at the output of the non-uniform sampler modeled by Eqn. (5.44) is 

expected to be independent of the input frequency fIN.  

To confirm the validity of the conclusions made in the previous paragraph, 

the system described by Eqn. (5.44) was simulated using MATLAB/Simulink. The 

model used in the first step was modified, as shown in Fig. 5.17, by including a 

discrete-time integrator before the variable time delay. The output SFDR were 

simulated and measured for fixed values of Gø×A= 40 ns and T1=312.5 ns (3.2 
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MHz). The measured data in terms of the input frequency is shown in Fig. 5.18. It 

is evident that the output SFDR stays around 26 dB for input frequencies less 

than 300 kHz. As input frequency increases above 300 kHz, however, the output 

SFDR starts to fall off. This difference between the simulated model and the 

theoretical conclusions made in the above paragraph is a result of the decrease 

in the oversampling ratio; So that, Eqn. (5.45) cannot be substituted by an 

integral and the evaluated value for fIN×∆TSampling,Max will not be a fixed constant 

anymore.  

Step 3: Delta-Signal Modulated sampling process: As the final step to analyze 

the non-uniform sampling at the input of the proposed TMDS modulator, we will 

now consider the whole expression seen in Eqn. (5.36). To simplify this equation, 

the Σ term included in this equation can be decomposed as following 
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Fig. 5.17. The block diagram to model non-uniform sampling of Eqn. (5.44) in Simulink 
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Fig. 5.18. Output SFDR of the sampler modeled by Eqn. (5.44) in terms of fIN.  
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[ ] [ ] [ ] [ ]( ) [ ] [ ]111111 1

1

1
1

1
1 −−−+−−−=−−− ∑∑

−

==

nTnvGkTkvGkTkvG FBIN

n

k
FBIN

n

k
FBIN φφφ  (5.54) 

Due to delta-sigma modulation, the average error between the feedback and the 

input signal is expected to approach zero as n increases, i.e., 

 [ ] [ ] 011lim
1

1

1

1
1 ≈−−−∑ ∑

−

=

−

=
∞→

n

k

n

k
FBINn kTkvGφ ;  (5.55) 

This, in turn, reduces Eqn. (5.36) to  

 [ ] [ ] [ ]( ){ }112sin 11 −−−+≈ nTnvGnTfAnv FBINININ φπ .  (5.56) 

According to Eqn. (5.56), the maximum deviation of the sampling period for is 

equal to 

 [ ] [ ]( ) 11, 11 FBFBINMaxSampling TAGnTnvGMaxT +=−−−=∆ φφ   (5.57) 

where FB1T  can be treated as a constant. Thus, the maximum deviation of the 

sampling period increases as input amplitude increases. This behavior is similar 

to the sampler modeled in Step 1 above.  

 [ ] AGf
nTv

v
INMax

IN

IN ××∝∆
φ

1

. (5.58) 

Following the same explanations presented in Step 1, it can be concluded that 

the SFDR of the distortion made by the sampler in the proposed TMDS 

modulator should be dependent on fIN×Gø×A and it is expected to be independent 

of the ideal sampling period, i.e. T1. 

To verify the validity of the conclusions made in the previous paragraph, 

the behavior of the sampler modeled by Eqn. (5.36) was precisely simulated 
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Fig. 5.19. The block diagram to model non-uniform sampling of Eqn. (5.36) in Simulink 
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using MATLAB/Simulink. As shown in Fig. 5.19, the control input to the variable 

time delay block preceding the uniform sampler in the Simulink model is 

controlled by the error signal of a second-order delta-sigma modulator. The 

output SFDR were monitored and measured for Gø×A= 40 ns, T1= 312.5 ns (3.2 

MHz) and variable values of the input frequency. The results are illustrated in Fig. 

5.20. Contrary to a non-feedback system (Fig. 5.18), the SFDR at the input of the 

TMDS modulator increases at a 20 dB/dec rate as the input frequency decreases 

(for a fixed value of Gø×A). As the input frequency increases, however, the 

change in the output SFDR deviates from a straight line. This deviation is due to 

the decrease of the oversampling ratio. As OSR decreases, the noise shaping 

performed through the modulator will be attenuated. This, in turn, increases the 

error between the input and output of the modulator and the assumption made by 

Eqn. (5.55) will not be valid anymore.  

Based on these simulations, the SFDR at the input of the modulator is 

independent of the ideal sampling period, T1, as well as the amplitude of the 

feedback signal (TFB1); however, the decrease or increase of Gø×A results in 

increase or decrease of the SFDR, respectively. For a fixed value of fIN, the input 

SFDR increases at a 20 dB/dec rate as Gø×A decreases. These results match 

the conclusions drawn for the very first sampler that was modeled by Eqn. (5.37). 

As it was confirmed by the simulation of Eqn. (5.36), it can be concluded that the 

SFDR at the input of the proposed TMDS modulator in a single-ended 

configuration can be formulated as  
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Fig. 5.20. Output SFDR of the sampler modeled by Eqn. (5.36) in terms of fIN×Gø×A 



Chapter 5- Second-Order TMDS Modulator 

 116 

 [ ] 













××
≈









∆
≈

AGf

K

nTvv
SFDR

INININ
INPUT

φ

α
10

1

log20
/
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where K represents an proportionality constant. Based on the data collected 

during simulation, K is equal to 0.1239 in this case. 

Eqn. (5.59) predicts the harmonic distortion induced by the non-uniform 

sampling at the single-ended input of the proposed TMDS modulator. As it is 

evident, the output SFDR is independent of the sampling period (T1) provided the 

OSR is high. In addition, by decreasing the input frequency or the voltage-to-

phase conversion coefficient of the input voltage-to-delay converter the distortion 

decreases as well.  

 During the characterization of the TMDS modulator, the effect of non-

uniform sampling should be considered carefully. If higher SNDR is desired, the 

utilization of a separate sample & hold at the input to the modulator is essential. 

5.3.4.2. Non-Uniform Sampling of the Differential I nput 

The proposed TMDS modulator can be configured for a differential-input. 

In this mode, differential analog voltages vIN,Sig and vIN,Ref should be applied to the 

signal and the reference oscillators of the first integrator, so that for a sinusoid 

input 

 

Fig. 5.21. The block diagram to model non-uniform sampling at the input of the proposed TMDS 
modulator and in a differential-input configuration 
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 ( ) ( ) ( )tfAtvtv ININSigIN π2sinRef,, =−= .  (5.60) 

By modifying the instantaneous period of both oscillators, Eqn. (5.36) can be 

used to evaluate the sampled sequence of each input as  

 [ ] [ ]( )( )nTnTf2sinAnv Sampling1INSig,IN ∆+π=   (5.61) 

and 

 [ ] [ ]( )( )n∆TnTπfsinAnv SamplingINfReIN, −−= 12 ,  (5.62) 

where  

 [ ] [ ] [ ]∑
=

φ −−−=∆
n

1k
1FBINSampling 1kT1kvGnT  , (5.63) 

and vin[k]=A×sin(2πfINkT1). Considering these equations, the output of the first 

integrator should be formulated as following 

 [ ] [ ] [ ] [ ]( ) [ ]1nT21nv1nvG1nTnT 1FBfRe,INSig,IN1OUT1OUT −−−−−+−∆=∆ φ . (5.64) 

It is evident that the effective differential input of the modulator is equal to  

 [ ] [ ] [ ]nvnvnv fRe,INSig,INDiff,IN −= . (5.65) 

As explained earlier, for a delta-sigma modulator ∆TSampling that is modeled by 

Eqn. (5.63) can be considered very small; so that, 

 [ ] ( ) ( ) [ ]nT
dt

tdv
nTvnv Sampling

nTt

IN
1INSig,IN

1

∆×+≈
=

.  (5.66) 

A similar approximation can be made to Eqn. (5.62), so that Eqn. (5.65) might be 

written as 

 [ ] ( )1INDiff,IN nTv2nv ≈ .  (5.67) 

Clearly, in an ideal situation, the harmonic distortion caused by non-uniform 

sampling might be canceled in the differential configuration; however, as the 

derivative of input signal approaches zero (at the positive and the negative 

peaks), Eqn. (5.66) will be violated. Also, the assumption that ∆TSampling is small is 

subject to approximation error. Consequently, the harmonic induced by the non-

uniform sampling cannot be canceled completely. However, as it is expected 
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from a differential structure, even-order harmonic distortion will be suppressed. 

To simulate the differential non-uniform input sampler in Simulink, the 

differential model shown in Fig. 5.21 was used. The simulated spectrum for the 

output signal of the sampler (input to the modulator) for two cases of single-

ended and differential modes are shown in Fig. 5.22. In Fig. 5.22.a, the PSD for 

the output of just one sampler as a single-ended input is shown. This spectrum 

consists of both even and odd harmonics that are induced due to non-uniform 

sampling, as explained in the previous sections. In Fig. 5.22.b. that corresponds 

to the spectrum of the differential voltage at the output of the two samplers, the 

even harmonics are removed while the strength ratio between the fundamental 

frequency and its third harmonic does not change. This ratio will be defined as 

the new SFDR measure and it is about 42 dB higher than the input SFDR of the 

single-ended modulator formulated by Eqn. (5.59). This improvement comes at 
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Fig. 5.22. The output SFDR of the sampler at the input of the proposed TMDS modulator for (a) a 
single-ended input, (b) a differential-ended input 
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the price of perfect matching between the two ring-oscillators of the first 

integrator.  

At the presence of mismatches, however, a percentage of the second 

harmonic will be forwarded to the output of the modulator that will degrade the 

output SFDR. However, the output SFDR for a differential input will be larger 

even if mismatches exist, as the even harmonics will be attenuated. 

5.4. Design Procedure for a 2 nd-Order ∆Σ Modulator 

In the previous sections, the equations and system level considerations for 

the design and characterization of the proposed second-order TMDS modulator 

were extracted. In this section, a practical procedure to design the modulator will 

be developed. This procedure is derived based on the formulas and conditions 

described in the previous sections. As the modulator consists of two integrator 

stages in cascade, each integrator is constructed with identical delay blocks with 

different sized capacitors, as dictated by the design constraints. 

5.4.1. The Common Topology for VCDUs and SDUs 

Each one of the integrators in the proposed second-order TMDS 

modulator is composed of two ring-oscillators. VCDU and SDU blocks are used 

to set the timing characteristics of the oscillating signals at the output of each 

oscillator. The delay block presented in Fig. 5.11 can be used either as a VCDU 

or as a SDU block depending on which bias voltage is being used as the control 

voltage.  According to Eqn. (5.23), the delay of this block can be controlled either 

by the modification of the discharge current or by the modification of the pre-

charged voltage across the capacitor or by changing the capacitor inside the 

VIN

VBypass

VSW

C

ΦIN ΦOUT

 

Fig. 5.23. The symbol for the controlled delay block either as a VCDU or as a SDU 
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block. To develop a simplified method for the design of the TMDS modulator, we 

illustrate this block with the symbol shown in Fig. 5.23. Here the capacitor is 

shown separate from the delay block, as this component will be used to establish 

different propagation delays using the same transistor cell. The voltage VB used 

to bias the transistor that controls the discharge current is considered as an 

internal variable and it will not be used as a means of control.  

For each VCDU, inputs VSW and VBypass should be connected to VDD and 

Gnd, respectively. The delay of the block in this configuration is given by 

 ( ) ( )ThINBVCDU VVCVfT −×= ,  (5.68) 

where f(VB) is the reciprocal discharge current as a function of VB and VIN is the 

input voltage. A form of this expression was first seen in Section 3.1. By 

connecting VIN to VDD, however, the block can be used in a SDU configuration 

with a delay equal to  

 ( )CVgT BSDU = ,  (5.69) 

where 

 ( ) ( )( )ThDDBB VVVfVg −= .  (5.70) 

In a SDU configuration, connecting VSW to Gnd enhances the delay of the block 

as explained in Chapter 3. In addition, by connecting VBypass to VDD, the total 

delay of the block will be bypassed and shortened to the delay of a single digital 

buffer.  

In the rest of this section, an identical delay block topology with fixed f(VB) 

and g(VB) values will be used to implement the ring-oscillators included in each 

 

Fig. 5.24. The circuit diagram for the ring-oscillators included in the first integrator 
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integrator. Considering fixed values for f(VB) and g(VB), the design will be mostly 

concentrated on the value specification of the control capacitors connected to 

each delay block.  

5.4.2. Characterization of the Integrators 

In Fig. 5.24, the circuit diagram for the two ring-oscillators included in the 

first integrator is illustrated. The circuit is composed of some inverters alongside a 

number of delay blocks with the symbol shown in Fig. 5.23. Based on the signal 

configuration applied to each delay block, it is evident that the delay block 

connected to C11 is a VCDU where the other delay blocks are arranged as SDUs. 

As explained in the previous chapter, the TM output of the first integrator is 

equal to the previous output plus the difference between the instantaneous 

periods of the signals at ΦOUT1,SIG and ΦOUT1,REF, i.e.  

 [ ] [ ] [ ] [ ]nTnT1nTnT REF,1OUTSIG,1OUT1OUT1OUT −+−∆=∆ ,  (5.71) 

where ΦOUT1,SIG and ΦOUT1,REF are the outputs of the two ring-oscillators in Fig. 

5.24. To proceed with the design flow, we consider the period of each signal 

composed of two terms as 

 LowSIG,OUTHighSIG,OUTSIG,OUT TTT −− += 111 ,  (5.72) 

where TOUT1,SIG-High and TOUT1,SIG-Low represent the propagation delay of the rising 

and falling edges around the loop, respectively. In other words, TOUT1,SIG-High and 

TOUT1,SIG-Low represents the width of the High and Low level of the oscillating 

signal at ΦOUT1,SIG. For the configuration shown in Fig. 5.24,  

 ( )( ) ( ) invBinv,ThINBHighSIG,OUT CVgCVVVfT τ914111 ++−=− ,  (5.73) 

where τinv is the propagation delay of a digital inverter. Likewise, the pulse width 

for the low-level signal at ΦOUT1,SIG is equal to 

 ( ) ( ) ( ) invBINTOUTBLowSIG,OUT CVgDCVgT τ91 131121 +−+= −− . (5.74) 

DOUT-INT1 is the digital output of the modulator applied as the feedback to the first 

integrator. By ignoring the delay of the inverters as some minor components, the 

period of the oscillating signals according to Eqn. (5.72) can be approximated by 

 ( )( ) ( ) ( ) ( ) ( ) 1413112111 1 CVgCVgDCVgCVVVfT BBINTOUTBinv,ThINBSIG,OUT +−++−= − . (5.75) 
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This equation is composed of a signal independent term equal to 

 ( )( ) ( ) ( ) 1412111 CVgCVgCVVVfT BBinv,ThREFB ++−= , (5.76) 

a feedback term equal to  

 ( ) 131 CVgT BFB = , (5.77) 

and a signal component equal to 

 ( )( ) 11CVVVfT REFINBvin
−= . (5.78) 

As explained in Chapter 3, the maximum limit for ∆TOUT1[n] is the 

maximum TM value that can be stored by a TLatch to be integrated into the 

second integrator output. We use the same SDU architecture as shown in Fig. 

5.23 with a control capacitor of CTL to develop the TLatch. So according to Eqn. 

(5.69), the TTL,SDU delay of the TLatch that is also the maximum limit for the 

output of the first integrator will be equal to 

 ( ) TLBSDU,TL CVgT = . (5.79) 

With some minor modifications to the ring-oscillators of Fig. 5.24, the 

second integrator can be implemented as shown in Fig. 5.25. It is evident in the 

figure that the VSW input of just one of the SDUs in each ring-oscillator is used to 

implement the time-to-time integration as explained in the previous chapter. The 

rest of delay blocks are utilized to set the duty cycle of the oscillating signal. 

Ignoring minor gate delays (τinv) in each loop, the pulse widths of the high-level 

and low-level output signal at ΦOUT2,SIG can be evaluated as  

 ( ) ( ) ( ) ( ) 2423212 1 CVgDCVgSWCVgT BOUTBSigBHighSIG,OUT −++∆+=−   (5.80) 

 

Fig. 5.25. The circuit diagram for the ring-oscillators included in the second integrator 
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and 

 ( ) 222 CVgT BLowSIG,OUT =−  (5.81) 

respectively, where DOUT is the digital output of the modulator applied as the 

feedback to the second integrator. Consequently, the oscillation period for the 

oscillators of the second integrator is equal to 

 
( ) ( ) ( ) ( ) ( ) 22242321

222

1 CVgCVgDCVgSWCVg

TTT

BBOUTBSigB

LowSIG,OUTHighSIG,OUTSIG,OUT

+−++∆+=

+= −− . (5.82) 

This equation consists of a constant term equal to 

 ( ) ( ) ( ) 2322212 CVgCVgCVgT BBB ++=  (5.83) 

and a feedback term equal to 

 ( ) 242 CVgT BFB = . (5.84) 

As explained earlier, the second integrator is the time-to-time integrator 

developed in the previous chapter. To guarantee the one-to-one correspondence 

between the inputs and outputs of this integrator, a self-correction algorithm was 

implemented through its digital control unit to tune the average time interval 

between each two successive samples at the output of the integrator to that of its 

input samples. To make the algorithm work, the following condition must be met:    

 
2VVV1 T2T

inv,ThMin,ININ
≥

==
. (5.85) 

Substituting Eqns. (5.76) and (5.83) in Eqn. (5.85) results in 

 ( ) ( ) ( ) ( ) ( )[ ]2322211412 2 CVgCVgCVgCVgCVg BBBBB ++×>+ . (5.86) 

To find a more manageable formula, we stick to our first assumption that all 

VCDUs and SDUs has the same transistor dimensions and VB bias voltage that 

results in identical values for the g(VB) of all the delay blocks. Hence, Eqn. (5.86) 

can be simplified to the following 

 ( )2322211412 CCC2CC ++×≥+ . (5.87) 

After evaluating the signals at the output of the second integrator, the 

rising edges at ΦOUT2,SIG and ΦOUT2,REF are directly applied to the D and Clk 

inputs of the output single-bit quantizer (DFF). To avoid any error, the maximum 
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value for the absolute phase difference between the two ring-oscillators should 

be equal to the minimum of TOUT2,SIG-High and TOUT2,SIG-Low. Otherwise, the rising 

edge at the Clk input may sample a value of the signal at the D input, which 

belongs to the next or previous cycle of the oscillating signal at ΦOUT2,SIG. 

Finally, as explained earlier, to avoid any loss of input information due to 

overwriting, the timing of the oscillating signals at the output of each integrator 

should satisfy Eqn. (5.33). By substituting Eqns. (5.76), (5.79), (5.83), and (5.84) 

in Eqn. (5.33), a new condition will be established as 

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) 24141211232221 CVgCVgCVgCVgCVVVfCVgCVgCVg BTLBBBinv,ThREFBBBB −−++−<++   (5.88) 

that is a function of the capacitors used in each integrator block. Considering an 

identical value for the f(VB) and g(VB) of all the delay blocks, Eqn. (5.88) can be 

simplified to  

 
TL

inv,ThDD

inv,ThREF CCCC
VV

VV
CCCC −++

−
−

<+++ 14121124232221
. (5.89) 

Eqn. (5.89) together with Eqn. (5.87) will be used to develop a simplified 

method for the design of the TMDS modulator that was initially introduced by the 

differential equations in Section 5.2. 

5.4.3. Design Rules 

Considering the block diagram of the Boser-Wooley modulator shown in 

Fig. 5.5.a together with the developed equations in section 5.4.2, Fig. 5.26.a 

illustrates the block diagram of the second-order TMDS modulator. The feedback 

coefficients and the input voltage-to-phase conversion coefficient are assigned by 

considering Eqns. (5.77), (5.84), and (5.78), respectively.  

By using an identical set of transistor dimensions to implement the CMOS 

part of all the delay blocks (VCDUs and SDUs) included in the modulator, g(VB) 

can be considered as a fixed constant throughout the design. Consequently, the 

design of the TM modulator will be mostly dedicated to the value assigned to the 

capacitors connected to each delay unit. As shown in Fig. 5.26.b, by splitting a 

unity coefficient right before the output quantizer, two gain components, g(VB) 

and 1/ g(VB), will be added to the block diagram. The term g(VB) can be moved 
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into the output quantizer as a pre-amplifier. However, by moving 1/ g(VB) back to 

the input of the modulator, the coefficients of the block diagram will be modified 

as shown in Fig. 5.26.c. It should be noted that after dividing all the coefficients 

by g(VB), all the signals across the modulator will be normalized to g(VB) as well. 

After this normalization, the signals of the modulator shown in Fig. 5.26.c will be 

of capacitance type and fF will be used as the measurement unit.  

The second-order operation of the concluded diagram is governed by 

three rules as following:  

Rule 1: To achieve the desired second-order modulation, the coefficients of 

the Boser-Wooley modulator in Fig. 5.5.a were optimized through simulations 

to be a2=2.5a1. Assuming the same ratio between the corresponding 

coefficients of the modulator in Fig. 5.26.c results in 

 1324 5.2 CC =  (5.90) 

Rule 2: Considering the maximum output of the first integrator (i.e., ∆TOUT1,Max) 
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Fig. 5.26. (a) The block diagram of the proposed TMDS modulator, (b) The split of a unity gain, (c) 
The block diagram with normalized coefficients  
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should be less than TTL,SDU, TOUT1,SIG-HIgh, and TOUT1,SIG-Low, the upper limit for 

the normalized output of the first integrator in Fig. 5.26.c is 

 
( )









<
∆ −−

)V(g

T
,

)V(g

Tmin
,

)V(g

T
min

)V(g

T

B

SDU,TL

B

LowSIG,OUT

B

HighSIG,OUT

B

Max,OUT 111 . (5.91) 

Substituting Eqns. (5.73), (5.74), and (5.79) in Eqn. (5.91) results in  

 








+
−
−

<
∆

TL
inv,ThDD

inv,ThREF

B

Max,OUT C,C,CC
VV

VV
min

)V(g

T
121411

1 . (5.92) 

Likewise, the upper limit for the normalized output of the second integrator in 

Fig. 5.26.c can be considered as  

 
( )









<
∆ −−

)V(g

Tmin
,

)V(g

T
min

)V(g

T

B

LowSIG,OUT

B

HighSIG,OUT

B

Max,OUT 222 . (5.93) 

Adopting Eqns. (5.80) and (5.81), this equation will be simplified as 

 { }222321
2 C,CCmin

)V(g

T

B

Max,OUT +<
∆

. (5.94) 

Rule 3: As expected from a delta-sigma modulator, the input signal should be 

smaller than the feedback amplitude; so that, the feedback can change the 

polarity of the signal at the input of the integrator. This condition results in 

 ( )
11

13

C

C
VVv ThDDIN −<  (5.95) 

as the upper limit for the input voltage. 

These three rules together with Eqns. (5.87) and (5.89) can be used to 

develop a capacitor selection algorithm. The objective of this algorithm is to find a 

series of capacitors that satisfy the above-mentioned rules and conditions. To 

explain the design procedure, a sample set of capacitors will be extracted in the 

next subsection. 

5.4.4. Design algorithm for a sample 2 nd order TMDS modulator 

As the first step, we start with Rule 1 by assigning a practical value to the 

capacitors C13 and C24 as C24=2.5C13=125 fF. To proceed with the design, we 

consider C11=C13=50 fF; however, the value for C11 can be modified later to tune 
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for different ranges of the input voltage. The block diagram shown in Fig. 5.26.c is 

simulated at the desired fIN and fs (1/T1). During simulations, the input amplitude 

is set at the value that results in the maximum output SNR. The output of the first 

and the second integrator are investigated to find the range for the signal 

variation. As explained earlier, the time-mode signals of the simulated modulator 

are of capacitance type and fF will be used as the measurement unit.  

As shown in Fig. 5.27.a, the simulated signal amplitude at the output of the 

first integrator changes from -170 fF up to +170 fF. Thus, according to Rule 2, it 

can be written 

 fFC,C,CC
VV

v
min TL121411

ThDD

IN 170>








+
−

 (5.96) 

Also, as shown in Fig. 5.27.b, the range of the signal at the output of the second 

integrator is from -280 fF up to +310 fF which results in 
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Fig. 5.27. The signal distribution at the out of (a) the first and (b) the second integrator 
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 { } fFC,CCmin 222321 310>+ . (5.97) 

Any set of capacitors that satisfy Eqns. (5.96), (5.97), and (5.89) will be a 

potential answer. However, we can assume more applicable conditions to have a 

more controlled design flow. For example, by assuming equal low-to-high and 

high-to-low pulse widths,  

 HighSIGOUTLowSIGOUT TT −− = ,, , (5.98) 

for the oscillating signals at the output of each oscillator, a more limited set of 

capacitors will be achieved. Eqn. (5.98) for the first integrator results in 

 121411 CCC
VV

v

ThDD

IN =+
−

 (5.99) 

and alternatively for the second integrator 

 222321 CCC =+  (5.100) 

will be concluded. By selecting CTL=250 fF to satisfy Eqn. (5.96), C21=200 fF, 

C22=350 fF and C23=150 fF based on Eqns. (5.99) and (5.100), and ignoring C11 

term in Eqn. (5.99) compared to C14, the values for C12 and C14 should satisfy the 

following equation 

 fFCC 1412 1400≥+ , (5.101) 

Table 5.1. List of the selected values for each capacitor in the proposed second-order TMDS 
modulator 

11C  12C  13C  14C  21C  22C  23C  24C  TLC  

fF50  fF700  fF50  fF700  fF200  fF350  fF150  fF125  fF250  

 

which in turn is concluded from Eqns. (5.87) and (5.89). The final values selected 

for these capacitors are set as C12=C14=700 fF.  

In Table 5.1, the selected value for each capacitor is listed. Based on the 

values selected for C13 and C24, all the capacitor values may change and the 

designer is free to select one set of available values based on any other design 

criteria. After setting the values for each individual capacitor, the bias voltage VB 

can be used to set the frequency of the modulator by modifying the g(VB) 
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constant of the circuit, as will be shown through the simulations.  

5.5. Simulation Results 

The proposed TMDS modulator was designed and implemented in 0.13-

µm IBM CMOS process. The whole diagram of the implemented design is shown 

in Fig. 5.28. The ring-oscillators in this figure are the ones shown in Figs. 5.24 

and 5.25 plus one additional AND gate in each loop. The AND gates are used to 

cease the oscillation of each oscillator when the input Reset  signal is activated 

and to start the oscillation of each two corresponding oscillators in phase when 

the input Reset  is deactivated. The capacitors included in the ring-oscillators are 

set according to Table 5.1. The Digital Control Logic and Time Latches have the 

same specs as reported for the time-to-time integrator in the previous chapter. 

Finally, the Output and Feedback Control Unit includes the logic presented in 

Figs. 5.7 and 5.8 to implement the feedback signals. Transistor dimensions for all 

circuits are revealed in Appendix A. 

The circuit was biased at 1.2 V power supply and the bias voltage, VB, for 

all the delay blocks of the modulator was set to 0 V that resulted in the maximum 

oscillating frequency for each ring-oscillator. The input voltage-to-phase 
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Fig. 5.28. The block diagram of the second-order time-mode delta-sigma modulator implemented 
in a 0.13-um IBM CMOS technology 
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conversion coefficient was set to -26 ns/V; also, TFB1 and TFB2 applied as the 

feedback to each oscillator in the first and the second integrator were set to 16 ns 

and 40 ns, respectively.  

Based on simulations, average VTh,inv of the inverters included in the 

VCDUs or SDUs was measured equal to 0.575 V that is the maximum value for 

the input voltage applied to the input of the modulator (according to Fig. 5.10). 

This, in turn, results in a maximum peak-to-peak value of 1.15 V for the allowable 

differential voltage applied to the VIN,Sig and VIN,Ref inputs of the simulated 

modulator. The CM level for each one of these two signals was set to 0.9 V. 
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Fig. 5.29. (a) Output PSD spectrum of the proposed TMDS modulator simulated in Spectre for 
fIN=2 KHz, (b) Dynamic range 
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The transistor design of Fig. 5.28 was post-layout simulated with Spectre 

and an example PSD results is presented in Fig. 5.29.a. It can be seen from the 

PSD plot that the noise increases with frequency at a 40 dB/dec rate, as 

expected for a second-order delta-sigma modulator. The oscillators were 

oscillating at an average frequency of 3.215 MHz. The Input frequency was set to 

2 kHz with differential amplitude of 0.4 V. The SNDR extracted within a 16 kHz 

bandwidth (for audio applications) was 76.11 dB. As expected, harmonic 

distortion due to non-uniform sampling was seen at the output spectrum; 

however, the second-order harmonic was well attenuated. The input dynamic 

range, shown in Fig. 5.29.b, was determined to be 80 dB by calculating the SNR 

of the Spectre simulations for various input levels.  

Spectre simulations confirm that the proposed TMDS modulator 

implements a second-order noise shaping. The differential input configuration, 

removes the second harmonic distortion induced by non-uniform sampling. The 

harmonic cancellation that improves the output SFDR with a few orders of 

magnitude, however, is achievable at the expense of a perfect matching between 

the ring-oscillators of the first integrator. At the presence of any source of 

uncompensated mismatch, a factor of the second harmonic will be forwarded to 

the output that may spoil the output SNDR. Consequently, the effect of non-

 

Fig. 5.30. The die photo of the prototype of the TMDS modulator developed in 0.13 um IBM 
CMOS Technology 
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uniform sampling on the performance of the modulator is a function of the 

matching quality as well. For the implementation of the modulator in a low-cost 

design, where matching techniques are not affordable, using a separate sample-

and-hold at the input of the circuit might be necessary to handle high-frequency 

input signals. 

Finally, it should be mentioned that the operation of the modulator is more 

sensitive to the implementation quality of the first integrator compared to the 

second one. Any non-ideality associated with the first integrator will be forwarded 

to the output after a first-order noise shaping where the non-idealities of the 

second integrator will be attenuated by a second-order noise shaping. One 

design consideration is to separate the power supplies to each integrator and 

ensure the power supply to the first stage has an acceptable noise level.  

All the above-mentioned simulation results and design analysis prove that 

the proposed techniques for addition, subtraction, and integration of time-mode 

variables can be adopted to implement higher orders of delta-sigma modulators. 

Compared to the semi time-mode delta-sigma modulators reviewed in section 

5.2, the presented time-mode second-order delta-sigma modulator does not 

include any conventional analog block. In addition, despite the design presented 

in [53], the technique developed in this chapter does not imply only to a specific 

structure of delta-sigma modulators. Its principles of operations can be extended 

to modulators of higher orders. It should be reminded that the target of the 

research conducted in this chapter was not to improve the specs of a second-

order delta-sigma modulator. The knowledge of delta-sigma design has been 

matured during the past decades and many different circuits have been reported. 

All well-distinguished circuits adopt analog design techniques such as gm-C, 

switched-cap or continuous integration. In this chapter, it was intended to show 

that by developing a more advanced series of TMSP techniques, some of the 

most commonly used analog applications such as a delta-sigma modulator can 

be implemented in a digital environment adopting digital building blocks. Further 

evaluation and extension of the proposed TMDS modulation technique is the 

subject of future research. 
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5.6. Experimental Results 

The microphotograph of the prototype of the proposed second-order time-

mode delta-sigma modulator implemented in a 1.2V 0.13-µm IBM CMOS process 

is shown in Fig. 5.30 while part of the circuit in the figure is covered by a 

passivation layer. The integrator occupies an area of 700µm×210µm including 

the output buffers. The same test board and test setup as shown in Fig. 4.23 was 

used to test the performance of the circuit. 

The implemented prototype failed to operate. It is strongly believed that 

the failure happened because the input transistors were damaged due to the lack 

of proper ESD protection at the I/O pads‡. The ARM ESD PCells included in the 

IBM design Kit were not available to non-Canadian citizens; also, due to time 

shortage prior to tape-out it was not possible to design proper ESD circuits. 

Assuming special attention will be paid during the test, the design was submitted 

for fabrication. The fabricated prototypes were delivered in original package with 

un-cut pins. It is believed that a number of the chips had been damaged due to 

ESD problems during the cutting of the pins since professional equipments were 

not available. During the test, a major number of the prototypes showed live and 

meaningful signals; however, due to high number of input pins all connected to 

some CMOS gates it was not possible to test the performance of the chip. As the 

design of the modulator was based on the post-calibration of the chip, any 

interaction with the chip through the input pins was subject to ESD damages. The 

other probable scenario was the antenna effect. Long metal wires were used to 

connect the input I/O to the corresponding gates. Due to the lack of ESD diodes, 

the accumulated charge over some of these tracks may have burnt the 

corresponding gates. Since the chip was covered by a passivation layer, it was 

not possible to investigate the die after the signals had been discontinued; 

however, these two possible scenarios were mostly confirmed where the input 

                                                 
‡ After the testing phase was over, it was figured out that National InstrumentTM had a group of 
data acquisition modules that could be used in such a situation. For example, NI USB-6210 is a 
bus-powered multifunction data acquisition module that is optimized for superior accuracy at fast 
sampling rates. This module could be used as an easy-to-use interface to forward the proper 
analog and digital inputs into the sensor interface circuit; in that situation, all the pins connected to 
the inputs of the test chip were associated with proper ESD protection circuits. 
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resistance of some input pins were decreased from open circuit to a few kilo or 

hundreds of ohm after the live signals were discontinued. 

5.7. Summary 

This chapter explored the design of a second-order time-mode delta-sigma 

modulator utilizing the TMSP components described in the previous chapters. 

The feasibility of implementation and proof of concept for the proposed modulator 

was justified by transistor level simulations. The simulation results demonstrated 

a second-order noise shaping with a maximum output SNR of 76 dB. Harmonic 

distortion was observed in the output spectrum that was explained by the non-

uniform sampling at the input of the modulator. While the differential structure of 

the design can reduce the even-order harmonic distortion, a sample-and-hold 

circuit could be included to remove the distortion in presence of mismatches. The 

methodology proposed in this chapter offers a potential avenue for the digital 

implementation of delta-sigma modulators. By utilizing digital blocks alongside 

voltage-controlled delay units, the limitations introduced to the analog design in 

deep sub-micron technologies can be tackled. While a CMOS implementation in 

a 1.2 V 0.13 um process from IBM was fabricated, the test of the chip failed due 

to ESD damages encountered to the input stage of the prototype.  
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 Chapter 6: Time-Mode Readout Circuitry for 

Capacitive Sensors 

 

6.0. Introduction 

In previous chapters, practical techniques were proposed to implement the 

storage, addition, subtraction and integration of time-mode variables. The 

feasibility of these functions extends the application of TMSP to the 

implementation of well-known topologies like delta-sigma modulators and filters. 

These techniques, as one of the most fundamental blocks in any signal 

processing methodology, open the door for digital processing of analog 

information. To take more advantage of TMSP, the concept of voltage to time 

conversion can be extended into other domains. So that, by converting real world 

variables into time, we can sense, measure and control our environment in a 

digital domain. 

In this chapter, the application of capacitance to time conversion is 

adopted to implement very affordable interface circuits to readout the output 

capacitance of capacitive sensors for lab on chip applications. It will be shown 

that digital building blocks can be used to develop generic interface circuits 

without any concerns about matching or component trimming. 

6.1. Interfacing Capacitive Sensors 

Capacitive sensing is used extensively in a wide range of micro-

electromechanical sensors (MEMS). It offers low-power operation, high 
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sensitivity, low temperature variation, simple structure and the option of applying 

electrostatic actuation for closed-loop control [63,64].  

Due to the high impedance nature of a capacitor at low frequencies, 

capacitive sensing is susceptible to parasitic components and noise at the 

interface between the readout circuit and the capacitor [65]. The design of the 

readout circuit cannot be initiated until the specification of the sensor is finalized 

and the range of the capacitance subject to measurement is determined. One 

approach that attempts to circumvent the need to know the specifications in 

advance of fabrication is to integrate alongside the sensor a bank of capacitors 

that can be digitally adjusted to compensate for processing errors associated with 

MEMS sensor. In [66] the reference capacitor is implemented through a gyrator, 

which can be tuned by changing the resistors associated with the gyrator; 

however, resistors themselves are not easily adjustable over a continuous range 

of resistor values, especially in fully monolithic form.  

Manufacturing technologies used to construct practical sensors generally 

do not include the electronics for the readout circuitry and they are developed on 

separate dies and assembled together in multi-chip packages. In such cases, 

interconnection parasitic capacitances may evoke sensor repeatability errors and 

offsets that may mask the useful signal information. In [64, 67, and 68], some 

advanced switched-capacitor (SC) circuits have been reported, whereby the 

resolution of the readout circuit has been as low as 10 aF with compensation for 

interconnect parasitic capacitance. However, such SC circuits usually employ a 

significant amount of operational amplifiers and switches synchronized by 

multiphase clock-signals that prevent them from being used in applications where 

die-size and power-budget constitute critical requirements [69]. On the other 

hand in cases where sensor is manufactured alongside its readout circuit on the 

same die, the silicon-substrates suffer from poor uniformity, forcing transistor 

parameter-variation to rise [70, 71]. This fact sets another requirement for the 

readout circuit that has minimum sensitivity to process variations. In [72], 

although the authors have claimed a digital readout technique, the input front-end 

of the design consists of SC circuits and operational amplifiers. In [73], a digital-
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compatible technique is presented that it mostly takes advantage of low-

sensitivity components; however, the method is just applicable for differential 

capacitive sensors. Moreover, to achieve finer resolution, high frequency clocks 

are required thereby increasing the power consumption even further.  

Application of an AC bridge with voltage amplification [74] and trans-

impedance amplification [75] are two other techniques previously reported. These 

circuits are capable of measuring a capacitance change of less than    1 fF. To 

achieve such a low resolution, however, additional blocks and techniques are 

included to control or cancel charge injection and component mismatching 

effects; thus, the increased measuring resolution comes at a dramatic increase in 

power consumption and design complexity. Finally, the charge-based 

capacitance-measurement approach (CBCM) [76] eliminates the need for a 

reference capacitor; however, this method relies on an accurate current 

measurement whose precision is highly dependent on the complexity of the on-

chip circuitry. 

An increasing number of medical, entertainment and sports applications 

are making use of sensor systems in and around the body. These sensors should 

work as distributed small units that can collect data over a long period and 

consume ultra-low power [77].  Many of the sensor interfaces previously reported 

are fixed designs, tailored towards one specific application. The development of 

sensor interface circuits that are suited for a wider range of applications would 

help to reduce the cost of such circuits and speed their time-to-market. In some 

ways, a more generic topology for a sensor interface circuit is required.   

This chapter presents the design and experimental results of a proof-of-

concept prototype implementation for a novel low-power, low-cost semi-digital 

generic delta-sigma sensor interface circuit. The circuit is developed by adopting 

time-mode signal processing. It uses two capacitance-controlled ring-oscillators 

to perform a capacitance-to-time conversion. The output time difference is 

quantized to a serial stream of output bits through a configurable delta-sigma 

structure. By adopting delay units, the circuit can be tuned for different 

capacitance ranges from a single reference capacitor; also, the resolution or 
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sensitivity to resolve coarse/fine input capacitance variations can be externally 

adjusted. Due to the digital nature of the circuit, digital routines can be used to 

control the linear operation and to implement the calibration procedure to correct 

for process variations.  

6.2. Delta-Sigma Interface for Capacitive Sensors 

6.2.1. General Operation 

As explained in Chapter 3, the delay between the rising edges at the input 

and output of a voltage-controlled delay unit, shown in Fig. 6.1.a, is denoted as 

TDelay and it is well defined using the following equation  

 
D

inv,ThDD
Delay I

)VV(C
T

−×
=  (6.1) 

where ID is the discharge current and VTh,inv represents the threshold voltage for 

the output inverter. By changing the capacitor, C, the slope of the discharge 

procedure changes linearly. Correspondingly, we can relate the delay to the 

 
 (a)                                                                   (b) 

Fig. 6.1. (a) The symbolic block diagram for a voltage controlled delay unit, (b) circuit diagram for 
a capacitance-controlled delay unit (CCDU) 

 
Fig. 6.2. The circuit symbol for a CCDU 
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capacitance variable according to the following equation 

 CFTDelay φ=  (6.2) 

FΦ denotes the proportionality coefficient that relates the two quantities as 

described by Eqn. (6.2), i.e.  

 
D

inv,ThDD

I

VV
F

−
=φ . (6.3) 

It is evident from Eqn. (6.1) that the delay of the circuit shown in Fig. 6.1.a is 

linear in terms of the capacitor value C. This block may be called a Capacitance-

Controlled Delay Unit (CCDU). In Fig. 6.1.b, the CMOS schematic for the CCDU 

is presented. It is the same as the diagram for a VCDU where an additional AND 

gate is used to ensure that the input falling edge at ΦIN is propagated to the 

output without being influenced by the control capacitance, C. Also, transistor M4 

is included to discharge the control capacitor quickly and to bypass the 

capacitance-controlled delay of the block, where applicable. Fig. 6.2 shows the 

circuit symbol for the developed CCDU.  

Capacitance-to-time integration may be implemented by connecting the 

CCDU outputs to their respective inputs through an inverter. This circuit is 

equivalent to two capacitance-controlled ring oscillators and is depicted in Fig. 

6.3.a. Considering CIN equal to CREF, the delay induced by these two blocks will 

be the same. Ignoring the mismatches between the gates in the two ring 

oscillators, the oscillation period for both oscillator outputs, ΦO and ΦREF, will be 

the same. Writing the time of the output rising edge in terms of the arrival time for 

 
Fig. 6.3. (a) capacitance-to-time integrator, (b) timing diagram for the integrator 
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the input edge into each CCDU as a function of the sampling instance, n, we can 

write  

 [ ] [ ] [ ]1nCF1ntnt INIO −+−= φ  (6.4) 

and 

 [ ] [ ] REFIREF CFn'tnt φ+−= 1  (6.5) 

where, tI (and t’I) and tO (and tREF) represent the time for the rising edges at the 

inputs and outputs of CCDU1 (and CCDU2) respectively. Furthermore, the 

feedback path established by the inverter allows us to state 

 [ ] [ ] invCCDUOI 21nt1nt τ+τ+−=−  (6.6) 

and 

 [ ] [ ] invCCDUREFI 21nt1n't τ+τ+−=−  (6.7) 

where, τCCDU+2τinv is the total propagation delay of a low-to-high transition at the 

CCDU output back to its input as a low-to-high transition. Apparently, this delay is 

independent of the CCDU control capacitance. Combining Eqns. (6.4)-(6.7), we 

can write 

 [ ] [ ] [ ] invCCDUINOO 1nCF1ntnt ττφ 2++−+−=  (6.8) 

and 

 [ ] [ ] invCCDUREFREFREF τ2τCF1ntnt +++−= φ . (6.9) 

Finally, by subtracting Eqn. (6.9) from Eqn. (6.8), we obtain 

 [ ] [ ] [ ] [ ] [ ]( )REFINOUTREFOOUT C1nCF1n∆Tntntn∆T −−+−=−= φ  (6.10) 

Here, ∆TOUT[n] represents the time difference between the signals at the outputs 

of the two oscillators. A timing diagram demonstrating three samples of the 

integrator operation is presented in Fig. 6.3.b. The initial integrator output time-

difference ∆TOUT[0] is assumed equal to zero. The next time-difference ∆TOUT[1] 

is shown proportional to the input capacitance at time instance n=0. The 

proceeding output ∆TOUT[2] is the sum of ∆TOUT[1] and the input capacitance 

CIN[1] scaled by FΦ.  

The developed capacitance-to-time integrator of Fig. 6.3.a can be 

extended to a delta-sigma modulator based on the error-feedback structure for a 
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first-order delta-sigma modulator presented in Fig. 6.4. The output quantizer is a 

single-bit comparator (DFF) to check for the sign of the output phase difference. 

To implement the DAC operation included in Fig. 6.4, the output bit should be 

applied directly to the bypass input of one of the CCDUs in the ring oscillators 

shown in Fig. 6.3.a. This will cause the delay of the corresponding CCDU to be 

excluded from the loop delay when the DFF output DO is “1”, as well force the 

instantaneous oscillation period of the corresponding oscillator to decrease. 

Conversely, when the DFF output is “0”, the delay induced by the CCDU will be 

accumulated into the overall loop delay.  

The complete system of the delta-sigma-based interface is presented in 

Fig. 6.5 and it consists of two ring-oscillator loops forming a capacitance-to-time 

integrator and one DFF. For ease of reference, the top oscillator will be referred 

to as the signal oscillator and the bottom oscillator will be referred to as the 

reference oscillator. All CCDUs are biased at the fixed voltage of VB and the 

 

Fig. 6.4. Block diagram for a first-order delta-sigma modulator 

 

Fig. 6.5. The circuit schematic for the proposed first-order delta-sigma sensor interface circuit 
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control capacitors for CCDU12, CCDU13, and CCDU22 are fixed to CBias. For 

feedback purposes, the bias control capacitor of CCDU23 is set to CBias/2. The 

bypass input to CCDU13 is connected to the output of the DFF whereas all other 

CCDU bypass inputs are connected to ground.  

As previously explained, the delay behavior of a CCDU block while its 

bypass input is connected to ground is governed by Eqn. (6.1).  However, as the 

discharge current ID is controlled by VB, this equation can be rewritten in general 

terms as a function of the bias voltage, i.e.  

 ( )BCCDU VfCT ×= . (6.11) 

Now returning to the circuit of Fig. 6.5, the period of each oscillator can be 

derived by considering the delay around each loop to invert any step change in 

the output levels for ΦO and ΦREF.  In the case of a high-to-low step change at the 

output of the reference oscillator, the propagation delay around the loop to invert 

it back to a low-to-high step can be written as  

 ( ) ( )B23
Bias

22CCDUB21REFinvLow,REF Vf
2

C
VfC3T ×+τ+×+τ= , (6.12) 

where, we make use of the delay-bias voltage functional notation for each CCDU 

in the loop. Likewise, the low-to-high step change at the output of the reference 

oscillator lasts as long as the time given by 

 ( ) 23CCDUB22bias21CCDUinvHigh,REF VfC3T τ+×+τ+τ= . (6.13) 

Consequently, the total period of any single oscillation at the output of the 

reference oscillator can be written as  

 TREF = TREF,Low +TREF,High. (6.14) 

Similar equations might be extracted for the signal oscillator as well. The 

falling edge at the output of the signal oscillator will be inverted through the loop 

after a time described by 

 ( ) ( ).VfCD1)V(fC3T B13BiasO12CCDUB11INinvLow,O ××−+τ+×+τ=  (6.15) 

Finally, the propagation delay for the rising edge is equal to  

 ( ) 13CCDUB12Bias11CCDUinvHigh,O VfC3T τ+×+τ+τ=  (6.16) 

And the total period for any single oscillation at the output of the single oscillator 
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is given by 

 HighOLowOO TTT ,, += . (6.17) 

The reference oscillator in Fig. 6.5, provides the clock reference for the 

output comparator. Fig. 6.6 shows the timing signals for each oscillator output, 

ΦO and ΦREF, based on the results derived above.  As is evident from the timing 

diagram, the reference oscillation period is independent of the input capacitance 

CIN and DFF state, DO. It is essentially constant throughout the operation of the 

sensor interface. However, the time width for the low-level state of the signal 

oscillator is a function of both CIN and DO; thus, making the period of this 

oscillator a function of the capacitance subject to measurement. As the DFF 

quantizes the accumulated time difference between the instantaneous periods of 

the two oscillator outputs, ΦO and ΦREF, we can write this quantity as 

 [ ] [ ] [ ] REFOOUTOUT TnT1nTnT −+−∆=∆  (6.18) 

Using Eqns. (6.12) - (6.17), Eqn. (6.18) leads to a recursive expression for 

the instantaneous output time-difference ∆TOUT[n]. The resulting expression is 

rather complicated. Instead, let us consider CCDU11, CCDU12, and CCDU13 

identical to CCDU21, CCDU22, and CCDU23 respectively; also, the f(VB) function 

representing them will be f1(VB), f2(VB), and f3(VB) as well. The resulting 

expression becomes 

[ ] [ ] [ ]( ) ( ) ( ) [ ]






 −−××+×−−+−∆=∆ 1nD

2

1
VfCVfC1nC1nTnT OB3biasB1REFINOUTOUT

 .(6.19) 

Assuming DO[n] is a digital signal toggling between “0” and “1”, the error signal 

∆Tε[n] induced by the DFF comparison may be expressed as the difference 

between the instantaneous output time difference and the size of the delay 

( )B22BiasGates VfC ×+τ ( ) ( )B23
Bias

GatesB21REF Vf
2

C
VfC ×+τ+×

( )B12BiasGates VfC ×+τ ( ) ( ) ( )B13BiasOGatesB11IN VfCD1VfC ××−+τ+×

 

Fig. 6.6. The duration of a single period of the SIG and REF oscillators 
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injected back into the loop, i.e.,  

 [ ] [ ] ( ) [ ]






 −××−∆=∆ ε 2

1
nDVfCnTnT OB3BiasOUT . (6.20) 

Substituting Eqn. (6.20) into (6.19) reveals the first-order ∆Σ modulator difference 

equation as 

 [ ] ( )
( ) [ ]{ } ( ) [ ] [ ]{ }

2

1
1nTnT

VfC

1
C1nC

VfC

Vf
nD

B3Bias
REFIN

B3Bias

B1
O +−∆−∆

×
−−−

×
= εε . (6.21) 

Fig. 6.7 presents an example illustrating the timing of four periods of the 

modulator’s operation with input condition CIN=CREF. The period of oscillation for 

ΦREF is fixed; also, the duration of the high level corresponding to ΦO is fixed at 

TO,High. Here, the reader can see that how the duration of the logic low signal 

oscillator output toggles with constant input capacitance and DFF output. 

6.2.2. Linear Range of Operation 

CREF is the reference value for the input capacitance CIN and the system is 

designed to measure any capacitance variation compared to it. It means the input 

capacitance can be re-written as 

 [ ] [ ]nCCnC INREFIN ∆+=  (6.22) 

By substituting Eqn. (6.22) into (6.19), one can write an expression for the 

modulator output as: 

 [ ] [ ] [ ] ( ) ( ) [ ]






 −−××+×−∆+−∆=∆ 1nD

2

1
VfCVf1nC1nTnT OB3BiasB1INOUTOUT

 (6.23) 

 

Fig. 6.7. Timing diagram of a short sequence of the delta-sigma operation 
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For stable modulator operation, the latter two terms associated with Eqn. (6.23) 

must undergo a full sign change. When DO= “0”, we should have  

 ( ) ( )
0

2

Vf
CVfC B3

BiasB1IN >×+×∆ . (6.24) 

Similarly, when DO= “1”, we should have 

 0
2

)V(f
C)V(fC B3

BiasB1IN <×−×∆ , (6.25) 

which leads to the following condition on the input capacitance for linear 

operation 

 
)V(f

)V(f

2

C
C

)V(f

)V(f

2

C

B1

B3Bias
IN

B1

B3Bias ×<∆<×− . (6.26) 

Another condition for linear operation depends on the duration of the 

signal oscillator when its output, ΦO, is logically low. As this duration is a function 

of the input capacitance, CCDU delay, and state of DFF, it can take on a large 

range of values. If this duration is longer than a period of the reference oscillator, 

as depicted in Fig. 6.8, then it is possible to lose one full cycle of the reference 

oscillator, e.g., create a cycle slip. To avoid such a condition, the timing for both 

oscillator outputs should satisfy the following relation, 

 Low,REFHigh0DLow,OHigh TT2TT
O

+≤+
=

, (6.27) 

where we assume that the logic high duration for each oscillator output are the 

same, i.e., THigh=TREF,High=TO,High. Eqn. (6.27) can be further simplified to  

 Low,REF0DLow,OHigh TTT
O

−≥
= . (6.28) 

Substituting corresponding expressions for each variable in (6.28) results in  

 
Fig. 6.8. The feedback pushing the circuit out of linear operation 
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 )V(f
2

C
)V(fCT B3

Bias
B1INHigh ×+×∆≥ . (6.29) 

The inequality shown in Eqn. (6.29) should be satisfied even for the largest 

value of the input capacitance specified by (6.26); ignoring the minor values for 

gate delays, Eqn. (6.29) can be reduced to 

 )V(f)V(f B3B2 ≥ . (6.30) 

This expression indicates that for the same control capacitor, CBias, the delay 

induced by CCDU12 and CCDU22 should be equal or greater than the delay 

induced by CCDU13 and CCDU23 to guarantee the linear operation of the circuit 

when the input differential capacitance is within the linear range. 

Satisfying inequality Eqn. (6.26) and Eqn. (6.30), the sensor interface 

operates in its linear mode and the error term ∆Tε in Eqn. (6.21) will be removed 

through noise-shaping and averaging. As a result, the average value of the digital 

output will be equal to  

 
2

1
C

)V(fC

)V(f
D IN

B3Bias

B1
O +∆

×
=  (6.31) 

where  denotes the average value. In Fig. 6.9, the transfer characteristic of the 

sensor interface circuit is shown. Here the limits of the input differential 

capacitance are provided in terms of the CBias and the bias voltages. Also shown 

is the dependency of the slope (or gain) of the linear region in terms of these 

same two quantities. Outside of the linear region, the average value of digital 

output will be uncorrelated to the input capacitance and its value is invalid.  
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Fig. 6.9. Transfer characteristic of the sensor interface circuit 
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6.2.3. Noise Behavior 

To characterize the effect of noise on the overall performance of the 

sensor interface circuit, two independent noise sources vn,b and vn,d are 

considered accompanied with the voltages VB and VDD in Fig. 6.1.b. Since 

transistor M3, on the same figure, operates in the saturation region, the formula 

governing the discharge current can be written as 

 2
33 )VvV(I Thb,nBD −+= β  (6.32) 

Expanding Eqn. (6.32) as a power series,  

 2
3

2
33 2 b,nb,nThBThBD VV)VV()VV(I βββ +−+−= . (6.33) 

where, VTh3 represents the threshold voltage of transistor M3. With condition 

vn,b<<VB-VTh3, we can ignore the last term and write the discharge current as 

 b,nnD3D vKII += . (6.34) 

Here ID is the original discharge current without taking noise into account and 

Kn=β(VB-VTh3). Clearly, the noise vn,b associated with VB is directly added to the 

discharge current. Substituting Eqn. (6.34) in Eqn. (6.1) and considering the 

noise source vn,d associated with VDD, the delay formula influenced by noise will 

be  

 ( )
b,nnD

inv,Thd,nDD
noise,CCDU vKI

VvVC
T

+
−+×

= . (6.35) 

Again provided Knvn,b<ID, Eqn. (6.35) can be expanded using a binomial 

expansion leading to 

 ( )










+−

+−×
= ...

I

vK

I

vK
1

I

vVVC
T

2
D

2
b,n

2
n

D

b,nn

D

d,ninv,ThDD
noise,CCDU
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Considering Eqn. (6.1) and ignoring the second and higher order components in 

(6.36), the formula for delay of a CCDU block can be written as the sum of a 

noise-free term and a noise component, i.e. 

 NoiseCCDUnoise,CCDU TT τ+= ; (6.37) 

where τNoise is given by  

 d,nb,n2
D

n
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D

nCCDU
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C −−=τ  (6.38) 
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Assuming that vn,b and vn,d are two noise sources that are uncorrelated with zero 

mean value, the expected value of the jitter will be equal to zero and the mean 

square value of the jitter will be 

 2
v2

D

2
n

2
Delay2

v2
D

2
2

b,nd,n I

KT

I

C σ+σ=στ
 (6.39) 

So, if the noise sources are Gaussian with zero mean value, the jitter will also be 

Gaussian with zero mean value and a variance equal to Eqn. (6.39).  

The delay around each loop is the summation of the delays of the CCDUs 

in that loop; so, each oscillating signal undergoes the same type of jitter as a 

single CCDU block, albeit with some scaling coefficient between 1 and 3.  Hence, 

Eqn. (6.39) provides the key noise behavior of each oscillator. 

6.2.4. Impact of Transistor Mismatches 

The architecture of the proposed circuit is differential and the reference 

and signal oscillator are supposed to be identical but have different control 

capacitors. However, mismatches are unavoidable in any CMOS process and it is 

impossible to have the two ring oscillators completely matched.  

As shown in Fig. 6.5, the proposed circuit is composed of a series of 

inverters and CCDUs. Each component contributes to the overall performance by 

the propagation delay of the signal passing through that component. Mismatches 

between the corresponding elements in two oscillators will show up as the 

difference between the loop delays. As a result, any phase difference between 

the two oscillators might be modeled as a vMismatch voltage connected to one of 

the CCDUs in the reference oscillator in series with the bias voltage of that CCDU 

or it can be modeled as a cMismatch capacitor connected across the reference 

capacitor. As will be explained next, the effect of mismatches between the 

oscillators will be eliminated through the calibration procedure on start-up. 

6.3. Tuning and Controlling the Sensor Interface Ci rcuit 

6.3.1. Changing the C REF and the Range/Sensitivity of the Circuit 

As previously explained, the six CCDUs adopted in the sensor interface 

circuit were presented by three different functions f1(VB), f2(VB), and f3(VB). By 

controlling each individual CCDU, more control over the range of operation and 
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sensitivity of the circuit will be possible. For the rest of this paper, CCDU11 and 

CCDU21 will be represented by individual functions f11(VB) and f21(VB), 

respectively, and considering Eqn. (6.22), Eqns. (6.26) and (6.31) will change 

accordingly as 

 ( )
( )

( )
( )B11

B3Bias
IN

B11

B3Bias

Vf

Vf

2

C
C

Vf

Vf

2

C ×<∆<×−  (6.40)  

and 

 ( )
( ) ( )

2

1
CC

VfC

Vf
D REFIN

B3Bias

B11
O +−

×
= . (6.41) 

As explained in the previous sections, each control capacitor contributes to 

the circuit by influencing the partial delays around each loop, as formulated by 

Eqn. (6.11). By changing CREF in the modulator shown in Fig. 6.5 to n×CREF, the 

delay induced by CCDU21 will be equal to 

 ( )B21REF21CCDU VfCnT ××= , (6.42) 

which can be rewritten as 

 ( )B21REF21CCDU 'VfCT ×= , (6.43) 

when the following condition is assumed 

 ( ) ( )B21B21 Vfn'Vf ×= . (6.44) 

Eqns. (6.42) and (6.43) indicates that there are two ways in which to 

achieve the same delay. One is to use a capacitance of n×CREF and a bias 

voltage of VB and the other is to use a physical reference capacitance of CREF and 

a different bias voltage of V’B. In other words, the effect of any change in the 

reference capacitor can be simulated by the change of the bias voltage. By 

increasing the bias voltage VB, the magnitude of f(VB) decreases; by considering 

a fixed value for CREF, the reference capacitance level in the circuit decreases. 

So, the bias voltage applied to CCDU21 can be used to change the reference 

capacitance level of the sensor interface circuit while the range of operation and 

the sensitivity of the sensor interface circuit do not change. To proceed with this 

idea, the new concept of equivalent capacitance reference level, CREF,EQV, can be 

defined as  

 ( )B21REFEQV,REF 'VnCC ×= , (6.45) 
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where n21(V’B) represents the scaling factor controlled by the bias voltage 

connected to CCDU21. By changing this bias voltage, the capacitance reference 

level of the sensor interface circuit will change. 

The same process might be implemented to modify the sensitivity of the 

sensor interface circuit. With respect to Eqn. (6.41), for the same output range, 

scaling the numerator term f11(VB) by some factor, say α , the input differential 

capacitance CIN-CREF,EQV can be scaled by the factor 1/α . This situation is 

depicted in Fig. 6.10 for two different bias conditions VB1 and VB2 when VB1 <VB2. 

Here we make use of the functional representation 

 ( ) ( )
( )BN11

B3Bias
BNB Vf

Vf

2

C
V,V =λ  (6.46) 

In effect, changing the bias voltage of CCDU21 changes the equivalent reference 

capacitance and changing the bias of CCDU11 changes the sensitivity of the 

circuit. Collectively, these two control variables enable the circuit to operate over 

a wide range of input capacitance conditions. 

6.3.2. Detection of Non-Linear Operation 

If the sensor interface behaves linearly, where the input capacitance CIN is 

within the range specified by Eqn. (6.40), for each cycle of the signal oscillator 

there should be a corresponding cycle from the reference oscillator. If one of the 

rising edges is missing, it is good evidence that the input capacitance is out of 

range, as will be explained shortly. By observing the output of each oscillator, 

together with the state of the DFF, a digital code can be devised that keeps track 
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Fig. 6.10. Transfer characteristic of the sensor interface circuit for two different bias conditions on 
CCDU11 
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of the sequence of events occurring within the circuit. One component of the 

digital code consists of the order in which the rising edges appear at the output of 

each oscillator. For example, if the rising edge for the reference oscillator 

appears after the one for the signal oscillator and we denote the reference 

oscillator rising edge with symbol “�” and signal oscillator rising edge with symbol 

“A”, then one part of the output code would be written as “A�”. If this sequence 

continues then the output code would appear as “A�A�A�…”. The other 

component of this code consists of the state of the output DFF at the rising edge 

of the signal oscillator. We combine these two code components by substituting 

symbol “A” by the corresponding state of the DFF.  For instance, if the state of 

the DFF follows the sequence “110”, then the combined code would be 

“1�1�0�…”.  

When CIN is less than the minimum value allowed, the period of the signal 

oscillator will be shorter than the period of the reference oscillator and even the 

feedback signal cannot change this condition. Similarly, if CIN is greater than its 

maximum allowed value, the signal oscillator period will be longer than the period 

of the reference oscillator and the feedback signal cannot correct this situation 

either. These two situations result in a set of error codes that indicate nonlinear 
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Fig. 6.11. Error codes to detect CIN<CIN,Min situation, (b) error codes to detect a CIN>CIN,Max 

situation 
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operation.   

In Fig. 6.11.a three situations are shown where the signal oscillator period 

is less than the reference oscillator period. Considering the first situation involving 

ΦREF and ΦO1, the maximum period of ΦO1 is slightly shorter than the period of 

ΦREF; after a few cycles, two rising edges for ΦO1  happens within one cycle of 

ΦREF. This situation results in the code sequence of “0�1” representing the 

missing rising edge for ΦREF. The correct sequence should have been “0��1”. 

Another situation depicted by ΦO2 and ΦO3 captures the situation where the 

period of signal oscillator is much shorter and two successive rising edges of the 

signal oscillator may sample one identical digital level of ΦREF. As a result, the 

sequence of “11” or “00” will be produced within the output code as specified in 

Fig. 6.11.a. The appearance of each one of these three error codes confirms that 

the input CIN is less than the allowed minimum value.  

Similarly, Fig. 6.11.b shows four situations when CIN exceeds its maximum 

allowable value. Considering the first situation involving reference signal ΦREF 

and signal oscillator ΦO1, even after applying the feedback DO=1, the period of 

signal oscillator is slightly greater than the period for reference oscillator. After a 

few cycles, one complete cycle of the reference oscillator will be missed and an 

error sequence of “1�0” appears where the correct sequence is “10”. Other 

situations depicted in Fig. 6.11.b corresponding to CIN being much greater than 

the upper bond is captured by signals ΦO2, ΦO3, and ΦO4. As the period of the 

signal oscillator increases compared to the period of the reference oscillator, the 

number of missed cycles of the reference oscillator increases as well. In much 

the same way as described for the previous code, error codes “1��”, “0��0”, 

and “0���” can be used to identify the nonlinear situations corresponding to 

ΦO2, ΦO3, and ΦO4. It can be concluded that the input capacitance, CIN, is out of 

range as soon as any one of these codes is detected.  

6.3.3. The Algorithm to Tune for the Proper CREF,EQV 

The initial capacitance reference level for different sensors might be 

different; also, the phase difference between the two ring oscillators can change 

due to either transistor mismatches or aging over time. To avoid a trimming 
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procedure after fabrication and to take full advantage of a cheap digital CMOS 

process, the control code developed in the previous section can be adopted to 

tune the bias voltage for CCDU21 (delay cell connected to the physical reference 

capacitor CREF). This tuning process will be used to establish the appropriate 

equivalent reference capacitance level CREF,EQV for an unknown sensor element 

and to enable process and mismatch errors to be compensated for. 

As the output, OD , ranges from 0 to 1 in some fractional value, it is 

appropriate to select the mid-range value of 0.5 to correspond to the desired 

reference level to maximize the dynamic range of circuit. On start-up, if the output 

is less than 0.5, the bias voltage of CCDU21 should be increased to decrease the 

magnitude of f21(VB) in Eqns. (6.43) – (6.45) and this in turn causes a decrease in 

CREF,EQV. On the other hand if the output is greater than 0.5, the bias voltage for 

CCDU21 should be decreased to increase CREF,EQV. During the comparison, the 

 
Fig. 6.12. (a) The circuit to implement the tuning algorithm, (b) the truth table for the logic block in 
part (a) 
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error codes described in the previous section are observed in real-time. If any 

one of the seven error codes of Fig. 6.11 is detected, depending on which errors 

are detected, the bias voltage for CCDU21 is altered in the appropriate direction 

such that the output of the sensor interface circuit is set to 0.5. During normal 

sensing operation, the error codes are constantly monitored to see if the data 

remains valid.   

In Fig. 6.12.a a block diagram capturing the essence of the tuning 

algorithm is shown. The error code detection block checks the oscillator outputs 

to see if an error has occurred (see Fig. 6.11). If any of the errors listed in Fig. 

6.11.a or 6.11.b occur, the output bit flag a or b will be set to “1”. These two flag 

bits and the output of the comparator c are forwarded to a logic block whose truth 

table is listed in Fig. 6.12.b. Due to the nature of the output error codes, the 

situation when both a and b are set to “1” is undefined and should never happen. 

The output of the logic block is then used to set the proceeding counter to count 

up or down, depending on the action required, which directly alters the bias 

voltage of CCDU21 through the DAC thereby establishing desired reference 

capacitance level. 

6.4. Experimental Results 

The final interface circuit, as illustrated in Fig. 6.13, is designed and 

implemented in 1-V, 90-nm ST CMOS technology. Transistor dimensions for all 

circuits are revealed in Appendix B. To satisfy Eqn. (6.30), an identical bias 

 

Fig. 6.13. The complete diagram of the time-mode delta-sigma interface 
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voltage is used to bias CCDU12, CCDU22, CCDU13, and CCDU23. Voltage VB-Sen is 

used to control CCDU11 in order to adjust the sensitivity of the circuit. CCDU21 is 

controlled by VB-Ref, the voltage responsible to establish the equivalent reference 

capacitance as explained earlier. To implement the control routines, ΦO and ΦREF 

are taken out of the chip through buffers. As explained earlier, these outputs will 

be used to detect error codes declaring the non-linear performance of the circuit. 

CREF and CBias capacitors have been implemented using 0.5 pF fringe-

capacitors; also, a bank of capacitors has been implemented on-chip consisting 

of 12.5 fF, 25 fF, 50 fF, 100 fF, 200 fF, 400 fF, 800 fF, 1 pF, 2 pF, 4 pF, and 7 pF 

fringe-capacitors. Depending on the test, a combination of these capacitors will 

be applied to the input pin CIN. Generally, the test conditions will consist of one 

 

Fig. 6.14. The microphotograph of the implemented delta-sigma interface 

 

(a)                                                                   (b) 

Fig. 6.15. (a) The board designed to test the prototype, (b) the test setup  
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input bias capacitor of values 0 pF, 1 pF, 2 pF, 4 pF or 7 pF together with some 

combination of the remaining capacitors called the signal capacitors. The signal 

capacitor components alter the input capacitance with respect to the input bias 

capacitance level (i.e. the signal with respect to a bias level). The sensor 

interface circuit should adapt CREF,EQV such it equals the input bias capacitance 

level. A microphotograph of the die is shown in Fig. 6.14 and it occupies an area 

of 120 µm x 20 µm including the output buffers.  

The fabricated prototype was mounted on a customized test board as 

shown in Fig. 6.15.a. Each capacitor in the capacitor bank was individually 

characterized with respect to the open circuit situation whereby no capacitance 

was connected to the input pin CIN. This was conducted by measuring the period 

of the signal oscillator. According to Eqns. (6.12)-(6.17), the change in the 

oscillation period is a linear function of the input capacitance CIN. Using a Le Croy 

digital scope (model SDA-6000), shown in Fig. 6.15.b, the oscillation period for 

10,000 cycles of ΦO was measured and averaged to extract a measure for the 

assessment of the actual capacitance values realized on-chip. By normalizing the 

results, the plot in Fig. 6.16 was derived. Lines have been drawn between each 

data point for ease of illustration. In addition, the x-axis represents the nominal 

capacitor values or bins drawn on a nonlinear axis for ease of reference. This 

graph will be considered as the capacitor profile to be measured. Also in Fig. 6.17 
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Fig. 6.16. The capacitor profile of the implemented capacitor bank. 
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and extracted out of 10,000 samples, the distribution percentage for the jitter 

associated with each oscillating signal relative to the period of oscillation is 

shown. The distribution pattern is very much Gaussian with a zero mean and a 

standard deviation of 0.14% of the oscillation period.  

To measure the integrated capacitor bank, this time the proposed sensor 

interface circuit was used. The circuit configuration for test is shown in Fig. 6.18. 

The voltage at pin VB is connected to a middle level voltage and the voltage at 

pins VB-Sen and VB-Ref are set using two different DACs. For any input 

capacitance, the output ΦO and ΦREF are being forwarded to the control unit to 

make sure that the interface is working in its linear mode. After assigning a 

voltage to Vb-Sen through DAC1 and using the tuning algorithm described earlier, 
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Fig. 6.17. The jitter noise associated with the circuit 
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Fig. 6.18. The diagram scheme for the test circuit 
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the control unit modifies the input to DAC2 to set the proper CREF,EQV such that it 

equals the input bias capacitance level. During this process, any mismatches 

between the two oscillators will be corrected for, as well. The sensitivity of the 

sensor interface circuit is modified using DAC1 such that the gain is maximized 

over some desired capacitance range. In our specific case, an external known 

signal capacitor is connected in parallel with some input bias capacitance and the 

output of the sensor interface is monitored such that the slope of the output 

versus input signal capacitance reaches a desired level. Any modification in the 

sensitivity of the circuit should be followed by a tuning algorithm. 

The data captured by the sensor interface circuit is shown in Fig. 6.19.a in 

a normalized format. The input bias capacitance was varied between 0 pF, 1 pF, 

2 pF, 4 pF and 7 pF while the input signal capacitance was varied from 0 pf to 
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Fig. 6.19. (a) The characterized input CIN between zero and 800 fF with different input bias 
capacitance, (b) absolute error associated with measurements in part (a). 
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800 fF. As is evident, the data is very similar for each bias condition, again 

indicating very good linearity. The relative absolute error in percent was 

computed with respect to the curve derived earlier through the oscilloscope 

measurements associated with the oscillation period (Fig. 6.16) and the results 

are shown in Fig. 6.19.b. Here, the data is identified according to the input bias 

capacitance level.  

For small values of input signal capacitance, the relative error is greatest. 

It is also evident that the relative error is the largest when the input bias 

capacitance is at its maximum input value of 7 pF.  These results appear to be 

consistent over several separate sets of measurements. This indicates that the 

jitter noise strongly affects the lower range of the measurements. This is not too 

surprising, as the variance of the jitter associated with each oscillator output is 

directly proportional to the input bias capacitance level as seen in Eqn. (6.39). 

This implies the accuracy of the sensor interface is better at smaller input bias 

capacitance levels than larger ones.  

To illustrate the ability of the circuit to adjust its input range, the input to 

DAC2 was changed to modify the sensitivity of the sensor interface circuit.  Three 

specific examples are shown in Fig. 6.20 for different values of Vb-Sen. In all 

cases, the input bias capacitance was fixed to 0 fF and the input signal 

capacitance was incrementally increased to a maximum value of 3.2 pF. Here it 
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Fig. 6.20. Different ranges for input capacitance measurements for different values of Vb-Sen 
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is evident how the upper bound on the input signal capacitance range was 

adjusted from 200 fF to 3.2 pF. When these three curves are compared the 

capacitor profile extracted in Fig. 6.16, some error is evident. Specifically, at very 

small signal capacitance levels of 12.5 fF, the relative error varies from 2% to 

67% as the sensitivity of the sensor interface circuit decreases (i.e., signal range 

increases). 

Like any digital circuit, the static power consumption is a function of its 

operation frequency. By fixing the sampling frequency at 1 MHz, the power 

consumption was 110 µWatt. By scaling down the frequency to 300 kHz, the 

power consumption decreased to 34 µWatt. The fact that the operating frequency 

is externally tunable by adjusting the bias voltage VB in Fig. 6.18 enables the 

power consumption of the sensor interface circuit to be adjustable as well. This, 

along with the very small silicon footprint, is an important contribution of this 

sensor interface circuit.  

Table 6.1. Summary of features and extracted data for the proposed TM first-order delta-sigma 

interface circuit 

Technology 90-nm ST-CMOS 

Power Supply 1 V 

Frequency Up to 8 MHz 

110 µW @ 1MHz 
Static Power Dissipation 

34 µW @ 300 kHz 

CMOS footprint (with buffers) 120 µm × 20 µm 

Range Variable from 0 to 8 pF 

Smallest Test Cap. Measured On-Chip 12.5 fF 

To make a fair comparison between different designs, all the designs 

should have been classified under the same category and the design specs for all 

circuits (such as input range, input frequency and measurement resolution) 

should be within the same range. Considering the fact that the author has tried to 

propose a generic tunable interface circuit, to the best of his knowledge, no other 

tunable designs have been previously reported. Since a conventional tunable 

circuit needs a large die area and incorporates a high level of complexity, all the 
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reported designs aim to have a wide input range instead of taking advantage of a 

tunable structure. However, by comparing the operation principles of some 

designs reviewed in sections 6.1 (such as the ones reported in [68, 70, 74, and 

77]) with those of the time-mode design, some valuable information will be 

revealed. 

The readout circuit of the design reported in [68] is capable of measuring 

the output of a capacitive sensor with a wide dynamic range as high as 74 dB. It 

takes a die area as large as 2.8 x 2.3 mm2 and consumes a power of 10 mWatt. 

This design is mainly composed of analog blocks and it is not possible to 

integrate it with a typical sensor on the same wafer. In [70], the authors have 

dramatically decreased the power consumption, however, the design still includes 

analog blocks and the area of the implemented prototype is the main 

disadvantage of the design. These drawbacks are repeated for the generic 

readout circuit of [77] plus the fact that its SC circuit is quite sensitive to process 

variations and digital noise. It will be quite a tough job to integrate it with the 

sensor on the same die. The design reported in [74] is the only design with digital 

structure. Similar to the proposed time-mode circuit, this circuit takes advantage 

of capacitance-to-time conversion. To measure the capacitance-controlled output 

pulse, however, a 10-bit counter and a voltage comparator are incorporated into 

the design; these additions increase the silicon footprint. In addition, the design 

operates only on differential input capacitances that limit the application of the 

circuit to a special class of sensors. Finally, it does not include any calibration 

routine. 

Compared to all the above-mentioned designs and the other ones 

reviewed in section 6.1, the proposed time-mode interface shows a great 

advantage over the die area while its power consumption is still one of the lowest 

reported by now. Furthermore, the digital structure of the time-mode interface is 

its other advantage that makes it feasible to implement the design on a low-

quality silicon wafer alongside the sensor. The resolution of the time-mode 

interface, however, will be classified within a coarse or mediocre category 

compared to some of the reviewed design, such as [68]. The preference of the 
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proposed time-mode design over anyone of the designs of sections 6.1 totally 

depends on the applications and the fact that what range of input capacitance 

and output resolution are needed.  

It should be noted that the time-mode interface circuit proposed in this 

chapter is a proof-of-concept for a general time-mode approach. Capacitance-to-

time conversion, being tunable, low-power consumption and delta-sigma time-to-

digital conversion distinguish this digital structure from other reviewed sensor 

interfaces. The advantages and abilities of this approach are beyond what 

presented in this chapter and the design can still be improved in many of its 

aspects and features. 

6.5. Summary 

This chapter explores the design and implementation of a semi-digital 

interface circuit for capacitive sensors. The application is best suited for lab-on-

chip applications where a DC or low frequency output capacitance of a sensor is 

subject to measurement. The design utilizes standard digital cells in association 

with capacitive-controlled delay units which are synthesizable, portable across 

different technologies, reconfigurable on-the-fly and easy to calibrate, thereby 

maximizing time-to-market opportunities. The main advantage of the proposed 

circuit is its extremely low power consumption, as low as 34 µW, while occupying 

a very small footprint of 0.0024 mm2. Due to the digital nature of the design, it can 

be implemented in a cheap CMOS digital process without the need for 

component trimming.  Process-related mismatches would be corrected using the 

proposed digital tuning algorithm. Moreover, this design is believed to be capable 

of being integrated directly on a MEMS wafer thereby providing a fully monolithic 

digital-output capacitive sensor.  
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Chapter 7: Conclusion 

 

7.0. Thesis Summary  

This thesis investigated the concept of time-mode signal processing (TMSP) as a 

comprehensive methodology to implement analog signal processing adopting 

digital building blocks. Various TMSP techniques and circuit components were 

presented to enhance the processing of time-mode variables, as samples of 

analog information, in a full digital environment. It was shown by adopting the 

proposed techniques and components, time-mode variables can be latched, 

added together or subtracted from each other. All these can be done without any 

time to voltage/current conversion. By the introduction of an asynchronous 

approach, the direct integration of a sequence of time-mode inputs was 

implemented again in a digital environment. This achievement opens the doors 

for the implementation of processing systems of higher orders than one as it was 

used to design and implement a second-order digital delta-sigma modulator. 

Finally, it was shown that the application of TMSP could be extended further to 

implement a very affordable interface for capacitive sensors for lab-on-chip 

applications. The extra low power and compact area of the design proves the 

advantages of TMSP over conventional analog techniques.  

A voltage-to-time converter with improved dynamic range, a dual-path 

time-to-time integrator and a tunable low-power interface for capacitive sensors 

were designed, fabricated, and tested successfully. A second-order digital delta-
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sigma modulator was designed and fabricated as well; however, it failed to 

operate due to ESD problems.  

Digital techniques to implement the addition and subtraction of 

instantaneous time-mode variables were proposed adopting the new concept of 

delay interruption. By introducing a new component called switched-voltage-

controlled delay unit (SVCDU), the propagation delay of the rising edge at the 

input of this delay block was controlled by a digital bit; so that, this delay could be 

either the nominal delay value of the block or infinity. By using two SVCDUs in 

parallel together with some additional logic, a new component called TLatch was 

proposed. Adopting the TLatch and applying different propagation delays to each 

one of the input pair of rising edges, it was possible to latch the time-difference 

between the input pair of rising edges or combine it with another time-mode 

variable to perform addition or subtraction between them. Simulation results show 

the proof of concept for the proposed techniques and components. Also the 

simulations show that because of digital construction, the design was robust to 

power supply noise; in addition, the mismatch between the corresponding 

components in the two paths resulted in a signal independent DC offset at the 

output. 

An Asynchronous approach for direct processing of time-mode variables 

was introduced. By defining the time-mode variable as the phase difference 

between the rising edges at the corresponding points of two parallel paths, the 

TM variable under processing could be manipulated using the SVCDU in each 

path. Adopting the asynchronous approach, a digital dual-path time-to-time 

integrator was designed, fabricated and tested in 1.2 V 0.13-um IBM CMOS 

process. Due to the digital construction, the compensation for the mismatches 

between the two parallel paths was accomplished easily by tuning the 

frequencies of two internal ring oscillators. The experimental results confirmed 

the operation of the proposed SVCDUs, TLatches and the integrator, where the 

integrator performed with a peak error of 1.5% over full-scale. This circuit is 

expected to be the basis for other time-mode signal processing circuits like high-

order delta-sigma modulators and frequency-selective filter circuits. 
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The above-mentioned time-to-time integrator was used to implement a 

digital second-order delta-sigma modulator. By modifying the structure for a 

previously reported voltage-controlled delay unit, the input dynamic range of the 

modulator was improved. Experimental results show that for linearity better than 

±0.1%, the input dynamic range increased from 22% of the power supply up to 

42%. The structure for the digital modulator consists of identical digital unit and 

for fine-tuning of the design specs, the value specification for different capacitors 

across the modulator were considered as the design target. Post layout 

simulation results show that at the average clock frequency of 3.215 MHZ, the 

maximum output SNDR over a 16 KHz bandwidth was equal to 76.11 dB. The 

modulator was fabricated in 1.2V 0.13-um IBM CMOS process; however, it was 

not possible to test the chip due to ESD problems. 

A tunable interface circuit for capacitive sensors was designed, fabricated 

and tested in 1V 90-nm ST CMOS process. Adopting capacitance-to-time 

conversion it was possible to linearly convert the input capacitance subject to 

measurement into the phase difference between two rising edges. Adopting 

TMSP, the converted time-mode variable was quantized through a first-order 

delta-sigma modulator. The design was done for lab-on-chip application and it 

was possible to tune it for different range of input capacitance, different sensitivity 

and power consumption. The main advantage of the proposed circuit is its 

extremely low power consumption, as low as 34 µW, while occupying a very 

small footprint of 0.0024 mm2. Moreover, this design is believed to be capable of 

being integrated directly on a MEMS wafer thereby providing a fully monolithic 

digital-output capacitive sensor. 

In this thesis, all the designs are constructed from digital circuitry. Hence, 

these circuits occupy small areas, consume low power and are portable across 

different technologies. Due to the digital nature of the design, it can be 

implemented in a cheap CMOS digital process without the need for component 

trimming. Process-related mismatches would be corrected using the proposed 

digital tuning algorithms. All the developments are made in search for an 

alternative to the conventional analog design techniques were the design 
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constraints for sub-micron CMOS technologies increases as time advances. 

Similar to any other technique, TMSP is associated with some drawbacks as well; 

for example, the transient nature of the variable to be processed, i.e. time, can 

complicates the design of such circuits; also, there is an inherent trade-off 

between the dynamic range and speed of a TMSP circuit. However, TMSP is a 

topic and it needs more time to be matured. As time passes, the discovery of 

more advantages and disadvantages of this technique can help us to make a fair 

judgment about its applications. 

7.1. Future Works 

The concept of time-mode signal processing is still new and at this stage 

of its development, the possibilities seem endless. The work presented in this 

dissertation offers a foundation for the development of TMSP as a general signal-

processing tool, and exemplifies some mixed-signal circuits built from this 

foundation. Other possibilities to advance and extend this work are: 

1- The input to a TMSP circuit is a form of analog information such as voltage, 

current, capacitance, etc. It is important to be able to process a wide range of 

input information. To increase the dynamic range for the voltage inputs, the 

idea proposed in this thesis might be used to extend the input dynamic range. 

By adopting a complementary input stage, the input dynamic range might be 

increased to the full range of power supply. Therefore, there is an open 

avenue for further linearization of the VCDU. 

2- Although there are some very good analog designs to implement time 

amplifiers, the idea presented in this thesis to implement a switched-voltage-

controlled delay unit might be used to design a time amplifier with a digital 

construction. By latching the input time-mode variable at one discharge rate 

and reading the residual charge across the capacitors inside the TLatch at 

another discharge rate, shrinkage or expansion of the time-difference 

between two input digital rising edges can be investigated. 

3- Although the test of the fabricated prototype for the second-order delta-sigma 

modulator failed due to ESD problems, the post-layout simulation results 



Chapter 7- Conclusion 
 

 167 

make a strong motivation to re-fabricate the design together with proper ESD 

protection. 

4- It would be interesting to investigate and formulate the upper limit for the 

speed of the proposed second-order delta-sigma modulator. 

5- Perhaps the greatest contribution of this work is the techniques proposed for 

the addition and subtraction of time-mode variables. The second-order delta-

sigma modulator was a direct result of this contribution. There would be a 

great research opportunities to conduct a research thesis on the development 

of modulators of higher orders like cascade 2-1 or 2-2 delta-sigma 

modulators.   

6- The test and verification of a digital design is a mature knowledge that has 

been dramatically developed during the last years. Considering that all the 

critical signals in a TMSP circuit are digital rising edges, it might be possible to 

take advantage of digital test techniques to improve the manufacturing test 

routines applied to analog designs.   

7- A final proposal for future work is to investigate the possibility for the design of 

a multi-purpose floor plan that consists of a series of identical building blocks 

such as TLatches, SVCDUs, logic gates, etc. the purpose to design such a 

floor plane is to investigate the how the connection between these blocks can 

be re-arranged for different applications. One valuable research avenue is to 

exhaust the search for a synthesizable approach for the implementation of 

TMSP circuits. 
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Appendix A 

 

  

Appendix A offers all the circuit diagrams and the transistor dimensions 

required to reproduce the design presented for the implementation of the digital 

second order delta-sigma modulator. As explained in Chapter 5, this design 

includes all the sub-blocks needed for the implementation of the time-to-time 

integrator presented in Chapter 4. 
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Circuit Diagrams and Block Connections 
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Fig. A.1. Top-level schematic of the digital second order delta-sigma modulator 

 

Fig. A.2. The circuit diagram for the block “TLatch” shown in Fig. A.1 
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Fig. A.3. The circuit diagram for the block “ICGMGMAB-Control” shown in Fig. A.1 

 

Fig. A.4. The circuit diagram for the block “Control-TMP” shown in Fig. A.3 

OSC-Ctrl1

Out-Sig1

Out-Sig2

R11

R21

OSC-Ctrl2

Out-Ref1

Out-Ref2

R12

R22  

Fig. A.5. The circuit diagram for the block “Control-OSC” shown in Fig. A.4 
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Fig. A.6. The circuit diagram for the block “Control-R” shown in Fig. A.4 
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Fig. A.7. The circuit diagram for the block “Control-EN” shown in Fig. A.4 

 

Fig. A.8. The circuit diagram for the block “DSwitch” shown in Fig. A.6 and Fig. A.7 

 

Fig. A.9. The circuit diagram for the block “Control” shown in Fig. A.3 
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Fig. A.10. The circuit diagram for the block “Control-Feedback” shown in Fig. A.9 

 

Fig. A.11. The circuit diagram for the block “Control-First” shown in Fig. A.9 
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Transistor Dimensions 

 

Fig. A.12. The transistor schematic for the block “DiffVCDU” in Fig. A.2 

M1 0.6um/8um 
M2, M7, M18 1um/0.4um 

M3, M8, M19 2um/0.4um 
M4, M15 1um/0.2um 

M5, M16 0.4um/0.3um 
M6, M17 0.5um/0.12um 

M9, M12, M14, M20, M23, M25 1um/0.12um 
M10, M21 0.5um/0.12um 

M11,M13, M22, M24, MSW1, MSW2 2um/0.12um 

Table A.1. The dimensions (W/L) of the transistors in the schematic of Fig. A.12 

INRef

VB

INSig

M4

M2

M1

M3

OUTSigOUTRef

M5

M6

M7

M8

M9

M10

M11

SWRef SWSigMsw1Msw2

VINSigVINRef VDD

 

Fig. A.13. The transistor schematic for the block “DiffVCDUOSC” in Fig. A.1 
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Fig. A.14. The transistor schematic for the block “SWDiffVCDUOSC” in Fig. A.1 

 M1 0.6um/8um 

M2, M6, M10 1um/0.4um 
M3, M7, M11 2um/0.4um 

M4, M8 3um/0.12um 
M5, M9 0.5um/0.12um 

Msw1, Msw2 2um/0.12u 

Table A.2. The dimensions (W/L) of the transistors in the schematics of Fig. A.13 and Fig. A.14 

 

Fig. A. 15. The transistor schematic for the digital “INVERTER” block 

 
M1 2um/0.12um 
M2 1um/0.12um 

Table A.3. The dimensions (W/L) of the transistors in the schematic of Fig. A.15 
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Fig. A.16. The transistor schematic for the digital buffer “Buff-Delay” block 

M1, M3, M5 1um/1um 
M2, M4, M6 0.5um/1um 

M7 2um/0.12um 
M8 1um/0.12um 

Table A.4. The dimensions (W/L) of the transistors in the schematic of Fig. A.16 

 

Fig. A.17. The transistor schematic for the digital “NAND” block 

M1, M2 2um/0.12um 
M3, M4 1um/0.12um 

Table A.5. The dimensions (W/L) of the transistors in the schematic of Fig. A.17 

 

Fig. A.18. The transistor schematic for the digital “NOR” block 
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M1, M2 2um/0.12um 
M3, M4 1um/0.12um 

Table A.6. The dimensions (W/L) of the transistors in the schematic of Fig. A.18 

 

Fig. A.19. The transistor schematic for the digital “D-Flip-Flop” block 

M1, M3 ,M7, M8, M10, M12 2um/0.12um 

M2, M4, M11, M13 1um/0.12um 
M5, M6, M9, M14, M15, M16 3um/0.12um 

Table A.7. The dimensions (W/L) of the transistors in the schematic of Fig. A.19 
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Fig. A.20. The transistor schematic for the digital “T-Flip-Flop” block (TFF) with the T-input 
internally connected to VDD 

M1, M3 ,M7, M10, M12, M14 2um/0.12um 
M2, M4, M11, M13 1um/0.12um 

M5, M6, M8, M9, M15, M16, M17, M18 3um/0.12um 

Table A.8. The dimensions (W/L) of the transistors in the schematic of Fig. A.20 
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Appendix B 

 

  

Appendix B offers the circuit diagram and all the transistor dimensions 

required to reproduce the design presented in Chapter 6 for the implementation 

of the time-mode interface for capacitive sensors. 
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Circuit Diagrams and Block Connection 
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CCDU CCDU CCDU
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DOut

D Q

Q

Start

Start  

Fig. B.21. Top-level schematic of the time-mode interface for capacitive sensors 
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Transistor Dimensions 
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Fig. B.22. The transistor schematic for the “CCDU” block in Fig. B.1 

M1, M2, M5 1um/0.1um 
M3 0.5um/3um 
M4 2um/0.1um 
M6 0.5um/0.1um 

Table B.9. The dimensions (W/L) of the transistors in the schematic of Fig. B.1 

 

Fig. B.23. The transistor schematic for the digital “D-Flip-Flop” blockTFF) of Fig. B.1 

M1, M5 ,M8, M13 2um/0.1um 
M2 4um/0.1um 
M3 3um/0.1um 

M4, M6, M7, M9, M11, M14, M15 1um/0.1um 
M10, M12, M16 0.5um/0.1um 

Table B.10. The dimensions (W/L) of the transistors in the schematic of Fig. B.3 
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(a)                                       (b) 

Fig. B.24. The transistor schematic for the (a) typical inverter (b) inverter with three inputs of Fig. B.1 

M1, M3 2um/0.1um 
M2 1um/0.1um 

Table B.11. The dimensions (W/L) of the transistors in the schematic of Fig. B.4 

 

 

 


