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Elementary senfences containing ‘be':
o somentic onalysis of subject-predicate relations

-~ " by Evelyn Matheson Styan

ABSTRACT

Within a theoretical framework that oom.blnes generative X-bar syntax (Chomsky 1986), a
compositional mtef;pretwe semantics and elements of Aristotelian logic, this thesis studies the nature
of the svntacti.c and semantic con§t1tuents involved in the subject-predicate relations of elementary
sentences containing ‘be’. Interpretation is character1zed 1n terms of the entities of various tvﬁes that
speakers Intend to refer to and the various ontological types that the referents are said to belong to.
‘Be’ 1s analyzed 8s 8 single lexical ftem. This analysis unifies all syntactic functions (e.g., auxihary,
copula, main”verb) and all "senses’ of ‘be’ (~e.d., definitional, equetive, predicative, etc.).
i}onceptually. ‘be’ in English 1s an explicit sign of attribution, The propositional content of simple
sentences of the form [NP be XP) is the attribution of a certain ontological type or typss to the
referent(s) of the subject NP. Althougt] the value of postulating a single ontological category to
eccount for' all the entities that speakers can refer to and talk about (such as an Aristotehan
substance) is questionable.’ nevertheless, such categories and types seem be\r[nnant for linguistic
analysis. With respect to linguistic inference, prmomtnatht\on. md'question words, an analysis
based 6n ontological types 1s shown to be more explon;tory -than one based on the assignment of a fixed

set of thematic relations to arguments,
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tlementary sentances containing 'be’:
a semantic analysis of subject-predicate relations

par Evelyn Matheson Stysn

{ RESUME

i

Cette théss étudie la nature des constituents syntexiques eet sém‘antgtques que comportent ies
relations “sujet-pradicet des phrases simbles de la forme [SN be SX). Le cadre théorique combine la
théorie de 1a syntaxe X—bz;r (Chomsky 1986), une sémantiqus interprétative compositlor;nella ot des
éléments de la logique d'Aristote. Les\eénototions“das expressions composées sont caractérisées en
termes des entités de }ﬁutes sortes dont on peut barlar et aussi en termes des types ontologiquas

s'applique 4 'unification de toutss les fonctions syntaxiques (e.b. , suxilieire, copuls, verbe principal)
ot d8 tous les significations de 'be' (.g., de définition, d'équation, d'attribution, etc.) ‘Be’ en anglais est
un signe expnciie d'httribution. Toutes les phrases simples qui emploient 'be’ expriment 1'attribution

d'un certain type oﬁ de types ontologiques aux référents des SN qui fonctionnent comme su]etg.

Quoique 1"idee que les référ‘ﬁnts des sujets appartiennent & une seule catégorie ontologique telle qua la
substancs d‘Aristote soit discutable, leslcatégorles ‘qu'tl jdenuﬂe sont néanmoins pertinentes pour
I'analyse linguistique. Selon les données relatives 8 18 pronominalisation, aux mots interrogatifs et
aux implications enir; les phrases, une onalysetontolooique est plus explicative qu'une analyss fondée

sur la distribution d'un ensemble fixe de relations thématiques.

auxquels ils appartisnnent. Le'verbe 'be’ est consideré comme une ssule unité lexicale. Cette anslyss .
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. Inthis d!seertatton | will Investigate the semantics of a basic fragment of English: slementary
sentences containirig the verd 'be’. For the present, let us assume informally that semantics involves
the Inter pretetion of sentencgs and the tFaditional notions of sense and rerérencs | (These notions will
be clarified In Chepter 1.) As a contr,ibUtion towards @ compositionsl interpretive semantics of
English with;n generative grammar, my objective here propose an analysi$ that may serve as a
basis for explaining how competeﬁt speakers of E‘ngHsh can interpret sirﬁple sen}ences of the foélowing
ty?es.

I (a) This is Steph. i
(b) Steph was my tennis partner.
My tennis partner was Steph.
. (c)Shelsachel. ' o
(d) Many Ehefs ara fat.
() The recipes were in the file.
() The spices are arranged in alphabetical order.
() A chef fs hitting the dishwasher.
(h) Someone i3 being gluttonous.
w (1)AI of the knives ara baing sherpened.

LS

This Investigetion will focus on the ssmantic relation that obtains when subject and predicate phrases,
as traditionatly analyzed, combine to form elementery sentences. In the serytences above, the subject
phrases Sn contain either & proper name, a pronomingl or & common count noun, and the prodicate
phrasss all contain 8 form of ‘be’, ivh;Zh 1s under1ined. The different sentence.types containing ‘be’ are

often treated &s syntactically endmmantwally different. As s consequence 'be’ ftself is analyzed as ‘

syntactically and semantically dmem\lt is sometimes claimed that there is more than one lexical
item 'be'~in English (e.g., Rothstein 1983; wmiems 1984). However such an snalysis fails to
. ) . J\) .
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: éap'ture certain morphosyntactic and seman&: generalizations concerning the verb thet appears in ,jall

of the sentences in 1. [ shall maintain in this work that the different forms and uses of 'be' in the

¢

. ’senténoes above ara not totally unrelated to eaénpther. but rather belong to a single lexical ftem 'be’.

[rO———

The theoretical framework of the investigation is generative grammar, wméh is
fundamentally concsived &3 (part of) a theory of mind. In tms/ framework , language is taken to refiect
the structure of the mind, and reciprocally, the principles of “sgntence grammar“‘ are taken s
principles governing the organization”of thought, According to Chomsky (e.9., 1975, 1977, 1981,
etc.), the goal of generativg "grammar is to express the association between repressntations of forrp
and repfasentaﬁons of meaning." ,(Chomsky 1981: 17). In this 1nvest19atl§n. I will adopt certain
assumptions underlying the position taken by-Jackendoff (1983) which are compatible with qn( 1n

. fact are the logfcal consequences of Chomsky's rﬁentghst theory of langgage. For tnstancs, Jackendolf

imposes a W/‘t{’mm;sframf"on seman_tic theoryand hypothesizes the following: “There is a single
level of mental representation, ‘coxxplus/ strwtu}a at which linguistic, sensory, and motor

information are compauble (Jackendoff ( 1983: 17). Although he considers the domain of semantics

to be the géneral oonceptual structures or the mind, he neverthelasymposes a Grammaticl .

Cmslraml on ssmantic theory According to this constraint, the mappinqgetween syntactlc form .

and meaning should be as systematic s possible in foct "one should prefer a semantic theory thet
explains otherwiss arbitrary ganeranzations about the syntax and the lexicon.” (Jackendoff 1983;

~13). Specifically, for Jackendoﬁ semantics studies the structurs of the information contemed in the

thoughts that are conveyed by sentences of lanquane and he assumes “that lsnguage s 8 relatively
pfficient and accurate encoding of the information it conveys." ( 1983; 14). ’
Now aithough my problem concerns the interpretation of sentences containing “be’, tike

géckendoff , | do not attempt to describe the nature of the processing by wmcr\ speakers interpret these

'sentences, but rather the underlying syntactic and sementic information, 6., the structurel end
conceptual information, that speakers must use-as 8 basis for interpreting these Sentence types. In
thig dissertation, | shall focus specifically on the nformation supplied by the linguistic system and

3
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ooncebtual structures In analyz2ing the subject-predicate relations of elementary sentences, | will

aadress the following questions

(1) what are the basic units of syntactic structure contained in the sentence types

in(1)?
(1) What are the basic units of conceptual structure thet correspond to the
N structural unitsin (1)?

(111) How are the units of syntactic structure and the units of conceptual structure
correlated with each other and constrained?

d L

According to generative grammar, both structural and conceptual information are essential
for seman,tlc interpretation, but neither is sufficient on itsown As a basis for judging the truth of a
sentence, speakers have to analyze the sentence structurally (ac&)rding to the principles of sentence
grammar) and know the sense and reference of the lexical items it contains If we conceive of the
grammar of a lgnguege 8s a system which correlates sound and meaning, then syntax may bé seen as the
principal means by which the link is established Thus, a systematic investigation of the semantics of

elementary sentences containing ‘be’ must be grounded on a prior syntactic analysis

Syntactic analysis. The system of syntectic analysis that | will apply here makes uss of
the fundaméntal distinction between wn/f and re/stion From this perspective, grammatical subjects
ond predicates are anslyzed 8s relations between categorial units of structure, 8s described by

Chomsky (1965: ch. 2; 1986). For English sentences, the notions of sus/ec! and pradicate ere

\dafined in terms of configurational structures. To begin with, it is necessary to determine the basic

syntectic units and configurations that will support my semantic analysis of élementary sgntences
containing ‘be'. !f 8 sentence is the maximal projection of the properties of INFL ( “inflection™), then
elementary sentences may be characterized according to current X-ber syntax (e.g., C_homsky 1 986‘2‘
8s simple sentencus containtng only one clause (1" or IP). An elementary sentence contains one (and
only one) phrase (N" or NP ) that functions s the grammatical subject and one (and only one) phrass

(Y™ or YP) that functions as the grammatical predicate of the sentei.s. Conﬂguratior_@ly, the NP and




~
}g \ '
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P
YP 1n question are immediately dominated by a projection of INFL in hiererchical phrass markers such
. e

as the following

~

INFL 2

An elementary declarative sentence (8 predication) is formed by the combination of a subject phrase \
and 8 predicate phrase If well formed sementically, it expressss 8 proposition ! Thus, it may be used
by speakers to make & claim concerning certain states of affairs As the potentisl bearer of truth
values, & proposition ts expressible only by & formally complete sentence, 18, one that mests the
minimal necgssary morphosyntactic well-formedness conditions specified by the séntence grammaer

A syntectically well formed elementary sentence will thus be analyzed minimally es [;-NP [ INFL
vp)] 2 o

+ But is the analysis represented in 2 above adequate to account for the structure of the

sentences in 1?7 In particular, where would ‘be’ itssif fit into the phrase marker in 27 Oné guestion

. J

I Semantic well-formedn& must be explicated in terms of conceptusl structures. See
Bradley and Swertz ( 1979: ch. 2) for a characterization of the entities that are called “propositions”
here. They arque that propasitions sre su/gener/s, they are abstract entities in their own right, |ike
numbers, sets, classes, sentence types, etc. Propositions are, for them, "the bearers of truth end
falsity.” (Bradiey and Swertz 1979: 84-85; see alsoKatz 1972: ch. 4; Nuchelmans 1980: ch. 8, cf.
Cartwright 1966).

2 The node | corresponds to S fn the Extended Standard Theory, N* to NP, v° to VP, and 80 on.
in Aspects, the notions of sudysct end pradicate ore defined os the configurations [NP,S] end [YP,S],
respectively (Chomsky 1965: 71). The maximal projection of C (Complementizer) which s required
for wh=sentences and embeddad clauses will be omitted in this study when it is irrelevent, 8s in 2
above. o - '

\
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that 13 often debated in linguistics 15 the syntactic category or categories of 'be’. For instance. for
ssnten\:as 1 (h)-(1) above, many linguists would make a distinction between ‘is'/‘are’ (analyzed as .
an suxiiary (Aux)) and 'being' (analyzed as a verb (V)). {See, e.g., Akmajian and Wasow 1/975,
Williams 1984.) A primary descriptive task of this investigation will thus be to determine the
syntactic category of*'be’ in its various forms | shall argue that 'be’ is a ;ull verb which takes an

obligatory complement of category X" or XP, & fllustrated in 3. -

3 V" ]
S (x") V'
. 'V X"
|
be

Here X of X" or XP may be 8 noun (N) (as in 1 (a)-(c)), an adjective (A) (8&s in | (1)), 8 preposition
(P) (as in 1 (8)), or another V (as in 1(f)-(1)) A further task is to ;:omplete the syntactic
descr iption of elementary sentences containing ‘be’. bnly o detailed analysis of the internal structure
of the phrases that function as the subject and predicate of these sentence types can serve as a basis ‘fdr

a systematic analysts of the subject and predicate functions and the semantic relation of pre&ication

Semontic analysis. The second question in my semantic Investigatiqn‘ involves tha besic
units of sementic structure. Here, 8s reviewed by Jmkmgoff '(1983:' /H), the criteria of
expressiveness and t:niverselity apply as constraints on semantic theory. “A theory of semantic
structure ... must be eble to express all.the semantic distinctions mede by a natural language.”
Without conducting 8 cross-language inquir\y to determine possible universal concepts, the key
exercise Is;oaécertain in 8 general way what kinds of things it is that speekers c;n talk about and what
kinds of things con be said sbout them. This type of Inquiry leads natdrally to the unending

philosophical debate concerning the relationship between language, mind and reality. In connection




©

. p
@ with this, the samantic analysis of sentences cont irr)nng 'be’ thet Twill proposs here basically follows
\f an Aristoteltan approach in some respeqts.

Dyring the 4th century BC, the Gresk philosopher Aristotle developed a logical system

;“ fically to symbolize the internal subject-predicate structure of copular sentences in ancient

Greek Aristotle's logical system, which was later developed by the Stoics and extended by Letbniz, s

known-8s traditional formal |c;gic (TFL) My interpretive analysis incorporates some of the principles

of TFL, especially as interpreted and developed by Sommers (in 1982, and In earlier works on

semantic types and ontology) Some Aristotelian scholars (e.g., Sommers 1982) still claim that

elementary sentences containing 'be’ express the most fundamenta) proposil:ons, 1e., "categorical"

ones From sentences such as those in 1, one may learn various kinds of basic facts, e ¢ , what someone

or‘éomething fs (or what it is called), what kind of thing Ié; Is, where it is located, what it is doing, etc

Categorical propositions sre satd to reflect a categorization scheme, 1e, a scheme of ontological

concepts by which human beings organize and understand thelr experience in the world. Aristotle
prépc;sed a theory of’bategories. containing a list of universal types for the classification of these
ontological concepts TheJlntriguing question concerning this scheme of categorization is whether It°
"belongs basically to language, to the mind, or to reality Following Frede ( 1981), | adopt the ‘notton,
implied by Aristotle, that it belongs to all of the above ot the same time. But the most important
question here iIs the significence of this categorizetion scheme for linguistic description end

) explanation. ‘ ) ‘ 7

On the model of TFL, 8 sentgnoe consisting of the surface éequenpe {NP be XP) 1s said to contain

two terms, each belonging to one of Aristotie’s categores. Or to put it another wey, the phrases that
function as the subject and the predicate complement of ‘'be’ may be used to refer to entities that belong

to one ontological category or another Categorematic expressions denote entities that belong to
particular ontological types which muy%e classified according to Aristotie’s categortes. tn\ TFL, 'De’ is
regorded as a syncategorematic expression that relates two cateoorsmatic‘ ph%as. An:amrmatlve

declarative sentence of the form [NP be XP) states that the referent of the subject balongs 1o a certain




type or types denoted by the predicate term.3 The following exhibits the syntactic units ‘of an

elementary sentence containing ‘be’ and the corresponding conceptual analysis that | propose.

4 ‘A is B'
Syntax: (NP be XP)
Concepts: Referent(s) belongto  typs(s)

The rule of 1nterpreta{10n that | propose for\ all declarative sentences containing 'be’ accounts for the
relati‘ons between terms which, tan hold in view of their intensions. | essume and will use an
extensioﬁal theory of semantics in this work. Such a theory {s concerned with the relations between
Hnguisttc expressions and any extralinguistic phenomena that speakers may refer to when they use
these expressions. The conceptual analysis proposed above suggests certain semantic w&l -formedness
conditions for sentences contaimng ‘be’. For instance, 'B' must be "predicable” of whatever is denoted
by ‘A" And if the statemsnt ‘A is B' is true, then in a valid logical argument the expression. ‘B' is
semantically substitutable for A" (Sommers (1982: chs. 6, 13) traces similar ideas | to an
Aristotglian principle known as the * aictum db omhi. ) , A

As for the meaning of the lexical item 'be’, this is by no means the first time the question has
been studied. '‘Be' and sentences containing ‘69' (or its equivalents ip other Languagesé have been the
subjects of much resserch and also of long-standing contrgversies among linguists, philosophers and ¢
logicians, at 1esst since Plato and Aristotle. Various pasitions concerning the meaning of 'be' include, |
among others, that (1) 'be' is univocal or as Platg"would say, it has one “definition™ that would cover
all its different uses (e.g., Kehn 1973); (i1) 'be’ is decidedly equivocal or ambiguous (e.g., Russell
1920); (i) if "be' is ambiguous, it is systematically so; it has one focal meaning to which all athers
ere related (8.0., Aristotle Metgphysics 4,2;  Owen 1960); (iv) 'be' in itstﬂf is mesningless (e.g.,.

3The notion of sednging that | proposs here 8s the conceptual analysis of ‘be’ is more general |
than the primitive (undsfined) concept that is symbolized ‘e’ in set theory. The latter is a relation
between elements and sets (Halmos 1960: 2). The relstion | describe is not limited to elements that
belong to sets. Indeed if & referent x belongs to the type denoted by ‘A", then it is contained in type A,
but * A’ nead not be & count noun, although it must be quantifisble In some way to be referential. For

details, see Chapter 3.
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Lyons 1968; 1977). Owing to this complication, another important descriptive task- of this
dissertation 1s to support the conceptual analysis that | propesed above. Reformulated in terms of the
generative lexicon, the key questions aré: How many classes of ‘be’ are there in the synchronic lexicon
of Englsh? or, How many lexical entries for ‘be’ are required for an edequate ssmantic description of

_sentences containing the various forms of 'be'? Although exactly how many ‘be's there are 15 Clearly
an interesting question, the basic problem is to determine which fectors or principles could be used to
answer 1t. "

In any case, | shall argue that 'be' is univocal. When one examines the different semantic
;analyses that are actua!ly proposed, 1t becomes clear that the diffgrent senses that are escribed to_be'
are primarily the effect of the conceptual content of the phrases that function as its subjects and
predicate complements, rather than there being different classes of ‘be’. The problem may result from
the fatlure to recognize the syncategorematic aspects of ‘be’. 'Be' on its own signifies the conCeptuel
relation of belonging to ia type), but the type of being is designated by & complement phrase that
belongs to 8n ontological category

One advantage of a TF L-baée& categor-ical snalysis of elementary sentences containing 'be’ over,
one based on other systems of analysig stems from the following. TFL does not need to distmqu\ish

between subject phrases and predicate complement, phrases on the basis of semantic criterie

(Sommers 1982: 41). Rather, it seems that a particular categorical-phrase ( NP or XP) would always

correspond to the same ontological category or type, regerdless of its gremmatical function in
categor ical ser!tences. In many other analyses, a distinction 1s made between the semantic functions of
subject and predicate complement. According to the assumptions of the Western structuralist tradition
in linguistics, the grammatical subject is the expression ( phrase) that is employéd by the speeker to
identify a referent or referents snd thie grammatical predicate is the expression (phrase) that 1s useq
to say something about the referent(s) (Lyons 1977:ch. 12, 470, 501). Thus, the subject is said to

§,
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function as an “identifying phrase" and the predicate complement as the "attributive phrase."4 For
example, the expressions 'she’ and 'is a chef” function respectively as the gramrﬁatica‘l subject and
predicate of sentence 1 (c). The thing or person being talked about is an individual designated by ‘she’
Let us assume that ‘she’ 1s used in sentence 1 (c) to refer to Steph. Ifso, the property of being a chef
is attributed to the referent of 'Steph’. Generalizing then, according to this analysis, the propositional .
content of a declarative sentenm\containing ‘be’ s the attribution of & property to an individual or to a
class of individuals.

For pragmatic analysis, the trad?tional account of the semantic functions of the subjéct and
predicate phreases anﬁ the predicative relation (i.e., the attribution of & property to an Indiyt'dual )
seams intuitively correct. (n conceptual terms, however? it is surely questionable thet the same
analysis could be extended in a natural way to all of the senténoe types illustrated in 1 above (to say
nothing of the types of sentences containing ‘be’ that are not illustrated here, e.y., existential ones.)
Considering only those types fllustrated in 1, sentences such as | (b), for example, are often analyzed
8s “equative” and sentences such as 1 (e) are taken to i1lustrate the attribution of a “location” to some
objects (Lyons 1977: 469-481). These senten_ce types have linguistic characteristics of their own, .
e.0., the reversability of the subject and predicate complement phraées (as 1liustrated by the set{tenc%

fn 1 (b)). Lyons makes the point that speakers may ettribute things other than properties to

N

4 1f the distinction between “{dentifying phrass” and “attributive phrase” were valid, then we
should have to determine what the source of the distiriction might be. A reasonable answer 1s that it is
the structure of the sentence. But the distinction is sometimes expounded in terms of (i) the
denotative function or (11) the referentiality of the expressions employed. Compare, e.g., 'a chef in |
(¢) and 1 (g) above. ,

(1) For logicians working in the framework of modern predicate logic (MPL), the subject of
an atom ic sentence denotes 8 “particuler” while the predicate designates a “general concept.” (See, € ¢.,
Quine 1960; Strawson 1974). .

(11) Jackendoff ( 1983: 78) makes a type-token distinction between the conceptual structures
that correspond to the expressions that typically function as subject (token) and predicate complement
(type). For discussion, see 1.3.1. Other linguists implicitly deny that there is & semantic distinction
between expressions that function as subjects and predicate complements of ‘be’, at least in terms of
“referentiality.” That such expressions are coreferential is implied in the analysis of predication by

coindexing. discussion, see 2.1.1.
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{ndividuals.® Strictly spesking, neither sentence type ( 1 (b) or 1 (e)) would be taken to express the
attribution of a property fo an individual or to & class of individuals. But also, by the same token,

speakers may talk about things other than individuals or sets of indlviduols those denoted by non-
g

-

count nouns, eg, ‘water’, 'sincerity’, etc. (The sentences in | contaln only count nouns or
pronominals )

For the sake of descriptive elegange. | shall prefer an analysis which makes no & priort
semantic distinction on the basts of grammatical functions or relations. In fact, the ssmantic analysis
that | propose for elementary sentences coqtaining 'be’ parallels the syntactic(analysis. This analysis
requires a semantic distinction that is analogous to the distinction made between units of structure
and the relations between these units. | would argue that in fact a gensral specification of the
functions of the subject and predicate ph}ases is not a primary step in the semantic analysis of
elementary sentences. Rathec the corresponding semantic relations are derived on the basis of &
structural analysis, as Chomsky ( 1965) argues concerning grammatical relations, and on the basis of
lexical choice. The generalizations that are significant for the semantic analysts of subject end
predicate compiement phrases should be stated in terms of units of conceptual structure, rather than
semantic relations (or thematic relations), if our syntax and semantics are to be consistent. This leads

to the third question to be bddressed in this dissertetion.
?

Form-meaning correlation. How are the units of syntactic structure and the units of
conceptual structure corrélated with each other and constrained? | sssume, with Jackendoff (and
many other generative grammarians), that the mapping between syntactic and semantic structures is
effected by grammatical “correspondence rules” (Jackendoff 1983: 13-16). Such mappings ere
cohstrained by two guiding principles: the grammatical constr:atnt and the principle of
comppsitio}lality. which together would lead one to prefer the simplest, most direct, but also complete

mapping between units of syntactic form and units of conceptual structure For a single sentence, the

S This criticism may be based on too literal an interpretation of the smanuc term property ,
i.e., if Lyons has in mind the intemional construct proposed by Carnep ( 1956), smong other's.
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N mepping depends fn pert on the lexical representation of the main verb. In this respect the

methodology, thgoretlml framework and godl of my inquiry &re quite close to thpse of Jackendoff
(1983). In fact, although we get there by a slightly different route, the net result of our enalyses of
eateoortwcal sentences 13 the same.  Like Jackendoff (1976, 1983), | argue for a uniform lexical
( morphosyntactic and semantic) analysis of ‘be’.6 'Hmyever, our analyses do differ in certain respects.
He would: bring together in one "conceptuql structure” all uses of 'be’, which he represents as a single
function "BE (x.y)." (Jackendoff 1983: 90). He does no€ analyze the function BE further, so that our
conceptual analyses of ‘be’ are not precisely comparable. Further}nore, his unmiform analysis of ‘be’ 1s
sustained in the assignment of the samé thematic relations, Theme and Location &s postulsted by
Gruber ( 1976), to the functional arguments of ‘be’ (Jackendoff 1983: chs. 9> 10). On the other hand,
| question the constructs of thematic relations as primitives of an explanatory semantic theory

(Other points of similarity/difference will be discussed in Chapter 1 )

Originality. As for the originality of my analysis, }his investigation does not 1ead me to
invent any new constructs or theoretical systems. instead | will smploy some elements and principles
from well-established systems of semantic analysis, attempting to incorporate them into generative
grammar. in sum, my ssmantic analysis of categoricél sentences s strongly influenced by works of
Jackendoff, and in a way also by Aristotle and Sommers, but it differs from all of them as detailed in
Chapter 1. Althougp | adopt some notions from TFL s described by Sommers ( 1982), my goal is to
explain the 'sementics of the subject-predicate relation in linguistic terms, i.e., using linguistic
evidence based on grammaticality and the "sayability” of English sentencss, instead of the tools and
techniques of symbolic logic. ln/so far as possible, my semantic arguments will dapend primarily on

- the phenomena of linguistic inference, paraphrase and contradiction. (See, e.g., Kempson 1977,
Smith and Wilson 1979: ch. 7, for a description of some criteria end tools for semantic analysis.)
Unless otherwiss indicated ;n the text, the criticism of alternative analyses and the argumentation for
8 categorical approach ara my own. o

»’

65imtlarly, a uniform analysis of 'be’ Is proposed for example by Gruber (1976), Kehn
(1973), and, in part, bySommers(|982)




A

12

The central problem and organization of the thesis. Investigating the ssmantics of
the sentence types illustrated in 1 above, ons might obviously encounter many interesting linguistic
problems concerning, e.g., pronominals, indexicals, quantifiers, determiners, tense, sspect, etc
Whil'e‘ﬂin general | do not intend to ignore these problems, | will focus here specifically on the
conceptual content of 'be’ and the types of terms used with this verb. Of special interest for this
thesis is the semantic relation that obtains when subject and predicate phrases (containing terms that
belong to var ious ontological types) combine to form categorical sentences.

Thé preseht work is in five chapters. Chapter 1 contains theoretical and background
information First, in section 1.1, | will outline the theoretical mode) and some basic principles of
generative grammar that | shall apply here. Section 1 2 introduces some details of Aristotle's theory
of cateqories and the subject-predicate analysis of categorical propositions within TFL as described by
Sommers. 1n 122, | will discuss the ontological relation between language, mind and reality. Some
general notions from classical semantics, ssnse or /nlension, aenolatian or extension  will p;
reviewed. Jackendoff's notion of prgjactad wor/d will be compared and contrasted with  these notions
This section will conclude with a statement of my ontologica! position. The notions of #rwt» end
referencewill be examined in section 1.2.3. Section 1.3 offers a brief critique of some alternetive
analyses of sentences containing ‘be’ within generative grammar, 6.g., the analysis of individuation
and categorization from Jackendoff ( 1983) ( 1.3.1) and thematic relations (1.3.2).

In accordence with the thesis of autonomy for syntax, which {s assumed in this work, Chapter
2 deals strictly with the syntactic description of elementary sentences containing ‘be’. Section 2.1
examings the NP-YP subject-predicate structure of sentences as analyzed within generative grammaer.
Section 2.2.1 considers the syntactic categorization of 'be' (1) a3 two categories: Yerb and Aux (8.g.,
Williams 1984), or (i1) 'be' 8 a separate category: copula (e.g., Chomsky 1965). Using the devices
of X-bar syntax, inherent lexical properties, and strict subcategorization, | srgue for & one-lexeme
analysis of 'be’ &sa full verb (V) (2.2.2). Section 2.3 concerns the syntactic snalysis of the subject
and predicate terms. As illustrated by the sentences in (1) above, the predicate complement may be &

NP, AP, PP, or another YP.

4
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Chapter 3 explores the ,problem of the semantic interpretation of elementary sentences
containing ‘be’ This i§ the cantral part of the thests: In section 3.1, 8 compositional semantic analysis
is proposad for single elementary sentences containing 'be’', that is, an analysis to account for the
interpretation of individual sentences in isolation. As in classical semantics, | take the interpretation
of &fi expression to mean its extension Extensions of expressions are described in terms of referents
and the ontological types or categories to which they arg said to belong. These notions are applied in
the description of lexical-meaning (3.1 1), phrase meaning (3 1.2) and sentence meaning (3.1 3)
Section 3.2 concerns the semantic interpretation of sentences containing a relat.ional verb, eg., ‘hit’,
and 3.3, with santences containing ‘be’ and relational predicate terms such as ‘on the tab;e', ‘hit (by
John)', 'hitting John'.

Chapter 4 examines some alternative propasals concerning tr;e Gifferent "senses” or uses of
'be’. | take these proposals as exa_mples of what the conceptual content of ‘be’ is pot, First in section
4.1, the question of how many classes of 'be’ there are is Investigated from the ssmantic point of view
| consider n turn the possibilities that 'be’ might be (1) homonymous, (1f) meaningless, and (1)
polysemous. Each of these hypotheses Is rejected, as | argue for a univocal a;ralysts of 'be’. In section
4.2, | constder the conceptusl analysis of ‘be’ as the relation of attribution or as the ldentity
relation, arguing in favour of attribution (1.e., the relation of belonging that holds between referents
and types.) In saction 4.2, | consider the semantic distinctions between ‘be’ ¥ and ‘be’ Aux in terms of
the concspt of m(mrfmol/(y’as proposed by w1‘lnams (1984). Finally in 4.4, | suggest approaches to
the analysis of 1diomatic sentences containing 'be’ with ﬂxed'subjects such as 'there’ and 'it".

In C:apter S, | compare and contrast the analysis of elementary sentences containing 'be’
according to the theory of ihematic relations and according to the categorical analysis proposed and
supported in this work. Section S.1 — pdses some questions concerning the construct of Theme within
Gruber and Jackendoff's theory of thematic relations, in section S$.2, | question the explanatory velue A
of the theory of thematic relations with respect to active-passive sentence pairs (5.2.1), acceptable
mes;lon-mswer pairs (5.2.2). and linguistic inference (5.2.3). | show that wheress an analysis

based on the assignment of thematic relations fails to account for such relations, a categor-ical analysis
]

4
-
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based on referent(s) and ontological types or categories doss shed light on thess 1mportont"’
intersentential relations.

Following Chapter S fs-the Summary of my analysts and conclusions.

Terminology and notation. in this work, | u§e the terminology and conventional
notation of generative grammar and X-bar syntax found in standard works, such as Chomsky 1981,
1986. Other abbreviations will be explained in the text. | shall use phrase markers, 8s in 2 and 3
above, to fllustrate the syntectic structure of sentences. Phrase structures may be abbreviated as
labelled bracksting, e.g., [+NP [|-INFL VP]]. ] shall also uss unlabelled bracketing to indicate partial
structural analyses. For example, some essential elements of elementary sentences containing ‘be’ are
represented as [NP be XP]. An asterisk enclossd within parentheses (*) following sentences used 8s
linguistic examples {ndicates ungrammaticality; & question mark (?) indicates unacceptability or
"unsay;abillty," but not ungrgmmaticallty. in general, | shall useg)unmﬂmlng for emph&!s\ )

Linguistic s:mantlc relations will be seen to involve three theoretical system;z: language, ~
conceptual constituents fconcepts) and extralinguistic entities {n the domain of dtseour:se. (Of courss,
linguistic expressions and concepts may also be the objects of reference, but the three systems can
alw::ys be distinguished.) | will now introduce the metalanguage that | will use in the following

mchapters to refer to elements of these three sysiems and their relstions. The relation between

expressions and entities in the domai‘n of discourse is-designated by the verb ‘denote’. ‘Signify’ is a-
two-place relation between expressions| and concepts. The concept ‘th;t is signified by ]
categorematic expression determines its extension. Such am expression thus dasignates ; concept and
denotes its extension, which may be an entity or 5 type of entity. Strictly speeking, an expression
never refers to anything; only speakers can refer to eotrlties in & particuler doma‘ln of discourse by
using certain ( "referential”) expressions of language. ,

When | use expressions intending their ordinary extralinguistic referents as in S (a), r;man
font and no punctuation will be used (except for quotations, where double quotation macks will be
used.) | will distinguish between expressions and concepts by enclosing expressions fn single
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‘ quotation marKs as in 5 (b) and indicating concepts in ftalics s in 5 (c). As mnemonic devices, 1 will
use the following typography and pumituation in the text to follow.

{
S (a) extratinguistic entities: The dishwasher s noisy. »
(b) expressions: 'Who' is & 3-letter word.

(c) concepts: His notion of re/@rame 1s different from mine.

I
As tachnical terms for ‘concepts’ es in S (c) end ;extralinguistic entities' as in (8), | may
sometimes use either ‘sense’ or ‘intension’ and efther ‘denotation’ or ‘extension’, respectively. These
notions will be examined further in Chapter 1. InChapter 3, they will be used within 8 compositional

interpretive semantics to describe lexical meaning, phrase meaning and sentence meaning.
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Chepter 1

Theoretical framework and background 1information

As announced earlier, my objective in this dissertation s to present an analysis that will
serve &s a basis for explaining how competent speakers éf English can interpret t;ataoortcal sentences.
Before entering into the details of the linguistic analysis (which begins in Chapter 2), 1 will state the
theorstical assumptions underlying t.he position outlined in the Introduction and the problems

described there. For mgtance,'l will explain why the basic questions addressed in this work are stated

in terms of units of syntactic structure and units of conceptusl structure, rather than in terms of «
i

éyntactic relations or semantic relations. Also | wish to clarify the semantic notions to be app\gpd.aﬁd
the terminology to be used throughout this work.. ‘
) The semantic theory and also the linguistic analysis that | support in this work reflect ideas

that have been taken from several different sources. Perhaps no single theory is quite ‘perfect, but

many scholars who represent very different systems of analysts, from the anclent to the )

contemporary, have made valuable contributions towards the semantic description of categor fcal
sentences. In this chapter, | will review the basic notions underlying only a few of the analyses that
havg been published previously. The main taskfis to select from these the<theoretical constructs that
seem ;gsential end that may be applied fn a coherent semantic analysis of elementary sentences
coniaining ‘be’

| ‘ Overall, the main purpase of the present chapte? is to set out the theoretical apparatus thet |

take to be essential for an adequate account of speskers' linguistic semantic competence. This chapter

" is in four parts. First insection 1.1, 1 will outline the theoretical mode! and some guiding principles

of generative grammar tpat | shall assume in thiswork. Asa polnt) of departure, basically | accept the
mentalist theory of language proposed by Chomsky (1975, 1981, etc.) and the conceptuslist epprosch
to semantic analysis described by Jackendoff ( 1983), aithough :do not agree with the latter In every
respect, as | shell explain here. In section 1.2, ‘l will compare some elements of Chomsky's and
Jackendoff's approaches with the recelved opinfons from traditional logic and from classical sementics.

-

i
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o Section 1 2 1 presents a brief exposition of the syntactic sub]ect—dremcate analysis of categorical
propositions within ~TFL/as described by Sommers (1982) Section 12 2 concerns the semantic
Natlonship between glements of language, mind and reality Here | shall review and compare some
notions from classical semantics (eg, Carnap's notions -of mntgnsian and extension),  from

| I ./ Aristotelian logic and its tradition (e g , the notion of category ), and from Jackendoff's Semantics and

coprntran (1983) (e, the not'ioon of proactad warld) | will conclude this section with a statement
of my ontological position and review the notions of /rui/ and réference in 1 23 Section | 3 offers a
brief critiqus of some specific alternative semantic analyses of sentences containing 'be’ within
generative grammar, ég,, Jackendoff's account of categorization (13 1), and semantic roles or

thematic relations (13 2)
¢

—

1.1 Oenserative .grammar and linguistic ssmantic competence

My purposse here is to introduce some basic notions from generative grammar that | shall
assume in this work What are the general theorstical and methodological principles of generative

grammar that are relevant for a ssmantic analysis of elementary sentences containing 'be’?

Competence and performt;nce. In generative grammar, a cructal distinction 1s made
between the notions of competane and per/armance. The primary object of investigation 1n this
framework 18 linguistic competencs, 1 8 , the speaker-hearer's tacit khwlnge gf his or her language
In this context, 1inguistic coampetences contrasted with linguistic per-/armancg, i e | “the actual use of
language in concrete situations * These characterizations of competence and performance come from
Chomsky (1965 4) According to him, the "linguistic theory 1s mentalistic sincg 1t is concerned
with dtscovertng a mental reality underlymg actual behavior " The generatwe grammar (postulatud <
- bya nngulst) presents a “description of the speaker’s linguistic competence” (Cnomsif, 1965 4) -~
The primery function of language in this perspective is taken to be the exprassion of thoughts
Language 1S u@d as a basts for inferring the structure of thought, or more precissl,, the structure of

‘language 1s usaii! as evidence for the structure of thought A mentalistic theory of language thus imposes

A
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implicit language- 11ke structural constraints on the corresponding cognitive structures. Accordingly,
Jackendoff (1983 ) makes a “methodological decision to pursue a theory of cognition  in the structura/
mode " This is opposed to & study in the process moda, which he describes as the domain of

psycholinguistics ‘The "study of strategies employed in processing grammatical structure in rea!

¥
‘1ime” would be the object of g theory of tinguistic performance (Jackendoff 1983 S-7)

J Theqoal of linguistic }iescription within generative gramma@s to determine the naturs of the
structural information that constitutes hnguistic competence Chomsky (1982 4) distinguishes two
"perspectives  in the study of grammar, one which emphasizes rule systems and the other, systems
oprrmcip\es " He subdivides the rule-system for a particular language 1nt(; "three bas1é pafts

%
1 (A) The lexicon .

(B) Syntax (1) Base component
(11) Transformational component

(C) Interpretive components (1) PF [ phonetic form) component
(11) LF [logical form] component =~

3

In this framework , descriptive problems concerning the specific aspects of 1inquistic competence are

genecally relegated to one of four grammatical components lexical, syntactic, pr}onological and

-~

13
semantic  Thess grammatical components are supposed te be autonomous but lmerreluted The

' assumptibn of autonomy 1s a methodological expedient for clarity in 1inguistic analysts ( Ses Chomsky

1977 for discussion ) The semantic and phonological components inter pret phrasg markers that have
been generated by the syntactic corﬁponent Syntactic structures are thus conceived as functionally
central  The syntactic component-contains well-formedness conditions (WFCs) for the structure of
phrases and sentences It is assumed that there are at least two distinct levels o? syntactic structure,
D-structure and S-structure Some grammarians also conceive of LF a3 an additional level of

syntax ! Rather than attempting to establish the syntactic structyre of Hnguistic /rrfe(amng, in this

~(issertation, | am interested 1n formulating principles by which §-structures can be interpreted In

1A question of current interest in linguistic theory concerns the nature of the logieal form of
sentences. For discussion and criticism of logical form &s conceived in Chomsky's (1981) model, see

Carison ( 1983) and other papers from a conference on LF, £ /aguistics andphilesaoly, X, 6, 1983

b
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any case, both generation and 1n{§rpretation are based in part on fnput from the lexicon, which
.contains phonological, ;norphological, syntactic, and possibly semantic information about lexical
entries 11 1s assumed that all linguistic features of lexical ftems to which grammatical rules and
principles refer, as well as idiosyncratic features of the lexica! items, must be represented in the
Jexicon, 83 suggested by Halle (1973)

To account for the universal features of natural language, 8 Chomsky (1982) notes, current
(6B) research in generative grammar, focuses on the study of systems of principles He fdentifies
several subsystems of principles that hold of rules and representations: e.g., X-bar theory, 6-theory,
G:r/ernmer;t theory, etc (Chomsky 1982 6) One of the objectives of Chomsky's ressarch programme
is to identify general linguistic p;rameters which arg presentﬂ but whose values“may vary from one
lenguage to anather. Rules and/or principles are postulated to account for generalizations that form
part of the spesker's linguistic competence Even for particular languages, the rules are postulated as
guiding principles er well-for medness conditions rather than s hard and fast rules or processes that
are actus!ly used by\;peakers to produce sntences  The subsystems of principles presuppose and
apply to lexical lements and formatives in phrase markers, but the principles do not “create” the -

gs By eliminating redundancies from the total theory, Chomsky hopes that

structures themsel
ultimately, it will be

expienatory
Is necessar 1y adequa from a8 descriptive point of view, f.e , it is consistent with and can account ;or

Rossible to restrict the number and variety of grammars, thus achieving an
pory-0f unjversal grammar (UG) Naturally, it is sssumed that any explanatory theory

the netural langgage dota evailable (Chomsky 1982. 7-8).

Linguistic system ond conceptual structures. The description of semantic
Interpé‘etation is not always taken to belong to the domain of generative grammar For instance,
Chomsky ( 1957. 93) considers mseaning to belong to the domain of language use. (See also Chomsky
1977 43.) This is 'not to say that generative grammerians see the study of semantics as irrelevant
for & theory .of natural longuagé, ascharged by Katz ( 1980). To the contrery, since Chomsky ( 1957),

several important steps have been taken to integrate semantics into generative grammar, as
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represented, 8.g., by Katz and Fodor (1963), Jackendoff (19'72'). Chomsky (1972, 1975, 1977,
1979, etc.). According to Chomsky (1977 42), 8 "major problemy of linguistic theory is to
determine the highly “systematic oonnectipns between form and meaning.” Alresdy in (1965),
Chomsky notes that “semantic considerations are relevant to the construction of a general linguistic
theory (18, obviously the theory of syntax should bs designed so that the syntactic structures
exMbited for a particular language will support semantic interpretation " (Chomsky 1965 226, n
15) In fact, ideally, one might assume that the best syntactic descriptign i-s one that captures
syniactlc generalizations in the simplest and most co;nerent way and also organizes strings of a language
into units that are interpretable in a plausible way \

One motlvation'fq}r putting semantics into the grammar, involves learnabmty. Apparently
children make use of seri;gntic information in learning syntactic categories and structyre (§ee
Macnamara 1982 and other 1iterature discussed thers.) Thus, it is not suffictent to argue vaguely
that since language by definition has meaning, or better, since words and sentences are “meaningful”
(Quine 1948 198-199), ssmantics cannot'be om tted from the complete study of a human lenguage
However, there may be reasons to suppose that some elements that are often assumed to belong to the .
semantic component of language are also employed in other cognitive activities apart from language
For instance, Husser! identifies 1inguistic meanings with the meanings or nasmarrc Sinne of &cts in
his theory of intentionality and phenomenology (See Smith and Mcintyre ( 1982) for a presentation
of hisideas )  Such a position is compatible witp Chomsky's mentalistic theory of~language and hts
ideas concerning the structure of the linguistic system with respect to other conceptual structures of
the mind. ( See, .9, Chomsky 1975 ) L ~

In contrest to the assumption that has guided much of the early research in semantics within
generative grammar, Jackendoff ( 1983 209) claims that there 1s no sutonomous level of grammatical
structure that concerns just the semantics of language Rather, linguistic “semantic structure is the
same level of representation as conceptual structure‘;{. or, "Semantic structure s conceptual
structure,” 8s he claims in the title of Chapte:; 6 of mfw angcagn/tion in this work , Jeckengof!
seeks an explanation for the fact that speakers can talk about what they see and heer, 8s well &s what
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they exper tence through other (non-1inguistic) modalities His so-called “ consprue/ amsiraint ™ on
semantic theory and the related Conceptual Structure hypothesis enéapsulate_ his explanation for this
(See Jackendoff 1983 17) He hypothesizes that there is a “single level of mental rebresemation onto
which and from which ail peripheral informétlon ts mapped " Furthermore, concepiual
representations ( linguistic, visual, motor, etc ) are supposedly constrained by an innate System of
conceptual well-formedness cogditions The following diagram is the model proposed by Jackendoff
(1983 21)

synlactic conceptual
WEFRs WFRs

visual system

phonetic
representation

sy ntactic
structures

correspondence
rules

conceptual
structures

phonology motor system

etc,

lexnon rulesul mforonee,

pragmalcs

v — o
hinguistic system ¢
~ © Y by Lhe Massachusens nsinute ol Tahnology

(As Jackendoff notes ( 1983 9), here "Rectangles represent rule components and stored lexical
information, ellipses represent types of structure  generated by or effected by rule systems ")

For Jackendoff, a major task s 1o characterize the universal, finite set of conceptual well-

L‘ror'medness conditions (1983 19-22) ngantlc interpretation of sentences is effected by

correspondence rules that map syntactic structures onto conceptual structures, the conceptual
structures corresponding to entries in the lexfcon and to phrases. Thus, for semantic interpretation,
the lexicon and the syntactic component of the grammar are basic since they furnish the I‘exical ilems

(with rules for their formation and use) and the syntactic structures that are subject to
; .
interpretation.

In his exposition of the model of the linguistic system and conceptual structure Jackehdoff
does nol take 4 stand on the kind of semantic information, If any, that is represented in the lexicon 61
the grammar (1983 111). Taking this question in the context of the autonomy thesis for syntax, !

B




wish to assume the strictest hypothesis possible. As far as semantic information ts concerned, |
assume that the lexicon is simply a list of the names of type concepts. In this case, the internal
structure of a given concept is accessible to syntactic rules only via the lexicon or via the
correspondence rules that link syntax and conceptual structures. The generalizations that are
significant for the linguistic analysis of elementary sentences containing 'be’ ars based on units of
syntactic structure and units of conceptual structure associateq with lexical items '

In this work, | will simply assume, without argument, that Jackendoff's conceptual hypothesis
is basically correct One may, however, accept this hypothesis without at the same time admitting all
of the claims of Jackendoff's argumentation. Assuming Jackendoff's concehfual hypothesis, one might
consistently reach different conclusions for semantic theory That semantic structures are compatible
with general conceptual structures of the mind seems highly plausible A supporvsve fact 1s that
speakers can and do talk about their perceptions and sensations, as Jackendoff argues. But he claims
that ordinary speakers do not actually "ses" the real world. They have conscious access only to a
projected world, "the world as unconchus\y organized by the mind." (Jackendoff 1983 29) To make
hs point, Jackendoff minimizes the contribution of environmental input (“the real world plays only
an indirect role in language.”) and maximizes the contribution of the “active principles of the ming
that imposse structurs on the input * (Jackendoff 1983 24) He concludes that " i infarmation
anveyad by /mezmmr e projectad warld * (Jackendoff 1983 29) (1 will inquire
further into the nature of the projected world in 1.2.2.)

For the present, | will point out an important consequence of the oonceptuel hypothesis for
semantic theory. A strict dichotomy 1s often made in generative grammar between }éxtcal semantic
knowledge and general semantic krwledge (e.g., Chomsky 1975, 1979). To illustrate thig, among
other aspects of meaning that can be expressed "on the leve] of semantic representation, separate from
extralinguistic considerations” Chomsky would include "sementic relations between ‘words ke
‘persuade’, 'intend’, ‘believe’.” He gives exampleé of sentsnces that are related to each other in terms °
of their truth conditions or implications. For example, he says, "I | persuade you that todey is
Tuesday, then you believe that today 1s Tuesday. These are facts of language and not of the external

b4
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world.” (Chomsky 1979: 142). Yiews also differ as to whether or not selectional restrictions have a
place in the grammar, and i1 50, whether they are semantic or syntactic. Jackendoff (1972 lﬁZO).
argues that they sr_uould function 85 well formedness conditions on interpretations. Others consi&er
selectional restrictions to represent extralinguistic knowledge (e.g., Botha 1981: 70-77, Heas
1973) which should be excluded altogether from the study of language. Given Jackendoff's conceptual
structure hypothesis, in which he claims that there fs no strictly linguistic semantic knowledge, it
would seem less urgent to look for criteria to distinguish between extralinguistic knowledge gf the
world and linguistic semantic knowledge. Nevertheless, | shall assume in  this work that the

semantics-pragmatics distinction is worthwhile.

Linguistic semantic competence and pragmatics. Giving up the distinction between
strictly linguistic semantic knowledge and extralinguistic knowledge, Jackendoff ( 1983. 208) claims
that the “semantics-pragmaétics distmct'ior\ is artificial and should be abandoned " Perhaps this is
related to his rejection of the notion of ¢ uih as a feundational notion for linguistic semantics (See
1:2.3 for adiscussion of truth.) Such a distinction is generally assumed within generative grammar
and should be maintained, in my view, at least as a guiding principle Even though a separate
grammatical component is not bostu\ated for semantics, | assume that linguistic semantic competence
is still the propér object for the s‘tudy of semanties within generative grammar Just as the rule-
based competence grammar is said to provide an account of the speaker's ability to creste novel
sentences and to make judgements about the grammaticality (well-formedness) of the sentences that
are‘ uttered, one could show how the competence grammar and conceptual structure together provide a
basié to account for the speéker‘s ability to interpret well formed sentences.

In this thesis, | will maintain a methodological distinction between grammatical, semantic
end pragmatic factors, as traditionally assumed within generstive grammari Since it is always
necessary to limit tﬁa domain of one's investiqatias\it seams expedient to distinguish between the
relative domains of the theory of linguistic (or logical) semantics and a theory of language use.-A
distinction is made by several theorists, using various terms, between “full” meaning and “linguistic
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meening” (e.g., Barwiss and Perry 1983: ch. 2, Bellert 1980-81, 1987), “literal meaning" (e.g.,
Searle 1980), "SR-1" (Seman'tic representation- 1) (e.g., Chomsky 1975: 105). The term ‘logical
form' was chosen, according to Chomsky (1979: 145), "to designate a level of linguistic
representation ingorporating all semantic propsrties that are strictly determined by linguistic rules.”
“In terms of priority, notice, for example, that pragmatic theor tes (or fragments thereof), e.g., speech
acts F(Austin 1962; Setrle I969),lconversat10nal im'pncatures (Grice 1959, 1975), situation
semantics (Barwise and Perry 1983), all presupposs @ theory of linguistic semantics Thess
theorists also attempt to offer some criteria for distinguishing between ssmantic and pragmatic

factors.2 »

1.2 Some notions from logic and from classical ssmantics

Many of the notions that are now generally considered to be essential for the semantic analysis
of natural language sentences have been inherited from the study of lagic  Although different
terminology is often used, some of the same underlying assumptions and the consideration of similar
problems can pe traced from ancient through modern treatises on logic (Arens 1984, Nuchelmans

1973, 1980). But how apt, we must ask, are the tools and techniques of logical analysis that have

been (or could be) adopted for linguistic enelysis? For the goodness-of-fit between logical

representations and natural Janguage sentences ; Sommers ( 1982) compares and contrasts two major
schools of thought: TFL ( traditional formal logic based on Aristotie) and MPL ( modern predicste logic
based on Frege). Sommers insists that both logics should be tested in grammatical snalysis. At
present, howsver, whenever ltnggists employ asysten{ of symbolic logic it seems they usually turn to
MPL, following current tendencies in science and mathemetics. Sommers demonstrates that TFL is

\ ()

2Bellert (1980-81), e.g., sugpests a formula for determining the linguistic mesning of an
expression. From the full meaning of 8 sentence (concelved of &8s o set of conclusions) it Is necessary
to subtract certain conclusions which ere accounted for by o theory of language use. One must subtract
certain background information and knowledge. The pragmatic factors outiined by Berwise and Perry
(1983) include information concerning who the speeker is, the exact time of utterance, the speeker's
relation to or attitude toward what is being talked about, and other elements involving the speeker, the

situation, and/or the context of utterence.

}
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more adequate since, as he claims, 1ts syntax corresponds to the structure of sentences of natural
1anguoge ( 1982: 2, 48). '

Many linguists would agree with uSommers 85 to the striking dissimilarity bstween surface
structures of natural language sentences and representstions 1n MPL notstion. (See, e.g., McCawley
1978; Jockendoff 1983 ) For me, the most obvious discrepancies between natural language sentences
and MPL representstions involve the.following features. the number and order of the symbols
(meaningful signs or expressions)-and the semantic classification of the symbois. Even in the simplest
cases, MPL representations violate the Grammatical constraint (Jackendoff 1983. 13-16), by which
it fs expected thet logical (or conceptual) representations be reflected by the surface structures of

sentencss. Consider the following categorical sentences in English,

i (a) Pat is & bachelor.
(b) Steph is fat.
(c) A cat is on the mat

(d) No one is here.
which might be represented in MPL as follows:

2(a) Bp
(b) Fs
(€) 3x (Cx) A 3y My A O (x,y))
(d) ~3x (Px A Hx)

where 'B' stands for “is 8 bachelor,” 'p' for "Pat;™F' stands for “is fat,” 's’ for “Steph;” 'C' stands for “is
acat,” ‘M "isamat," ‘0" "ison;" ‘P’ stands for “s a person,” 'H' for "is here,” ' 3’ stends for “there
exists,” ' ~' for "it is not tgecase that," 'A" Tor “and.” The verb ‘be’ and other lexical items (in fact
antire classes of lexical items) are never explicitly or distinctly represented in MPL notation. These
include, besides the copuls, determiners, linguistic quantifiers, etc. What js represented for
categorical sentences ( besides the logical notions designated by special symbols) ore Iogicol’ subjects

¢ /
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and ogical predicates. The logical subject is repressnted by & lower case ltter (designated 'a','d', ‘¢,
etc.). The logical predicate is repressnted by a capital letter. Logical subjects and predicates ere
usually symbohized in the or’der illustrated here by the pradicate variable 'F' and an individual
varable 'x' 'Fx' Tms1s readss “x 1sanF" or “x hes the property F * C s
When linguists object to MPL, 1t 1s primarily b@auw the logical subjects and predicates
simply do not correspond structurally to grammatical subjects and predioq@es of sentencss of natural
languages, excapt for certain sentences known as “atom{c sentences,” eg, ! (a)-(b) represented in 2
(8)-(b) Notice that 2 (a)-(b) sach contain one'Subject and one predicate symbol, while 2 (c)-(d)
ssch contain two or more predicate symbols and three tokens of the subject variables. This
discrepancy between the syntactic analysis of natural language sentences and the logical
representation stems in part from the thesis of semantic asymmetry between subject and predicate
Semantically, logicians within MPL make a clear and sharp distinction between singular and general
terms  Only singular terms can function as subjects while only general terms can function 8s
predicates The subject 15 said to denole a “particular” while the predicate 1s ssid to designate 8
“general concept” (e.g., Quine 1960;-Strawson 1974 But cleerly sentences that have the denotative
properties of "atomic sentences” compose only 8 subset of the santences of English And &s far s |
know , sentences of the type illustrated by 1 (a)-(b) do not have any privileged status 1n the total class
of sentences that constitute any natural lsngusge. But clearly a general noun such as ‘cat’ 1 (¢) may
function as the head of the grammatical subject phrase 1n a natural language sentence |n contrast, the
subject phrase is represented inMPL by 8 predicate symbol and a subject variable, e.g., “an x. x=8

cat." For sentences of the surfece form [NP be NP], e.g.,

3 (8) This is Steph.
(b) Steph is a chef.
(c) Steph is my tennis partner/My tennis partner is Steph.
(d) My tennis partner is a chef. ~
(8) A chef is my tennis partner.
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the so~called semantdg asymmet:y principle (or logical subject-predicate restrictions on the two NP
positions)-stmply does not apply to sentences of English Among the sentences in 3, there are examples
of the tnr_ee NPs ('Steph’, ‘a chef;}: 'my tennis partner’) that occur either in the subject position or in
the predicate in different sentené’s. It seems more plausible to attribute any cﬁfferenr;e 1n function to
the different syntactic positions of the NPs (the subject or predicate complement positions) rather
than to a difference in their denotation. This accords with Sommers' observation that subject and
predicate termssneed not be distinguished on the basis of semantic criteria, indeed, within TFL they are
not “discriminated” in the same way as for atomic sentences within MPL (Sommers 1982 41) It also
accords with the notion of a productive (geggrative) grammar The*language system consists of a finite
sel of repeatable lexical items and a finite set of rules and principles for combining the lexical items
Individual lexical items may be repested by speakers in different grammatical contexts to creats an
indeterminately large number of sentences. Thus, it 1S certainly not necessary to posit separate
lexical entrigs for expressions that may function acteptably as singular or &s general terms The
grammar of English does not need two lexical items for ‘chef’, e g., one that would designate a general
concept as expressed in 3 (b) and another that would designate a particular individual as in 3 (e)
This would be unnecessary duplication of the basic units of structure

Without further discussion, | shall take it for granted that the symbolic system of MPL is
inadequate for the conceptual representation of categorical sentences of English. This is not to rsay.tnat
logictans working within MPL have not rf\ade important contributions toward the semantic apalysis of
natural language. In fj::t. itis ur]certain how far either logic cen be appited in the linguistic semantic
analysis of categorical sentences in English without modification. Next, | wish to consider some
specific claims and contributions of TFL, first from the point of view of syntax (12 1) and thg? from

the point of view of semantics (1.2.2).
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1.2.1 Subject-predicate analysis of categorical sentences

My chief objective in this section is to demonstrate why a syntactic analysis of categorical '
sentences basad on categorial units of structure is preferable to .one based on functional
(grammatical) raletions such as subject, predicate, object, etc .
Traditionai[ly sentences of English (and other Indo-Europsan ianguagas) heve been parsed into

two functional units, subject and pred?cate. as shown for the following sentences

subject  Predicate

1 (a)All victims  were children
(b) Novictims  werachildren
(c) Some victims were children.

(d) Some victims were not children.

This functional bipartition can be traced baci( through traditional grammar all thg way to Aristotslian
two-term logic, which was designed specifically to represent categorical propositions The sentences
in (1) 1llustrate the “four different standard forms of categorical propositions” (Copi 1982 178)
The differencs in form depsnds onAth'e quantifier (universal or particular) used and the affirmative or
negative quality of the proposition Standat;d-form propositions are the constituents of categorical
. syllogisms (or the logical arguments) of\ Aristotia's deductive system (For details on these subjects,
se8, 8.0., Copi 1982 chs 5-6, Sommers 1982.) At this point, | do not wish to consider syllogisms or
the phenomenon of logical or linguistic inference. (But see 5.2.3) Althodgh my dissertation is not
limited to sentences of this form, for the moment, | wi}i focus on the internal structure of a single
standard form categorical proposition and the important claims of TFL that might be applied in &
linguistic analysis of categorical sentsnces. | *
First of all, as for the priority of categorical propositions, Aristotelfan scholars maintain tha;
for everynatural language sentence oontaimn_g a verb other than ‘be’, there is 8 peraphrase containing

‘be’ (See, €.0., Sommers 1982: 167-168.) Thus, it is claimed, all declarative sentences hsve the

\
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‘ same logical form as mieoorlcols. or they are paraphresable es categorical sentences. Congider &

sentence containing the verd ‘hit’.
2 (@) Steph hit & chef.

Perhaps not all of the following sentences would count as peraphrases, but they are related to (2a)

semantically, 1.8, in terms of truth, ' .

2 (b) Steph Is the hitter of achef.
(c) Steph is the one who hit a chef.

(d) A chef was hit by Steph. &

If sentence ( 28) were true then for 8 fixed context, sentences (2b-d) wpuld also be true. In other

words, one could not accept (2a) as true and simultaneously deny (2b-d). Although this is a study of

elementary sentences containing ‘be’, for comperison and contrast, | will also examine simple
" sentences containing other relational expressions, e.g., the verb ‘hit'.

Let us bagin by examining the internal structure of a standard form categor-ical proposition. It
seams that TFL and the generative syntax of Chomsky agree on at lesst one basic principle: the analysis
of & sentence Into subject and predicste depends strictly on the form of the sentence. According to
Sommers { 1982: 47), “in basic sentences of TFL, there is one subject and one predicate,” and they are
distinguished syntsctically in terms of their syncategorematic (logical) elements.3 The subject
contains “a sign of quantity,” and the predicate, “a sign of quality,” 8s illustrated by the following

schema ( Sommers 1982: 17). L
3 Subject Predicate
SO'"GI/WN‘Y X/lnon-x is/'lsn‘l Y/lnon-Y
{

quontity  term quality term

. 3As suggested in the Introduction, the distinction between syncategorematic end categorematic
( slements is roughly equivalent to the tion in linguistic terms between /wctin (Jagicel or
grammaticel) words end Jexicel words. terms are described in 1.2.2,

~
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@ A standara- form propesition is thus subdivided axhaustwa’lp into two majop-Gonstituents, subject and

predicats, sach of which s further subdivided into two parts. The following structure (suggested by
Englebretssn 1981: 85) might represent the essential elements of a propeosition in terms of purely

functional notions

4 , Proposition
Subject ° Predicate
> Quantity Term Quality Term
l t l l
All children are victims

All victims were children

According to this analysis, the subjerf of a standard-form proposition is "8 quantified subject term"
and the predicate is “"a qualified predicate term ™ (Englebretsen 1981 14)  Modifications of
propositions, e g., by change-of modality, by negation or interrogetion, are achieved by stteching
var ious signs (bartficles or affixes) to elements of ither the subject or‘the predicate, or by changing
the order of certain elements For example, notice that negation mey be indicated in-one of four
possible elements in 3-4. in the signs of quantity or of quality or in either the subject or predicatg
term

Sommers explicitly ern; a TFL sub]ect-predfbete stondorqmalysis of propositions to the
syntactic "NP-YP" analysis He notices the "integrity” of the whoT; subject as NP end of the w’hole
predicate as YP (Sommers 1982- 288). Linguists, however, are more likely to express these integral
relations conversely; thet is, we notice that t‘he NP s 8 whole functions 83 the subject and the VP 8s o

whole functions 8s the predicete of the sentence. Traditional grammar, which reflects some of the

pr?nciples of Aristotle's philosophical system, would subdivide all sentences into two"?noin obligatory
constituents corresponding to the subject and predicate (Lyons 1968: ch. 7). This functionel
@ , bipartition is immediately visible in the following simplified tree disgrem.

<
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S S
/\ 47
NP VP
/\ , /\ .
Det N V NP )
| | l | -
All - victims were chidren ~

-

Benerally the first NP 1s taken unéontroversmlly to function as the subject The predicate then - 8s
Jespersen (1937 134) defines 1t, 15 "the whole of a senfeng mmigithe subject *  This seems 1o

express the view that is shared by/most hnguists and logicians who are 1nfiuenced by TFL following
Arigtotie (Wilson 1924 169,Y5Tihis‘p\hrase marker represents the "NP-VP" analysis of the same
sentences as 1n 4 {he NP (subject) and the YP ( predicate) nodes are positioned symmetrically within
the hierarchical structures of both 4and S For the sentences 1n I, 1t seems that at this level of
general structure, the NP and VP phrases of S correspond exactly to the subject and predicate of 4

Thus W may appear at first sight that t'he syntactic description wathin traditional grammar
would parallel the subject - predicate analysis according to TFL  In 4, the subject and predicate units
appear 10 be structurally symmetrical with respect to both their relative positions within the
hierarchical structure of the proposition and their internal constituency  The subject and predicate
units have parallel internal structures in 4 both are composed of one syncategorematic element (a
sign of quantity and a sign of quality, respectively) and one cetegorematic element (a term')

The syntactic analysis of the expression that is analyzed 8s 8 "term™ in TFL 1s a controversial -
potnt The problem is this A term corresponds to more than one syntactic category In generative

)

grammar This suggests that it 1s not suitable as a basic unit of 6nalysis in a pursly syntactic

-~

description of categorical sentences. To see that the internal structures of thel(phras& analyzed as
’A

! “terms” in the subject-predicats analysis are not truly parallél, we musf examine othet; sentences

Constider the following example. .
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//lr@], in both 6 (a) and (b), the NP /subject and YP/predicate nodes are symmatrically pesitioned

'
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6 Each victim was achild

For th1s sentence type there 1s a small discrepancy between tq%pnalyses based on TFL functional units

and on traditional syntactic categories The general problem can be exposed more readily by compar ing

the two structures

6 (2) Proposition N oy
Subject Predicate N
/\ — /\ ) Y
Quantity Term  Quality Term
M I |
Each \ vlctlm‘ was achild
‘ v
6 (b) S !
/\\ S —
NP VP
Det N -V NP -
. /\ /{
e Det N ’

Each victim was 2 child

within the hierarchical structures of the propositioh—and sentence. In (b), however, there is an A

~\
obvious asymmetry not only in the status of NP and VP as different categorles (1e,NP versusYP), but
also in their internal constituency There fs what Comsky ( 1981, 249) discusses 8s the “ssymmetry
of subject and object * Although the YP nods Is 1tsalf on the same level of structure as the subject NP

node, the two NPs 1n & (which correspond to the subject and predicate larm in 6 (8)) differ in their J
dominance relations The first NP (subject) s dominated directly by S, the second (the predicate S

: 7
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term), byCVP The NP that functions as the subject is an immediate constituent of S, whereas the NP
that functions as the pradicate term is embedded within another phrasal constituent of S}the YP  The
two NPs are thus distinguished sxnlacticany by their formal positions one is dominated immediately
by S, the other is a sister 1o tr;e verb 'be’ which “governs” it (Chomsky 1981 36, 1986 8) The-
second NP depends on the verb 'be’ in that it functions as the predicate complement, as might be
required by the verb's subcategorization frame (This is consistent with the analysis that | will
propose in 222 )
T'here Is another apparent asymmetry between the terms in the functional analysis in 4 (Cf

6 (a)and 6 (b) ) The subject term of 6 (a) corresponds to a lexical category N in 6 (b), whereas the
predicate term corresponds to a phrasal category NP For TFL, a sign of quantity is an essential
element for the subject, but not for the predicate Here it is not entirely clear why the indefinite
article 'a’ in the expression 'a child’ would be analyzed as a sign of quantity when it appears tn the

subjeyt position, as in 7 (b), but ngt when 1t appears in a predicate term, asin 7 (a) * -

7 (a) Each victim was a child
(b) Achild was the victim

In this respect, the TFL analysis has the same defects as the MPL analysis (see the introduction
to 1.9 Thatis, in 6 and 7 (a), the expression ‘a’, which is repsatable in other contexts, s assigned
no syntactic category whatsoever when it introduces a predicate term

All inall, the TFL analysis of categorical propositions comes closer to meeting the grammatical
constraint (Jackendoff 1983- 13-16) than an analysts according to MPL does, but the TFL model stil!
does not fit the surfece structures of the corresponding categorical sentences of English perfectly
sither Furthermore, the TFL analysis harbours a theorstical anomaly In purely r@;lc terms, it
would seem that the intarnal structure of a given expression, e.g., ‘a child’, should always be fdentical,
regardless of 1{5 (external) distribution This fs one of the significant insights of X-bar syntax based

on the maximal projections of lexical categor fes

(
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To summ;rize the\prc‘mblem for TF L ‘term’ does not signify a purely structural notion As
indicated above, some predicate terms have the same structure as the subject as a whole Or, in other
words, the syntactic analysis of the whole subject applies equally to the predicate term when it
cor responds to NP 4

Despite the fact that the TFL structure meets the grammatical constraint better than MPL, this
analysis ts still problematic for linguistic description Although the problems seem smatl, | think that
the structural discrepancy is not insignificant Now | wish to t1lustrate the general problems involved
in attempting Xo analyze syntactic phrases as terms, rather than as specific syntactic categories
Consider the following claim Sommers ( 1982 17) notes.'that every logical subject contains a term
and that the'subject term of a proposition is interchangeable syntactically with the predicate term *

The following are Sommers' examples ’

8 (a) Some Spaniards are philosophers

(b) Some philosophers are Spaniards

Sommers (1982 300) says that the predication expressed by the sentences in 8 1s netural in both

directions This implies that either N, ‘Spaniards’ or ‘philosophers’, can function as the netural

il J,s\lmpg}tant to bear in mind that the TFL analysis is designed for stendard-form
propositions To be fair, notice also that Sommers does not claim thet a predicate complement of an
ordinary categorical sentence in English cannat be quantified. He stetes thet in the TFL analysis of
standard-form propositions.a sign of quantity is essentfal for subjects In Sommers’ analysis,
relational terms (containing, 8.g., transitive verbs) are also analyzed es subject-predicate sequences
what is traditionally called a "direct object” then is referred to 8s a logical “subject” in TFL
(Sommers 1982. ch 7). The subject is always analyzed as a syntactic complex which corresponds
roughly to the two constituents of a phrase: [Det + N]. To extend the TFL analysis to singuler
"atomic” sentences ( which normally lack any formal element to serve as an explicit “sign of quantity”
in the surfece string), the netion of w7/ quentity is introduced. Thus some expressions that can
function as subject terms without an explicit sign of quentity, e.g., proper names and pronominals
(Sommers 1982 chs. 3-5, 11-12), are considered to contain an implicit “sign of quentity,” (or
“wild" quantity, which is in this cass either universal or particuler), as fllustrated in the following
syliogism.

(1) (Some/every) Aristotle is 8 man

(11) (Some/every) Aristotle is wise.

(111)Therefore, some man is wise.
Sommers attributes to Leibniz the 1des "that singular propositions have wild quantity “ He says that
“the reason that we do not bother to specify the quantity of ‘a is P’ is precisely because either will do.”

(Sommers 1982: 29)

Nece
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subject term. Notice that the quantifier 1 the same 1n the NP that functions as the subject of the two
sentences Interchangeability does not mean, however . the reversibility of any two Ns (subject and

predicate term) o ;

9 (a) Each victim was a child ~
(b) A child was each victim

One difficulty 15 this Categorical sentences whose predicate terms belong to syntactic categor ies other
than N , where the term isan A, P, or another V, do not permit the interchange of subject and predicate

terms To llustrate, the expr assions underltned in the following sentences would be analyzed as terms

10 (a) Each yictim wes achild J/\“
(b) Some Spaniards are famous (
(c) Every gmy fs in the 200

(d) The chef 1s working

It seems clear, however, that for English there is no syntactic principle which permits the mere
reversal of terms The following sentenceés (with terms undertined) are neither grammatical nor

ecceptable.

11 (a) Each achild wes yictim (%)
(b)SomeImnmsareﬁnmjmds\(*)
(c) Every in the 200 fs amu (*) \
(d) The working fs chaf (*)

These predicate terms sre not interchangeable grammatically with the subject terms without other
morphosyntactic modifications. Aristotle discusses the feature of convertability in conjunct(Gn with
sssentiality. (See 1.2.2.) The notion of Zrm may have more significance for semantics than for
syntax.  However, we must bear in mind that the principles of TFL apply to standerd-form

pro:Losit\ons. not to all ordinary sentences of English.
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Adopting an Aristotelian approach in one's semantic analysis of categorical propositions does
not necessitate the adoption of the syntax of TFL | will not use a syntactic analysis of categorical
propositions outlined, but instesd adopt &s a working hypothesis the phrase marker 2 diagRammed in
the Introduction, which uses the category symbols from generative X-bar syntax My choice of
category symbols is strongly influenced by the careful distinction between ca;egoria\ and functional
notions made by Chomsky in "Categories and relations in syntactic theory * (1965 ch 2) Here he
arques against the idea of representing functional notions such as ‘subject' and ‘predicate’ in phrass
markers These, he says, are "tnherently relational” notions It would ‘be 8 “fundamental error,"
according to Chomsky, to regard "functional notions as categorial * The functional relations
presuppose the sentence structure and they can be defined in terms of configurations of categories He
states the following configurational definitions for the subject and predicate of a sentence within the

Extended Standard Theory (EST)

12 (8) Subject-of [NI\,S]
(b) Predicate-of [VP,S]

The subject of a sentencs s the NP immediately dominated by S, as generated by the PS rule stated in
categor ial terms "S- NP VP Thus the relation-may be specifiedas [NP,S] S It is important to notice
that NPs do not have the inherent property of being a subject of ‘a sentence. Thus there 1s no rule that
generates all and only subjects of sentence_s in fact, Chomsky argues against the incluston of terms
such as ‘subject’ 1n phrase structure rules on the grounds that they would be redundant  The functional

notions are implicitly represented 1n the phrase marker using syntactic category symbols or they can be

“extracted from the rewriting rules of the base “ Chomsky notes further that such rules “have the \

A
defect of failing to axﬁ’f*ess properly the relational character of the functional notions * (1965 73)

[ think that Chomsky's view here is correct

SFor all grammatic8l relations the domain of discourse is the set of linguistic expressions.
The domain of the relation ‘subject-of* is the set NP; of the relation ‘predicate-of , the st YP. For
both subject and predicate, the range s the set S. .
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In contrasting syntactic categorfes with grammatical relstions or functions, Chomsky limits
M orguments to theoretical ones. But he does not discuss (although he notices) the difficulties one
might encounter tn providing oonﬂqurational definitions for all functional rglaﬂpns Within the
domain of sentence W possible to define only the highest functlo{él relatfbns (ie,
those among the immediate constituents of S, subject and predicate) satisfactorily in configurational
terms. In order to define other reiations, e g., objects, complements adjuncts, 1t seems necsssary to
state lexlcol or ssmantic condmons in addition to the syntactic units involved For example, 1t is
dtmcult to distinguish between the direct object of 4 transitive verb and the predicate nominative
e complement of 'be' in configurational terms.6 To i1lustrate this, | w111 briefly discuss the structure of

the following sentences and the functions of ‘be’ and ‘hit' in conveying information

13 (a) Steph was’chef.
(b) Steph hit a chef

In traditionsl snalyses, the phrase ‘a chef” would be assigned different grammatical functions in these
two ssntences: “predicate mm\plament" in () and "direct object” in (b). Now clearly these functional
notions ere reducible to structural ones. But the distinction is determined, not only by the
conflguration but; p& in part by the verb selected. If both sentences in 13 have the ssme hierarchical
structuras thert was' (or its trace) end ‘hit’ would occupy parallel positions in the predicate phrases.

4

14 (a) VP | (b) VP
\" NP v NP
| AN | VAN
'was i@ chef hit a chef
( 6Alternatively, the grammar can be modified in ssemingly a7 A ways. For instence, to
preserve the configurational definition of ‘object-of as [NP ,YP], Chomsky ( 1965: 72) is forced to

propose 8 separats category ( copula) in order to exclude 'be’ and other linking verbs from the class of
transitive verbs. (Ses 2.2.1 (i1) for adiscussion of the analysis of ‘be’ as a copula.)
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If this structural analysis is correct,’ then the two sentences in 13 would constitute & minimal pair

Indeed these sentences would be interpreted differently by competent speakers of English. But what
can the difference in meaning be attributed to? Obviously, it is the lexical verb ‘be’ or 'hit' that is the
distinctive surface element in 138 For syntax, the imp(;rtant point to notice here is that the internal
structure of the NP that is subcategorized and governed by either verb is the same, or potentially the
same. The NP may contain specifiers and complements of the same categories Some examples ore

111ustrated here.

1S (a) Steph was a chef who specialized in flans (relative clause)
F\Steph hit a chef who\specialized in flans ‘
(b) Steph was a chef with a swest tooth (PP complement)
| Steph hit a chef with a sweet tooth
(c) Steph was the king's chef  (definite possessive modifier)
Steph hit the king's chef
(d) Steph was a very creative chef (indef pre-N modifiers)

Steph D a very creative chef

7| assuni that the predicate phrases containing ‘be’ and 'hit’ followed by a NP both have the
same structure, but one might postulate and argue for entirely different hierarchical structures for
sentences 13 (8) and (b). For instance, Tesnidre's valency structures are compstible with an MPL
analysis of ‘be + F' and 'hit' as one- and two-place predicates, respectively. Compare the following
with 14 (@) and (b) above. These stemmas (his 54 and 6) come from Tesnidre ( 1959 72, 15)

M (i n
N

: Steph clef

i

8 In certain sentence types containing ‘be’ and ‘hit’ these verbs do not occupy persliel
positions, e.g.,(with respect to the subject phrase in inverted questions or with respect to ‘not’ in
negative sentences. .

(1) Was Steph a chef? (11) Steph wes not 8 chef:

Did Steph hit 8 chef? Steph did not hit a chef.
Although the external distribution of certain forms of the verbs ‘be’ and ‘hit’ is not exactly the same,
these verbs do share other verbal properties. For more details, see 2.2.2.

ya |
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It appears then thet the distmction‘ between the grammatical functions of predicate complement and
direct object 1s based not only on syntactic structure, but also on lexical choiwcs, ie., on the
subcategortzing or governing verb in the YP predicate phrase

If phrases that function as subject, as object, or 8s predicate complement all have tbg same
internal«structure, then why do we posit configurational definitions of these grammatical rela:ons?
Postulating a constituent labelled "direct object” and one labelled “subject,” both having the same
potential structure, }ould clearly obscur? the requirement that these phrases be NPs Thess NPs
simply heve a.different distribution But NPs are not the only constituents thet can function as
* predicate complements. Thus, the TFL constituent labelled ‘term’ does not correspond to a single
syntactic category. either For this reason it does not sigmify a precise syntactic notion which could be
used to describe syntectic generalizations. Our objective is to establish systematic connections
between syntactic structure and concgptual structure.

The important questions for the linguistic analysis of categorical sentences are What are the
systematic connections between syntactic structure and conceptual structure? What systematic
connections can be stated for subject-predicate relations? For some linguists, the phrasal categories
NE and VP are linked inextricably with the semantic functions of subject and predicate respectively,
1.&.05 “referring” and "characterizing” sxpressions (Englebrgtsen 1981 84) In this cass it would
be more appropriate to speak of logical subjects and logical predicates, rather than grammatical ones
As & consaquence, we would automatically enter the domains of semantics and pragmatics. But there

ars linguists who would define not only 'subject’ and ‘predicate’ but also ‘noun’ and ‘verb' notionally,

1.6., in terms of their denotative functions es in traditional greammar (See, e.g., Lymé 1968: 481)°

Aristotle Is sald to have introduced the notions subject and predicats 8s ontological
relations, and the terms ‘onoma  (moun) and ‘rhema’ (verb) as word classes and syntactic constituents of
sentences (Kshn 1973: 46-47). Informal functional definitions such es the following are frequently
found in logic books and grammars: “The subject is what something is being said of. The predicate 15
what is said of the subject.” (Englebretsen 1981: 10; Lyons 1977: 470). Is 'say of equivalent to 'say
about'? If so, these notional definitions are not precise enough to isolate the linguistic phrases that
correspond to what 1s analyzed as grammatical subjects and predicates. Consider the sentence “He
painted the barn red.” If one now asks, "What did you say sbout the barn?” the answer cannot be
merely “red” or “painted” or even “painted it red.” One is forced to repest the sntire sentence in

English in order to say what is said about the barn. (This problem is described by Wilson 1924.)
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Under these circumstances, to propose a syntactic description in terms of semantic functional notions
would be to flout the thesis of autonomy for syntax. Furthermors, if the aim of grammatical analysis
1S to express systemaﬁc corrslations between sound and meaning, therrusing the notions of sudy&t
and preavicate ( which alrsady presuppose a semantic correlation) in the syntactic description would
automatically lead to circularity tn our system | would turn the gbsarvation around and argus from
the other direction  The functions of referring and of character1zing can only be constdered in terms of
the use of natural language by speakers in particular contexts And certainly the semantic (or
pragmatic) function of the subject NP ( its use by & speaker to refer to something) s opposed to those
of the predicate YP (1ts use 10 characterize something) are not formal notions Here it seems that
Sommers ( 1982) and Chomsky ( 1965 163) would be 1n agreement

Even though there is often a close correspondence between structural units and the semantic
functions of these units, the correspondence is never “perfect,” not even between NP and subject and
between VP and predicate (Lyons 1977 438) In fact it is often observed in linguistic literature that
no functional relationship between grammatical relations and ssmantic relstions can be one to one
(See\e\gf, homsky 1957 100, Fillmore 1968: 25; Lyons 1968 340-341) Furthermore, any
attempt trf)ake such correspondences usually involves a certain artifictality This would provide
another reason for choosing categorial notions and rejecting functional or relational notions s 8 basis
for syntactic descriptions.

On the basis of our examination of the functions of direct object and predicate complement, we -
seg that there 1s not even @ direct correspondence between ss‘/ntacnc structure and grammatical
function, much less between syntactic relations and ssmantic relstions It seems that only principles
which refer to syntactic categories determined by distributional criteria (rather than by sementic
functions) can capture syntactic ’mneranzatlons.’ Structural well-formedness conditions then are best
described tn terms of categyffal units rather thén in terms of their relations. Chapter 2 will concern
the basic units of syntactic structure thet sre assumed to ‘ber involved in the subject-predicate

relations of elementary sentences contaimgg ‘be’. N
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1.2.2 Ontological relations: langusgs, mind, and reality

In general, it 1 taken for granted, and indeed 1t has been at least since Aristotie, that what is
called here "linguistic semantic competence” involves & relationship between certain elements of
lénguage, mind, and reality The elements involved in this relationship are sometimes diagrammed

abstractly as points of a triangle.’

1 Model of meaning

2 Mind R

Language ! 3 Reality

From this perspective, meaning (or 1inguistic semantic competence) can be seen as a triadic relation
o thet holds between ( 1) language (or linguistic expressions), (2) mind (concepts or thoughts) and
(3) reality (or whatever it'is that speakers talk about). (Points! and 3 of the triangle are usually
connected by a broken line.) It s often assumed, perhaps naively, thaet the things that speakers talk
about, including a1 types of concrete and abstract entities, are ext®¥fial, “out there in the real world"
(Jackendoff 1983: 26), but that there is no direct relation between~axpressions and the things they

are used to refer to in reelity. Rather, a construct such es an Aristotelian or Husserlian nmoema a

Fregean Sinn, or & Carnaplan /nisnsran is posited to serve as a8 link between expressioneh[\a language .
and reality. Thus the relation of mesning between expressions and reality is effected conceptudiy, ie.,

by concepts that are associated (subconsciously on the pert of the speaker) with given expressions.
This section will concern the nature of the elements of mind and reality that linguistic expressions are

thought to be connected to.
;

IThis model is sometimes referred to as “Ulimann’s trisngle” (e.g., Baldinger 1980: 1-138),
or &8s "Richards’ Reference Triangle™ (Tondl 1981: 17-19). Ulimann (1962: SS) attributes this

“snalytical model of meaning” to Ogden and Richards, e méaning of meaning (1st ed., 1923).
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Jackendoff (1983) inquires into the nature of the objects involved in meening. He asks
specifically, "What is the information conveyed by language?” and "What is the information about?"
(Jackendoff 1983: 23) His own response to the first question is similar to the “received opinions"
nherited from classical semantics or from traditional logic That is, the information conveyed by
lingu;‘shc expressions is their sense or intension (abstract mental entitiss) His responss to the
second question ts different, however. This is the main controversial point that | shall consiger in
this section. Jackendoff says that the information conveyed Dy language 1s not about the real world, as
15 usually assumed ( at least for some topics of discourss). Instead, he claims that speaksrs talk about
their own mental representations in their own privats wor1d of experiencs. Jackendoff (1983, 24)
calls this domain the "projected world " He adopts "a metaphysics that embraces four domains: the ree)
world, the projected worid, mental information, and linguistic expression$.” (Jackendoff 1983: 31).
However, he denies that the real world is directl; relevant to linguistic sementics. Insteed, o
projected world extension is substituted for real world extension (Jackendoff 1983 93) Thus his
hypothests would still support a triadic model of meaning. Among the elements represented in a triadic
model of meaning-reference, it 1s point 3, the extension or the referents of expressions, that is the
controversial point. At present, | take it that there is no adequate theory that accounts for or even
attempts to say exactly What kindof entities expressions actually connect to in speekers' minds or
how conceptual structures are related to what (we think) v:e talk about. But thers are interesting
hy]})otheses 10 consider.

po—]y this section, the questions posed by Jackendoff concerning the information conveyed by
lmguage‘, i.8., its content and what it s about, will be discussed. | will compere and contrest the
position taken by Jackendoff ( 1983) with that of (1) classicd semantics derfved from Frege ( 1892)
and Cornap (1956), end with thet of (11) traditional logic bssed on Aristotle end scholasticism.
Although | will discuss Jackendoff's pesition later (1if), ﬂ.is rightly the focas of the entire section,
since it s the only other alternative within the framework of oanerqtlve grommar that | will examine.
| will also consider his criticism of other approaches, especiaily ciassical semantics. | have alresdy
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stated my preference for an Aristotelian approach in the Introduction. Finally my own position
concerning the ontological relations between language, mind, and reality will be summari%w).
P
(4 Classical sementics. To begin the investigation of the ontological relation among

slements of language, mind and reality, | will look at the pasition that Jackendoff ( 1983) considers to

| be "diametrically opposed” to his own This is the view thet is often referred to as “classical

semantics.”
One of the main problems for classical semantics (as for any approach to semantics) is the

chotce of constructs for the explication of meaning. Different philosophers, logicians, and 1inguists of
the “classical” school employ different technical terms to designate the elements of mind and the
glements of reshty that ere said to be associated with expre&sions of natural languam The most
general terms are ‘meening' and ‘reference’ (e.g., Davidson 1967). But both of these terms are
smbiguous. For the objects of both the meaning and reference of expressions have been identified as
concepts and/or extraments entities. To disambiguete the notion of mean/ing the following pairs of
technical terms have been introduced: 'Sinn’ and 'Bedeutung’ (Frege 1892), ‘intension’ and ‘extension’
(Cornap 1956), 'sense’ and ‘denotation’ (e.g., Linsky 1977).

Although t;ese pairs of terms are of coursa not synonymous, they are used to make dlstinctlbns
of roughly the same force.2 For in each pair of terms, the first designates a menta) aspect and the
second, & mat;/rtal aspect of the mesning-reference relstion. The issue hers is not whether these
terms are synonymous and thus how the various theor ists differ from each other. We are interested to
s;aa how mesning is characterized ln- these terms. In this discussion, | will begin with the basic
semantic constructs and also the metalanguage of Carnap (1956), as his epproach seam; to be

) exemplary of the classical pesition.

Following Carnap, we can say in shért that an expression signifies an sttribute and denotes a
class. Or, 6s he observes, a general term designates both an attribute and a class, as illustrated in the

2A thres-way distinction between sanss, dnotatin, end refarance 1s clarified by Lyons
(1977: ch. 7), amongothers. See Tondl ( 1981: ch. 5) for a discussion of the use of these and other

semantic terms, lncludino metalinguistic verbs such as ‘denote’, ‘designate’, 'exprem' ‘state’, etc.

3

4\:&




& 44

following diagram -The intension (point 2 of the triangls) 1s simply an attribute (a property or
relation)3 that crucially determines (for competent speakers of human languages) the extension
(pont 3), e, the class of extralinguistic entities {concrete or abstract) that 1s denoted by the

hinguistic expression ( point 1)

1 Carnap's ( 1956) "Method of intension and extension”

2 1ntension attribute
l .
class

expression | 3 extension

The concept or thought that 15 associated with the expression ( by general convention within a linguistic
community) permits competent speakers of the language 1o use the expression more or 1ess uniformly
The extenston 1s the class of all and only those entities that have the attribute (or meet the objective
criteria) signified by the expression. The extension 1s determined by the intension and not the other
way around, sincs an individual may have many different ‘sttributes and hence bslong lto several
different classes simultaneously (Tondl 1981: 128). Thus, two expressions with different tntensions
may have the seme extensions, but two expressions with different extensions could not possibly have
the same intension. In general, a given intension should always determine the same c)ass, ot leest in
theory.

carnap’s notions of /nlension and &xlension and Frege's hotions olr Sinn end Badulung were
proposed for the semantic analysts of certain kinds of categorematic expressions. Tond! (1981) potnts
out that while Frege's analysis fs founded on the function of the name (8 proper name or & definite

3'attribute’ (‘property’ or ‘relation’) are Carnap's ( 1942) technical terms for ‘concept’, on
expression that is used in logic to denote the abstract object that determines a class. (See, eg.,
Whitehead and Russel! 1910.) Carnap is said to use the term ‘sttribute’ 2s a "common denom inator”

for "property and relation” as well as “individual concept.” (Tond! 1981: 123),

A
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description) in predication, Carnap's fs founded on the function of the adjective Carnap (1956 17)
characterizes his notions of minsian and eaxtension using the terms ‘property’ and 'class’ in
metalinguistic-paraphrases of an atdmtc sentence As described in the introduction tol 2 above, the
subject of an atomic sentence must be the name of an 1ndtvidual and the predicate 15 analyzed as a class,

or acollection of individuals that have a certain specified property in common Consider the atomic

sentence in 2 {a)

2 () Scott 1s human
(b) Scott has the property Human
(c) Scott belongs to (is an element of) the class Human
Carnap claims that the "translations” 2/(5) and (c) "have the same logical content " as (8), but they
are "more sxplicit * According {0 th1§,analysis, atomic sentences are taken to be about 1ndividuals and
the classes they are said to belongto The relation of an individual (e g , Scott (s)) belonging to a class

(eg, Human (H)) 1s formulated 1n set-theorstic notaticn as 's € H', and rspresented using & Yenn
\

diagram as follows
T

\

Human

The property and class analysis ( intension and extension) is valid also for other categorleé of general
terms, For instance, the denotative function of common nouns is the same &s that of adjectives For an

atomic sentence containing a common noun, the same approach would be used

‘

4 (a)Felix is acat
(b) Felix has the property Cat

e
(c) Felix belongs to ( is an lement of ) the class Cat

o
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in short, both general nouns and adjectives may designate either attributss or classss. ( An_mterestlnq

question 1§ whether Carnap's or Frege's cbnstructs would be applicable across all the major lexica!

categories ) L,
2,

The interpretation of hinguistic expressions in classical semantics 15 an exten@on-
determining process This process is thought to be compositional 4  But Carnap characterizes the
extensions ot ditterent types of expressions differently  The extensions of gensral nouns and
adiectives are analyzed as classes of beings that have the property signified by the expressions, while
the extension of a sentence 1s seen as 1ts truth value (truth or falsity) (Carnap 1956 26) According

[
to Carnap ( 1956 7), the difference In the kinds of extension is related to the ability of different
categor1es of expressions to signify independently
Only (declarative) sentences have a (designative) meaning ~ of the highest degree

of independence All other expressions der tve what meaning they have from the way in

which they contribute to the meaning of the sentences in which they occur One might

perhaps distinguish .. different degrees of independence of this derfvative meaning.

This order of rank is, of course, highly subjective And where to make the cut between

expressions of noor 1ittle independence of meshing ( ‘syncategorematic’ in traditional

terminology ) and those with a high degree of indspendencs, to be taken as designators,
seems more or less a matter of convention

—

Frege also maintains that a ssntence stands for its truth value (Dummett 1981 180-186)

This 1s one of the ideas fromy classical semarifics that Jackendoff explicitly rejects He rejects it

beceuse of its underlying gssumption concerning truth and reality 1n order to interpret a sentence,
\‘ £

the speaker must know not only the proposition expressed by the sentence but also what the world is

actually like Now | also reject the idea of truth values &s the extensions of sentences, but not because

4The principle of compositionality 1s often ascribed to Frege It is sometimes referred to 8s
"the Fregean principle” (e.g., Allwood, Andersson end Dsh) 1977 130), sithough &s Cresswell
suggests, one should not infer from the name that the princifle was ever explicitly stated by Frege
The Fregean principle is formulated by Cresswell ( 1973, 75) &s follows:

.. The meaning of any complex expression is determined by the mesnings of its parts, or

to be more precise the meaning of the whole expression s a function of the meanings of its

parts ..
The basic principle of compositionality is generally accepted in one version or another by most
linguists. The principle as stated hers only suggests that the meaning of a sentence is a function of its
constituents, but it does not spell out exactly how the meaning of the whole complex expression is
connected with the mesnings of the individual parts. This is & major tesk of & formel theory of

grammar. )
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of 1ts connection with truth Rather, it seems that 1f the extension of a sentence 15 taken to be what the
speaker talks aboyt, then this hypothesis cannot be correct If reference is intentional, as | assume,
then only when the speaker talks explicitly about truth or falsity can these abstract entities be

y

1ncluded n the extensions of sentences However, {his 1s not to say- that the notion of fruth 1<
completely irrslevant for linguistic semantics ﬁ

J
Certain difficulties involving the use of MPL notation to represent the logical forms of natural

language sentences were already noted in 1 2 above. Sommers traces some of these back to basic

. doctrines of classical semantics, 8 g , the MPL 8nalysis of atomic séntences as basic forms, the doctrine

of the asymmetry of subject and predicate denotative functions Other problems can mostly be
summarized simply as violations of a constraint on semantic theory that Jackendoff (1983 13-16)
calls the "Grammatical Constraint ™ The major obstacle 1n applying MPL to hnguistic semantic
analysis 1s the insensitivity of the system to the nature and structure of natural languege (See, eq,
Jackendoff 1983 57—5% But thg notational problemé do not necessarily invalidate the semantic
constructs of miensian and extension for the analysis of language

Jackendoff does not argue explicitly against the Carnapian notion of ntansion or Fregean Sin
Thus, he appears to accept these classical notions However, he could not consistently agree with them
1n all respects The main distinction b?tween Jackendoff's notion of sense and /ntensmn and thase of
Frege and Carnap seems to be thewr psychological character For Jackendoff, and most theorists 1t
seems, the sense of an exprassion is understood as a menta? entity Frege and Carnap, "however,
rebelled egainst this ‘psychologism’, as they termed it.” For them, and their followers, a concept that
determines the extension of an expression is an gbjective abstract phenomenon As a public property,
1t 1s theoretically available to be grasped by all speakers of a language. Nevertheless, it is conceded
that tn order 1o grasp-an intension or sense, 8 speaker must come "to be in a certain psychological or
mental state * (Putnam 1975, 218) This step seems necessary 10 make the classical view of sanse
compatible with Jackandoff's

The fundamental notions of safsnsian and axtension (or their equivalents) are assumed In

set-theoretic and model - theorstic approaches to ssmantics Carnap's notions are also reformulated in

| -
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a "possible worlds" version In this approach, the intension of a word, say ‘tiger’ is & function #
defined on all possible wor 1ds whose vglue 1(x ) at any possible world Is always a subset of the entities
In x Al of these methods of analysis are explicitly rejected by Jackendoff (1983 78, n 3, 251),
primarily on the basis of their underlying assumptions concerning truth and reality  Although
Jackendoff does ;101 deny that expressions of 1anguage have both an intension and an exisnsion, it sesms
clear that his character 1zations of these notions would not Wé\de with Carnap's For Jackendoff, an
intension 1s the conceptual content of an expression and the extension 1s taken 10 be what the
Bxpression 1s about He would consider a statement such 8s the following to be irrelevant to semantic
analys1s "The expression ‘tiger' 1s true of an entity e in & passible world x 1f and only 1f e belongs to

the set { (x) "It would be irrelsvant because 1t contains at least four notions that are irrelevant  ser,

neessary  and surmcient comntions,  passible warlds (which comprehends reglity) and truth

/Concerning truth and reality, see my comments in 12 3 Now, | will consider the other notions in

turn  First, | will quedtion the wisdom of rejecting outright the notions of ssf and c/ass S For the
analysis of certain kinds of sentences, it seems thatthey are completely defensible For tnstance, ¢/ass
would sesm reasonabls for the analysis of quantified expressions 1n universal categor ical sentences of

the following types

S (a) All tigers are cats

(b) No victims were children - .

Surely these sentences can be plausibly analyzed 85 propositions concerning two classes of
individuals. But there are problems in concelving of the extensions of all expres%mns In terms of sets
or classes of objects For instance, there are abstract nouns, e g., ‘wisdom’, "love’, sincerity’, and mass
terms, 8.9, 'rice’, ‘'sand’, ‘water’, that cannot be analyzed as classes of individuals For the semantic
analysis of non-count nouns, enother conception of extension is required Here the possible worlds

version of the theory does not answer either To see this, consider whqgwer the intension of ‘weter' can

SJackendoff's rejection of sets or classes seems inconsistent to me In view of his conceptual
analysis of ‘be’ as a function BE (x,y) On the common extensional Interpretation, most

mathematicians would take a8 function to be an ordered pair (of sets or clesses) in a certain relation
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be defined as a function on all pgssible worids whose value f (x) at any possible world 1s & subset of
the entities in x  The units of water are not subsets, they do not collectively form a class of water or

H20 6

Putnam’s criticism of classical semantics. Another aspect of the classical notion of
Intension that dackgndoff op\p@s fs that it s sald to provide pecessary and sufficient conditions
Other thinkers, e g, Putnam (1974 ch 12) have also argued in considerable detail against this
account of lexical meaning | will now briefly discuss Putnam's arguments against intensions as the
exclusive dsterminers of extensions and his own aiternative proposal Putnam’s ideas are relevant
since Jackendoff adopts a semantic analysis that is similer to Pufnam's. although he would not accept
all of Putnam's conclustons either

fFor Carnap, intension is "simply 8 praperty " Putnam scorns the fact that the notion of
poropsrty must be taken as primitive. "An entity e belongs to the extension of a term T just in case e
has whichever property is the intensfon of T * (Putnam 1975 263) But ‘property’ here, he notes,
1s Just another term for ‘concept' that 1s supposed to provide a necessary and sufficient condition
Putnam objects to necessary and sufficient oondit/ions especially in the context of Carnap’s "method of

7
verification "

For philosopher's 11ke Carnap, who accepted the verifiability theory of meaning, the
concepts.corresponding to a term provided . 8 ¢r/ferion for belonging to the
extension (not just in the sense of ‘necessary and sufficient condition’, but in the
strong sense of way or recognizing if a given thing falls into the extension or not )
Putnam examines natural kind terms, which he describes as indexical expressions whose extensions
are not always verifiable by the ordinary speaker, but somstimes only by experts Thus, he

recognizes a “social dimension of cognition™ which he calls the “division of linguistic labour “ He also

6Ter Meulen (1984: 421) proposes an analysiz of mass terms using “typed intensional logic
with the usual set-theoretic interpretation.” For her, the intensjons and extensions of both count
nouns and mess nouns are properties and sets of basic entities, rs‘gsg“ectively. But she distinguishes
between pominal mass terms and predicative mass terms which she claims have different denotations
The extension of the former (eg., 'gold’ in ‘gold is an element’) is/en abstract entity called &
“substancs,” while the extension of the latter (e.g., 'gold’ in 'my tooth is filled with goid') is “a set of

quantities of the substance.” Her proposal merits careful consideration.
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recognizes the “contribution of the environment” in his account of how speakers associate semantic
markers and‘extenswns of natural kind terms. '

) Putnam himsslf proposes a "normal form description of the meaning of 8 word" that contains
two types of ssmantic information: semantic markers and stereotypes. His semantic analysis of the
word ‘water' 15 a vector consisting of syntactic markers, semantic markers, steréotype information,

and a description of the extension

Svyntactic markers Semantic markers ng;;gmy;}g Extension

mass noun natural kind,  colorless H20
concrete liquid transparent
tasteless
2 etc

Putnam (1975 269) claims that these are the essential elements of meaning “in any scientifically
interesting sense " The semantic constructs called "semantic markers” (necessary conditions) and
“stereotypes” wers inspired by Katz and Fodor's originel ( 1963) notions of semantic markers end
arstinguishers (Putnam 1975 266-269) Given his own account of mesning, Putnem ultimately
accepts the clessical claim that "meaning determines extension " In this cass, meaning 13 not,
however, characterized in terms of a Carnapian intension (Putnam 1975 270). In contradistinction,
Putr;am claims that the conceptual analysis of an expression need not always provide a necessary and
sufficient condition, although he does allow that certain criteria are necessary. He attempts to specify
the kinds of ssmantic informau(;n that ere essential However, Putnam (1975 270-271) also
criticizes the view of clessical semantics in other respects.JFor instance, he concludes that classical
semanticists have tended "to treat cognition as a purely /ivicke/ matter, and . . 10 ignore the war/s,
insofar as it consists of more than the individual's ‘observations’ * He says, “although we have to use 8
agescription of the extension to g7ve the extension, we think of tﬁe component in question as being the
axtension (the set), nat the description of the extenston.”

It appears then that Jackendoff's semantic hypothesis is “diemetr ically opposed,” 83 he says, to

classical semantics in terms of both intensional and extensional relations, Although he considers
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linguistic equessmns to have an intension and an extension, these constructs for him are not the same
as those of cla?;:ical semantics, s practiced by either Carnap or by Putnam Jackendoff's proposal
concerning the tnformation that language conveys conforms more tg Putnam's “normal form
description” than 1o 8 Fregean S»n or a Carnapian misnsron  That 1s, as Putnam (1975)  argues,
the conceptual constitusnts associated with expressions 1nvolve only necessary conditions (essential
properties) and stereotypss As for extensions, however, Jackendoff and Putnam have different igeas
For Putnam, ke Frege and Carnap, accepts the notion that “categorematic” lexical 1tems denote sets

and classes and that some of thess belong to the real world,

4
N

(11) Aristotelian logic and its tradition. In this section, | will consider some of
Aristotle's notions concerning language taken from his works on logic and ontology The works that are
most relevant to my investigation of categor ical sentences are 7%¢ (¥tegarses (on the logic of terms),
D¢ Interpretatione end  Tapics (on the logic of propositions) and his ontological work the
Metgohysics 11 1s not  my ntention to review any one of these vital works in detail or even to
summarize them:in the context of his comprehensive phtlosophical system My purpose 1s simply to
Introduce Aristotle's notion of gy and related ideas, from which one can extract his position
concerning the relationship between language, mind and reality Although not all of the views
presented here were necessarily stated explicitly by Aristotle, they have developed within traditional

formal logic (TFL) based on his works /

Language, mind, and reality. Logic in the Aristotelian tradition is directed towards the
study of language and thought, which are taken to be inextricably fnterconnected. Thus, in TFL, as in a
mentalist theory of language, when one studies the structure of language, one necessarfly studies the

structure of thought. The domain of TFL, a&s outlined by Nuchslmans (1980: 202), is twofold

The TFL position is the one that most influences my approach to the analysis of categorical
santences. My most important sources on Aristotle and the criticism and commentaries on his works
include Ackrill (1963), Arens ( 1984), Bambrough ( 1963), Frede (1981), Kahn (1973), Kirwan

(1971), Nuchelmans ( 1973, 1980), Sommers ( 1982). .
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(1) Lagico argenrce 15 concerned with the mental conceptions that are involved in the activities of

defimition. classification, argumentation and methodical arrangement " (1) Lagnce thematice 1s
concerned with questions relating to "the subject-matter of thought,” 1.8., “the gensral nature of the
things about which knowledge 1s sought . According to Nuchelmans, this distinction "is strongly
reminiscent of the old Aristotehan distinction™ between /das (“inner or outer speech")8 and
oragmals (“things outside thought and language"), This two-way subdivision of the domatin of
traditional logic suggests a different way of looking at the relationships between language, mind, and

reality | will diagram them using thé triangle as follows

3
{

| Domarn of traditional formal logic (TFL)

(inner) 2 Moema
SPtECH

[\
(outer) | 3 ousia

THINGS OUTSIDE SPEECH

Aristetle apparently held this view ( Dg /nterprotations | 2). As interpreted by Arens
(1984 26), linguistic expressions are

. symbola, i.e.,signs, signals, ... of what is in the soul or mind as an impression or

concept. ... Here it is best called an impression from the outside, which, seen from the
tnside is an |maglnationoraconoept this is the exact word, for ooncelxe Is ‘recelve'
or ‘get pregnant’ and also ‘form in the mind’, 'think' and ‘concept! is the thing
conceived as well as the notion. That is how we have to understend ‘péthems’, which
Aristotle does not explein: & percept coupled with & notion, which depends on
experience and memory, as when one percefves a very peculisr sort of buflding and
registers at once, as the result of a simultaneous act of abstraction, ‘palace’ or
‘chapel’, etc., or when one sees something rapidly moving: '8 running child' or "a dog fs
running etc ~~-these are the onomata (subject terms) ond rhemata and sentences as
pathemata of the soul or mind, and in general they /presuppose or are simulteneous
with, the corresponding words.

8J A Fodor (1975) expresses asimiler idea: “the language of thought *
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In this view, concepts are representations or signs. They do not repressnt themselves, however Tney
are directed toward other things This is an essential (defining) characteristic of a sys'tﬁq of
representation The representational character of concepts shouid help to explain how they. are
concgived 8s mediating the relations of denotation and reference betweerhexpressions and the things
that speakers talk about 9 This view contrasts with Jackendoff's approach which denies the direct
relevance of things external to mind and thought for categorization ‘

Itisa dt[{!cult to extract erther a theory of language and mind or a theory of ontology from
Aristotlg’s works The difficulty stems from the fact that Aristotle discusses language, mind and
reality all at the samse time 1t 1s true that Aristotle trests the amb1gutt§/ of 'being' as an expression
and ey as 8 concept 1n the same pasiages Furthermore, according to Bamprough (1963 333,
Aristotle leaves the reader with the 1mpres§1on that he assumss “"a fairly straightforward
correspondsnce” not only M language and thought, but also “"between the structure of his
language” ( which we now call “ancient Gresk") and the “structurs of the world * From the viewpoint of
MPL, a stronger point of criticism would be the following “Aristotle may have allowed himself to be
tnfuenced too much by linguistic descriptions” in his ontological inguiry (Qambrough 1963 35)
Against this possible criticism, however, Aristotle says ( /etspfysics Book 7, ch 4) that his
concern s to discover “"actual facts” rather than just what we “should say" about things. Yet the
treatises on the logic of terms and the logic of propositions, the Cstawries and e /nterprétstione,
which are basad on linguistic observations, manifest a preoccupation with ontological questions. On the

other hand, in this very inquiry into mstaphysics, Aristotle focuses on the verb ‘ewnar’ and s

9(n this dissertation, | will not enter into the debate concerning the epistemological priority of
the elements of language, mind, and reality. Arens ( 1984) reviews the question of the relation
between words and concepts in commentar-es on Aristotie. According to him, Abelard, e.g., maintains™
that “words are invented to signify notions"” or the "causa inventionis vocis” is concepts. (Arens
1984: 234). This seems highly plausible to me. And here we also have the possibility that the world
can influence eonceptualization. In classical semantics, the ordering of (2) intensions and ( 3)
extensions fs considered to be crucial. Actually in TFL (or a mentalist theory of language) one need not
separate expressions and concepts since they are taken to be clossly connected. In the context of a
Hnguistic analysis, however, language seems to be the appropriate element to take as the point of

departure for postulating conceptual structures associated with expressions.

]
.
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derivative ‘ousia’ or ‘being’ 1n general. 'Ousia’ (an abstract noun derived from the Greek verd 'sinar'
(‘be')), heclaims ( Melaphysics Book S, ch. 7), s used in many and various ways
In short, At1stotle makes definite claims about both the form and content of sentences In Je
/nterpretations he out‘Hnes the formal subject-predicate requirements for propositions ( as discussed
In 12 1) and makes a claim concerning the priority of statements in this form Furthermore‘, he
states that the propositional content of all sentences which may bs appropriately assigned truth vatues

(truth or falsity) can be characterized as the attribution of properties to a substance (or ousia)

«. A 15t0t18 Claims that whatever speakers can talk about in the world must be eitﬁe[ itself & substance

(or ousia) or an attribute of one Ha further assumes thai the ousia and the attributes ascribed to
them can be ultimately subdvided wr}to a limited num ger of ontological categor ies

One of the complications of the Artstotelian cafgary s that it has a conceptuel aspect and &
rater 1al aspect. Each instance of a given type of substance 1s conceived 83 8 “composite” of form and
matter Al of the instances of a particular type of ousia have the same form (character), but the
matter of each individual instance of a type exists separately According to Art\stotle. “form is the
naturs of the thing itself” and not an entity apart from the particular that instantiates it Here
Aristotle disagrees in pert with Plato, who postuleted separate  Forms embodying the untversal
properties of things Aristotle does not deny the existence of properties, only their existence apert
from individual substerices. Thus 1t seems he does not give up all of the notions of Plato. Of & thing's
form and matter, only the form 1s lconceivable. “The perticular individual thing is the only
independently existing substence, knowing something about 1t (its properties) 1s knowing something
that is upiversal.” (Bembrough 1963: 136; the emphasis 13 mine).

The ultimate purpose of Aristotle's thedry of categories is seen in many different ways
Aristotelisn scholers claim variously that the ten categories are intended a3 a classification of (1)
hinguistic expressions, (2) concepts, and/or (3) things in the world. But most would deny thst
Aristotle was “confused” as to what he was investigating. That is, it seems clesr that Aristotie makes
the distinctions between language, logic, and the world when 1t 1s necessary to discern the distinct
features of each one. Some scholars (g q., Bambrough 1963, Freds 1981) conjecture that Aristotle
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would describe his own metaphysical work &s ontological, rather than linguistic or logical But as
Bambrough ( 1963: 36) writes: “there 1s little to lose or gain by understancftng his work 1n any ong of
thess three ways rather than in any other. The structure is the same w/hether we think of 1t as
linguistic, logical or ontological * More importantly, 1t 1s not inconceivable that the same list of

categor 1es 18 equally applicable 1n linguistic analysts, logic and ontology, &s Frede ( 1981) suggests
[ 4

Ontological categories in linguistic analysis. According to Aristotle ( Catagaries b
25), the cateqgories btnr‘ta designated by “things sald without combination,” ie, terms uttersd in
isolation. ( Thus, in contradistinction to Carnap, Aristotle holds that not only propositions, but also the
categorematic expressions analyzed as terms have independent meaning.) Aristotle identifies the ten
categories in two lists

From (atapriss (I, S)f.ﬁ.the list of ten categor fes is translated as: what (or Substance), how
large (ie., Quantity), what sort of thing (16, Quality), related to what (or Relation), where (ie,
Place), when (or Time), in what attitude (Posture, Position), how circumstanced (State or
Condition), how active, what doing (oF Action), how passive, what suffering (Affaction).

From Jaoics (1, 9), the list of ten categories is trar:slated as. essence, quantity, quality,
relation, place, time, position, state, activity, passivity

Aristotie's categories are thus genera or classes of terms. He claims that each and every
subject snd predicate term belongs to one or other of the ten categories. The subject term must
however belong to the first category.

For many Aristotelian scholars, the “first category” presents a puzzle. It is the only category
that has 8 completely different name in the two lists. As suggested by Frede (1981), this discrepancy
may be related to the orentation of the treatlgas in which the lists are given. TheTirst list is takeg
from the Caleriss, 8 treatise on the logic of terms taken in isolation; tpe second list is from /ao/cs, 8
treotise on the logic of categorical propositions, each of which contain two terms. Although Aristotl?
claims that the ten-way classification applies to both subject and predicate terms, in fact, the ﬂr;t
list fs based on an analysis of predicate terms in isolation. Aristotle claims that each predicate term

'y
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that could be applied to an individual term such as ‘Socrates’, 'this', or ‘that' in elementary sentences

must belong to one of the ten categor1es

The following are Aristotle’s examples "in outline” translated from the (uramries

2(1) Substance ‘aman’, 'ahorse’
(1) Quantity 'twocubits long', "three cubits in length’
(m) Quality 'white’, ‘grammatical’
(1v) Relation "half’, 'double’, ‘greater’
(v) Place 'in the markst place’, 'in the Lyceum’ |
(v1) Time ‘'yesterday', 'last year
(vii) Posture 'islying’, ‘sitting’
(vni) State 'is shed', ‘15 armed’
(ix) Action ‘cuts’, ‘burns’

(x) Affection ‘iscut’, 'is burnt’

The grammatical subject of a predication names an entity that can belong to one ( and only one)

category, substance 'OWhile each substance hes a form, “not all substances have the ssme form *

10The ontological category of substance ( essence or being) s perhaps 100 general to be usefu!
in linguistic semantic analysis. It includes whatever one £an talk about as the subject of & categorical
sentence. In this case, Aristotle may indeed heve allowed himself to be too much influenced by
language. Yet an important objective of his metaphysical inquiry to search for what could be
considered primary amang the different kinds of substances. He géttled on concrete organisms such
as man and horss, as examples of the primary substance. ( See examples 2 (1) above.) Aristotie said
that what is mast properly taken as a substance 1s what is neither asserted of & subject nor present in
a subject, as he explains in (legor/es 5. Linguistic evidence s uped as part of the argument hg@621

.. But we do spesk of secondary substances, which incluge the species of the primary

substances, and their genera. For instance, 3 particuler humen is included in the

species "human,” and the species itself is included in the genus “"snimal “ Things

such as "human” and "animal” are spoken of 8s secondary substances. . . From what we

have said it s plain that the neme and definition of the predicates can both be affirmed «

of the subjects. ... Everything else but primary substence is either sffirmed of

primary substance, or present in it, This is evident from particuler instances teken

by way of examples. We predicate "animal’ of human beings. So we predicate ‘animal’

also of any particular human. Were there no indiyiduals existing of whom it could thus

be affirmed, it could not be affirmed of the species. ... If, therefore, there were no

primary substances, nothing else would exist.
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(Bambrough 1963. 25, 29). Inother words, Aristotle recogmzes many different types of substances
Any subject term whatsoever (whatever one can talk about s {he subject of a categorical sentence,
which amounts to whatever can be named) belongs to the category of substance. Substance 1s therefors
a very general category. But the pred?cate term may belohg to any one of the ten categories For the
sentences in 3, the predicate terms may belong to the categories indicated in parenthests Sincs
Aristotle has named ten categories, there must be at least ten basic types of substances, corresponding
to sach of the categories, 1.6., 1f the categories are mutually exclusive In sz})me cases, howsver, two or

1’3

mors categories seem plausible for the classification of the predicate terms

3(1) Al tigers are animals. (secondary substance)
(i1) The sky isblus. (quality)
Blue tsacolour (secondary substance) "
Honesty is a yiriye. (secondary substance)
(111) Its weight is four kiles. (quantity)

(iv) The ice cream is jp the freeger. (place)
Cleanliness 1s next to goodness. (relation, location?)

(v) Theconcertisat8pm. (time)
Spring is here. (time, place?)

(vi) Arenswas his teacher. (relation)

(vit) The kestrel is standing on one foot. (pesition, activity?)
(viit) The violet is healthy. (condition)

(ix) The clock is striking one. (activity)

(x) Steph is being insulted. (passivity)

But Aristotle himself writes, "...if one and the same thing is in fact both qualitstive and relational,
there is nothing strange about its being counted in both classes.” ( Cataaries8 B 148). Aristotle's
scheme of categor1zation Is sometimes cr iticized as an attempt to pravide en exhaustive 11st of the types
of terms (i.e., categoreniatic expressions of a language). For this purpose, 1t 1s considered to be
1nadequate (e.g., Bambrough 1963: 133). Ryle ( 1953: 292) also wonders Q?}ether or not thers is any
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justification for & belief 1n such a limited list of ontological categories a5 wes matntained t;y the
scholastics. !

My purpose here 1s not to evaluate Aristotle’s list of ten categories, 1.e., to determine whether
or not 1t 1s adequate for hinguistic enalysis or for \c;g\c or ontology. As | stated in the Introduction, the
1mportant question concerning the ontological categorization scheme is its significance for linguistic
description and explanation.  Two difterent ways to use tr}e notions of the categories are suggested 1n
the two lists: hirst to classify terms 1n isolation; second, to compare terms of different types that are
. combined lln predications From a conceptual viewpoint, what sorts of combinations of terms are
permitted? As an example of the terms in isolation, the most obvious significance of the categorization
scheme derives from Aristotle's own presentation of the 11st(of categories in the first place. That 1s,
one of his first ;)bservatlons relating to language and ohtology 1 rrelation between his categor ies
and question (‘'wh'-) words and phrases He could be addressing the following questions. “What kinds
of questions can be asked about the things that are in the world?” and "Whaet kinds of answers are
appropriate to such quéstions‘?" (Bambrough 1963 23-24) Interrogative words in sentences signal
information gaps, 8s linguists well know Aristotle relates each of his categor 165108 question word or
phrase that would be answered only by 8 sub)ect or predicate term thet belongs 69 the appropr1ate
ontological category ( /goices 1, 9). | shall use this techntque of analysisin5.2.2

Another use of the categories 1S based on theL combination of terms It 1s now time to consider
the first category as an essence or being, which suggests a wider scope than the more concrete notion of
substance (By the term 'essence’ here | understand something like “whet a being Is by Its neture.”)
This 1s the name of the first category 1n the second list which occurs in Toples 1, & treoh:(ae on.
predication. In /goses | 4-5, Aristotle identifies and defines four ways of combining terms to form
propositions. Tr'vehtypes of predication based on the relstion of the predicate term to the subject are
called (1) property, (1i) definition, (1i1) genus, or (iv) accident. ,A definition 1s o phrcythat

_—_/"

V1A simtler claim concerning a finfte number of mojor ontological categories is stated
explicitly by Jackendoff 198%‘56.
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Indicates the essence of something Aristotle analyzes ‘That which 15 seemly 15 beautiful’ as &
definition A property is something that belongsyto the referent of the\éhb]ect alone and 1s predicated
convertibly of it For example, ‘A human being is capable of learning grammar * "Whatever 1s capable
of learning grammar 13 8 human being" A genus is that which 1s predicable 1n the category of essence
of ssveral things which differ i kind, eg., a man, a bird ang an ox are all members of the genus
enimal Finally, an accident ts something which can ong to any one particular thing or not In
Taores (1 8), Aristotle suggests that the type of ;g\cation can be deduced on the basis of a
combination of the two features of essentiality and convertibihity, as follows  Definition
[ +convertible, +essentiel], Property ( +convertible, - essentiall, Qenys [-convertible, +essential],
and Accident (-convertible, -essential] The properties of essentiality and convertibility of predicates
can only be determined by considering predicates in combination with subjects, although these
properties could not be stated for things said in isolation i

Although Aristotie considers some kinds of things to be more préperly substances than others
('see note 10 above), he observes that we may make the same kinds of predications about all kinds of
essences Notics, for example, that terms belonging to any one of the ten categories may also function
as the subject of a categorical sentencs In some cases, the 1@rm of the predicate expression must be
modified { nom1inalized) tn order for it to function as & subject in English. In any case we should always
be able to predicate a definttion, a property, a genus, or an accident of any substance {or esssnce),

whether concrete or abstract. Thus there should be ten varieties of essential being ss deter mined by

——
the cateqories ( /elqpfysics S, 7) (The romsn numeral 1nm?es the category i1lustrated )

Y

4 (1) A horssisen gbiect,
(11)  Ihree cubits is a guantity
(i11) Grammaticality is a guality of sentsnces.
(iv) Her mother is her only living relative.
(v) Agoodn]mtoreudis(iﬂ}&hﬁl]ﬂ!-
y (vi) Last yeer was the best time of my life.
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(vi1) Hanqingon anal 1s the pgsition of your hat
(vi) Being proke 1s his usual financial state

(1x) Tgcyt wood 15 an action
(x) Beingcut 1s an affection
-

Aristotie’'s main pdint seems to be trgt the same principles of predication (1inking or combination of
terms) apply equally to phrases containing all types of terms, regardless of their inherent cateqory
of bewng That is, 8 predlca(\on of 8 dafinition, a property, a genus, or an accident may apply to an
snlity that belongs essentially to any type of substance

There is another use of the categories based on the combination of terms Sommers/ﬂrst used
the notion of c#lamry- 10 explain predicability, 16, the applicability of a predicate term to @ subject
term The problem of predicabilily or category mistakes 15 discussed in linguistic literature as
"selectional restrictions " Clearly this 1s a matter that belongs to the domain of the conceptual well-
for medness rules and it is relevant 10 the cognitive process of categorization as well 8s the linguistic
process of predication In category mistakes (8 g, 'the ideas are green'), the extension of the subject
term "1deas’ falls outside the category, 1 e, the rahge of the predicate term green’ and its contrary
‘non-green’  According to Sommers (1982 299-306), a1l members of the category determined by
the properties graer and nan-gréen must have the featurs or attribute that 1s designated by the
English expression ‘coloured In any case, a catagry for Sommers is really a type of predicate, and
thus would belong to one or another of Aristotle's ten categories Although this notion of calegory (8s
the range of a predicate and its complement) may be explanatory in dealing with category mistakes, it
seems too broad to use as a basis for explaining how speakers can interpret cetegory-correct
sentences The truth conditions of pradications must be stated/in terms that are just as specific as the
expressions contained in the sentences analyzed If we assume a two-valued truth system, then the

domain of truth must include an extension stmilar to the one described as an ordinary set versus its

P
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‘ complement, as in axiomatic set theory By the law of the “excluded middle," category mistakes would
always be falss (For more detatls, see Sommers 1963, 1965, 1971, 1982.¢h 13 )12

Aristotle's theory of categories has the effect of subdividing the expressions of a8 natural

language into two semantic classes which some philesaphers and logicians label "categoremata’ and

‘syncategoremata’  According toAlston (1964 14, n 7), the term ‘syncategoremata’

g was introduced by medieval logicians to apply to words 1tke conjunctions which

were regarded as not standing for anything and so as not having meaning 'in
isolation’ Thess were the linguistic . units that were left over after one had
gone through sverything that could be assigned to Aristotle’'s ten “categories.” a
classification of terms made by Aristotls. Thus, the remnants were . used only
with ( syn-categorematic) the categories

The categor ies provide a criterton for the distinction which linguists make between “lexical” words and

“function” words Such a distinction should not be taken to imply that syncategoremata or function

1206t us examine the notion of cotagory as the union of contrary predicate terms P and P or P
and non-P  Contrary predicate terms would belong to one and the same category which could be
determined by a superordinate predicate. For this reason, Sommers' calggry is unsuitable as a
construct 1o account for the interpretation of category correct sentences in terms of fruth  To
iNustrate this, for the following sentences,

(1) Victorta is wiss.  (ii) Albert {s unwise
Victor ia and Albert would belong to the same category that is determined by the properties wsse and
unwise. |n set theory, an individual is said to be either a member of a set or not to be a member of
this set. Let 'v' stand for Vicloria and 'a’ for Albert. Efther v and/or a is/are inciuded in the set
determined by the predicate term ‘wise’ or else in the complement set, which includes everything that
is not wise. |f sentences (1) and (i1) are true, they might be represented as follows

(1) wise (11) unwise
Incontrast, Sommers' category might be represented as fallows.

(i) '
wise-unwise

a

If Yictoriawere wise, then in the representation (iii), ‘v’ would fall wlthin\the circle labelled ‘wise';
if Abel were unwise, then ‘s’ would fall outside the circle, but still within the box labelled ‘wise-

( , unwise’. With respect to being wise, presumably one is or one is not, but being wise or unwise is
simply not relevent to (or not predicable of) whatever falls outside the box (x or y).

¥
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words are meaningless, however, as 15 sometimes suggested Crystel (1980 156),eq, dlsnngmshes
between thess word classes by saying that lexical words have “semantic content,” which presumably
function words lack This 1s not quite correct, 1n my view, since both classes of words have semantic
content by definition, ve, 'f a word 15 & lexems, defined roughly as a unit correlating sound and
meaning Rather, categoremata have semantic content independently of phrases or clauses, which
syncategoremata lack in 1solation

According to an Aristotelian subject-predicate analysis, categorematic exprassions (ones that
belong to an ontological category) function as terms  We observe that categoremata correspond to
certain classes of syntactic categories For Instance, the categorematic expressions which may
function as predicate terms of ‘be’ in English are the maximal projections of exactly (all and only) the
major ( lexical) categories, fe, N,A, Y, and P For sentences consisting of the s;Jrface sequence [ NP
be XP], the pnrases/NP and XP in the unmarked cases both belong to one or another ontological
category The fact that categoremata have poth an intensional and an extensional aspect of meaning may
sugoest semantic well-formedness conditions on sentences containing 'be’ For 1instance, well-
tormedness conditions based on predicability (ontological fit) will ensure against category mistakes

"1t seems that the categorization scheme outlined by Aristotle is basic  Since It fs so
fundamental, surely the categories of individual lexical ftems need be represented only once in
conceptual structure They could operate in meaning postulaetes or redundancy rules The notion of
category (s a finite class of predicate types) may be used to account for the semantic interpretation
of subject and predicate terms and also for predication, fe, the subject-predicate relations of
categor ical sentences Sommers (1982 301)  analyzes subject-predicate relations as tnstances of
"category inclusion,” or more precisely, as type inclusion He says that for a natural predication, the
type denoted by the subject term fs included in the type denoted by the predicate term The
yponmnce rule that | shall propose in Chapter 3 to gj

n

ence follows the same lines. The referent of the subject belongs to the type(s) denoted by the

unt for the inter pretation of 8 categoricsl

predicate term. Types are not limited to classes of indfviduals but Include the denotata of abstract and

mass terms as well The condition of belonging to a type can also be used to account for the

¥
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mass terms as well The conaition of belonging to a type can aiso be used to account for the
nferential relations between the premisses and conclusions of logical arguments, as | shail

cHn 7T

gemonstrate ins 2 2

(111) Jackendoff's Projected World Many semanticists accept the assumption that
meaning involves a relation Detween language, mind and reaity, as diagrammed In | 22 above
However , one element of this relation 15 being chalienged by Jackendoff He  questions “"the
centrality to natural language semantics of the notions of truth and reference as traditionally
concalved " (Jackendoff 1983 29) He expheitly rejects several approaches to semantics that assume
'3 fixed pre-established connection of truth between sentences and the real world " (1983 78, 251,
n 3) Rather, he claims that speakers cannot refer to things n the real world, ! but only to things
1n a world of experience that he calls “the projected world * ( Jackendoff 1983 31)

Substituting a “projected worid extension for real world extension,” Jackendoff can still
claim, as he does, that conceptual structures determine the extensions of linguistic expressions, or as
he says (1983 93), "sense still determines reference " Except for ms objections to truth and
necessary and sufficient conditionsn. Jackendoff does not criticize Frege's notion of S or Carnap's
notion of /ntensian  (Jackendoff 1983 23)  Characterizing sense as mmao@/ constituents,
Jac&endoff (1983 36) writes "the information that language conveys, the a“ens;e of linguistic
gxprassions, consists of expraessions of conceptual structure " Thus the main d1sa§reement between
Jackendoff's concsptualist theory and a “classical” semantic theory 1s the “projected” world versus
“real” worldnextension For Jackendoff (1983 17),.reference 1s a relation that holds between two
mental reprassntations or between two levels of conceptual structure (which 1s defined as “mental

representation”) For him, meaning and/or reference still involve only two integral relations, not

1Jackendoff admits the existence of reajity but denles that speakers can actually exper ience It
or talk about things “out there.” There is an assumption underlying this theorstical stance thet | find
difficuit to assimilate. That is, theorists (scientists, too) can talk about reality, effirming that it
exists or not, but speakers cannot talk about things in the real world. | assume otherwise. That is,
ordinary spaakers can do anything with language that theorists cen do Theorists are just ordinary

speakers with specialized interests and know ledge about certain topics.
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thres Thus, Jackendoff's model of reference may a1so be repressnted as a triangle | shall reprassnt 1t

as follows

I Jackendoff's reference tr!ang\e

2 Conceptual cohstituent(s)

\

’ : \
Expression!/ N 3 Projected world

He uses the following notation  hinguistic expressions are enclosed in quotation marks, e g, “be’,

conceptual constituents are written 1n all capital letters within brackets, e g, [STATE], and sharp

. signs enclose projected world entities, 8 g, #state of affairs in the world# Jackendoff assumes 8

close connection between expresstons of a language and expressions of conceptual structure, e.g, "be’
and [BE], and also a connection between thought and whatever 1t is that speakers refer to, 8 g , their
own projected state of affairs ~

I'will now 1nvestigate the nature of the projected world that Jackendoff posits as the domain of
lingurstic reference. Then | will examine the assumptions under lying the claim that speakers' can only
refer to entities, states and events of the projected world and not to those of the real world | will
discuss these 1n the context o? the psychological reality of linguistic semantics (| will proposs an

alternative ontological position in 1 2.2 (iv) and discuss truth and reference in 1 2 3 )

Questions . conoermng' the projected world. Jackendoff's soect‘ﬁcatlon of what the
projected world 1s not 11ke 1s more explicit than what it is 1ike He asserts that the projected world
representation 1s not Iike a Carnapian extension, or a classical denotation, e., it 1s not tpe set or class
of all and only those extralinguistic entities that have the property designated by a given expression
Jackendoff's projected wor Id is also not equivalent to “possible wor\ds,"\ one of whigh is the real worid

(Jackendoff 1983, 251, n 3) Then what is 1t? Jackendoff (1983 34) writes
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( the projectad world 15 made up not of bratn states, but of experiences. and no gne
se8rms to have any 1068 what experience 1s, nor how configurations of brain states are
transmuted into 1t by the mechanism of projection
As the extension of conceptual structures, the entities in Jackendoff's projected worid are mental
representations of the things, svents, states of affairs, etc , that speakers experience or that enter 1nto
their conscious awareness (1983 28-29) For Jacﬁendoff, the information that lanquage conveys 1s
about the projected worid "The referring expressians of natural lanquage ;‘/11! be just those
expressions that map 1nto projectable expressions of conceptual structure * (Jackendoff 1983 36)
— hne\nature of the conceptual structures that are projectable or not will be discussedin 13 1)

How fs communication between different speakers pessibie? It seems curious and, 1n a way

coynterintuitive, to posit a subjective theoretical construct such as the projected wor1d to help explain
~ how communication between different speakers 1s pessible Such a construct would seem m(;re apt to
support the contrary hypothesis that communication between individual speakers 1S 1mpossible
Jackendoff argues, however, as follows [n the charactserization of the projected world, the following
properties are coupled while they are gubjective, verying from spesker to spesker, they are
uniquely determined by concaplual structures, which are themselves determined by an Jnnate system
of conceptual well-formedness rules (Jackendoff 1983 19) On the other hand, if projected world
extensions were determined jointly by input from the the real worid that speakers could experience
and conceptual structures, then the variability of referents would seem highly plausible But
according to Jackendoff ( 1983. 29) it is impossible for speakers o experience the real world

+

Next, let us consider some other properties of projected world representations For instance,

directly

Jackendoff ( 1983. 93) writes. " . projected world #entitles# are mental constructs 1ssmorphic to 8
subset of conceptual structures " As seen in the triadic diagrams presented in 1 2 2, the relationship
of meaning subdivides into two integral relations. (1) the connection between expressions of 8 language
) and thought, and (11) the connec?ion\between thought and whatever it is that speakers refer to and talk

( about It might be argued, howevers; that thess two integral relations are not parailel. One might expect

\

e
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the connection betwesn Tanquage and mind to be close but find between mind and the ( extralinguistic!
world a gap or chasm For sure, the connection between language (L) and mind (M) would seem 1o be

more direct than the connection between mind and reality (R), 8s t1lustrated here

ro

M
. '
e R K
)

/
This gap. echoing Aristotle’s distinction between /aws and pragme (Nucheimans 1980 202). makes
sense in view of the "mentalist” conception of language (& ¢, Chomsky 1975, Fodor 1975) On the
other side, neithec-a strictly mentalist nor a lingualist conception of reality seems supportable For the

santencs,

3 There are three tables in the foyer

-

containing seven lexical items, there are probably at lesst seven gifferent concepts But a
correspondm§ state of affairs should not directly involve seven objects, only four, one foyer
containing three tablés Moreover , these saven expressions associated with the same seven concepls
may be used to refer to any situation involving thres tables in a foyer Thus an 1somorphism betwean
linguistic expressions and concepts seems justified and is thoroughly consistent with a mentaiist view
of language But there can be no 1somorphism between conceptual structures and the things talked
about Whatever speakers talk about seems to exist apart from or be truly external to language and
thought Furthermore, the same expressu;ns (and the corresponding concepts) may be used over and
over again by the same speaker and others to refer to many simflar situstions In any case, for the
purpose of Intérpreting sentences of a language, it Is assumed, again perhaps nalvely, that the
intensions of expressions are sufficient to determine their referents, involving things and their

external states outside language and mind. It is this indirect relation with reality that is most difficult
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10 account for  Perhaps Jackendoff postulates the domain of the projected world to account ultimately

for th1s Indirect relation However, he does not explicitly attempt to link the projected world and

reahty

P§yc 0 | reality. Jackendoff's “central concern,” he says, 1s "human linguistic and
cognitive abtlity” and he tnsists on keeping semantics within “the domain of psychology * He observes
that speakers are programmed to talk about things and to experience them as though they were “out
there in the real world * (Jackendoff 1983 26) This is why he postulates that speskers construct a
projected world representation In Jackendoff's psychologically-oriented theory of language, the
Immedtate obje:cts of speakers’ acts of reference are character ized as mental entities Moreover, the:se
projected' wor1d representations are subjective, varying from spesker to spegker according to their
gxperiences In this perspective, understanding and communication are possible since the “innate
processss” by which different speakers construct their projected world representations are the same,
according to Jackendoff (1983 30)

Many of Jackendoff's observations concerning the speaker’'s psychological relations with the
environment seem plausible to me | do, however, find his notion of the projected world as the domain
of linguistic reference to be questionable Yet it i1s not clear how one could demonstrate s
incorrectness That may depend on biological or neurological evidence in what follows, | th/s(lmply
offer the reasons for my skepticism concerning the projected world as the domain of finguistic
reference

Jackendoff's observations are probably correct concerning speakers’ use of language “as
though” the objects of reference were “out thera in the real world.” Perhaps it is also correct to say
that speakers are "programmed” to do this 1f so, then theorists can only describe the world speskers
are “programmed” to talk about. Then for a conceptual account of 1anguage it does not matter whether
speakers refer to the projected worldor to the real world, unless our hypothesis makes a claim about

the relation between concepts and the domain of reference

]
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_ But let us suppose that speskers reaily do talk about things i1n the projected world For
nstance, 1 1s possible {hat speakers do, exactly &s Jackendoff postulates, construct a "proiected
world” representation as the extension of expressions |f so, then a key question 1s, as Carlson ( 1985
514) suggests, whether Jackendoff's projected world might not have a function in a theory of the
(real) world It seems to me that the most plausible function of a projected wor id domain would be to
serve &s & 1ink between an expression of conceptua! stryucture and any extralinguistic entity which the
gxpression might be said to determine 1n the real world or 1n the world outside language and thought
From this perspective, the projected wor id 1S possibly but one point in a whole sertes of points in the
mapping between conceptual structureg and th entities that speakers may refer to in the resl world
The end point could, however , be extralinguistic or reality itsslf It seeLmigo ma that Jackendoff does
not reglly arque convincingly for thé projected world representation as the end point of. semantic
mappings  Even 1f the projected world were the end point 1n semantic mappings, it would still be
nteresting to discover how it relates to the real womld  The problem would be to determine the
properties of the projected world thal make it an ess‘::tg@'ﬂ’ngredient tn the 1ink betwesn conceptual
structures and reality But since we need only one referent or one set of referents for a particular
utterance of a given expression anyway, 1o avoid unnecessary reduplication, we might as well go ahead
and take the projected world s the real one Since this is exactly what speakers do anyway, according
to the hypothesis, taking the projected world and the real world as one and the same would make 9ur
hypothesis “psychologically real ™ (But’ paradoxically, i1 Jackendoff's claims are correct, this
“psychologically re&[_‘;\hypothesn would bémtndorrect ) Should we not still prefer a "psycholoqic‘v
real” hypothesis?

The following questions remain unanswered How does the projected world domain affect

linguistic semantic competence? What 1s the import of the experienced world for a description of

language end m nd?

Alternative ontological position. For\ anyone adopting a mentalist or conceptualist

semantic theory, the easfest way out would probably be to claim ontological nsutrality That is, it is
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tempting to posit an #hstract extensional construct, without mgKing any ontological commnmen*
concermng “possible,” “projected,” or "real” world entities “ Jeckendoff does, however, make an
ontological commitment concerning the sorts of things speakers talk about He Yimits the domain of
reference 1o the projected wor1d and excludes the real world ( 1983 ch 2) This offers the seemingly
attractive feature of presenting a ynified account of the 1nter?retatmn of sentences about various kinds
of phenomena 19 But the destre to present 8 untform analysis 1s, ! think, misguided It leads 1o a
search for analogous representations for entities of all types 1mages, improbable or impossible
states, abstract entities as well as concrete physical objects and events or states in the real world In
order to provide a completsly umforrﬁ account of the interpretation of sentences about various kinds of
phenomena, 1t 15 necessary to ignore the character of the phenomena talk(ed about But the character of
the things that speakers talk about 15 not irrglevant, neither for categorizstion nor for linguistic
analysts (

In sum, Jackendoff's position seems to be wholly mentalist That iIs, he mamtafns that both
senss and referénce are representational  Clearly the conceptua! sphere is essential for an account o!
linguistic semantic competence, but to postulate two levels of mental representation seems excessive
In contradistinction, | will argue that only sense is conceptual (internal to the mind) but that the
domain of reterence is extefnal As least the latter Is concelved as extramental -As Jackendoff
observes, speakers always talk as though the objects they refer to are external He claims that we are
programmed to do this. But clearly his hypothesis concarning the “profected world” (the level of
mental representation which is said to be the domain of reference) does no lain why speakers
conceive of the things they talk about 8s external. Inother words, | think that Jackendoff has correctly
observed an interesting fact, but his "projected world” is not 8 mechanism that would readily account

t"‘

for it Furthermors, having reference also &s a level of mental representation detracts from the

’F

Ycantral function of conceptual structure as hypothestzed by Jackendoff ( 1983 17)

E 19The projected world approach shares this feature with some yersions of "posslble‘worlds :
Whether speskers talk about unicorns, mountains, or numbers, they are said to refer to a mental
object (cf. Cresswell 1983)

J
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My comments here have been strictly l1imited to the projected world domain In 131, | shall

gxamine Jackendoff's ( 1983) conceptual analys:s of elementary sentences containing ‘be’

(iv) Statement of my ontological position. The mode! of the linguistic system and
conceptual structures of the mind that | will assume in this work is diagrammed In 11 1t was
proposed by Jackendoff (1983 21) 1 will also assume his “"Conceptual Structure hypothesis”
(1983 17), which postulates a “single level of mental reprasentation  at which linguistic, sensory
and motor infor mation are compatible " One can, however, accept this hypothesis and at the same time
maintain different assumptions concsrning the nature of conceptual structures and the domain of
reference The ontological position that | assume s much more moderate (natve®ind reslistic) then
Jm@f‘s However Jackendoff's model would not preclude the possibility that speakers do, at least
sometimes, refer to things in the real world In fact, his conceptual hypothesis would allow for the
“contribution of the world" to the process of interpreting certain types of expressions { natural kind
terms) about things 1n the world, &s suggested by Putnam (1975) Moreover, 1t seems 0 me that
Jackendoff's mode! (designed to explain how speakers can talk about what they see) should also permit
speakers actually to use what they cag see to form concepts [n this way, we might say that the mind
cotld employ informeation from the world in conceptualization This would be a ressonable assumption,
given that the concepts associated with some expressions seem to concern entities that actually may
ex1st 1n the real world and their attributes anyway

By assuming only one level of mental repressntation (conceptual structure), | wish to
emphasize its role in determining the extensions of linguistic expressions On my view, it is nbt
necessary 1o give up all of‘ the traditional views concerning sense and reference An 1mpt§rtant
distinction between these domains is clearly expressed by Cernap, who contrasts the notions of
intension and extension  Sense is intensional, and refdrence is extensional Pernhaps speakers
conceive of the entities they talk about 8s external to their minds because they actually are
extramental. Basfcaﬂy, | would claim that our view of the world 1s determined by the way the world 15

structured The world, in this perspective, includes human beings and our minds, which, like
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gverything else in the world, have their own essential structure Qur view of the world 1s determined

jointly by the structure of the mind and by the essence of the things perceived by the senses and/or

conceived by the mind —

To ensure successful communication among speakers of a human language, it would seem that
the releyant ontological relations must meet certain prerequisites For instance, the integral relations
|llustra';ed in the triadic model of meaning, (1) the relation between expressions and concepts, and ( 11)
the relation between concepts and their extensions in the domatn of discourse, must presumably be

objective, at least to a certain extent

| Modsl of meaning and conceptualization
Concept

A
S
g N
Expression Domain of Discourse

Certainly for the speskers of a particular language, the correspondence between expréssrons
and concepts and the consequent correspondence between concepts and the entities talked about can only
be objective or’ intersubjective Otherwise, language would fail as a system for the expression of
thoughts about things in the world that speakers seem to experience in a similar way. The objectivity
or ntersubjeftivity of the ontological relations among expressions, concepts, and entities in the
domain of discourse would also be compatible with Jackendoff's mode! of the linguistic system and
con;:eptual structures. .In fact, Jackendoff argues that all human beings are so structured that they are
capable of forming the same concepts. 1t is even claimed that some concepts are universal (Jackendoff
1983 S6). | do not question the claim that our ways of apprehending the world are constrained by
conceptual structures, the senses, etc. Nor | deny that speakers may form their own private images
of things and situations (cf Frege's notion of Vorste/lung or sdea (Smith and Mcintyre 1982: 67-

68)). | attempt to argue, howsver, that speakers do not ordinarily and systematically refer to their

" own private mental states when they talk about the things they can see. (Although this point seems to



be central to Jackendoff's account of how we talk about what we see, | g0 not fee! that 1t 1s crucial for
the semantic analysis that | proposs in this work ) yd

The ontological position that | wish 10 support 15.somewhere betwseen two sextremes | find
neither the view that whatever 15 denotéd by linguistic expressions must exist in the real world nor
the view that linguistic expressions cannot be used to refer to the res! world accsplable The
referents of hinguistic expressions (the things 's'peakers talk about) are not himited to & single type
that could be characterized exclusively as entities that' "gxist.dn reality,” 8s 1s sometimes assumed 1n
classical semantics (discussed, e g, by Linsky 1977), or exclusively ss.sntities that are experisnced
1n a mental “projected worla” as assumed by Jackendoff | would argue that human beings are not
limited to a single domatn of reference or experiencs Asa consequence, speakers can refer 1o a variety
of types of things In other words, the domain of reference is actually not homogeneous  Any
homogeneity that could be ascribed to it 15 applicable only wn theory, 16, indicated by theorstical
terms such as ‘referent’ or 'extension’ Put ahother way, there exists no single homogeneous lype
which wnclydes all things that speakers can refer 1o and lalk gbout Or, there 1s no single property
sych that 1t applies to all types of things that speakers can talk about (except perhaps the
'metalinguistic notion of rerarant) Along the same lines, Moravesik (1975 49) remerks " there
15 no way of specifying the domain of discourse, it includes everything * Ryle ( 1953, 294) observes
that “there 15 no one name for all the significata of expressions which would be of the same type * This
makes the seme claim in conceptual terms

The problem 1s to find & deftnitive way to support one's claims concerning the domatn of
reference? | wili offer a demonstration based on the notfon of predicability

Although clearly the conceptual sphere is 1mportant, 1t cannot be all that is involved In the
semantics of natural languege Human conceptual structure no doubt determines (to  certain extent)
how we see and also how we talk about things in the worid, but from this fact, can one deducs that
speakers actually talk about their own mental rePresentotlons° Is it possible that all things “out
there” are only conceived &s structured? The actual structure of things might also contribute

something to the structure that we ascribe to them In any case, an "ontological” system cannot be
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entirely conceptus! and not at all dependent upon or even related to the real world 20 A study of
ontological classes seems relevant to a semantics of natural language only if 1t is ultimately seen to
involve the relations between nguistic expressions that speakers use and the things they (believe
they) talk about This relstion, which is arbitrary and indirect, 1s generally taken to be established
ooncgptuanv If one assumes that meaning and referencg involve a triadic relatmnsmp amofig
expressions, concspts end referents, and if referents of 'ex;‘Jressions are determined exclusively by
conceptual structures, then ciearly the conceptual repressntation of an expression must contain some
necessary criterial information concerning whatever it is that tha expression can be used to refer to
Ultimately then, the real world cannot be irrelevant for ihe meaning/reference relation singg it does
supply at least soms of the objects that speakers refer to and at least some of their properties, as
convincingly argued by Putnam ( 1975, ch. 12). Thus the real world may well be directlynvolved in
setting some of the conceptual constraints reflected in language, e.g., predicability  Different things

are conceived as having various and sundry properties. This is reflected in sentences that speakers

able (e.g., category-correct sentences) as opposed to thase that are not sayable (e.g , sentences

containing category mistakes)

Taking reference as an intentional (conscious) act on the part of speakers, | will now argue
that spe;ers do not refer, as Jackendoff claims, to internal objects ( projected \world representations)
when they talk about things that they perceive to be in the real world If this 1s§0>then it {s doubtful
that speakers refer systematically to the projected world in each and every act of reference,
regardless of the ontological category of the referent(s) If speakers actually referred.to their own
internal projected world representations rather than to various kinds of external phenomena, then

individual speakers would always be referring to the same kinds of entities, i.6., mental ones. As a
consequence they should be able to ascribe to all entities they refer to properties that belong to the

205mmers presents an ontology in a “contemporary perspective,” which involves the
relation between language, mind and reality, but he (1982. 30S) is critical of Quing's view of
ontology, which he says is just a description of “what there is* meterially. (Ses, 6.g., Quine 1948 )
Surely it is just as much an error to view ontology as a wholly mental categorization schems in the
abstract. There is an incompleteness to either a whotly conceptual or a wholly materfalist approach.
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same category or type Thisisnot pessible As a rule, speakers are aware of the ontological types of
the entities they .refer to and they select predicate terms that express properties that are appropriate

(category-correct) togscribe to them Let us consider some glementary ssntences containing 'be’

2 (a) My notion of this balloon isred (?)
This balloon 1s red

(b) My notion of this balloon 1s a snake (?)

h-&ﬂ

This balloon is & snake ( It forms a shake )
(¢) My notion of this balioon 1s clear /sharp/vivid/fuzzy
This balloon 1s clear { transparent?)
This balloon 1s sharp ( like a knife or other physical object?)

.«

This batioon is vivid (a vivid colour?)

Notice, first of all, it is possible to talk about mental objects But, based on the sayable versus
unsayable santences; wit1ear ly conceive of mBnta) objects &s belonging to a different ontological type
from physical objects, such &s batdoons The properties that we attribute to notions n ordinary
sentences do not belong to the same types or categoriss as those that are attributable to what would
sesm to be real world objects Concrete objects such as balloons have colour and shape (form)
features, which mental objects lack However, 1f speakers were only able o refer 1o projected world
representations &8s Jackendoff claims and ‘not ultimately 10 real world entities, then the pairs of
sentences in 2 (@) and (b) should be Synonymous But competent spgakers of English would not take
these sentence pairs o be synonymous Their truth conditions are not the same, and furthermore, the
truth value of the second sentences of each pair, but not the first ones, can be calculated publicly in
concrete situations and ver ified by many speakers |ncontrast, the vocabulery of predicate terms that
are applicable to mental objects seems to be extremely 1imited by comparison "r'urthermore, the
properties denoted by the expressions ‘clear’, ‘sharp’, 'vivid', ‘fuzzy’, etc ,wouw equally;
attributable to our representations, noffons, images, etc., of anything, be 1t congrete or abstract, resl

or 1magnary




3 Thig reprasentation of a frog/logar ythm/food processor /
cake walk /evalanche/tree houss 15 unclear

These predicate terms may also apply lo concrete physical objects But the interpretation of
‘clear’,'sharp’, 'fuzzy' 1s different wher these expressions are apphied to subjects that denote physical
opﬁ@ts, such as 'this balloon’ That 15, when these tern.\s are predicated of physical objects they denote
physical properties On the other hand, the purely physical properties do not apply to mental objects

i take this dgmonstratmn to "Mustrate the facts that (1) speakers may talk about a variety of objects
that are cgﬁcewed as belonging to different types, and (11) mental representstions and concrete
objects are conceivad as different types of entities Taking reference as an intentional ( conscious) act,
| think 1% is clear that speakers do not systematically refer to a “projected world” (or to mental)
represe: "attons or concapts, especially when they talk about ordinary things such as balloons that may
actually exist in the real world. In sum, | assumse that speakers know what they are talking aboul
Speakers tatk about all kinds of things and they know that these things belong to various types or
categories, not Just to a single category of mental entities This 15 part of linguistic semantic
competence

I am willing to accept the demonstration based on predicability just presented as conclusive

However, 1t assumes that predicability (1.6, sentences that are sayable or not becausé of the
applicability of predicates to entities) provides evidence for the kinds of entities that speakers intend
to refer to But the mentalist hypothesis claims orlly that language provices evidence for o&ceptual
structures, not necsssarily for the structure of the objects of refersence. The sentences in 2 above
could be taken as expressions that convey our conceptions of things. We cannot conclude from
predicability that the objects of-reference actually are as they are conceived. In fact, Jackendoff could
arque that predicabtlity proves his hypothesis éoncerning the ralation between language and reality, or
rather between speakers and reality .ﬁ,{: .

NG
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Without conclusive arguments or evidgence for the real domain of referenge | am content to
adopt 8 more naive position concerning the ontological relations between language. mind and reality
Since th1s 15 the view that corresponds to the speaker s, | consider 1t to be the most efficient one for
the analysis of natural language within a tneory. of inguistic competence The exact nature of the

actual comain of refgrence 15 not essential for the conceptual analysis of lanquage

1 2.3 Truth and refersnce
in the following passage, Jackendoff ( 1983 29) rejects what he takes to be the traditional

notions of /ruth and reference L.
&

Truth 15 generally regarded as a relationship between a certain subsel of sentences (the

true ones) and the real world, reference is regarded as a relationship between expressions in

a language and things in the real worid that these expressions refer to Having rejected the

direct connection of the real worid to language, we should not take these notions as starting

points for a theory of meaning .

As these notiohs are characterized in this quotation, Jackendoff {s perhaps justified in
rejecting them for an account of linguistic meaning. However, | find the character ization of both fruth
or reference (s these concepts are employed traditionaltly) to be misleading here  Jackendoff seems
to tmply that vt/ and reference are relationships that are taken by other theorists to hold directly
between expressions and things or situations [n the real world But these relationships are generally
taken to be mediated by a mental construct such as sense or /ntenston  Furthermore, the relationship
that he calls "reference,” defined as a relationship betwesn éxpresstons and things, 1S sometimes catled
"denotation “ This {s only one aspect of the meaning reletion, as traditionally described Chomsky's
distinction between 1inguistic competence and linguistic performance ( 1965 3-15) could be used to
distinguish between the notions of awolation and refersnce It 1s /esentially ‘g distinction Detween

/.
what a speaker knows (compstence) and what a speaker does ( pgfformance). (For a discussion of the

notions of senss, aenotation and référence in the classical sanse, see Linsky 1977, Lyons 1977 ch

7, Tondl 1981 ch S.)

>
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There are also two differsnt conceptions of reference: (1) refgrenw conceived 1n terms of
intrinsic (referential or denoting) properties of expressions and ( i1) reference conceived as part of a
speech act. The first is characterized as “référence virtuelle,” the second, 8s “référence actuslle
(Klerber 1981 419)

Actual reference fnvolves 8 conscious human act by which language is related to entities in an
extralinguistic worid of discourse This agrees with the description of reference as ( partof) a “speech
act.” (Sesrle 1979:55). Thus, actual referencs is intentional on the part of the spesker From the
perspective of the ssmantics-pragmatics dichotomy, one might argue that actual reference (described
by Jackendoff as “a relationship between expressions and the real world") belongs to the domain of
language use, while potential reference I1s equated with denotation or “sens dénotatif” (Kletber 1981:
19) In qithar case, the referents of expressions are normally considered to belong to their denotations
or extensions. Actual reference pertains to utterances on particular occasions. It involves a
relationship between speakers and the situations in which they use sentences of natural language.
Actual rererence, however, presupposes denotation. That 1s, only certain kinds of expressions
(categoremata) may be used by speskers to effect a relation of reference. For a general expression,
clessical semanticists claim that the dgnotation 1s 8 class of entities that have a certain property
designated by the expression. (See 12.2 (1).)  Potential reference, like denotation, 1nvolves a
subconscious (on the part of the speaker) conceptual association between language and the types of
entities that meet the condivtions signified by the categorematic expressions of a language.

Spesker's u:;e axpressions of language to refer to whatever they choose to taltk about in a domain
of dispourss, althoubh they may also refer 1n a vague or opaque way The entities that speakers talk
about are by no means limited to things that exist in the real world (s in 1 (a) below), and speskers
may refer m’an indefinite way, without knowledge of exactly who or what the referent actually is (as
fn 1 (b) or (c) below).

| (a) Pegesus is a winged horss,

(b) The robber is wanted by the FB1.
(¢) The director wanted to hire an exper fenced secretary.
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Next, et us considsr the notion of 7«4 One of Jackendoff's arquments against truth 15 based
on the vaguenes; of categt')rizatlon resuiting in uncertain “judgments " Hs says (1983 78) that the
actual truth values of sentences exprassing categorization judgments are of no concern to us Here we
agree Yet he says our account of the categorization process should allow for a three-way dlstmguhon
of judgments yes/no/not sure or “don't know" (Jackendeff 1983 102-103) Speaksrs judgments
vary concermng the propositions expressed by the following sentences But thess sentences, he says,

"are nol ob)ectively trueﬁor false 1n the real world " (Jackendoff 1983 102)

2 (a) A plano is a percussion instrument
(b) The Amer ican Sign system is a language

(c) An abortion is amurder

The first problem to notice is this "Yes,” "no," ang\ on't know" or "not sure” are responses to
different kinds of questions. “Yes™ and "no” are an mrmation\ BE‘\Qemal of a categori2atipn judgment
They concern whether or not a particuler (type %of) thing belongs o another type or types “Don't
know " and “not sure” concern the speaker's knowledge, which is a different topic of inquiry
Considering the types of sentences available for the expression of category judgments, 1t 1s
clear that only two types of judgments are expresslnjel, one positive, the other negative Thet Is, for
any elementary sentence which relates any entity of a certain type to another type or category , the
judgment expressed must be either affirmative or negative  For the possible judgments 1n 2
concerning planos and percussion instruments, a sign system and language, abortion and murdekr,
there 15 no verb 1n English contrasting with ’bg' .89, that expresses an ambivalent categorization  Of
course, positive or negative categorization judgments may be modified by the use of modals or

s e

expressions such as 'p , "Impassible’, etc ;But thes}a modifications are alweyy directed toward
e

positive or negative judgments. In contr the phrases 'not sure' or ‘don’t know' do not express

judgments at all, but rather abstention fpom judgment This is not to suggest that 'not sure’ and 'don‘t~
know' are incorrect answers to categorization questions To the contrary, a spesker may simply not

know whether or not something belongs to a particular type or category Since, as Jackendoff argues,




79

neither types nor tokens are taken to be finite ( dackendo{f 1983 83).\ﬁﬁ'§peaker 15 expected to be
oble to make Judgments concerning all tokens with respect toall types Inthe present investigation, |
shall focus on the gxpression of categorization judgments, rather than on the problems of vagueness in
categori2ation, or on the truth value of judgments These problems concern the speaker's yse of

language rather than the structyre of the language 1tself, | beheve
For his cognitive theory, Jackendoff does not see a need for the metatheoretical notion of #-uet
Nevertheless, when 1t comes t0 applying any semantic theory to the analysis of sentences of a
particul uage, it will be necessary sconer or later to deal with the concept of ordindry truth
W a different problem, there are categorical sentence types that are uttered by ordinary

speakers of English in which this concept is explicitly expressed

3 () These truths are self-evident
(b) This 1s true
(d) No, it is not truse

(8) Ths 1s a universal truth

How would these sentences be analyzed within a sem*éfi’tic theory that does not have access to the notion
of ruen? By the guiding principle of expressiveness (Jackendoff 1983 11), truth simply cannot be
Ignored by an adequate theory of ssmantics for natural language.

It seems especially strange to deny that truth is relevant to semantics while asserting at the

same time that 8 semantic theory must account for “so-called ‘ssmantic properties’ such 8s . ‘valid

Inference’ " (Jackendoff 1983 11) Inference 1nwBlves the transmission of truth among propositions

On what other bass could one sentence be taken(as a conclusion (q) that follows from 1ts premisses

(p)?
4 (p) Martine is a tiger
5 (@)Mertine is acat.
S (p) Marting is violet
(p) Martine is a planet
(q) Martine is a violet planet
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The notion of va/ig inrerence &s @ relation between propositions presupposes the jruth of prior
propesitions, according to Ewing (1963 165) "In order to infer q from p, an & prary proposition,
namsly /7" p then ¢ must be necessarily true and not just postulated or arbitrarily fixed by
convention *  No deductive system could fun‘ctlon without some & oriary propositions of this kind
because one could not nfer anything without them (1 shall return to the subject of inferential
relations betwesn sentences 1N 5.2 3 )

The outright rejection of (rut» seems to be too drastic amove The whole sub)ef:t s tar more
complex than implied by Jackendoff's deschphon quoted above For one thing, he does not make &
distinctipn between truth conaitions and truth va/uss As | concelve of these aspects of truth, truth
conaitions would belong to the domain of linguistic semantics, while the truth va/uss of contingent
sentences would only have relevance in pragmatics ( and in most fields of scle\nt(if()c r ch, including "
linguistics and psychology, let us hope) |

| do agree with Jackendoff, however, in the following respect For linguistic ahalysis, iHe
actual truth values that could be assigned to utterances are frrelevant (in Aristotelian terms, truth
or falsity would be considered an “asccidental” quallty\of most declarative sentence types ) This 18 s0,

since sentences are not the bearers of truth values, propositions are (See footnote !, Introduction )

To ses the distinction, let us consider the following sentence types

6'(a) | am hungry.
(b) John is hungry.

(¢) The soldiers are hungry

What are the truth values of these sentences? Strictly speaking, on their own as !inguistic objects
abstracted away from a context of utterance, they are truth valueless. Their truth values are context-

dependent This 1s because there are gaps in the propasitions that the sentences in 6 express Thess

gaps are created by the use of indexical expressions The referents of indexical expressions, such as
the pronoun ‘I", common proper names Such 8s 'John', definite descriptions and tensed copulss ore

indsterminate outside of a context of utterance. Until the referents of the “referring” expressions
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wers getermined, a speaker would be unable to compare the information conveyed by the sentences
with states of affairs in the world (or in their projected world) in order to judge whether they were
true or false However, theorists who focus on 1tnguistic semantics need not worry gbout claims
actually made sbout states of affairs in any particular domain of discourse

Although most sentences (linguistic objects) are not the bearers of truth yalues as 11lustrated
in 6 above, clearly they are the bearers of “propositional content ™ This holds even for sentencss
contamning indexical expressions Heuristically the propositional content of a sentence may be taken as
8 statement of its truth conditions. In theor1ies of meaning based on truth, the meaning of a sentencs s
said to be its truth conditions (Kempson 1977 ch. 3) This 15 )ust another way of conceiving of the
ph%ﬁs\@enon that 1s called the "sense” or "?ntension" of linguistic expressions If so, then truth
conditions are relevant for linguistic semantics L1ngu1st)c mantics 1s not concerned with the
proposition as the bearer of truth values, but only with the part of the proposition that 1s
unchangeable from one context to the next From this standpoint any speaker who understands a
sentence could be said 1o know whatl the world would be like 1f the proposition expressed by the
sentence were true (Allwood, Andersson and Dahl 1977 72) (At this point, it1s not a8 question of the
ontological status of the domain of reference, whether 1maginary, possible, projected or real ) The
truth conditions of a sentence must be grasped by & competent speaker as & prerequisite for

determiming 1ts truth value More important, for my purposes, 15 the fact that the truth conditions of &

—sentence must be grasped by & speaker 65 & precondition for 1ster pretation

dpsakers arg not expected to be able to state the truth conditions of 8 sentence any more than
they could be expected to stale its sense or the grammatical rule used in constructing a phrass 0
sentence Ingeneral, | would maintain only that speakers’ abihity to make judgments about tpe truth
vatue of sentences depends on their ability to 1ntérpret the sentences and their having & certain
knowladge about the states of affairs being talked about. But given their knowledge of the truth
conditions of expressions, speskers are able to make hypothetical judgments concerming the truth
values of sentences. To be more speémc. &s Cresswell (1978) argues, what a speaker Jg able to say

about some sentence types with respect to truth is the following. Given two sentences A and B, i A 15
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true and B 15 truse, then they are possible paraphrases But if A were true and B were false, then they
could not possibly have the same meaning. This kipd of judgment would seem to be a reltable source of
Information about speakers' intuitive semantic competencs.  Such judgments could be made
indspendently of a particular ssmantic or 1inguistic analysis

It seems to me that there is little to be gained by ignoring the notion of truth canditions in
linguistic semantics. Without adopting e truth-based theory of m‘eamng, one can use the\ notion of
truth, where it applies, to test claims about meaning relations between sentences The main advantage
of using truth is that it prov‘ides an objective criterion for determining meaning relations,
independently of any particuler conceptual analysis or Hnguistic theory.

The compositional interpretive process has the effect of relating the expressions of language to
entities in the domain of discourss. As | noted abgve, speakers may refer to and talkﬂ ajoui a variety of
types of things. The domain of discourss is often the real world (reslity), but it may also be an
imagined or fictional world or even a conceptual world. The ontological status of the actusl referents in
the domain of discourss is a pragmatic factor

tn this work, | will make a strict rgethodological distinction between grammatical, semantic
and pragmatic factors. Grammatical factors ars formal or structural, either morphophonological or
s\yntactic. Semantic factors involve speakers' semantic competence, i.e., tecit knowledge of the
oonoeptt;al structure of linguistic expressions. Pragmatic factors involve performance and derive
from the spesker's participation in a particular speech act that occurs on a particuler occaston The
analysis presented in this work will focus on the grammatical and ssmantic aspects of sentences
containing 'be’. 1t will concern the intensions and extensions of linguistic expressions, but not their
actual referent(s) or the truth values of propositions. To be mors preciss, when | use the terms
‘refer’ or ‘actually refer’, ‘actual referent’, ‘actual reference’, etc., in this work, | will have in mind
their sense tn the context of speech acts, i.e., intentional acts on the part of speekers. Otherwise, the
terms ‘referent’, ‘reference’ will be used to indicate potential referents or reference. Notice,
however , that while | do not attempt to account for  actual reference here, the phenomena thet | &
consider must be presupposed by a theory of reference. That is, for a spesker to use on expression
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referentially, the expression must have as a precondition a conceptual structure that determines its
extension. If the expression truly applies, its extension includes the actual referent(s) intended by
the speaker. Actual reference deper{ds on pragmatic factors My thesis will examine the systematic
preconditions of expressions that speakers may use to refer to things Thess will be examined in
abstraction from the contextual factors and empirical situations that provide the settings for speech

\
acts. ?

1.3 Alternstive semantic analyses of categorical sentences within
generative grammar

The semantic analyses of elementary sentences containing 'be’ that have been propossd within
generative grammar over the past twenty years subdivide roughly into two groups: those that consider
‘be’ to be univocal and those that consider it to be multivocal. My analysis belongs to the first group.
Thus my proposal contrasts with the thesis of Higgins ( 1979), who highlights the ambiguity of
copular sentences. He identifies four different types of subject-predicate structure for English
sentences containing 'be": identificetional, identity, predicational and specificational. Earlier Plitz
(1969) described the different ssmantic relations expressed by simple copular sentences in English
More gpecifically, he discusses the membership relstion, some pseudo-membership relations, the
naming relailon, the identity relation, the inclusion relation, the whole-part inclusion relation His
thesis 1s & search for 8 “ssmantically oriented syntax,” i.e., different syntactic structures that
correspond to these sementic differences. .

The ml%ls of elementary senter{oes containing 'be’ that | proposs in this work owes much to
previous studies of ‘be’. For instance, Faunddtions of Language has 8 supplementery series of
monographs entitled /7 verd e’ and Its synonyms, the velumes in this seriss alone cover an entire
librery shelf. Although many of these studies are relevant to my research project, it would be
imposstble to review all of them. A work 1n this serigs that hes provided useful insights concerning

'be’ in English as well as in the language of Aristotle 15 Kahn's (1973) study of 'a/e7" in ancient
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Greek It 1samodel of interdisciplinary scholarship, which combines the methods of Gresk philology
and the conceptual analysis of phlosophical semantics Kahn seeks an explanatory synthesis of the
massive data contained In texts of ancient Gresk Fiest, he sorts out the different classes of “uses” of
this verb 1n sentences He rigorously defines the diffgrent "uses” in terms of santence forms or basic
syntactic structure according to the transformatjonal theory of 2slhig Harris  kahn wonders why @
single verb serves as the "copula” and also, among other uses, "8s an expression of existence,” noting
“that there 1s no separate verb Wmng “to exist” 1n.Gresk Among the different "uses” of the same
verb, Kahn assigns prlomty/{a the predicative structures, this priority being based on the hterary
sigmiticance, prominencs, and frequency of occurrence in the texts examined. This leads him to argue
for the conceptual unity of the different uses of 'einal’ in ancient Greek He further hypothesizes "that
the diversity of usés for the verd 'be’ i Indo-Europsan languages 1s more than a historical accident

it represents a cluster of concepts whose interconnections are of permensnt importance * (Kahn
19738 3)

Although Kahn claims that the predicative use of 'be’ is primary, he does not actually give an
explicit conceptual analysis of the verd in thisuse Kahn ( 1973), Higgins (1979), and others seem
toassume an Intuitive understanding of the notion | agree with the claim concerning the priority of
the predicatﬁ;e use of 'be’ | therefore believe that it is precisely this sense of 'be’ which must be
explicated

This section offers a bref critique of some recent alternative analyses of sentences containing
'be’ within generative grammar As for the more receﬁt works within generative grammar, | have besn
especially influenced by the works of Gruber ( 1976) and Jackendoff ( 1976, 1983) {n particuler,
I1ke Gruber and Jackendoff, | argue for 8 uniform lexical ( morphosyntactic and sementic) anslysis of
‘b’ However, my uniform conceptual analysis of ‘be’ differs from those of Gruber and Jackendoff
First, in 131, | will discuss the treatment of the cognitive processes of individuation and
categor ization by Jackendoff ( 1983). Then in 1 3 2, | will examine the Iiterature on the analysts of
‘be’ in terms of semantic roles and the hypothesis of thematic relations(.\as proposed by Gruber snd
Jackendoff
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1.3.1 Jackendoff's conceptual analysis of 'be’ and its functional arguments

In1 1andin 1 2.2 (#i), | reviewed soma of the general claims and theoretical assumptions of
Jackendoff ( 1983) 1 have adopted his mods! o; the lir;?mstic system and conceptual structures, as
well 8s other asSumptions and techniques of snalysis. Although | do not agree that the “projected
world" (or, the individual speaker's private representational world of experience) should be taken
invariably as the object of all acts of reference, | do not consider this issus to be crucial to the
linguistic semantic analysis of elementary sentences containing 'be’.

Whet is crucial for this purpese within a mentalist theory of language is the concsptual
analysis of 1inguistic expressions. In this section, | will focus on specific elements of Jackendoff's
concsptudl analysis of elementary sentences containing the verb ‘be’. In particular, | will discuss the
conceptual structures, constructs and distinctions that Jackendoff would take to be esssntial to use as 5
basis for an account of the cognitive process of categorization  Here | shall briefly review the main
sources of dissimilarity between his position and mine, and attempt to explain why | reject certain
aspects of his proposal. The following topics will be discussed: (1) Jeackendoff's analysis of 'be' as &
function’BE (x.y), and (i1) his type-token distinctions between the concsptua) constituents that
correspond to the major phrasal constituents that co~occur with "be' in well formed sentences.

Jackendoff presents an anglysis of sentences containing the verb 'be’ in the "context of
describing the cognitive processes of individuation and categorization. These are the subjects of
Chapters 3 and 4-5, respectively, of his Ssmantics and cognition (1983)  Thers he defines
categor ization as “the ability ... to judge that a particular thing is or is not an instancs of & particuler
category.” (p. 77). Certain sentence types are based on and reflect the speaker's ability to meke
categor{zation judgments. Such judgments are typically expressed by sentences of the following type
(1(a), represented in MPL notation as in 1 (b)).

1 (a) Felicia is a tiger.
(b) T¢
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in 1 (b) the predicate constant 'T* stands for ™is a tiger " ( which contaths the general term 'tiger’) ang
the 1ndividual constant 'f" stands for “Felicia,” the name of an individual As Jackendoff explains,
categorization 1S & basic cognitive process that must atso be ascribed 10 orgamsms other than humans

Furthermore, even human categor12etion judgments can be made “independently of the use of language "
In fact, norder to \nterpret some sentences, 1t 15 necessary for speekers 10 use nformation obtained
through non-linguistic modes or by means of one or more of the senses For example, linguistic
information 155 certanly 1nsufficient for verifying or for making judgments concerming the

propositions that are expressed by sentences containing 1ndexical eipressions

2 (8) This is Felicia.
(b) That was a skunk &%
(¢) This is cut velvet

(d) This is a flowsry orangs pecoe

Jackendoff emphasizes that his interest in categorization does not concern whether or not "8
particular categorization s true, but what 1nformt;t1on and processing must be ascribed to an organtsm
to account for its categorization judgements.” According to him, categorization judgments must be
based on prior representation (1983 78) He claims, furthermorse, that “once 8 theory of cognition
has sufficient formal power to account for non-linguistic categorization,” it should be able then to
account naturally for other important creattve processes such 8s “linguistic inference” (Jackendoff
1983 x) |

Let us examine dackeqdoff’s representation of the conceptual constituents on which a
categor 1zation judgment 1s based He suggests the followtng representation for the sentence type in +

(a) (Jackendoff 1983 80).

STATE TOKEN THING TOKEN | THING TYPE

IS AN INSTANCE' OF ( FELICIA 1 TIGER )




_dpokendof{ calls "[STATE TOKEN] *

Tn Jackendoff's analysis, t\hﬂe verb 'be' ts trested as & function "whose argument places are
f11led by strictly sybcategorized syn;acnc categories * For the senu;nce in 1 (&), the two arguments
correspond to the NPs that funCtion as the subject and gcedtcate complement of 'be' The verb 'be' thus
maps nta a function BE (x,y) that compares two relata whi'at BE compares are reprassntations of the
thing betng categor12ed, Felicia in this case, and the type of thing Felicia s said to be The function BE
maps two arguments 1nto a conceptual constituent that belengs' to the major ontologica! category that

As for the rt\alatlon between 'syntactic structure and conceptual structure, Jackehdoff ( 1983
67) proposes an interesting principle of referentiality concerning the levle\s of phrass structure and
sentence structure. He claims thet | |

' every major phrassl conﬁlwenlt in the syntax of s sentence corresponds Lo a conceptual

constituent that belongs to one of the msjor ontological categories If a major phrasal

constituent Is.used re/erent/ally, L corresponds lo a projecladl/e Instance of a major
onwloglcal category In other words, all major phrasal categories play the role asslgncd to

“'NPs aqupe in first-order logic N
THING and STATE in 3 are twd of the ontological categor fes that Jackendoff proposes Others‘are PLACE
DIRECTION, ACTION, EVENT, MANNER, AMOUNT, PROPERTY (Jackendoff 1983 68) This in not
intended as an exhaustive list of ontological categories He conjectures, however, that "the total set of
such categor fes must be universal- it'iconstitutes one basic diménslon along which humans can organize
their experience, snd hence it cannot be learned .. (dackensbff 1983 56) - )

The TYPE or TOKEN label that Jackengjoff attaches to the ontological categories in 3 is supposed
to reflect the‘projectabmty of the expression to which it corresponds, hence its referentiality. Fo}
the phrases in the sentence in 1 (a), 'Felicia’, the name of the thing bei'nq categor 12ed, corresponds to
the TOKEN concept, while the category expressed by 'tioer" corresponds to 8 TYPE concept. Finally the
state of affairs expresséd by the whole sentence corresponds to 8 TOKEN concept The dnly formal
distinction between the type and token concepts is the label. Their internal structure Is apparently
identical, since the function BE , the conceptual well-formedness rules snd the rules of inference spply

to either or both (Jackendoff 1983 82-83) Token concepts correspond to referring expressions,
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while type concspts correspond to non-referring expressions (Jackendoff 1983 91-92) The

phenomenological distinction betwesn token and type concsptual structures 1s that tokens correspond
to experience, while types & not  Types-eantain "rules,” but Jackendoff does not reveal their nature

or the kinds of principles or conditions they contain that are necessary for making the “creativity of

categorization” possible (Jackendoff 1983 83) He claims that “one can experience types only ’

(prOJ ected’

thrqugh the character of the projected tnstance * (Jackendoff 1983 93) The token can be
nto awarensss and form part of the projected world, which1s character 1zed by Jackendoff as the world
of referench or “the wor 1d of experience " Enlities 1n the projected world are menta) constructs that -
are tsomorphic to a subset of the total conceptual structures

Jackendoff contrasts his proposal to other semantic thebrbles which "regard categorxz%mn 8
grasping something in the real world " For Jeckendoff, "a categor 1zation judgment 15 the outcome of
the juxtaposition of two conceptusl structures * (1983 78)  To provide 8 unlform treatment of
referencs, Jackendoff suggests replacing the real world extension by a projected world extenswﬁ
(This proposal was discussed in 122 )

Jacksndoff con[éarsipther sentences of the form [NP be NP] Below are some sentences
containing expressions that oorr.espond to type and/or token concepts Sentences 4 (8)-(c) are
Jockendoff's examples ( 1983: 88-89) The rest {llustrate his observstion that “one can create r;ew
[TYPE] concepts at will ™ (1983 82) In $dntences 4 (d)-(e), 'no Superman’ z/and '8 Superman’

express the type Superman that is presumably similar to the tokef%uperman
L2

4 (o) Clark Kent isareporter
Token Type

' (b) Clark Kent is Superman ~
Token Token /

(c) Clark Kent is the man drinking 8 martint
: Token Token or Type ) . {

(d) Clay Klytz 's no Superman
Token Type .

(6) A Superman fs a hero ' \
Type - Type

L
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For these sentence types, Jackendoff proposes thres different conceptual representations for the verb
'be ¥
S (a) IS AN INSTANCE OF ( TOKEN, TYPE)
(5) 1S TOKEN-IDENTICAL TO (TOKEN, TOKEN)

(c) (erther (a) or (b)) L
(d) IS INCEUDED IN (TYPE, TYPE) .
| . | T
(In these representations | om/tt the ontological category of the function All of the functions map into a
conceptuql constiituent belonging to the major ontological category [ STATE TOKEN] ) Inthe notation of
set theory, Jackendoff's paraphrasses of 'be’ would be réprasented by the sy%bo\s ‘€', 7, and ‘¢,
respectively (Jack~endoff 1983 89,967 )
6 (a) TOKEN € TYPE
(b) TOKEN = TOKEN &
(c) TOKEN = TOKEN or TOKEN € TYPE A
(d) TYPE < TYPE 3
Having prov ided paraphrase analyses for the verb 'be*co-occurring with three different types - °
of NP pafrs, Jackendoff then proceeds to argue for the conceptual unity of the INSTANCE , TOKEN-_\

IDENTITY, AND INCLUSI’O(N readings of 'be’ ( 1983: 96) Heﬂholms that ‘be’ surrounded by tyvo
arguments expresses the same function, which is insensitive to the TYPE-TOKEN\feature_ of conceptual
expressions He considers all three readings to be spectal ceses of a general function, which e
represents as “BE { x,y)." (Vackendoff 1983 90) The function BE must do "stmilar work” tn al] the
sentence typés 1n ¢4' slnce the internal structures of the concepts that the function BE must examine
are organiZed by the same prmciples whether they are TYPES or TOKENS Furthermore, Jackendoff
argues, the same verb ‘be’ appears in all of these sentence types~ Tm's anolys1s thus accounts for all
the hngui_stic facts, according to Jackendoff ( 1983 96-97).

__To sccount for the creativity of the process of categorization, Jackendoff postulytes some

=

A

operators or rules that make the Internal structures of the type and token concepts accessible to each
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other The outputs 0f the operators are related by an inference ruie to the conceptual representation of

any catemrlzoflon judgments These operators and the inference rule are 1lluctrated next

7  Operators and inference rules
(a) INSTANCE OF .

THING TOKEN
INSTANCE OF ([ THING TYPE] )
DOG ,
(b) EXEMPLIFIED BY &z
["THING TYPE B
DOG
EXEMPLIFIED BY  ( |THING TOKEN | )
MAX ]

/

7.(c) INFERENCE RULES

T T -
X .
| [_INSTANCE OF ([TYPEI))|.
STATE |,
[BE (IX] 1, [TYPE]}) ]é‘ > )

T | [Tvee Lo
‘ EXEHPLIFIED BY (K11 | |

b o

( .
The operators in 7 (a) and (b) permit the transfer of information between, typd and token
oonbeptual structures. The "INSTANCE-OF" operatof‘ (a)y &raps 8 type constituent into a festure of a
token constituent; the "EXEMPLIFIED -BY “ operator (b) maps a token into a feature of a typs. According =
to the Inference rule stated in (c), one may infer efther “instence-of” informdtion or "exemplified-
by" information from a:cateoorization judgment, or vice versa. That is, on the basis of the knowledge .
thatX Is an instance of type Y 6F that type Y is exemplified by token X, one may infer a certain state of

.
affairs that is described by the corresponding categor ical ssntence.
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This ends my summary of Jackendoff's analysis of sentences of the form (NP be NP) and the
devices that he proposes to account for categorization judgments Now | will point out some problems
that | find with this analysis. These are problems that my analysis of alementary sentences containing

\

‘be’ w11l seek to avord or 1o solve

DiscuSsion. My ccmmqq{s here will be directed toward Jackendoff's propos] as an account

" of the semantics of-elementary sentences containing ‘be’ and the constructs that he considers essential

| shall not comment further on his abservations concerning the psychological nature of categorization
AN hN

Rather, my attention 1n the remainder of this work will be limited to his linguistic semantic analysts,

ie, the specification of the conceptual information associated with the lexical items and phrases .

contained 1n categorical sentences )

| agree with Jackendoff's conceptual anglysis of 'be’ as far as it goes, but as’l shall explain, it
1s incomplete  Jackendoff's representation of the conceptual analysis of 'be’ as BE (x.y) simgly does
not go far enough. This conceptual analysis of 'be‘_ls not very informative. The\only infor matfon that
this formalization gives is that 'be’ /is analyzed as 8 "two-place function oonTpartng two relates” The
relata are the conceptual cow&:uﬁts that corres;pond to the syntactic categories thet are ?strlctly
subcategaFized by the verb, eg.,Ahe NPs in the -sentences of thé surfacs form [NP be NP)
Presymably wenay think of a function as an operation that effects “an assoctat‘ion between objects,"
strictly speaking, “a correspondence that assigns to & given object one and only one other object "
( Goldbla{t l§84 17) Al/tho{ugh Jackendoff (1983 96) proposes, in all, three different conceptual

analyses of 'be’, 1S AN INSTANCE OF (x,y), IS TOKEN-IDENTICAL TO (x,y), and IS INCLUDED IN (x.y),

he collapses these into wﬁ single reading” which he formalizes as “BE (x.y) “ The main problem is

that this analysis does not indicate what the function BE is’sbpposed to do. How are the relats to be

associated wit’h sach other? The function that is designated by the verb 'be’ must do more than merely

compare the two conceptual constituents that it relates. Thus the conceptual structure [A BE C] fs not .

an adequate analysis of theJinguistic expression ‘A 1s C'. How can we judge whether [A BE C] provides
a necessary condition for saying that ‘A is C'? s it passible to find counterexsmples? Yet BE (x.y) fs:

~

A Y
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-supposed to encompass three specific analyses of ‘be’, instantiation, token—identity, and inclusion The
K » -
conceptu}ﬂ constituent [BE] 1s satd to comprehend all of the operations designated by the set-theoretic

symbols: '€ '=', 's’. These are all informative Because Jackendoff dges not explicitly ascribe any

" . content to [BE) in "BE(x,y)," 1t 1s impossible to judge whether or not he 1s )ust'med in collapsing

these three readings as he does As a consequence, the conceptual representation [BE] is hardly more
informative than the 1inguistic expression 'be’
Formally, Jackendoff's function “BE (x,y)" looks like a standard representation of 8 two-place

-~

relational predicate in MPL notstion Compare the following open sentences

10 (8) HIT (x,y)
(b) BE (x,y)

Certainly Jackendoff does not mean to suggest that a sentence containing 'be’ expresses & dyadic
proposition in the seme way that a sentence containing ‘hit' does In view ofbthis,'and given that he
argues so convincingly against the use of first-order logical notation to represent the conceptua!
structure of sentences, 1t 1s surprising that he would choose this format to represent the analysts of
‘be’  This formalization is also questionable with respect to his own “grammatical constraint,” which
would lead one to prefer 8 one to one mapping between syntax and conceptual structure. The surface
order of the phrasss in English santences containing ‘be’ ts [NP be NP).
1'1 [ypSuperman) [ypis [ypa manic depressiv?y N
& -]
\ " i
The representation "BE (x,y)" might fit onto a structure in which the conceptual constituents would

be organized «hierarchically as follows.

12 - BE

& T
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Jackendoff does not attempt to justify his formalization, although it may be justifiable. For \nstan}:e:
he could analyze tﬁe verb as the "head" of a sentence fram botﬁ the syntactic and semantlf: standpoints.
¢ Certainly1t is the verb that determines the ontological category of the sentence as & STAgTE or EVENT.
This sounds ermeas&nable argument. If it is valid, the surface prlrase order of English declarative
sentancss st needs to be ‘Bxplained. Also the correspandence rules relating the syntactic structurss
with conceptual structures still need to be for mulated.
| Jackendoff's representation of the conceptual structurs of sentences of thé form [NP ba NP} \é
open to further criticism. Wl(Q:aspect to the guiding principle of compositionality ( Jackendoft adopts
a rather strqp(j version of this), the representstion does not provide an analysis of the internal
structure of the NP. 1t dogs not indicate which conceptual constituents are contributed by expressions
of which syntactic category, whether_nouns or mtérmlners. For the sentence in 13, Jackendoff
(1983: 95-96) presents the followinodr?@ntatton.

S

13 Adog s a reptile.
13
STATE

IS INCLUDED IN" (| THING TYPE THING TYPE | )
Ny DOG , |REPTILE

The repressntation includes bare nouns, but ignores the determiner ‘e’ of both NPs

Type-token distinction. Néxt, | shall examine Jackendoff's distinction between type end
token * conceptqal constituents,  What | find to he questionable is the cleim that tokens are
“projectable” and hence correspond to “refer?inq expressions,” while types are not “projectable,” end
correspond to "non-referrind" exprmtons. (1 have already examined dackend/off‘s ides of the
‘projected-world' as the domain of re/arence in 1.2.2.) Here i shell aroue'that only type concepts are
required for 8 anui;stic semontic analysis. | will claim that concepts represent information
concerning “types,” basically as described by Jackendoff, ~

4



‘Letus begin by examining Jackendoff's character1zation of type and token concepts. According

to JackeAdof, the token corresponds "to the cor‘w'stant of & first-order atomic sentence.” It 1s “a mental
zonstruct of potentially glaborate internal structure, which can be projected into awareness as a
unified #entity#." ‘On tF\e other hénd a "{ TYPE] concept 1s the information thet the organism E?ea?es
and stores when 1t learns a category.” (dackenddﬁ 1983: 78). Althoudh the type-token distinction ts
perhaps parallel to the MPL distinction between predicates and constantg and the ‘set-theoreticg
distinction betweernw sets or classes and elemen‘ts,- Jackendoff claims that tokens and types ars “less
differentiated: they are both-v—ariabfe‘free conceptﬁal constituents, marked in similar fashion for
major ontological category.” (Jackendoff 1983: 81).

In hig formal reqresentattons of categorical sentences, a type or token festure is attached to

the major ontological category For the sentencs,

14 (8) Clark Kent is a reporter.

Jackendoff provides the following conceptual repressntation.

14 (b) B : ‘ ;=
STATE TOKEN |

1 1S AN INSTANCE OF ({ THING TOKEN| [THING TYPE )

CLARK KENT | | | REPORTER

- e

e

By hypothests, "every major phrasal constituent in a sentence corresponds to 8 concsptual constituent
in the sementic structure of a sentence.” (Jackendoff 1983: 76). For categorical sentences,,some of
the &mptml constituents are rf\ajor ontological categories. Since thesse correspond to phrases, it is
not clear exactly how or which linguistic expression(s) are associsted with the conceptual structure

- thet ia.8 type or a token. Are we to understand that the information that an entity is a type or a token

is stored only with the concepts for the major ontological categories: THING, STATE, EVENT, PLACE,

- AOUNT, PROPERTY, otc.? Or are the concspts corresponamg to individual lexical ftems such &s

'Clark Kent' and ‘reporter themsalves stored twice, once as tokens and again as types? If sq, then
clearly, this would be an uneoonomleal utilization of conceptual structures. By way of hypothesis,



L

the internasl structurse of type and token ooncepfs 1s 1dentical, only the label differs according to the
. T
TYPE-TOKEN feature Given the constraint of our finite mental storage space (Jackendoff 1983 7), 1t
. r
seems that a more economical theory would &ssoclate only one conceptual anslysis with & single

lexical item, 8¢ , 'dog’ in the follawing sentsnce types \

—

P 8

15 (8) This is a dog
*(b) A dog is here.

Also given the similarity of their internal structures, it seems questionable that one kind of concept
should be projectable into swareness [ TOKENS], while the other [TYPES) would not enter into the
speak;ars' wor'ld of experience. According to Jackendoff (1983 92), type concepts do not correspond
directly to experience  They can be experienced “only through the\ character of . projected
Instances ”  But what 1s the nature of the experience that is el\élted by the token concept that
correéponds to the expressions ’Clérk Kent' which feﬂs‘to be elicited by type concepts that correspond
to expressions such as ‘reporter’ as in 14 (a) It is ?nclear why ‘adog’ should be projectable in 15
(b)but not in 15 (a). Iftypés are not projectab oawarenéss. how can one explain the possibility
of learning facts that are expressible in gener ic categorical sentences? How would 8 spesker grasp the
following statements and tﬁe éorrespondmgﬁtates of affairs?
16 (a) Atiger i1sgcat .
Type Type

(b) Atriangle is a three-sided fidure
Type Type

\

Cohstder the sentences in 17 which contain types (c) and (d) supposadly generated from tokens (8)
and (b)

17 (a) Clark Kent ts Superman,
Token

(b) Clay Klutz is not Superman.
Tokep

, (c) Clay Klutz 18 po Superman.
Type



%

(d) Aﬂm:mnn 13 g herg. *
Type Type

This 15 8 peculiar re;ult of theqanalys‘s. Althougﬁ tr;e concepts cclrrespondmg to 'SuperCan' n 8l of
the sentences In | 7 are said to have the same internal structure, the ones in sentences (a) and (b) are
said to be i‘pro)gctable {nto swareness” as tokens, while 8s types in (c) a{id (d), they are not
projectsble.  This 1s s0, even‘ though they -are generated from K structure ke [TOKEN
THING/SUPERMAN] as in (@) and (b), where the Syperman concept is projectable. Let ;ne restate the
question In more ggneral terms. Why should a typé concept (that 1s created from a projectable token

concept) not be projectable itself?

18 PROJECTABLE  NOT PROJECTABLE
| [:THING TOKET’ N [THING TYPE} «
- SUPERMAN SUPERMAN )

Let me try another tack. Appealing to the fundemental distinction betwe;n categoramata and
syncateqoremate, the characterizetion of an expression such 8s 'a Superman’ &s a non-referential
strikes me 8s anomalous. If it were, would its property of non-referentiality be sigijlar to tha)t of ?he
lexical items 'is’, 'not’, ‘no’, ‘e’ in the sentences in 17 above? If not, how does it differ? The NPs
'Superman’ in %0 (a) and (b) map into the major ontological mtm THING and ihe NPs 'no
Supermen’ and ‘e Supermen’ 1n (c) and (d) map fnto mejor ontological category THING. The only
distinction between the two conceptusl structures s that THING n (a) and (b) s labelled "TOKEN"
whl/le THING in (¢) and (d) 15 labelled "TYPE." Thus the diffgrence must be attributable to the
presence of a determiner 'no’ or 'a’, though this contribution 1ot explicitly indieoted In Jackendoff's
represantauon What seems inconsistent to me 1s Jackendoff's claim that an expression that |s sald to_
be \non-refer:mg can: Tgp into & major ontological category such as THING in the first plece. More
generally, how does it happen that a conceptual ‘constituent that belongs to the miajor ontological
category THING fs not experie’me&ble or oras'poble? Clearly Jackendoff's use of the terms 'referring’



0 . *  and 'nén-referring’ must be understood in the context of the “projected world" as the domain of

referencs
' It seems that Jackendoff would substitute projectability for truth  He clmmvs that 'w 0 |
particular conceptual represent%'hon is said to be “projectable” in his hypothesis, this metalinguistic " ‘
stateméng would be the éounterpart of the expression “De& is trus” in the metalanguage of logic."

(Jackendoff 1983 80). Suppose that the referent of the subject ‘Max' in 19 (b) were 1n fact a dog.

19 (a) Adog is a;epttle. ’

(b) Max isa reptile

- Are we to understand then that this sentencé would be “trus,” since the repressntation is S’

“projectable” by hypothesis?

19 (a)| STATE
IS INCLUDED IN ( {THING TYPE | [THING TYPE |)
‘ | DOG | REPTILE
J
- -

(b) |STATE TOKEN

1S AN INSTANCE OF ([THING TOKEN] [THING TYPE))
MAX | REPTILE._ | |-

L : T

L

it should also be true just in case 19 (a) i3 true. The representation in 19 (a) (Jeckendoff 1983
96) is unspecified for Token or Typs, although in a footnote ( 1983 253, n 1), Jackendoff says that he

o

Yeons toward TYPE for the STATE or SITUATION expressed by generic sentences of thif—type. But
regardless of which is chosen for 19 (8), both represel;taﬁons would still express falsehoods It 13
entirely unclear to me in what sense projectability s supposed to b& equivalent to truth
Furthermore, since Jackendoff rejects a metatheoretical notion of &rut, it s uncleer how he would

prevent the generation of inferences that 1ikewise express utter falsehoods, whether they ore besed

.
- t
. -
& ¥
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on projectable or non-projectable repressntations. (In.1 2.3, 1 will consider some general problems

. Inconnection with the rejection of the notion of &ru for the ssmantic analysts of language.)

Sinc'e“the type-token distinction between concepts 1s questionsble, it 15 also questionable that
both kinds 8re necassary for the conoeptu;l analysis of 1inguistic expressions. Since | reject the
typg-token digtinction betwesn:comcepts, | woula deny that token )pformauon 1S necessary for the
conceptual analysis of linguistic gxpres§10ns. There is thus no need for redundancy rules to transfer
information betwoeen these token and type conceptual constituents J

There 13, nowever a type of information that Jackendoff would represent for each and every
sentence expressing categoﬂzahon judgments which | thlnk shouldmf reprasented by redundancy
"rules. Here | am referring to the assignment of ‘mejor ontological categories (eg., his [THING],
[ STATE]) to phréses and clauses. It seems to me that this s the kind of information that redundancy
rules or meaning postulates are designed to handle. Relauons that hold systematically between

expressions and concepts need not be repeated eech time the expressions occur. For example, if ‘be'

always maps into 8 function BE (x,y), which in.turn maps into a STATE concept, then "BE (x,y) + -

STATE" need be repressnted only once 1n conceptual structures. When the information conceraing
STATE i3 explicitly required, it will always be accessible through the verb 'be' ( The major ontological
cateoories ore rarely discussed explicitly by ordinary speakers anyway ) For thess reasons the’
representation of the ontological categories by meaning postulates would seem to be approprtate
(See Carnap 1956; Fodor 1977, Fodor and Fodor- 1980; Jackendoff 1975 for discussions of meaning
postulates or redundancy rules.) Or if, as Jackendoff claims, the major ontologicsl categories are

innate,! perhaps they need not be represented at all in connection with Hinguistic expressions.

; k]

IMoravesik { 1975:"82-84) brings up several questions that are relevant to the 1nnateness
issue, iliustrating its enormity. In this work, | do not assume that any substantive information or
concepts are innately given but only certain busic cognitive abilities—~ These include the formation of
concepts, both simple and complex, the applicability of concepts to entities of all- types,, the
differentiation among , the recognition of sameness and difference between antities of all

types, relations smong eoncapts other entities, etc.

e 4

4
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F mally, h wish to argue that if some NPs are “referring axpresstons in Jaokendo"‘s sense,
then the pradwete complements of 'bé' are a\so referential. Generany. I will argue that the notion of
rererantialrty cannot be used in the hypothetical »distlnctipn batween expressions that correspond to
type and token c;oncepts. In his argumentation 1o show that major phrasal mtéoories other than NPs
can be used referentially, Jackendoff proposes vartous tes'té for the referentiality of expressions. He
clalms like Aristotle ( Cotaprrss |: ), tr(at "sach or the ontological categories ... permits the
formation of a ‘'wh'-question. In the case of [THING] [PLACE] . [AMOUNT}, the 'Wh'-word 1s of the

Fs

same syntactic category 8s the corresponding pragmatic anaphor.” (Jackendoff 1983 53/1

. 20 (a) What didyou buy? [THING)
(b) Where is my coat? [PLACE]
(c) How longwas the fish? [AMOUNT) ° -

4

dackendoff (1983: 53) further claims that
according to our theory of consciousness, one tan formuﬁe 8 w/rquestion only if -
the gap in one’s knowledge is a pra/eciab/egep. inother worgs, the answer toa w/-
question must be a phrase denoting a projectable #entity#:
In view of this chaim, consider the following questions:~.
21 (a) What is this/that?  ~
(b) What is a triangle?
(c) Who is thet man?

(d) What 1s BII? (Wht does Bill do?)

. The answers to these questions are m{pressible in the phrases tﬁpt function 83 predicate complements
\ \

of categorical sentences, 8s under lined below.

- rd

22 (8)Thet 1s astrawberry/ my fiddie/ o tennis racket,
(b) Atrtangle is a three-gided figure -

S

" (¢) Thatman's a.hie/Ta/ e ooyt vouoloponad

(d) Bl {gp dentist !

o
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Thys, according to Jackendoff's test /or' refehentiality, phrases that function as the pré;cate
complements of ‘be’ arg referring expressions efter all ‘Predicate complements also correspond to a
“projectable g?p But one might object, questioning the validity of Jackendoff's test for_the
referentiahity d} phrases For 11 it were a good test, then the expressions that function as the predicate
complements of "be’ would 81so pass as “referring” expressions

| go agree with Jackendofi’s (and Aristotle’s) test (See 1 2.2 (11) and S22) inany cass,
the results of the test are consistent with certain other aspects of Jackendoff's analysis For instancs,
the predicate complement phrase also maps into a conceptual constituent belonging o a major
ontological category Also gackehdoff stresses the similarity of the internal structures of the type and
token conceptual constituents that correspond to the, same expressions 1n either the subject or'
predicate complement pasition The next logical move would be to give up the distinction betwesn type
and tokgn conceptual constituents, which 1s problematical in any’ case This woui.d eliminatg what |
consider 1o be a reduplication of concepts 1n the mind

I the “projectabtlity” of expressions 1s to play a crucial role in the conceptual ar;alysw of
glementary sentences containing ‘be’, then 1t must be understood as the directabihity of type concepts
toward entities 1n a world of discourse These sentence types are wmposed of two obhgetory phrasss,
gach containing a categorematic expression Each categorematic expression belongs 1o 8 major
ontological category A defining property of referentiality for an expression might be 1ts capacity o
map 1nto an ontological c;ategory independently  That 1S, an expression 1s vmtuaily referential (dr
denotative) if and only if 1t (signifies & concept and denotes an entity or ty;pe that) belongs to a major
ontological category All in all, this conforms with the (;lasstcal and traditional notion oF'f rererentelity
os 1t is used in philosophical ssmantics | will argue that the operative distinction then 1s between
categorematic and syncategorematic expressions. Thus the projecteble-non-projectable digtinction
seems trrelevant for the andlysis of expressions that belong to the mg}qr ontological categories

it 15 ymportant 10 notice that | do not claim that speekers cannovi hd?StIth\JlSh between types and
tokens. Altriough | agree basically with Jackendoff's characterization of type toncepts, | do not agree

that individuation depends an toksn conceptual constituents, ( 1.8., distinct from types having the same

kS

~
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oontt;nt) for the sske of aaqument, let us suppose that speakers®have two ssts of concsptual
constituents for the major ontological categories Since 1ndivrgUation 15 a process of distinguishing
entities of a certain type, 1t would be 1mposs{ble 10 reqognize an entity as a token of something (a typs)
1t one did not first recogmze 1178s belonging 10 & type Thus & type concept 15 ’ prior to ?he
corresponding t{'oken concspt Trferefore, 1 one has 8 typs concept, then thers; 1S no need for ths
rorresponding token concept, since, as Jackendoff himself claims, the type contains all the criterial

i t

information required to determine 1ts extension inithe first place As | see ', for things that are
¢ountable, the problem of apprehending or reco'gmz‘mg a group of things as something or other 15 the
same whether the group consists of one token or an infmm‘/’ The notion of zaten 15 rightly complex It
oonsists of 8 type concept plys the numerical concept ofa()e, which 1s another typs concept
Apprehending something as£ a Z‘l;n of a thing means 'graspmg those properties of thinghood that are
encoded 1n the concept m/f?” as {ype information and the notion of anengss or SHY/enass Thus\, i would
arque that the basic processes of categorization and 1ndividustion 'depend on the capacity 1o recognize
that properties are of the same type (or different) and the capscity to quantﬂ'y

Jackendoff (1983 92) arques that one can experience a “[ TYPE] only through the char acter
of s projected #nstance# " Part of this clarm seems quite correct Butl whet does it mean to
experience or grasp the “character” of an entity? It is necessary 10 process ':type" nformation mv
order to determine the character of a thing Aristotle seems to have held t\h1s view He claims that
although 1t 1s 1ndeed only 1ndividual entities that ons encounters in the world, what is "knowable”
about these entities 15 in fact "universal ” | suppose then, following Aristotle, that what 13
conceivable about an entity that we apprehend 1s general, universal or “type" information A thing 1s
what 1t 15 because of 1ts structurd and properties And we recognize 8 thing for ;vhat it 13 by s
properties, not just as a token or as a projected entity fwf court In' contradistinction to Plato,
Aristotle claims that properties do not exist apart from ‘the Rtndtvtduals that instantiate these -

properties Whatever 13 said about an individual 1s said to be either of (accidental predication) or 1n

the thing (essential predication) But by the same token, no Individual thing

<
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"(prégma) exists separated from the qualities that ere perceived by the senses. The intelligible forms

ore contained in the perceptible forms “ (Arens 1984 82, the emphasis i1s mine) 2

\
‘Conclusions. Jhe analysis that | will propose and support in this work does not depend on or

~

recognize the type- token dlstlncticir; betweer\concepts | shall, in fact, assume that all concspts are
11ke Jackendoff's types. For my purob;es in tﬁis work, | assume that only type concepts are relevant
for l{inguistic semantic analysis All terms (categorematic exprassions of natural language) correspond
to type wncapf;. Moreover, | take it thet & proper name expressss a type concept just as much as a
general term does, Every time aname 1s used one must appl'y certain gqural criteria to determine the
referent, even though it is always the same individual As Haiman ( 1984 93) observes, "calling the
same individusl by the same name  60es unquesuonably; involve an act of generalization, the
willingnass to over look diffefent sen§e 1mpresston§ inorder to gain-acoherent picture of our world.”

Forming or applying & voncept is thus an exercise in abstraction, which seems to be yst another

preraquisite for the successful use of natural language

1.3.2 Semantic roles (thematic relations)

In the analysts of natural language sentences, linguists who worklin many different
theoretical frameworks use constructs called "sementic roles " Semantic rolére designated by
terms such as ‘actor’ or ‘egent’, ‘theme’, ‘source’, 'goal’, 'location’, etc. These terms have ba§n used by
different linguists td refer to entities and relations of various kinds, both linguistic am'i
exiralinguistic. in particular, the same terms are used for both syntactic and semantic analysis The
following description is extracted from a dicuopar\; article entitled "Actor-action-goal.” (Crystgl
1980: 12-13): "... In the sentence ¥ mam for example, ¥ is the ac;tor. sow the action,
and 2atet the goal.” From this description, one might infer on the basis of the typography that an

2508 Tond) (1981 ch 8) for a discussion of the controversy between nominalists and
phenomenalists over the priority of property versus indivigual ’ v

»
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actor is an NP that functions as t\he subject and & goal is an NP that functions 8s the object in an active

cs. But, as Crystal indicates, the same terms are used for both grammatical snd semantic
Zﬁ‘sm in linguistic literature, it is not unusual to find descriptions in which syntectic and ssmantic
notions are conflated in this way \n a semantic description, the linguist wo{gld uss the ta;m ‘sctor’,
‘goal’, etc , to refer to the role played by the referent of aNP In the case of John's seeing the duck, the
terms ‘actor' and 'goal’ would be used to refer to the roles played by the referents "of the name ‘John'
and the NP 'the duck', respectively.

Some linguists approach.the analysis of the information content of sentences by analogy to &

%

dramatic scens. For example, Langendoen (1970 62) writes

. Semantic relationships are most easily and directly described in terms of ro/es-ss if each
sentence were 8 mintature drama, whose piL is given by the main predicate and whose
‘ actors (in their various roles) are the nominal expressions that occur with them .. The
individual ... responsible for. carrying out the plot is called the agent, the person or thing
- affected, the patient, the thing (tool, device) used by the agent, the instrument. We aiso
|
|
|
|
|
|
|

have such roles as goal, source or origin, location, direction and result. Roles can be thought
of as labels for the variables that stand in relation to predicates.
y

-
-

Here the actors are said to be “the nominal expressions” and roles arg “labels for the variables

Langendoen does not elsborate on the kind of relation that holds between the "veriebles” and
"predicates” that he mentions.

wuhin‘generatlve gremmar, this approach is represented by several different hypothesss, in
- which the constructs of semantic roles are postulated 8s primitive and are sometimes even claimed to
be "innste” semantic concspts. These hypotheses include the “cass grsmmer” of Fillmore (1968,
1971), the "sementic roles” ‘of Katz (1972, \977),’ond “thematic relations” propesed by Gruber
- (1976) and Jackendoff ( 1972, 1976, 1978, 1983). Such semantic constructs are acceptew without
;argument by many other linguists working in oe.nerétlve grasmmar: S Anderson (1977), Bresnan
(1978, 1981, 1982), Chomsky (1981, 1981a), Culicover and Wilkins ( @82\5 (Note that, except
for Fillmore, Gruber and Jackendoff, thess authors mostly assume that there is 8 valid ssmantic theory

) \
of thematic relations; they do not argus for one or attempt to justify it sementically themselves.

® ’
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In the framework of generative grammar , descriptions in which the linguist uses terms such
as ‘Agent’ and ‘Theme' to refer explicitly to linguistic entities are becoming more common _For\
example, Willtams ( 1981. 87) writes: “The Theme of /¢ 1s the NP that 1s immediately dominated by
the YP of which A/t 1s the head.” This is another way to say that the Theme of ‘hit’ is the NP that
functions as its direct object Williams wishes to avoid such traditional terms of grammatical analysis
since they have become “ambiguous.” But as i1lustrated here, the terms ‘Agent’ and ‘Theme' are hardly
less ambiquous than 'subject’ and 'object’. Since Williams treats Theme and Agent as either "internal”
or “external" arguments ( that is with respect to the VP, a linguistic entity), he must consider them to
be not only linguistic entities, but more specifically syntactic entities ; An Agent or Theme as a person
or thing participating 1n extralinguistic situations would always be “"external” to the YP. Accordingly,
Williams ( 1981) does not ascribe any semantic content to the thematic roles he describes; he sven
mentions that the labels are unimportant. Willlams mersly uses the labels to distinguish syntactic
arguments from sach other |

Willisms' use of thematic roles such as Agent end Theme seems to follow the spirit of
Chomsky's ©-theory. In introducing tr:e notion of the abstract " &-rv/s" Chomsky (1981 35)
remarks that it 1s related to the notions of Filimore, Gruber, Jackendoff, Katz, etc. Like most of the
linguists whose works are cited above, Chomsky seems to assume that sentences must be inteorpreted
"thematically” and that the assignment of & set of 6-foles or thematic relations to the syntactic
arquments of the sentence tekes placs within "sentence gra;nmar " (e.9., Chomsky '1975: 105; 1977:
58; 1981a: 12). Chomsky seems, however, to concentrate more on the use of O:r)zles in syntactic
well-formedness conditions rather than on the sementic differéntiation between the roles actually
assigned to the arguments. For instance, 6-roles are used in the statement of the 6—-Criterion, which isa
well-formedness condition on the LF (log!bai form) level of represantation. The 6-Criterion limits
gach argument to one and only one 6-role at LF.22 |t could ba used to rule out an ungremmatical

sequénce such as the following.

Y h i
22Chomsky (1382)4races the conditions subsumed in'the ©-Criterion to Freidin (1978: 537).

5
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1 (8) it seems to sach other that they are happy (*) ,

and to account for the argument structurse of sentences contgining “function chains.” These consist of a

moved argument constituent and its trace (t), which together “have no mqge than one B-pasition” The

N

NP subject is said to result from movement in the sentence in 1 (b).
1 (b) they seem to sach other t to be happy.

Chomsky posits the following deep structure representation for both 1 (a) and (b).

1

1(c) [gy NP INFL [yply seem]’[ppto gach other][ g5 they INFL be happy]]]

In bath sentences, Chomsky (1981, 43-44) says that the "6-role of 248y " 1s the 8-role of "the
~ 7,
subject of the predicate de-Agopy, s determined by the OF (grammatical function) of ey as

[NP 521" This 1s shown by the labelled bracketing in 1 (c).

> Although some Hr;guists, e.g., Culicover and Wilkins (1984: 13), still maintsin thet “the”"
grammar mqst represent ﬁiffprencas in thematic roles assigned to NPs in a sentence ...  not everyone
agrees that it is necessary to specify which thematic role or 6-role 1s assigned to o particuler
ergyment. Indeed Hornstein ( 1984: 114-115) argues that grammatical constraints such as the 6-

Criterion, which are assumed to be significant for interpretation, involve basically syntactic notions,

It is interesting from our perspective to observe that the 8~Criterion is a condition
stated on NPs, which are syntactic objects. In fact, not only 1s it stated on syntactic
objects--1t connot be stated on the semantic valuss of these syntactic objects
]r&tehe(r‘t‘;h;sn on the syntactic objects themselves. Why not? Consider ... & sentence
14 John; hit himselt; 7 1 .
In (14) ‘John' ond ‘'himself are coreferentiol; they both refer to the ssme
individual John, Thus,John himself has two O-roles. However, since the NPs
"John' and "himsslf’ each have one and only one 8-role, the 8-Criterion judges the
sentence fully acceptable. If the 6-Criterfon were stated on semantic values of NPs
rather then on the syntactic object itself,( 14) would presumably be unacceptable
.. In short, it is precisely a syntactic resding of the 8-Criterion that ylelds the
correct empirical results.

-
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~

Hornstetn demonstrates here that the domain of the A~Criterion 15 syntactic and sugqests that the 8-role

shoyld be used only 35 3 construct 1n syntactic well-formedness conditions But even so, 1t seems that

: #
samantic theory and syntactic theory should agree as to which constituents would gount 8s arquments

Thematic roles applléd to elementary sentences containing ‘be’. Now | will turnto
the questlon of the func\on of thematic relations as semantic constricts 1n a mentalist theory of
language | will discuss the application of these constructs to elementary 'sentences containing the
verp ‘be

. First let us notice that not all 1ingutsts who adopt a ssmantic role approach yvoleanalyze these
sentences in the same way, 1n terms of thematic relations taken as semannp constructs That 15, for
sentences of the form [NP be XP], not all linguists (whose works are reviewed here) would assign
thematic relations (semantic roles, cases, or 8-roles &s the'®ase may be) to boththe NP and the XP
For example, Culicover and Wilkins ( 1984 24{ claim that the predicate XP bears no thematic role
Thus, the XPs that function as the complements of ‘be’ would not be analyzed by Culicover and Wilkins
as terms or argumqnts, as they are 1n Chomsky ( 1982). In the following examples, each bracketed

position 15 a s0-called "6-position” or an “argument position * (Chomsky 1982 36)

2 [thess truths] are {self-evident)

3 [we] put [ the books] fon [the table]]

By analogy with the analysis<n 3, ‘on the table' would presumably be analyzed as an argument 1n the

following sentence. ’
4 [the books] are [on [the table]]

Clearly, if either the theory of thematic relations or B—theory 1s to be valid as a basis for
\ . '
semantic analysis, then it must provide guidelines for determining which syntactic categories and

posttions should be assigned thematic relations. For elementary sentence containing 'be’, the

contriversial question 1s whether thematic relations should be assigned to the expressions thet
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" ' 1unct1on as the predicate complsment of 'be' Or 1n other words, for a sentence of the form 'NP be XP'
would the XP  be considered as an argument or not? Now Chomsky (1981 35) describes "N
arguments" gs "NPs with some sort of ‘referential functign’, ncluding names, var\péles, anaphors,

J\onouns but not 1dlom chunks or elements inserted to occupy &n obligatory position n syntactic
structure Alsofor Culicover and Wilkins ( 1984 15), "the crucial property of any NP with raspec*

l to the assignment of thematic roles 15 that 1t have a referent " So the controversial point basically

. roncerns the referentiality of XP But apparently there 1S NO CONSeNsus about the referentiality of
gxpressions §‘uch as 'happy’ 85 1n 1, ‘self-evident’ as in 2, and 'on the table’ as 1n 4 23

Now perhaps 1t1s for syntag;tlc reasons that Culicover and Wilkins would not assign e thematic

role to the expression that functions as the predicate complement of 'be’  They adopt Andersen's theme

J

B rule (Anderson 1977), which says, "Assign theme 10 the abject if there 15 one, otherwiss, assign
L d theme to the subjact " (Culicover and Wilkins 1984 13)) If the term 'object’ were defined
configurationally as [NP,VP] or strictly &s a syntactic relation, then Theme would be assigned to the
predicate complem;ant position according 10 Anderson's Theme rule But, for Cuhcm'/er and Wtlkins,

. the assignment of a grammatical function i3 lexical, n}Jt strictly syntactic Therefore, Thems would '

-

probably be assigned by the "otherwise” clause to the NP that functions as the subject of sentences such o

<
as

S Ihe meat is raw
Theme

and the so-called “predicate” is assigned no thematic relation

For sentences containing ‘be’, Chomsky's analysis of “argument” or “6-positions” seems to be
closer to the analysis proposed by Gruber (1976) and Jackendoff ( 1972, 1976, 1983). According to
'thei\r hypothesis of thematic rélations, the verb ‘be’ invariably tekes two ergun;ents which are

assigned the thematic relations Theme (T) and locatfon (L) Thus all sentences containing the same

23The notion of ref@rence 1s characterized by Cnomsk\? (1981, 324) as follows. The
“denotata” of expressions o “values of variables” are "entities of mental representation” in the domain
Q D Referencs, n this sense, is an intramental relation, as for Jackendoff (1983) (See 122 (iif)

\ for a discussion of this phenomenon.)
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morphological verb ‘be’ would receive the same assignment of thematic relations, 8s 1llustrated for the
following sentences

6 (a) Pat 1s g bachelor
T L

(b) Ihese tryths are self-evident
T L

(¢) Thecards are gn the table
*J L

(d)‘gﬁ_kmissmeL

Gruber and Jackendoff would view the assignment of the{hematic relations Themei and Location to NP
subjects and XP complements of ‘be’, respectively, as part of the conceptual analysis of these sentence
types Furthérmore, it is not clear how a purely syntactic component of sentence brammar could
determine which sehtence positions are argument-posi’tions or non-argument positions, without some
pHior Information concerning the semantics of verbs This fnformation is assumed to be a part of the
lexical entry of the verb

in general, semantic roles and similar constructs are characterized in the literature much as.
Fillmore ( 1'968. 24) describes cases.

. The case notions comprise a set of universal, presumably innate, concepts which identify

certain types of judgments human beings are capable of making about events  who did it.

who'it happened to, and what got changed.
Jackendoff (1978 228) makes similar claims about thematic relations Themse, Location, etc., are
taken as elementary “"conceptual structures” having no “direct correspondence with the physical
world" but resulting from "the way the mind structures its perception of the worid.” Jackendoff
(1983; 209-210) views “thematic structure as an innete organization with which the orgentsm
structures its experience.” Thematic relatioﬁs are seen to generalize over conceptual structures that
belong to more basic ontologlcoi categor fes that recur in various fields of discourse.

While Jackendoff claims that the concepts underlying the thematic relations provide a

framework by \{{hlch we structure our .experience, there is another hypothesis which says that

hY

S—
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semantic roles also provide 8 structural framework for language In Marantz ( 1981). thé author
argues that the source of' grammapcal relations 1s their underlying semantic relations. He describes

“semantic roles &s "logico-semantic relations” holding betwssn any predicate and its subject That B3N
they are said 1o be “relations among sentential constitusnts * (Marantz 1981 2)

The only other generative linguist, to my knowledge, who has analyzed semantic roles 8s
relational concepts 1s Katz (1972, 1977) Katz draws a comparison between sets of semantic roles
and sets of grammatical’ relations The sets differ in that “grammatical relations are defined over
phrase markers,” while semantic roles, determined crucially by features of lexical verbs and
under lying ( deep structure) grammatical relations, "are dsfined over semantic representations "
(Katz 1972 113)

One sometlmestgeté the impression that linguists belteve that the assignment of semantic roles
( thematic relations) to arguments 1s the only syntactic (or semantic) operation that is essential for
the analysis of the proposttional content of a sentence. But even Jackendoff 1s critical of such e
élmbltficatlon He claims ( 1983. 209) that "tﬁ-é‘theory of thematic relations depends crucially on an
enriched ontology” and other conceptual notions. Recently a great gdeal of Tingutstic resserch on
semantic roles has nevertheless been devoted to the discovery of the precige (correct and complete)
hst of semantic roles that can be expressed in sentences of natural language Many & linguist working
1n the field has created a particular list of hypothetical semantic roles (See, eg., Valencs, sementic
case and gremmaticsl relations. 1978.) Although the analysis of certain semantic roles according to
different linguists often reflect the same basic intuttions, different hypotheses n fact often lead to

different claims about semantic relations that are expressible in natural lenguage or across

Ianguages.24 Under these circumstances, the questions of the universality and innateness of semantic

roles are contingent The fact that such concepts are Himited to only five or six 1s questionable In view

, 29How is this possible if semantic roles represent conceptual structures thet are truly

innate? In my resesrch project on the criteria for semantic roles {Styan 1983), | found no

uniformity in the criterfa that various linguists use to identify sementic roles. The criteria very

! from the wholly semantic (e.g., Nilsen and Nilsen 1975) to the wholly syntactic (e.g., Sterosta 1978
' 508). Thus, given the considerable number of different hypotheses, it Is not really clear what ft is

that 1s supposed to be innate.
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of the lexicological work of Mel' tuk A see, e‘a(, Mel'tuk, lordanskaja, Arbatchewsky-Jumarie l‘981).
who ilhntiﬂas some fifty so-called “lexical functions.” In fact, not a)) linguists agree th,at general
semantic roles such s Agent, fheme. Location, are very useful for formal grammatical onalysis: (8.9,
wehlin 1975); other linguists have expressed sliepttcism (e.g., Freidin 1975; Serbat 1981). Some
psycholinguists e;pTicitly deny the necessity to postulate formal semantic roles (e.g., Miller ond
Johnson-Laird 1976: 482, 686; Moulton and Robinson 1981: 106-111). Maratsos (1979) 1s also
critical of the use of semantic roles in research on child language acgquisition. -

At tms point, | will not comment on the analyses of the examples considered in this section in
terms of the different hypotheses of\semantic roles or thematu; relations. My positioﬁ in this thests s
that, given an adequats theory of ssmantic or ontological types, 8 theory of thematic relations is
redundant. In Chapters 3 and 4 of this work, | will propose and support an alternative semantic
enalysts of elementary sentonces containing 'be’. Then in Chapter 5, | will compare and contrast my
snalysis with one based on thematic relations in terms of explaining well-formed passives in English,
acceptable question and answer pairs, and linguistic inference relations. | claim that—there is Hme.
convincing linguistic evidence to support the use of labels such as "Theme’ and ‘Location’ in a.formal
onelysts of categor fcal sentences. ~

The next task will be to adopt a syntactic analysis, f.e., 8 structurai categor 18l description of
glementory sentences containing ‘be’. this is the subject of Chepter 2

. (

-
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~ Chepter 2
Syntactic anelysis of cetegorice) sentences

This chapter concerns tt;e syntax of elementary sentences containing ‘be’' in English. My
main objective here is to outline the syntactic notions nndspr\nctp!es thet are essentiel ltor on adequete
description of subject-predicate relations. As a besis for expleining how speskers interpret these
fundamental relations, it will be necessary to present 8 more daltai'\ed analysis of the phrasss that
function e the subjects and predicates of elementary sentsnoss.

The structural gnalysts that | assume for well formed elementary sentances wes diagremmed
in 2 of the Introduction. Basicnllv L will apply the mnerotive gystem of syntactic analysis known as
the “government and binding thoory (68) (Chomskx; 1981, 1982). ehomsky (1982: 4)
distinguishes two "perspectives .. In the study of grommer, one which emphestzes rule syslams end
the other, systems of principles.” As | noted in 1.1, current 0B reseorch in grammar (especially
syntax ) focuses on U\estuw\of systems of principles. The lendsncy 1s to sttempt to sliminate the rule
systems in favour of “principles and parameters” of universal grammar (UG). (Chomsky 1986: 2).
In general | agree with the thrust of the current research programme. In this chepter | will assume
thet lexicol categories are defined by inherent lexical properties end that the principles of .X-ber
theory can account for the besic syntactic structure of elementary sentences. But | do not find thet 1n
every case the subsystems of principles are superior to the elements of the ruie systems thet they are
supposed to replace. In perticuler, | will argus here against 6-theory in favour of  strict
subcategorization (which is a device ien from the treditionel rule system). in section 2.1, | will
arque that 6-theory is inadequats as a basis for the Projection Principle ond the structural anelysis of
slementary sentences containing ‘be'. (F urthermors, if e—theory is equated with thematic mlottons it
is als0 inadequate as a basis for semantic interpretation, 8 | shall dsmonstrete in Chepter S.)

| sssume that the syntactic chomponent generates well-formed sentences (S-structures) thet
serve 8s input to the interpretive components of the grammer. An important task for ssmentics 18 to

determing how the meanlng of 8 whole sentence s formed from Wmﬂm structures thet ore
) ' S
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‘ reloted to seperate syntactic gonsmuants of the sentence. The theory of linguistic semantics that is

assumed 1n principle within generative grammer is & compasitional interpretive samuit}w According
to the compositionality principle the meening of o sentence is determined by the meening of the
Jexical items it contains end santgm structure. Mors precisely, the sense of a given sentence depends
upon the conceptuel constituents that are m&lated with the individual lexical items it contains and the
stiructural ralatlons among the lexical items as defined by sentence grammer. Assuming the
compositionality principle s 8 basl{%gfor working out the connections between form and meenting, s
crucial to make the notions underlying the syntactic linking of sentence constituents more egplicit.
For interpretation, the relevant structural relations among syntactic constituents include precedence
and domnence relations. Following Katz'and Fodor ( 1963) who outlined the first semantic theory in
the context of (&) generative grammar, the rules of sementic inte;'pretatim ore su;)posad to operate
compositionaily on phr;m markers, from the bottom to the top of the phrase marker. Applying the
compasitionality principle to X-ber structures, lexical meanings would be assigned to each terminal
sloment and then combined &t the phresal nodes, eg., [XP.¥P], [VP,I], and.so on, until on

_ interpretatton is essigned to the whole sentencs (1*).

Thus an essential pert of tm)spedter's sbility p interpret sentences of natural languege is the
prior ability to analy2e thess sentences syntactically. A besic working principle (Lm | will assume in
this work 1s the thesis of autonamy for synta. In an aulonomous syntax, 85 generative syntacticlans
oftan emphasizs (a.g., Chomsky 1957: ch. 9; 1977: ch. 1; Cultcover 1976: 45; Radford 198l 12-
13), only syntactic arguments are edmissible for the justification of syntactic structure. Hence 1 will
attempt to base the arguments preseditad in this chapter solely on syntactic evidence.

The first step of the analysis of elementary séntences containing ‘be’ is pursly syntactic. The

present chapter is in thres perts. First, in 2.1, | will discuss the NP-YP structure of sentences and -

some altarnative syntactic unwsasa’mjact-pmm relations. Sections 2.2 and 2.3 will treat the

. Internel structure of the sub)ect and predicate phrases. Tho sub]ect is mo)yzad configurationally as

(NP" lmmwmtsmlymas[vp 'l TMWW(W)M&‘MWMM‘W
'be’ plus an obligatory complemént, which may be a noun. phrase (NP), an adjective phresa (AP), o

3
7
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prepasitional phrase (PP) o another verb phrase (VP). In 2.2, the most substantial part of this
chepter, | will fnvestigets the question of the syntactic oategory of‘be'. | will argue thet ‘be’ 18 a verb.
In 2.3, | will present a syntactic snalysis of the NP that functions as the subject of cetegirical
sentences and the NPs, APs, PPs and YPs that may function ss predicete terms.

2.1 The NP-YP subject-predicate structure of sentences

Given that sutjact snd predicats ore correctly snalyzed e relationsl notions (ss | hive
argued in 1.2.1), the next questions to answer ere the following. For subject end predicats, what
are the slements that are ralated? If NP and YP function respectively as the subject mdcfthe predicste
of a sentence, s traditionally assumed, then what are the principles by which thess phrases are
generated and combined to forfp a sentence unit? The basic questions here concern the essential
constituents of elementary sentences and their p;‘eperuea

Within generative gremmac, the principles of X-bar syntax sre generally assumed to @ount
for the internal structure of phrases and for structural generalizations across categories. All mejor |
phrases are analyzed as maximal projections of & particuler texical category X, which 1s celled the
* *"lexical heed.” Phrases (XPs) may contain phrases or other constituents thet function as specifiers
or complaments of the lexical head. (For a dstatled account, see Jeckendoff 1977.) Given thet genaral
principles of X-bar syntax con account for the internel structure of £hrasas. acoording to Chomsky
(1982, 1986) there is no nead for specific phrau structure rules for this purposs. As pert of the
r " programme to eliminats perticuler ruls systems in favour of principles end parameters of UG,
} Chomsky (1986: 3) states thet “phrase structure rules con wparont}y be dispensed with entirely.”
In order to account for the overall structure of 8 sentence, he would extend the principles of X-ber
‘syntax to clausal structures s well. if a sentence unit is assumed to be the maximel projection of the
clousal category called “Inflection” (INFL), the sentence unit being analyzed os (P, then o specific
phrase structura rule such as 'S » NP INFL VP' 15 considered redundant. The structure of English

' . gentences i3 {llustrated by Chomsky ( 1983: 3) as follows.
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1 §=1"= [N [{INFL [ypV ..]]] : -

!

For lexicel cotegories such os Y, "the choice of complements is supposed o be determrined by the
Projection Prmcipl‘e.“ occording to Chomsky. This principle cleims that representations st eech
syntactic level “are projections of lexicel properties, such as the subcategorization frame and/or 9’-
mark ing capecity of the lexical head. The inherent features of INFL include [agreement] and [tense].
The [ tense) festure presumably means that INFL requires o Y constituent. It is further assumed that
the NP specifier of the sentence (or of INFL) “is required by the Extended Projection Principle”
(Chomsky l98§:4), which mersly stipulates thet all sentences require subjects (Travis 1984: 17)
Chomsky suwasts thet this principle could be derived from “the theory of predicstion in the sense of
Williems 1980, olu;o lines suggested in Rothstein 1983." (Chomsky 1986: 92: n.4). In fect,

Rothstein ( 1983) claims explicitly that her account of predicetion makes 8 phrase structure rule for’

the analysts of sentence sir-ucture redundant,

In this section | will briefly examine certsin elements from the proposais by Williams and
Rothstein concerning the syntactic structures underlying predication or subject-predicate relations.
The deta considered fn both of thess approaches are broader than the scope of my dissertation. This
will not be an exheustive review of either one of them.

One opproach in the current litereture would account for predicstion by coindexing. This
procedure wes introduced by Willlams ( 1980) and has bean adopted in principle by Culicover and
Wilkins ( 1984), Hornstein ( 1984), and others. The other q)prmdw proposed by Rothstein (1983),
estabiishes o rule of predicate linking, which is indicated by superscripting.  While | agree with
many points of these analyses, | find that neither is quite adequate as it stends to account for subject
predicete-relstions. in general, | shall argue that the representation of pu;edimtlon by colngaxing is
basically misleading, since this procedure is explicitly linked with eorrefer;sntialtty Hence
coindexing is inappropriste for predication, which is a different phenomenon. On the other hand,
Rothstein's rule of predicate linking, which is not associated with co-referentiality, does not
ound{\etely succeed either in eliminating the need of a phrase structure rule for the analysis of

|



sentence structure The problem 1s basicallv that Rothstein states ner rules and principles 1n terms

o1 relational notions. while the phrase structure ruls s stated in terms of svntqctlc cateqories in
connection with this. | would arque for the interpretation of the Protection Princtple 1n terms of
strict SUDﬁtegorizahon rather than B-marking Thete tgeorv does not purport to sccount for the
d1strlbut§0n o1 the predicate complements of _hnkmq verbs such as ‘be’ while subcateaor12stion can
account?o?‘éll cbmpleinentarv terms, 1rrespective ot their runctions | !
~,  The svnteetic mechanisms that s-eem assential b account ror sentesce structure and subiect -

predicate reiations. | claim. basicallv include the Tollowing x-bar theorv. the 1nherent teatures of
the/ head 01 8 sentence and those of the heads or phrases. strict subcategomza;won, Ltooether with the
Frotection Prmmpﬁe; and generallpr\mc:ples o1 compositionality For instancs. | shall assume that the
w(mherent reatures o1 INFL [tense] and {agresment) can account 1or the obpoatorv NP (subtect/ and VP
( predicate s positions 1n the phrase structure 1llustrated in | above The [agreement] feature makes
INFL a two-place relation. which could ensure that two lexical catecoriesswill be selected ror well
Tormed elementary sentences Une of these obligatorv lexica! categories 1s assigned tense ( 1n 1act. iths
Tnite) hegoe it must be ¥ But why must the second category be N? Is there a reason that 1s
connected with the 1nherent properties o INFL, 18, {tensa] or {agresment)? Perhaps 1t could be
established by considering which féatures of the relevant syntactic categories must agree with gach
other Al least In Enghish. agreement 1s required 1or the oniv featurs that 1s overtly markedt which 1s
number t stngular or plural) The onlv two syntactic categor1es thet are marked for number are N and
Y owince an elementary sentence may have onlvy ong phrase tVP) Inflected 1or tense. t‘e other
svntactic categorv that 15 oblhigatorv must be N | will assume that the linking pr"the meximal
protections or the obhigatory N and ¥ ce;tegomes 15 adequately represented bv a herarchicsl phrase
marker or bv lsbelled brack‘etmg. at !east‘ for elementary Sentences FPredication s tyected

AN

automaticallv by the maximal protection of INFL with 1ts requisite specifer and corﬁplement phrases

N

Now &s Tor the claim that the subsvstems of principies involved n predication can make certain rute

svstems \ such as the PS rule for S and strict subcategorization) redundant. | will conclude here that
, “ . N -
the PS rule for the analvsis or S may be considered redundant. but not strict subcategorizstion (It 1s
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not certsin thet this account 1S actually more elegant than the simple phrase structurs rule 'S »NP
INFL VP, especielly if we assume “that thess symbols are sbbrevistions for certain inherent
properties. The main advantage is that we can account for the structure of S (IP) by principles of

X-bar theory )

2.1.1 Predication by coindsxing
We should expeg) 8 comprehensive trestment of predicstion to account for the reletions

' between the expressions thet function as subjects and predlcotgs not only of sentences or main cleuses
(defined by Chomsky (1965: 71) as [NP,S) and [YPS], ;‘especﬂve]y) but also those of "small
clouses.” (However , only the former, not the latter , o directly relevent for my dissertation. | will
therefore be less interested here in the analysts of predication with respect to small clauses.)
williams ( 1980) adopts a rlle of coindexing which would assign the same indices to the expressions
thot he analyzes as “subject” and s “predicste” acoording to his hypothesis. The rule states: "Coindex
NP and X.” (Williams 1980: 206). The “predication relation” is said to hold between the NPs and AP's

s under 1ined'and coindexed in the following sentences.
.
4

The main worry is that, &s Culicover and Wilkins ( 1984; 23) axplajh, the sdjective phrases in 1 (b-
d) “would receive no interpretation since they would have no deep grammatical relations or thematic
roles on their own and as they are not part of a constituent that has been assigned such relations.”
Williams ( 1980: 206) exemplifies that, besides an AP s in 1 above, 8 predicate can also be a NP, PP

or VP, respectively. Ttiesa ore his exemples, in which the predicates are underined.
\
. 1’ .
2 (a) John mode Bill g doctor. (NP)



/ ' 117

2 (b) John kept it pear him. (PP)
(c) Johndied (VP)

Willlams does not sy explicitly whether the enalysis of YP, as predicate (s in 2 (c)) would apply to
all of the sentences In 1 and' 2, but presumably 1t would As for the analysis of the AP 'sad  as
. "predicate™ in 1(a) whers itfunctions as the complement of ‘be’, Williams mey oantlcl;mte his (1984)
analysis of the copula as auxiliery. (See 2.2.1 (1) for detetls.) 4

Other morphosyntactic reasons for postulating 8 procedure of “copular coindexing™ are given
by Hornstefn (1984: 92-95). These include agreement of number and gender bétween the phrases
that “flank the copuls™ in French and other \\\rwm Here is an example from French.

3 (a) La vie est bella -
(b) Elle est beau (*)

One might e;[so add agreement of case ( nom intive) for categor fcal sentences fdermen, e.g.,

-

4 (o) Er; It metn Monny .-

‘

(b) Er ist meinen/meines/meinem Mann (*)

Williams claims thet the syntactic principles that apply in the procadure of predication by
coindexing are the same as those of government and binding by movement In other words, “the indices
assigned by ... predication” are of the semé type os those assigned by'trmorr’n’wm (mov‘g ); fe.,
they are “referentiel” ( Willlems 1980: 205). Here he would extend the notion of co-rofarent/o/lty
to t{w predication relation. In particuler he observes thet “every predicate must have an entecedent.”
(‘Williams 1980: 205). In loter works (Willlams1981; Travis eand Willlams 1982-83), (M

A

1in generative grammar , coindexing procedures ore often used to mark peirs of constituents in
8 sentence for co-referentiolity. Phroses marked with the same index verisble 88 in (a) below ore
assumed to be used by speekers to refer to one and the same entity; those with different indices &s in
(b) are assumed not to be used to refer 1o one and the same entity.

(8) Deley knows herself| '

. (b) Deley knows her,
The syntactic conditions for co-reference are studied in detetl by Reinhert ( 1983).

-~
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antéadent, or the subject of XP, is defined as “the external ergument” of XP, rather then internally
with respect 10 a clause or XP, 68 defined by Chomsky ( 1965, 1981).
A syntactic condition of c-commend on predicetion stales: “IT NP and X ore coindexed, NP must

c-command X or 8 variable bound to X.” (Williams 1980: 206). Furthermore, the subject-predicate

ooindexing must hold ot a separate level of repressntation called the reutkats structure (PS) of @
sentence.” (Williams l;BOr 205). Like Willlams, Culicover and Wilkins ( 1984) also adopt
cofndexing prooedures. Their syntactic conditions under lying subject-predicate relations are defined
in terms of “bijacency,” which i3 similar to Williams' notion of c-command In all cases, & predicate
must be bijacent to its antecedent, 1.6., the phrase analy2ed 83 predicate must itself be a sister or be
domineted by & sister of its antacedent, according to Culicover and Wt.lkins (1984: 25).  They
proposs, however , thet predication be defined at D-structure, rather then at a separate level such as
the PS that Williams posits. For them, predication is a process that is defined by onty one of twg rules
of coindexing. in other words, thei: rules of coindexing cover two domains. One set.of rules coindexes
NPs and “predictes,” enother, NPs o “dapendents.” They distinguish between cases of "true
predication” (e.g:, sentences 1 (a)-(c) above) and control of dependent complements (e.g., 1 (d) and 2
(b) sbove). Let us examine their definition of the term 'predicate’ (Culicover and Wilkins 1984:;
24-25).

A predicate s sny non-propositional major category XM immediatsly dominated by V™,

that bears neither a DGR [1.6., a deep grammatical relation such as subject, direct or indirect

object—ems] nor a themalic role. ... A arapes/tian is a verbal element together with its

complete argument structure. An S (or S°) is a proposition as it contains a verd and all its -

relotod thematic relations. The result of coindexing for predication is the creation (... the
completion) of a proposition. 2

| By definition then & predicate for Culicover and Wilkins is the maximal projection of a lexical (non-

propositional) category X that is dominated by V. Predicates include the complements of linking verbs

-

2 This notion of pArgoosition s different from the one | sssume. In my introduction,
propositions wore cheracterized as the “"beerers of truth values.” Clearly much more is required
besides coindexing of NP and XP in sentences of the form [NP be XP] to complete a proposition. At leest
a referent must be assigned to NP and XP must be predicated of the refersnt. As Searle (1979: SS)
claims, meking & proposition, 1.6., ascribing properties to a referent or referents, is & “speech act.”

For Cultcover and Wtlkins, & proposition is a pursly linguistic entity.

4 B
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such as 'be’. while dependents are the complemefits o1 other classes of verbs. Including ‘beheve'.

‘gxpect’. ‘Torce’. "hope’. 'trv'. ‘want'. atc.3

Ingeneral. as 1t 1s analvzed hers. predication 1nvolves relations between NP { sublects ) and
attributive xPs ( predicates). withor wnh‘out 8 verb hinking the subyect and predicate phrases. Let us -
consider agaln the tvpes or sentences ror which Wilhams first proposed his hypothssis concerning

predication and Tor which Culicover and Wiikins also provide an analvsis.

1 (8) John, 1S Saq,
(D) John ate the meat; raw,
(¢) John; ate the meat nuge

For sentencés | (b) and (¢). Culicover and Wilkins claim that the predicate phrpasas must be attached
to dirferent nodes of the YP. since ‘raw’ must be coindexed with the direct oblect while 'nude’ must be
coindexed with the subiect phrass The AP “sad' 1n (a) would presumablv besr the same relastion to the
subtect ‘John' as ‘nude’ does in ( c% | have no criticism to ofter concarning the var1ous phrase markers
that Witltams ( 1980 or Culicover and Wilkins ( 1984 33) would propose tor the analvsis or the
sentences in | above Rather. | will simply point out the general aspects of this approach thet | 1ind
questionable.

| have two basic questions concerning the coindexing procedure apphed to subect-predicats
relations  First. ror elementarv sentences. 1t 1s not clear why 8 svntactic rule or coindexing
« "Coindex NP and x, where X 15 a8 predicate.” Culicover and Wilkins 1984, 25) 1s required for the
representation o1 predication in addition to a phrase structure analvsis of the sentence unit Sublect

' .

and predicate phrases are exphcitly linked 1n phrase markers or labelled bracketing In the context or

my cissertation, a morse serious charge 's the following | cleim that the value or the coindexed

SCulicover and Wilking analvze bere infinitivals as YP complements of certain verbs rather
than as sentential complements. They have no need of PRO &8s & syntactic construct in their theory,
unlike Rothstein (1983: 155-156) who would snalyze such embedded sentences 8s instances of
clausal predication.  Since the subject of my dissertation concerns only some csses of "true”
predication (1.6.. only slementary sentences containing ‘be’ and 8 “predicative.” es described bv
Jaspersen 1933: 124), | will not consider senke{\ca types containing either embedded sentences or

other verbs with infinitivals v

. D
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representations 15 limried because the coindexing procedure 15 used to‘represent sev?r%fferent
phenomena at the same time Thus the representation of ssntences contening 'be’ obteined by the
coindex1ng procedure 13 especially probiematical 1f 1t 1s expected to be taken seriouslv as a‘ basis for
semantic interpretation. Furthermore. what the condices are said to represent 1n the theory of
predication 1s questionable For instance. the claim that the expressions that function as subjects and
predicates are co-referantial needs to be clarified. 1115 not at all obvious 1n what way the expressions
‘John' and 'sad'. for example. could be taken as co-referential, and anvong who makes the claim that
they are should explain how 1t 1s possible it could be that for & sentence sﬁh a(s 1 (8).1f 1t were true.
one could sav that the referent of 'John' would be 1n the class denoted by 'sad’. but this in no wav
1mphes that a speaker would be referring to John when uttering the expression ‘sad' Co-reference 1s
supposed o hold between pairs of NPs. while the grammatical relation of predication 1S supposed to
hold betwesn NFs and any XP that 1s predicated of the referents of the NPs. (The claim that the

=

adiuctive or AP 'sad’ 1s “referential” at all needs to be explained What 1s 8 "referring expression?”
tcf.‘p.q.. Jackendoff 1983 ch. 4). The qusstion of the ssnsse and r/t;ference of expressions that may
function as subects or 8s predicate complements 15 much too complex to consider at this time In
Chapter 4. | will explore this question 1n some detarl For the moment. the 1ssue 15 the procedure of
coindexind for predication) If the same indexing device 1s to indicate both co-reference and
predication. among other relations. the main problem is the sheer ambiguity of the repressntations
Furthermors. 8 Hor nstein suggests. the procedure of cotndexing may 1ndicate other morphosyntactic

reletions as well. e.0., agreement of gender or case. But for semantics, )f the representation 1s

ambiguous (1.8.. 1f the same symbols are used simultaneously to represent different phenomena),

1t 1s unclear what value 1t can have for interpretation. much less as a be

stated n terms of categorial structure. rather than in terms of the corresponding gré

functions.

&
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2.1.2 Rothstein's analysis

Compared to Wilhiams and Culicover and Wilkins, Rothstein de-emphesi2es the repressntation
or predicate’ linking  However, she makes ; sharp distinction between the phenomena or predication and
co-referentiahty es indicated bv coindexing under the binding theory (Rothstein 1983. 107)
Accordingly, she uses subscripting to indicate co-reference and superscripting for predicate linking
I successtul. asyntactic analysis which recognized this distinction would automatically be preferable
to Culicover and Wilkins' and Wilhams' as a basis for the semantic analvsts of elementerl sentences
containing 'be’

vWT:I le Rothstgln’énd Williams agree on certain detatls of syntax, she apparently sees no need
ror a separate level of syntactic structure for_' linking predicates with their sublects Her rule ot
predicate hinking (tor English) applies at S-structure (rather than PS as posited by Withams or at
D-structure es\propc‘)sed bv Culicover and Wilkins) Rothstein's rule claims that sl predicates
require subiects More sp:émcallv, Rothstein wishes to express the requirement “that everyv
svntactic predicate must be closed bv being linked to an app;oprlate syntactic argumant. 1ts rormal
sublect' " (Rothstein 1983 13-14) Her rule (Rothstein 1983 27) is stated 1n two parts as
10llows

Ay

() Every non-theta-marked XP must be linked at S-structure to an argument
which it immediately c-commands and which immediately c-commands it

(b) Linking is from right to left (i.e., a subject precedes its predicate)

Although 1t 15 not stated explicitly 1n the rule, a subject must be either NP or S, which are the only
glements that can close q\predicate. According to the first part of Rothstein's rule (1983: 27) the
subject (NP) must c-command the predicate XP and the predicate must c-command the subject s well
Rathstein’s definition of c-command fs &s foliows: “ox c-commands B if and only if every maximal
projection dominating o also dominates B * In the relation of mutual c-command, o and B simply share
all maximal projections.  According to F}othste?n, this principle accounts for the distribution of all

non-argument XPs and, more important for her, 1t requires that cleuses have phrases thet function es



subjects, too. Given her rule of predicate 1inking, she asserts that a phrase structure rule for the

ondlysis of S is redundent. .
The following types of subject - predicate relstions fall within the domain of Rothstein’s rule of

predicate l%}nkino Subjects are under}ined here and predicetes are bracketed.

S (o) John' [gave Mery the book)! yp
(b) BALL' (eets cartats! [rowlspllyp
(c) Hat [drinks tan) [with suger lipp]lyp L
(d) She' [thinks himl [a fool}yel'vp
Following Williams ( 1981), Rothstetn would define 8 subject, not internally with respect to a
cleuss or XP as Chomsky ( 1965, 1981) does, but as the external argument of & particular (non-
arqument maximal projection XP) phrase (Rothstein 1983: 130). Chomsky's éﬁbject of & sentence
would be for Rothstsin the subject ?f 8 VP or its external argument, which may be selected by the V
head and assigned o e-qole. For convmiam;a. Rothstein refers to YP-NP predicate-subject relations as
instances of “primary predication” end adjunct-NP predicate-subject relations as instances of
“secondary predication.” In her dissertation, Rothstein details the syntactic conditions for both k;nds
of predicetion. Primary predication i3 essentially clausal or sentential, while secondary predication
ocours in “small cleuses.”  Next | will 1llustrate her definitions of ar/mary ond secandyy
predicates.
Primery predicate: X is a primary predicate of Y if and only if X and Y form 8
constituent which is either theta-marked or [+INFL). .
The following examples contein primary predicates (underiined), according to Rothstein's dsfinition
(1983: 162) ond enalysis. Sentences 6 (b)-(f) each contain two instances of primary predication.

Except for 6 (a), | indicate onty embedded instances.

6 (o) Jobn i3 sad
Yy
(b) Thet (John {s late] is disturbing
(c) John persusadad:him [ PRO tg leave) -
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6 (d) | made {John aaval
(8) | chnsidered [John (to be) a fooll
(1) We distiked [John's Jeaying)

The examples in 6 are taken from Rothstein (1983; 155-156). Her definition (Rothstein 1983:
167) of secondry pradicots s as follows.

Secondary predicate: X I8 8 secondary predicats of Y if and only If Y s an NP thets-
marked by o lexical head other then X and is dominated by S.

N

Rothstetn distinguishes two classes of secondary predicstes, called “resultative” and “depictive”
predicates. Below are some of her examples ( Rothstein 1983: 35). The secondery predicates sre
under1ined. The example in 7 () s resultative and those in 7 (b) and‘(c) ore depictive.

7 (a) John psinted the car rad
(b)Bi) ate the corrots caw.
(c) Tom met Mary drunk.

Resultative predicates apply to (the referent of) the direct object of 8 verb that denotes a changs of
state, 6.g., ‘paint’. This kind of predicate expresses a property thet applies to its subject as o result of
the action denoted by the Amm verd. Rothstein claims thet there is & "close connection” between the
main verb ond o resultative predicete, which must always apply 10 the referent of a direct object.
Depictive secondary predicates, s fllustrated by sentence 7 (c), which fs ambiguous, may apply to the
referent of either the subject or the direct object of the main verb.

I will not examine the varous syntactic structures that Rothstein proposes for these sentence
types or comment on the way the notions of ;b‘mo/s&m ond the resu/lat/ve-dapictive distinction
would be correlated with syntactic structure.4 Although | find this sementic distinction interesting, |

-

4 There are undoubtedly semantic constraints on the applicability of secondery predicates to
entities just as there are for primary predicability. There may be additional constraints in the case

of secondery predication since it must occur in the context of another predicate. Rothstein’s analysis
does not purport to account for these sementic constraints and | will leave this fssue for further
reseorch.
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do not consider 1t to be directly relevent to the main topic of my dissertation. My problem concerns

the semantics of elementary sentences containing ‘be’, and all of the examples of secondary predication
discussad by Rothstein (&by Willtams ( 1980) and Culicover and Wilkins ( 1984) for that matter)

contatn main verbs other then "be’. Although elementery sentences cmtaimng"be' are all instances of
primary predication, according to Rothstein's hypotﬁesis, it seems reasonable to maintain o
distinction between primary and secondary predication that is comperable to hers. Generaily
speaking, | would prefer Rothstein's definition of pragicsds to that of Williams and Culicover and
Wilking. They consider the predicate of the sentence ‘'John, is sad' to be only the AP 'sad’. Rothstein
would consider Yhe predicate of m\%lemmta'y sentence commniné ‘be’ 10 be parailel to tﬂhat of a
sentence containing the verb"aat', fo&exampla In her analvsis, the predicates ‘are corrots’ and ‘eats
carrots’ would have parallel syntacttg&structures and olso the same relation of predication would hold
between these predicates and their s,t;bjects‘ | agres completely with this aspect of her analysis.

The mein difficulty | find with Rothstein's onalysis of predication is partly the
characterization of the notion of SUQ/&:( Here | am pot contesting its property of being “external™ to
the predicste phrase. For Rothstein, the subject of a primary predicate must be an "argument,” v:hne
the subject of & secondery predicate X must be “an NP theta-merked by a lexical head other than X." In
my view, A® i3 more appropriste as a defining property for 8 gremmatical subject than a*a.mm'tis‘
The requirements of 6-rharking or argument stetus of the NP are too restrictive, and as a
consaquence, Rothstein's treatment of post-NP predicats linking is incomplete.  As far as | can tell,
the main sourceof the difficulty is her use of 6-theory rether than the conventional system of strict
subcategor 12etion. Obviously syntactic positions for predicete complements, which may be obligatory,
cennot be established by principles of \O—thsa‘y. though they cen be established by strict
subcategor izetion. Strict subcetegorization provides a syntactic constraint, however, not a sementic
one, although it hes semantic implications. (See Chomsky 1965, |981.) Al ftems thet appeer in wgll
formed syntactic strings must be interpreted. Predicete complements, as well 8s arguments, must be
interpretsd. Rothstein considar's secondary pradiostes to be adjuncts. Accurding to Jeckendof? ( 1977:
S7-61), adjuncts may function es restrictiveor nornstr{cﬂve modifiers of perticular XPs. Thus, it
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s not ot all cleer thet sscondary predication s described here 1S limited to certain closses of main
verbs, es implied by Rothstein's enalysis. They are certainly not limited in this way if sscondery
predicates are analyzed 83 restrictive or nonrestrictive modifiers.

To illustrate the problem, | will consider the question of whether or not sentences containing
‘be’ would permit secondery pgpdimﬂm. Rothstein does not bring up this subject in her dissertation.
However., | should note that her study of predication does not focus on 'be’ and copula constructions.
She devotes only iwo short éactions to these topics (Rothstein 1983: 136-143). Gtven her syntactic
onalysis of secondery predicates as adjuncts, | would orgue that it is surely possible to epply
secondery predicates to the predicate complements of ‘be’. Perheps from a sementic viewpoint, one
might choose not to call this phenomenon "secondary predicetion,” but something like “predicste
modification.” The main point | wish to emphasizg here is that bhgth phenomena involve some of the
same syntactic structures.  In the following exemples, the complements of ‘e’ are expressly
indefinite. The sacondary predicates ( that modify the predicate complements) are underlined below.

k]

8 (a) T\hts is acup of tea, hotling hot,
(b) That is a strawberry much tao ripe.
(c) He s & new taacher Iatrning bov 10 comput ordes
(d) Max is a prisoner on parole.

—

For sentences containing 'be’, the secondery predicate modifies the type denoted by the predicate
complement. According to my semantic analysis of categorical sentences (for details sse Chapter 3),
the referent of the subject NP is said 1o belong to the type dencted by the predicate complement. Since
the secondery predicete applies to the type to which the referent of the subject belongs (in case the
sentence i3 true), the secondary predicete would automatically apply to the subject as well.
Although an adjunct of the predicate complement of ‘be’ would not aiweys satisty the definition of
seCondary predicate as proposed by Rothstein, it nevertheless shores some syntactic attributes with
depictive secondery predicastes. For instance, all of the secondery predicetes (or predicate modifiers)
under lined in ( 8) above may be correctly ( grammatically) linked to the predicate complement of ‘be’
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C by constructing appropriate relative clouses containing aform of ‘be’. And whatever is denoted by the
direct object of ‘eet’ or the predicate complement of 'be’ may be questioned in the same way. Consider
the following examples.

o 9 (a) Bill ate the carrots raw.

(b) Bill ate the carrots that were raw.
(c)'BiM ote whet row? ,

(d) Whet did Bill eet t raw? The cerrots.

10 (a) This 1s & cup of tea, boiling hot.
(b) This is & cup of tea that is boiling hot. '(
() This is what boiling hot?
(d) Whet is (this) boiling hot? A cup of tes.

11 (a) That is a strewberry much too ripe.
(b) That is 8 strawberry that is much too ripe.
(c) Thet is whet much too ripe? (?)
(d) Whet is (that) much too ripe? A strawberty.

Of cour*se there are some systematic differences between the syntactic behaviour of NP direct
objects of relational (two-place) verbs and NP predicete complements of 'be'.' For instance, the
predicate compTament of 'be’ can never come -to function es the subject of & passive sentance. However,

~ the observation | wish to emphasize hers is simply t‘ma From a structurel viewpoint, sn NP thet
‘e functions ss the direct object of ‘eat' may be identical to an NP thet functions &5 a predicets complement
of 'be’. Thedirect abject of ‘est’ would be analyzed 83 an argument, while the predicate complement of
the copuls ‘be’. would be a noan-argument. Rothstein's syntactic anelysis of predication is directed

/
thmtmmmommaserwmmsor 83 non-arguments rether then toward the

-

common Syntactic structurs thet ali§Ps potentially shere. Her account of subject-predicats relations L

( J 1s stated in functionel terms. As a result, it neturally misses some syntactic generalizations. Above

R
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all. the analysis fails to account for the fact that 1t 15 possible to apply ‘seconderv predicates to
predicates or to predicate complements as well as to arquments.
Although 1t 15 cartain what Rothstein's h?pothasw would predict with respect to the sentences

m {8). 1t 1s not certain exactly how she would analyze them. She considers that there are two lexical

items 'be’  There is & 'be’ of identification or identity (& verb) that assigns two 6-roles and the copula
'be’ that assigns no 6-roles. Since secondary predicates must be linked to arqument XPs that are
assigned 8-roles, according to her hypothesis, 8 (a-d) could contain secondary predicates only if 'be'
were analyzed there s the 'be’ of identity ( Rothstein 1983: 136-138). | am not sure that Rothsten
would n fact analyze these sentences as 1dentity propositions. | would not do sB'mvsew. However, | am
unable to distinguish bstween the verb "be’ that is said to assign two 6-roles and the one that is said to
assign none. Therefors, | do not see how_ this part of Rothstein's hypothesis could be falsified. It does
not give clear criteria by whigh to distinquish between the predicats complement of a copula and the
8-assigned object of the verb ‘be' of identity. (The conceptual analyses of 'be’ as "sequelive" or
“predicative,” among others, will be discussed in Chapter 4 )

AltHough | would support many aspects of Rothstein's approach to the analysis of prlhorv and
sacondary predication and her notions of sugyact (in part) and praghels | do not believe thet her
principle of predicate hnk ing succeeds &s it stands on its own. Rothstein’s rule of predicate linking 1s
said to complement the 6-Criterion. The latter would account for the distribution of arqumént NPs,
wmle the former would account for the dlstrlbution of predicate XPs. Do these two principles togather
aocount for the well-formedness of sentences to the extent that a phrase structure rule, such as 'S -
NP INFL VP' 1s redundant. as Rothstein claims? This has not been demonstrated conclusively. Althouohﬁ
her analysis sometimes requires INFL 1n sentence strings. she analyzes it neither as the head of S nor
as part of an XP. In fact, she claims that S 1s not the projection of any category (Roihstetn 1983 18)
But 1t seems that Rothstein may be attempting to get too much for free. To specify the well-formedness
of a sentence, it is nat sufficient to declare that predicates need arqguments and thet arguménts have 6-
roles. What seems necessary as a first step is to have a string of lexical items to which the terms
‘argument’ or 'predicate: could apply. The main problem 13 that Rothstein's rule of predicate linking
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4 .
presupposes-that a well formed string contains @ “non-theta-marked XP" that funcfions as precichte

" {Rothstein 1983 27) But she does not propose a mechanism that would guarantee thet s:trmos @
have XPs that coliid function as predicates or Xs that are capable of asslpmng 6-roles Tdeta-roles that
are listed in the lexicon must be assigned by syntactic principles But the 8-Criterion 1’s gdesigned 1o
account for argument XPs. not for predicates » Since strict suocatetjomzatlon 1s apparently (not

assumed Rothstein's hypothesis could not rule o% ungrammatical strings such as the following

r

(alJtis (*) ‘
(Mirs (*) o
(c)itishardly (*) /
(@) isnotonly  (*) 7T - /
: 15 not only /
N
Assuming INFL as the head of,S, with {ts NP specifier and YP comblement obligatory, then

-

‘strlct subcatagquzatlon, along with the Projection Princtgle, would ensure that predicate XPs occur
tn well 1or med sentences containing ‘be’, as a prior cpndﬂlon for predicate hnking  Subcategorization
1S necassary not only ror copular verbs like ‘be’, 'seem‘,l etc , but also for other classes of verbs that
strictly ;Jﬁcategorlze tor predicate compléments Thess complements. like some direct or indirect
obiects, mav be optional . 8s 11lustrated here ror sentences containing ‘elect’
}S (8) They elected him (president) .
He was glected ( president)
(b) They consider him (td be) sophisticated
He 15 wnsrder/ed 5;}0 bef) sophisticated
He 1s constdered ( *)

tven when it Is omitted, an optional complement would be implied anyway For jnstance, if someone
were glected, she/he would be elected as something. If someone were considered, she/he would be
considered 8s something, for something or to be something else

I will conclude this section by noting that my dissertation concerns elementary sentences

containing ‘be’ which are always instances of primary predication. | have nothing further to sy in

-

4
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this work-about the notion of secandry predicalion | The syntectic snalysis that | will propose in the
remaindsr of this chapter assumes the device of strict subcategorization, which, with the Projection
Principle, will ensure that subcestegorized phrases (whether they function as arguments or as
predicetes) are presant at every level of syntactic structurg. | will assume none of the principles of
6-theory, but, given INFL as the head of S and strict subcategorization, | would suqggest that it i1s 0-

theory that is redundant

2.2 Syntactic category of ‘'be’

The syntactic cotemrlzaiim of any expression involves at leest three inter related issues. The
primary question concerns its inheren{ syntactic properties. Awordluto tradltional gremmar as
well as generaﬂve orammir the inherent category of any given 1ex ical item can be determined
strictly on the basis of distributional criteria That is, lexical categor Ies ore taken as substitution
classes which can be ver ified by paradigmatic substitution tests The procedure fs based on 8 principle
which may be expressed roughly as follows

Two lexical items belong Lo the same syntactic category if and only if one can be replaced by

the (corresponding grammatical form of the) other in sny sentence preserving sentencehood,

i e, the result being itself a grammatical sentence.' S
Related questions concern the relative independence of the expression (?s evidenced by movement and
anaphoric relstions) and dominance relations with respect to other éateoories that mey co-occur
within the same hierarchical phrase structures In some versions of ?nerauve grammar, the
structural positions ( both linear and hierarchicsl) of & lexical item are sssumed to be stipulated by
recursive phrase structure rules which refer to fts yntactic category (or more precisely to the
inherent properties that define the syntactic catmy)'lw instance, the mejor lexical categorfes are

defined In terms of the features { N} and [V]. Thecotamrynoun is defined as [ +N, -V}, verd [ -N, +V},

adjective[+N, +Y}, and prepgsmm (-N, -¥]. Ineny cese, the usual way to eccount for the potential

structursl position of a given axpression in & sentence is t’o determine its syntactic cetegory. Certain

e

IThis principle is based on Hiz ( 1960: 311), who sttributes the besic ides o the Oarmun
philosopher Husser ).

- /
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C mor phological rules, especially those involving mﬂections _ore generally assumed to apply to the
lexical items that belong to the same syntactic cotemry Catemrlzatlm is clearly an essential part of
the morphasyntactic description of any expression. The element 'be’ is no exception This section will
focus on the syntactic category of 'be’. As it happens, in current linguistic descriptions of English, the
syntactic category of 'be’ 13 a controversial point. ‘

The relevant mor phosyntactic data concerning (the forms and gi6tribution of) ‘be' in English

\ ’ . sentences have been corefully collected, \catalogued, described and elaborated by traditional
grammariens. Judging from their descriptions, the syntactic analysts of elementary categorical

sentences contatmnouia‘ i3 not &s simple a matter as it might appeer st first sight. To begin with, the

linguistic description of ~'be’ itself seems especially complex. [t is complicated by the fact that

apporently the same set of morphological forms u\r function in English sentences 8s either on

ouxﬂlary verdb or a3 a full yrb 83 thess functions have been described traditionally. in
morphophonolomoul terms, ‘be’ appeors to be completely irregular except for its -ing form "being’ and

the past perticiple ‘been’ "which belongs to the -en formation.” (Palmer 1974 154). Five

f mor phosyntactic forms have been identified for the “normal” verb in English i.e., presumably there
ore ot least ﬁ\ve different structural contexts requiring varps(whleh may or may not very in form).

On the other hand, 'be’ hes eight different forms. Thess are: hase form and/or infinitive, '(to) be';

prasant: ‘em', ‘are’, 'is’; past: ‘weas', ‘were'; prasant participle: ‘being'; past participls: ‘been’ (These

forms ond their typical functions are summaerized by Quirk, Greenbsum, Leech and Svartvik 1972

{ 70-71.) Palmer (1974:ch. 6), demonstrates that the full verb 'be' has exactly the same forms as

the suxiliory 'be’. Thus the postulation of sep;ate lexical items for “be’ would not be dafensible solely
on the besis of morphophonologice! forms. ‘

These morphosyntactic data have also been Studied extensively within generative grammar
since the very eer liest descriptions of the auxtiliary and the English verb system. (See, 8.g., Chomsky
1957, 1965; Culicover 1976; Jackendoff 1977.) in current linguistic descriptions of English verbs
ond z;he auxiliary system within generative grammar, the general tendency seems to be to postulate two
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lexical items 'be’, one dominated by Aux,2 the other by VP This is 'the enalysis proeposed by e
Akmajien and Wasov: (1975), e.g., developed hy Akmajian, Steele and Wasow (1979), and extended
recently by Lapointe ( 1981), among others, in the context of Bresnen's Lexical Functional Grammar
In the same framework , Falk ( 1984. 484), arques for one lexical itsm 'be’, including all forms and
uses of ‘be’ except the “modal” "be’ that takes en infinitival s complement. Thus, he distinguishes
between two categories of ‘be’: modal and verb. Alter)notively, Williams (1984) posits two lexical

. items 'be’, Aux and main verb (MY), which he distinguishes on semantic as well 8s syntactic grounds

In another alternative approach, Pulium and Wilson (.1977) orgue on the basis of pursly synlactic
criteria that modals and auxtliary verbs are basically just verbs. They claim (1977 742) that “the
main-verb analysis of the aux s correct,” agreeing fundamentally with Ross (1969). Gazdar,
Pullum and Sag ( 1982) revise and extend this onalyéis within the framework of Oengralized Phrase-
Structure Grammar. N

Although several different hypotheses are avatlable, the categories that are usually considered
possible for the analysis of ‘be’ are not uniimited. In sum, ‘be’ is analyzed either es an auxmary ver'b
(or sometimes a modal) or s & fyll verb or hoth ss an auxiliery verb and o full verb, or H is simply
put into a special verbal class by itself, a very restricted cless labelled “copula.” ‘(Chomsky 1965:

72) Ales, there is \no general consensus on this subject in current linguistic literature. Becouse of

the variety of the theorstical frameworks involved, 1t-would‘not be very fruitful for my purposes to
sttempt to review all of the uiotyses proposed In,th; literature referred to above. In this section, |
shall look briefly ot representative alternstives to the catagorization of ‘be’ and the tools end
techniques of analysis that are said to.be required for this task.

The position that { will adopt and defend in this work is thet ‘be’ belongs to the lexicel
category verb (V). Essentially this ides seems quite unexceptional. It is certainly consistent with all of

“2The ouxiliery system is the subject of several current reseerch projects in linguistics.

Akmajian, Stesle and Wasow ( 1979) identify notionsl bases for the category Aux. Across la\w?s
Aux {s ssid to ex only tense, , modality, negetion, question and emphesis, sssertability
conditions. In /e m/amﬂoom (1981), Steale of o/ use the Aux {0 exemplify

research methods in the cross-linguistic analysis of syntactic cetegories and their justification.
Various aspects of the analysis of the so-called "suxilfaries” from different approaches are reported in

a two-volume anthology entitled £ /aguistic cotagor fes . m/l/r/amdm/aldgﬂ/m.; (1983).
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the analyses | have examined For whether it is anatyzed specifically as a copula, & modal, or an
auxiliary verb, the verbal qualities of ‘be’ are always recognized. In fact, | would conclude that none of
the anatysss mentioned above 1s fundamentally wrong. Analyzed a3 a single morphological class, 'be' in
certain forms indeed exhibits characteristics of modals, of suxiliary verbs, or of full verbs. And it is
always a copula. Thess are all characteristics of 'be’. But this global characterization is clearly not
precise snough for syntactic analysis. Although all verbs may be described syntactically in terms of
their‘dlstﬂbutim ond their complements within the VP, according to Bach ( 1974: 92),

... Quite independently of whether they are in the past or present tense, whether their

subjects are singular or plural, or whether they occur in the progressive (e ¢ ing), perfect

(Aeve + and or with modal verds (can, must, will, may),
such an abstraction is valid only for the analysis of a verb as it functions with respect to its
complements. For a complete description of the external distribution of 'be’, or of any verb, it is
necessary to consider the various morphological forms that represent different tenses and/or aspects.3
Although it is true that 'be’ in some forms has the same distribution 8s other modals or auxiliary
verbs, in other forms it accurs in the same positions as full verbs. Owing to this complication, an
important task of my project is to determine how many lexical entries are required for an adequote
description of ‘be’ | assume that in the lexicon of the grammar of English, each lexical item
reprasents one sound-meening correlation. What | refer to here as a "lexical item™ is sometimes called
a8 “lexeme.” (Lyons 1977: 18-25). If 'be’ were a single morphological verb or verbal lexeme that
hed one form (or set of forms) enq\one meaning (or & coherent range of meanings), then ideelty, it
should have a single lexical entry in the grammer of English.

My thesis hers is that 'be’ is 8 single laxical item. The problem in this section is to chose the
most appropriate morphosyntactic devices to account for the various forms of 'be’ and timeir
characteristic distrtbutiong‘ln section 2.2.1, 1 will review the main arguments advanced to support
the alternative analyses of 'be' as two lexical categoriss: (1) auxiliary and full verb, and ( if) auxiliary
ond copula. Also of interest to me are the various grammaticel devices that are supposed to account for

Stiere | adopt certain descriptive techniques employed by Morin (1985), 1llustrating that
morphologice! forms are relevant in accounting for the distr ibution of verbs in French.
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the relevant morphosvntactic facts. | will show that the distribution of the fimte forms of 'be’
corresponds to that of both auxiliaries ( 18 . modals) and other finite verbs. while the distribution of
the non-finite forms of 'be’ corresponds to that of the non-finite forms of other full verbs In section
2 2 2.1 wiilarque that thers 1s only one lexical item 'be’ and 1t 1s basically yust a verb, as suggested
by Ross ( 1969). Pullum and Wilson ( 1977) and Gezdar, Pullum and Seg ( i‘982) | will support the
analysis of 'be’ as a member of the category verb and strict subcategorization 8s an appropriate device
to account for 1ts distribution and domnancs relations with respect to 1ts complements
2.2.1 Alternative syntactic categorizations of ‘be’

fn this section. | shall briefly examine two alternative approaches to the categor1zation of 'be’
within generative grammar The hypothesss that | will consider are the following. (1) that there ars
two lexemes 'be'. auxiliary and full verb., & proposaed by Willtams ( 1984). and ( 1) that the verb 'be’
belongs to a ssparate cat\?gory copula, as proposed by Chomsky ( 196S). The topics Jtrsated in the
works examtned here are broader than the scope of my dissertation From each. { shall extract onlv
what seems directly relevant for the categorization of ‘be’ and the gremmatical devicss that are
considered to be essential 1n accounting for 1t Although | agree with the substance of both analyses. |

do not find exther representation t¢ be ideal.

(1) willfams' (1984) analysis of ‘be’ Aux and ‘be’ V. In the context of describing
‘there’ - insertion sentences, Willlams ( 1984)anglyzes 'be’ In English as two separate lexical items.
What he claims that 1s unique concerning "be’ is that the 'fs’ that occurs in sentences of the following
types is an auxiliary (Aux).

1 (a) There is a fly in the marmalade.

(b) She is clevér,
(c) He s my cousin. “

(d) The caléche is in the car park
(e) He 1s weeping.
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In eddition to the Aux 'be’ tHustrated in 1, Vfﬂllams claims that there is afull verb ‘be’ The two ‘be's
are contrasted in the following sentences; both of them occur in 2 (b). ’

2 (8) John [ 18] 4, ObnoXious.
(b) John [ 18] oy [ DE1Ng 0bnax touslyp

Cortain aspects of Williams' analysis are difficult to assess. For instance, he doss not state
explicitly which fomgsof 'be’ (other than 'is’ end ‘being’ that appeer in his examples) belong to the
category Aux and which forms belong to V. That is, it 13 not clear from whet he writes whether he
thinks that each of the two 'be’s has eight different morphological forms or that esch one is defective,
containing only & subsst of the eight available forms of ‘be’. He does claim that thers are two lexical
items 'be' (perm‘ communication). What is 8lso clear is thet, according to his hypothesis, ‘is' in
.1 and 2 sbove belongs to the syntactic category Aux, while 'being’ in 2 (b) belongs to the syntectic
cotegory "main verb (MY)."4 Now Willlams claims that ‘be' V, unlike ‘be' Aux, "ascribes
intentionality to its subject.” In fact, it is on the basis of this criterion that the two 'be's "are eesy to
tell apart.” (Williams 1984: 141). However, Williams' analysis of 'be’ in English can be shown to be
misteken on semantic grounds. ( His semantic arguments for the distinction between the two ‘be's will
be discussed in 4.3.) Williams compares his syntactic analysis to other treatments of ‘be' and ‘there’,
e.g., Akmajian and Wasow ( 1975), Akmajian, Steele and Wasow ( 1979), and Jenkins ( 1975), but
his differs in certain respects from all of the others. ( For details, ses Williams 1984.) His syntactic
categorizetion of ‘be’ challenges more traditional analyses and the consequences for grammaotical
description are certainty worth consider ing.

Williams' (1984) rule for the analysis of sentente structure is stated as fgllws: 'S » NP
Aux XP', where X can be any major category, Nasin 1 (a)or (c),Assin 1 (b),P esin 1 (d),Vesin
I (e). This rule is more ganera) than the rule that is usually assumed, namely, 'S+ NP Aux/INFL VP,

4williams (1984) uses the term ‘main verd', abbraviated ‘MY, Since this term is embiguous
(it 1s often used to refer to the heed of the YP immediatsly dominated by the highest S), except in
quotations, | shall use the terms ‘full verd’ or simply ‘verd’, abbreviated 'V', to refer to the syntactic

category verb. . ,
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According to Wilhams' phrase structure rule. all sentences (S) must have an NP subject. an Aux. and
a predicate XP but XP s not necessarily a YP This 1s actually the most interssting syntactic
conse‘quenoe of Williams' analvsis les description obscures, w1t;10ut denving, the fact that ¥ (either
Aux or Y115 obhgatory However. 1n the svntactic analysis that | assume the sentence unit has no Aux
node such as the one that Williams describes but it must have a v &s required by INFL. which | ¢claim
15a [ +fimte] verdb position Hence. & sentencs must‘have a VP Besiwcally | tend to agree more with
the traditional analyses of 'be’ as a full verb under the YP. as proposed by Akmatian and Wasow
(1975). e g.. but not with a two- lexeme analvsis Therefors. my matn task hers will be to show that
the finite forms of "be’ as employed in the sentences 1n | above do not belong to a category Aux as
described by Wilhams. -

First | will examine the evidence for a formal distinction between ‘be’ emploved as a full verb
(Y) and 'be’ employed as an auxiliary (Awg It ts impériant to notice how Williams (1984 139)
descr 1bes the Aux

Essentiatly. Aux (the classical Modal-/awe—be sequence of verbs) is the head of S. so

wherever Aux occurs, 5 is present, and wherever there is an S, thers is Aux (or al least

the possibility of Aux. since Aux can be nuil)
Although Wilhams does not say so explicitly, his analysis seems to agree fundementally with
Chomsky s original phrase structure rule for Aux (1957 111, 1965 107) "Aux T (M) (have +
en) (be + ing) " This r:Le fnd the transformation of "Affix-hopping,” were supposed to accourt for the
surtace order of the elements listed. Tense (T) 1s the only slement in the series that is obligatory,
though 1t never occurs as a separate element 1n English. Williams writes ( 1984; 136)

Of course, for any choice of Aux other than s2 XP will aiways be VP, since e I3 the only

Aux that subcategorizes for any category other than VP. And if no Aux is chosen, XP must

| t;z':: since there must be at least one v;rb (main or ausitliary verb) for the realization of

Besides the phrase structure rule for S, another device that Williams  assumes s strict

subeatago(ization He does not, however, use subcategor ization to distinguish between Aux and v, 8s
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one might do In 8 traditional analysis.S The subcategorization frame-for 'be’ is obviously different from
that of any other Aux. But what are the syntactic criterta (distributional or functional) that Williams

uses to establish the category Aux?

in Williams { 1984), as far as | can determine, 'be’ is assigned its syntactic category Aux
merely "Dy stipulation.” For distinguishing the two 'be's as in 2 (b), the only distributional criterion
that | can find is the following: "Since there are two 4e's, the second one must be MV g “ (Williams
1984: 141)6 But thess criterfa hardly seem sufficient on their own to establish the syntactic
category of sither 28 (V or Aux). Williams inevitably links his categorial analysis of 'be’ to the
phrase structure rule that he proposes for the expansion of S, as described above. The only evidence
that he offers in support of this phrase structure rule is dota involving VP Deletion,’ which he
generalizes as "XP Deletion " Willlams (1984 136) observes “that the following sentences are all
parlallel in structure” and would illustrate his rule 'S » NP Aux XP’
3 (a) John - will - leave [NP Aux VP]
(b)John - Is - sick  [NP Aux AP]
(c)John - is - afool [NP Aux NP]
(d) John - is - leaving [NP Aux YP]8

ﬁsln traditional analysses of English, one of the defining characteristics of the auxilisry verd
(which is implied by the very name of the category) is that it always supplements a full verb. The
occurrencs of an Aux indicates that a full verb s to follow. A formal distinction between auxiliary
verbs and full verbs could be stated in terms of their subcategorization frames. An Aux can occur only
in the context of VP, wherees & ¥ tekes as 8 complement the maximal projection of one of the following
lexical categories: N, A, or P.
6This formal criterfon fs however inconsistent with Williams' ssmantic hypothess, as this
would then count deing in passive sentences of the form 'S is being V'ed as a V. In that case, the
subject NP ‘would not denote an "intending” being. See 4.3 for further discussion of his semantic
criteria

7This phenomenon is alsa.called "ellipsis™ (Quirk , Greenbaum, Leech and Svartvik 1972 ch
9) or “gapping." Ross (1970: 250) describes gepping as the deletion of “indefinitely many
occurrences of 4 repeated main verb in conjoined structures.” Deletion is thus. a device for reducing
redundancy in compound sentences. Deletion is used primerily to avoid repetition, and in this respect,

it is similar to the substitution of proforms for a given constituent.
Bwilltams' exsmple (30d) (my 3 (d)) has the analysis "NP Aux NP* (1984 136), which
may be a typographical error.
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(e) There - is - someone sick [NP Aux NP]

He argues thet the process of XP Deletion “trests all of thess constructions . s perallel,” as
iNustrated in 4.

"4 (a) John will leave ond Bl will ___too. -
(b) John 1s sick end Bl1 Is ___ too.
(¢) John 15 8 fool ond Bl 15 ___ too.
¢ (d) John is leaving end Bill 1s ___ too,
(8) Thers is someone sick and there was ____ yesterday (00,
Furthermore Williams ( 1984: 137) claims that “YP Deletion does not delete XPs from ary position
other then post-Aux position.” But if so, then some forms of ‘be’ can be seen to have the same
distribution as ¥ rather than Aux, as in the following examples. The sentences in S are analogous to 4
(a)-(d) above.
S (8) John will be leaving end B11} will (be) ____ too.
(b) John E&s been sick and B111 has (been) __. too.
() John had been & fool and Bil1 had (been) ___ too
(d) John fs being obnoxious and Bill 13 being —_ too. (*)

If their XP complements are defeted, then the base progressive ‘be’ in S (8) ond the past perticiple
'been’ iIn S (b) - (c) are also optionally deleteble. If XP Deletion operstes only in the post-Aux
environment as Williems claims, then, for the sentences in S, 'be’ and ‘been’ end ‘being’ cannot be
analyzed as Aux but must be analy2ed as members of the ¥ category. For these cases ft is difficult to
see how Williams could keap his character ization of Aux as the “Tense-Modei-have-be” series and at
the same time describe XP Deletion as & post-Aux operoﬁon But his syntactic criteris include the
constituency of Aux, post-Aux XP Dele}lon ond the wboateoortzotlm requirements of the members
of the Aux category. Taken altogether, tl‘ese criterie lewtownﬂictino predictlms For the sentences
in' S, the following alternative analyses, among others, are possible.
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6 (a)-John - will be - leaving [NP Aux VP)
(b) John - has been - sick  [NP Aux AP]
(¢) John - had been - afool  [NP Aux NP]
(d) John - 13 - being obnoxious [NP Aux VP]

7 (8) John - will - be lsaving [NP Aux YP)
(b) John - hes - been sick [ NP Aux VP)
(c) John - had - been afool  [NP Aux VP]
(d) John - 1s - being obnoxious [NP Aux VP]

Only the snalysis in 6 would be consistent with Williams' claim tm the copula is an Aux (Williams
1984: 131)% and his generalization of YP Deletion as XP Deletion. The analysis in 7 would be
consistent with his claim concerning the subcategor ization requirements of the other members of the
Aux category, 1.e., if 'will’, ‘hes’, ‘hed’, are considered to have their own subcategorization
requirements. As quoted above, Willlams claims thet for eny choice of Aux other then ‘be', 8 YP
complement 1s required.

Willlems explicitly rejects the analyses proposed by Akmajion and Wasow (1975) and
Jenkins ( 1975) in which ‘be’ is dominated by YP, as illustrated below in 7 (b).  However, 7 (b)
seems less problematic to me than 6 (b). The analysis in 6 seemingly obliterates the morphological
relations between various forms of copulsr ‘be’ and, by the same token, it implies that different
syntactic relations hold between the different forms of ‘be’ and their mplemmts.‘

-/

~

Actuelly the following ts the only analysis for the sentances in 6 and 7 thet would be
compietely consistent with the claim thet the copula ‘be’ is an Aux: [NP Aux Aux XP). For ‘be' is 8iways

o copula and sech sentance above contains & verb thet functions as an suxiliary plus ‘be'.
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6 (b) S
NP,  Aux AP

;, | 2\ l

John has been sick

7 (b) S
NP Aux vp
v AP
| | I |
John has been sick

For instance, in the analysis in 6, the AP "sick’ would be immediately dominated by S, wheress in 7,‘ it
would be immediately dominated by YP. But a bmic distinction batween the sentences in 3 and those in
S-7 is that the ones in 3 are in the simple present tense, hence the verbs are ﬂmkand thase in 5-7
sach contain both finite + non-finits verbs, 10 Generelly it is assumed, however , that different tenses
or sspacts of a verb have no bearing on 1ts dominance relations over its complements (Bach 1974:
92). But in the enalysis proposed by Williams, perhaps the XP position thet is an obligatory pert of
sentence structurs would depend not only upon the subcategorization of Aux but also® on the phrase
structure rule for S.

Let us consider next the interaction of the}two importent ‘grammatical mechanisms in

\wmms' analysis, 1.e., the strict subcstegorizetion system and his PS rule for the anelysis of the

/

10This structural anelysis could perheaps hojustmed if, os it predicts, the XPs could be shown
to havs a different distr fbutional behaviour for simploasopooaad to compound forms of ‘be’. No such
evidence is presented, however. If the predicete complement could be acceptably focused, then
sentences with either form of 'be’ would permit clemmmdpnm-cmuno _

(1) 1t is aprofessor that John i3 now/his been all thess years, not @ lecturer.

(11) A professor s whot John i3 now/has bean o) these ybers, not o lecturer.
Apparently such sentences as these are not ;udoad wmmwcol by ali speakers of Englisii (cf. Quirk,
Oreenboum, Leech and Svartvik 1972: 952
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sentence unit (S). As for subcategorization, Willfams assumes that the so—coﬂd}éyxﬂiarteg' Iike
other verbs, have their subcategorization requirements stipulated in the lexicop. Although the
subcategor 1zation frames for ‘be’ Aux and ‘be’ ¥ would be the same, since the syntactic categories would
be different, different nodes would dominate "be’ Aux and 'be’ Y. If indeed it is Aux that determines XP,
8s Williems suggests, then the structure of a sentence could be 1ike 6 (b) rather then 7 (b) above.
According to traditional assumptions concerning subcategorization, if a constituent is required by the
subcategorization frame of a given category, then the subcstegorizing constituent and the
subcategor ized one should be syntactic sisters in phrass markers (Jackendoff 1977: 57-61.) But
notice the symmetry in 6 (b) between NP and XP. in the 6B framework, the XP complement would be
distinguished from the NP subject in terms of u§ dominance relations with respect to 'be’. Only the XP
would be sister to 'be', which would c-command and govern it (Chomsky 1982: 36).
Although phrase structure rules and subcategorization may be conceived of as independent
gremmatical devices, their effects ore easily confused in the analysis of deta. Williams does not
explicitly delineate the relative domains and tasks of these two devices. As & consequence, his phroase
étructure rule for S could have been influenced by the subcategorization frame for the ‘be’ he amilyzes
o5 Aux. 11 fhe importent question that remt;ins is to choose the most appropriate mechenism to account
for tneldtstinction between 'be’ Aux and ‘be’ V, which in any case have the sa;ne subcategor ization
framﬁ.’ Since the categories of obligatory {:omplements vory from one lexical itenp to the /ngxt.
subcategorization may be more appropriate then a phrase str:;:ctur'e rule for handling information of
this type. If so, tMVU‘iaxsiXP)wmplunents of ‘be’ Aux (or of be ¥ for that matter) need not be
specified by phrase structure rule.  Given certain essumptions that Williams accepts, e.g., that Aux
(o INFL) 1s the heedof S and the possibility of stating the subcategor ization requirements of models,
ouxiliories and verbs all in the lexicon, | would argue that a phrase structure rule for S 1s redundant.
Or at most, all that must be accounted for is the fact that senlimgs have subject NPs and an Aux (or
INFL). (See 2.1 and 2.2.2 for more details.) S

T1in fact, 1 shall adopt part of Willlams' phrase structure rule for S as the subcatagor ization
frame for the single lexeme "be’ of my anelysis.

B
v M
s
0
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Finally, it is necessary to choose between Aux (8s described by Williams) end INFL (unless
they are equivalent) as the head of a sentence. | will argue for INFL over Aux. It is arguable thet Aux as
traditionally analyzed plays no significant role in the syntax of English (Jackendoff 1972, 1977;
Pullum and Wilson 1977). That is, the whole series of verbs that Willlams would molyze 63’Aux 1is
not in fact an slement that moves independently in English or thet could funct'ion os the head of a phrase
or a sentence unit. In many types of elliptical  sentences, it is only the first element of the
"classical” Aux that is pot deleted. Such sentence types include tag questions and compound sentences ‘
containing the phrase °... and so ...". These constructions also, involve the phenomenon thet 1s usuelly
described as “Subject-Aux inversion.” The sentence types containing ‘and so' furnish two of the main
criteria that are used to define the category of auxiliary yerbs? "Subject-Aux inversion™ and VP (or
XP) Deletion, as described above by Willisms or if ‘so’ is analy2ed as pro-YP. Another criterion is
that auxtlieries have negative forms ending in ‘n't’. These defining cheracteristics for English are
displayed in the following sets of sentences. There is only one verbal element fhot functions as "Aux” in
thess processss and tgis element 1s finite. Finite verbs employed grammaticelly asAux are underlined
hers. When full verbs or two or more auxiliary verbs are substituted in the same position, the
sentences are ungrammatical , s indicated by the asterisks (*),

8 (o) Subject -Aux inversion in guestion formation

- Should he hit the ball?
Did should.he hit the ball?(*)
Has he been hitting the ball?
Hes been he hitting the ball?(*)
Will he have hit the ball?
- Will have he hit the ball?(*)
Did he hit the bail? /

Hit he the ball? (*)12

(b) Bost-Aux deletion of YP {n compound sentencss; § ond 0§

Ha should hit the ball and so should she.
He should hit the bail and so.should do.she (*)

T27his differentistion between suxiliary and full verbs s valid - for English, but n@)or oll
languages. in German, 6., any finite verb may occupy the “second” position in elementary sentences.
For this reason, some linguists (e.g, Palmer 1974: 207) consider that the properties illustrated

here are irrelevant for the Aux-V distinction since they are “idiosyncratic™ to English,
4
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He had been hitting the ball and so had she

4@ had been hitting the ball and so had been she (*)
He hit the ball and so dig she

He hit the ball and so hit she (*)

() Enclitic of negation attached to the Aux

He shouidn't hit the ball
He hasn't hit the ball

He wasn't hitting the ball
He didn't hit the batl
He hitn't the ball (*)

N\
E’S

Linguists often emplo‘g such tests to show that 'be’ can also function as an auxilary verb (Seg.eg’
Palmer 1974 18—2r9) For these sentence typss, the modal position 1s often identified as "the first
suxihary “ (Jackendoff 1972, 1977)  This position must be filled by a finite verb  Modals
(‘can'.'will’ 'do’. etc ) do not hayp’hdn-ﬂmte forms Likew1se, only the finite forms of ‘be’, 18 . the
simple present and past forms. could substitute for modals or finite forms’of ‘do’ in Aux. Only 1n
thess simple forms can 'be’ function as a pro-form for YPs 1n reduced sentences When fimite ‘be' 1s the
first or only verb i1n a ssntence 1ts syntactic behaviour 1s 10entical to that of other auxiharies
(modals. ‘do’ or 'have') as the first (finite) verbal element 1n 8 3antence Therefors, 1t seems that only
these forms of "be’ could be correctly cateqorized as Aux Therse are, however. characteristics that are
shared bv ‘b8’ Aux and 'be’ ¥ For example. “they do not occur with DO * Exceptions are noted for the
imperative "Don't be obnoxious * "Do be polite * ( Palmer 1974 153) Otherw1ss. unhike any other
lexical verb. 'be' V does not require or accept “DO-support.” as 1llustrated b'y the following examples
For sentences containing auxiliaries and verb§ of anvy type. one argument 1n favour of separatmqsthe
first alement of Aux froré tHe other verbs in the serigs 1s the possibility of 1nserting adverbial
phrasa% between therr)‘ 85 In the following examples (Jackendoff 1972, 1977)  Similarly adverbial
phrases end negative elements may occur betwsen 'be’ and XP , &s 1itustrated in 9 (¢)
Y (a) iumm-ﬁu&meézmumummmmnm "

13 he & student?

Was he & student?

D1d was he a student (*)

Has he been a student?
Has been he a student (*)

xg




Did he be a student (*) |
J
(b) Past-Aux deletion of YP in compound sentencas 'S and so §'

He i3 o mathematician and so ig she. kE
He 13 3 mathematician and so does she ( *)

He was a mathematician and so was she.

He has been a mathematician and so has she (been)

He hes been & mathematician and so has been she ( *)

He had been & mathematician and so did she (*)

9 (c) Adverb insertion between Aux and YP

He has hardly ever hit the batl.

He is cortainly a mathematician !
He will certainly be a mathematician.

He i3 almost always at schoo) these days

He do be almost always ot schoo! these days (*)

He has almaost always besn at homs.

He is not & mathematicien. /

He has never been 8 mathematicion. -
He did never be & mathematician (*)

e .
It was on the basis of dsta of the types presented in 8 and 9 sbove thet the Aux node wes postulated in

the first instance and placed directly under S, as & unit distinct from and unattached to the obligatory

o 1‘

N

YPIf Aux 13 immediately dominated by S, it 13 argued that the analysis of certaim phenomena, e.q.,

inter rogetive, mmf compound sentences, 13 simply more elegent 13
Clearly certaimfacts are just 8s Williams describes them, viz, 'be’' con be employed 8s an

“euxiliary and, as he claims, alsoas 8 full verb. But these tests indicats clearly thet 'be’ behaves l1ke &

modal (which is the first lexical ek;ment of Aux in Willlems' analysis) only in its simple finite
forms, 1.8, the prefsnt and past, but not in non-finite forms. In view of thesaiocts, the analysis of the
finite forms of the copula ‘be’ 83 8 member of the Aux or model category seems compelling. But this is
not to say that the postulation of two lexemes ‘be’ is the best tachnique to use in accounting for the
distribution of the different forms of ‘be’. Rather, the two-lexeme analysis sesms to obscure the fact
that the various morphological forms of ‘e’ (and other verbs) have e character istic distribution. But
each form has only ane char-acter istic distribution, not two.

J
.
o~

13For details concerning these tests and others for auxiliaryhood, ses, eg, Quirk,
Gresnbaum, Lesch and Svartvik 1972: 63-70; Peimer 1974; Akmajian ond Wasow 1975; Pullum and

Wilson 1977. .

e
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Williams makes interesting claims concerning the dtstrlbuilm"of the two ‘be’s of his analysis.
He gives examples to 1llustrote that ‘be’ Aux can occur in cleusal constructions (such as tensed
sentences, infinitives, gerunds, non-restrictive participles, nominative absolute constructions as in
10 below). | .
10 (a) John s deed. ) -
" (b) to be deed
(¢) his being dead ) o
(d) John, being dead
() John being deed

but not in non-cleusal constructions (such ss perception-verb complements, ceusative verb

comp lements, perception verb stem complements, er porticiplesas in 11)

11 (a) ) saw John being dead (*) \
(1) | saw John being obnoxfous. | “;
(11) 1 saw John dead.

(b) | made John deed (*)
(c) | saw John be deed ( *)
(d) The man being dead is here ( *) .

Willisms claims (although he does not demonstrate) that ‘to be’ and 'being’ in the examples in 10
function 8s an Aux. In fact, there is evidence that they do nol function 8s auxiliaries. The following

questions and negative expressions are not well formed.

12 (8) To be John dead? (*)
(b) Being John dead?.(*)
(c) Bean John dead? (*)

|
|
<
1
1
13 (8) John to be ot deed (*) \J
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—z (b John's being not dead ( *
(¢1John, being not dead ( * )

{d) John being not dead ( *)

The sentence types in 11 containing var fous forms of ‘be’ and ‘dead’ will be discussed from & ssmantic
viewpoint in 4 3

Following Ross (1969), Pullum and Wilson ( 1977), | will use the term 'suxiliary’ 1o refer
to a constituent of the category verb in a particular syntactic posmon' In my analysis, this position is
labelled INFL, a finite verb position in this perspective, duxs/isr)y is basically a functional notion
rather than a categorial one Like 'Subject’ and ‘Predicate’ then, 'Aux’ need not and ought not to bs
inciuded in the structural representation of sentences in terms of phrase markers or labelled
bracketing (See | 2 1 for a discussion of the use of functional and categorial notions in this work )
If sux1/18ry 1s indeed a functional notion, then we may simply say that unlike other verbs, finite ‘be’
has the capacity to function as an auxiliary The data so far suggest that we are dealing with
1diosyncratic facts concerning ‘be’ The finite forms of ‘be’ share a distributional property with
modals and 'do’, which other full verbs lack Clearly it 15 necessary to account for the different

distribution of various forms of ‘be’ in some way | will suggest in 2 22 that the INFL pesition 1s

arque that 'be’ functions primarily as the head of YP Next[ | will consider the analysis of the verb

simply Hmited to finite verb forms that strictly subcategorize only for YP complements But | will
|
(
| "be’ as a copula.

|

|

l

(11) 'Be’ categorized ss s copula. What is the motivation for cotegoriz-mg 'be’ 85 3
member of a separate syntactic category copula?  Judgments about the adequacy of various linguistic
descriptions of ‘be’ that are availgble in the literature must be made in the context of the specific
theoretical assumptions underlying the proposals In the first place, | am  more interested in
reasons for analyzing ‘be’ ?s a full verb rather than as a member of a separate category copuls

@ However , a particular categor ial and structural analysis may be effected by whether the 1inguist
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purports o state universal or lenguage-specific principles of syntax. If one is looking for principles
of UG,j then consider ing English ‘be’ in the light of certain other languages of the world, the data look
different.  Some languages have no verbal element thet corresponds to copular ‘be’ in English, eg.,
Meor{, as descrfbed by Andy Pawley ( personal communication)
10(a)ko hone te + nef tangeta )
foc John the here mon
"This is John" ‘
(b) he wahine pal to+ ku whaee /

indef. womangood my  mother

"My mother {s 8 good woman”
Many other lenguages have similer “verbless” sentences, e.g, Semoen (Clark 1969) | claim that
such ver bless sentences are not unmerked In languages across the world. But languages which lack
copulas do have obligatory verbs and YPs. Copula is not 8 category that is found universally across
lenguages, while verd apporently is. (See, 8.9., Univarsals of languags ..1966 4). It is surely
arquable therefors that the analysis of any sentence that does not postulate an obligetery VP cannot be
correct. Evat} simple categorical ;entences without copulas are only analyzsble and interpretsble, it
sgems to me, by contrast with sentences which have full lexical verbs These verbless sentences, |
would argue, fust contain en empty verb category. (For s language which lacks 8 copula that is
equivalent to 'te' In English, it would not meke much sense to posit an empty copuia position. On the
other hand, sny natural language 1s expected to have verbs. The analysis of ‘be’ &s a copula would seem
more natural if most languages had copulas, or if some Janguage had only copulas, but no verbs. L |
assume that nosuch languages exist.)

On the other hand, languages may possess more than one lexeme to express the same semantic
ralations that are conveyed by the one verd ‘be’ tn’Engllsh (Lyons 1968: 388; 1977: 471). Even
English has more than one copuls. The “current” copulas include ‘appeer’, ‘be’ ‘'seem’, etc.,
“resulting” copulgs, ‘become’, ‘get’, ‘turn’, etc. (See Quirk, Oreenbtum, Leech and Svartvik1972
820-830 for a discussion of the varfous types of copules and intensive complementation.) However,



none ot the other copulss 1n English behave 1n exactly the same way that ‘be’ doss  Although the verbs

'be’ and 'become’ subcategorize for the same categories. uniike 'be’. ‘become’ cannot function &s an

auxihary or pro-YP . as inchcated by the ungrammatical sentences below

11 {8) Mary was a teacher
Mary became 8 teacher

(b) Mary was wealthy
Mary became wealthy

(c) Marv was a teacher and Martha was ____ too
Mary became a teacher and Martha became ____ too (*)

(d) Mary was wealthy and Martha was ___ oo
Mary became wealthy end Martha became ___ too (*)
(Or, as Williams would describe 1t, post-Aux )i Deletion does not operate after 'become’ ) It appears
then that copulas, other than ‘be’, behave similanly to other full verbs. Since 'be’ can function as an
aux1hiary or as & full verb, as observed in the previous section, it does not behave exactly 11ke other
copulas in English Since it can function also as a full verb, 'be’ doss not behave exactly 1ike other
auxiliaries either Then why not simply analyze it asaverb?

It seems that 'be' may be analyzed in ssveral differsnt ways, depending on the kinds of
syntactic generalizations the linguist wishes to capture Chomsky ( 1965), for example, 1s seemingly
led to propose a separate category (copula) in order to exclude 'be’ from the class of “transitive”
verbs The analysis of 'be’ &8s 8 verb is problematic since the behaviour of the VP it heads is
excaptional with respect to certain syntactic procssses For instance, sentences containing 'be’, 69 ,
‘This strawberry is mine', ' Ruth is a good teacher'y do not passivize Chomsky ( 1965) explores the
passibility of defining transitive verbs by the following properties: [+V, -N, +___NP] Anslyzed as
a copula, 'be’ would have a different categorization and a more general subcategorization frame
[+Copula, +___NP/AP/PP] ' Nevertheless [Copula + Predicate complement] would occupy the same
position in phrase markers as the VP headed by a transitive verb (Chomsky 1965 72) In this case,

1L1ke other linguists within the EST framework, Chomsky would analyze ‘18’ in the phrases ‘1s
sleapy’ and 'is sleeping’ differently. The first would be categorized as 3 copula, and the second 83 Aux.

The Aux precedes VP, while the copula is part of the YP
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the categorization of ‘be’ 8s & copula 1s clearly not determined solely on the baSli of distributional
criteria but father> its strict subcategoryzation frame. But | would argue that this aspect of the
lexical 1tem ‘be’ éﬁ!uld not lead to a categoriZation other than V  Ifi fact. 1t seems to me that having &
subcategor1zation frame 1s a feature that 'be’ shares with other members of the verb category.
Fundamentally. the categor1zation of ‘be’ asa copula is perfectly correct and plausible. After
) all. ‘'be’' 13 always and only a copula. Traditionally, ‘copula’ has been defined as “... & linking verb, 1.e..
a verb that has httle indspendent MEANING, and whoss main function 1s to relats other elements of
CLAUSE structure, especially SUBJECT and COMPLEMENT " (Crystal 1980. 93) The notion of caou/s
15 often characterized in terms of its role in so-called “intensive” predicatwn, resulting in monadic
propositions usually involving a single reference class. For now, ! wish to disregard completely the
question of meaning. The corresponding structural characteristic of copuler verbs is thetr obligatory
complementation. It 1s important to notice that irrespective of its function, 'be' always takes an
obhgatory predicate complement. | assums that this 1s specified n the verb's strict subcategor1zation
fram_;_hg lexicon | shall arque that ‘be' must always occur in the environment [+ __ XP], where X
15 8 major category, N, A.PorV This is 11lustrated in the following pairs of sentences. where 1S’
» functions poth as auxiiiary and as full verb, and ‘being', only as a full verb. Bath forms ars copular

12(a) John1s 8 scﬁolar. -
John is being a scholar

(b) John is kind.
John 1s being kind.

(¢) John is in one of his crazy moods.
John is baing in one of his crazy moods.

(d) John 13 insulted.
« John ts baing insulted.

(8)Johnis (*)
John is being (*)
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Sentences containing ‘be’ 1n any form (finite or non-finite) without a complement are ungrammaticel,
85 1n 2 (9) 2 Thus, the analysis of 'be’ s a single lexical Item categorized as copula would capturs an
important syntactic generalization. That is, whether 'be functions as an auxiliary or as a v, it has only
one subcategor ization frame: [ +___XH]. As an suxiliary, 'be', like all other auxiliery verbs, must be
followed by 8 phrass 'of the category\Y. (I shall consider this phenomenon in detai) in 2.3.3.)
Although the strict subcategorization frame of ‘be’ is more general then thoss of other copulss ( which
generally do not include YPs) and other verbs, 'be’ does nevertheless take all and only the same
categor 1es of complements that some other ver'bs do. In terms gf strict subcategorization, there seems
to be no good reason for analyzing 'be’ 8s a member of & '(Qt_zaoory distinct from other verbs. )
Now to summarize my observations e‘about ‘b8’ up to this point, | have called attention to the
fact that for the grammatical analysis of 'be’ (Aux or V), the linguist (or the speaker) has to consider
only a single set° of morphophonological forms, as observed by Pelmer (1974 ch. 6). il is also
passible to distinguish between the syntactic distributions of the different forms of 'be’ the finite
forms can function as an auxiliary or as a full ¥. The non-Tinite forms con only function as full verbs.
‘Be' (finite or non-Tinite) is always copular. If the syntactic category of auxiltary verbs is taken
simply 8s Y, the categor ization and subcategor ization frames of the ‘be’ could reesonably be collapsed as
[+V,-N,+__XP]. it isjust as necgssary, however, tq/justtfy this generalization as it would be to
justify a more specific syntactic analysis of 'be: 8s tweémerent lexical items.
2.2.2 One-lexome analysis of ‘be’ s a full verb |
In this section | shall argue (1) that ‘be’ is & full verb and (11) thet there is only one lexical
‘ #em ‘be’ in the grammer of English. The bas‘ic mechanisms that | find essential for this snalysis
include X-bar syntax (Chomsky 1986), strict subcategorization, and the inherent properties of the
individual verb forms of 'be;‘ The properties of the different morphological forms of ‘be’ correspond t0
-=thoss of other full verbs. \

§IExpressioms such a9 “l,think, therefore | am,” “God 18,” etc., ore proverbial and occur only In
certain sublanguages of motefn English, e.g., of philosophers. Such constructions are.hot productive
in ordinery English. Exi fol statements will be considered further in Chapter 4.

3

\

SN
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For elementary sentences containing 'be’, this 1s the syntactic analysis that | will sﬁpport n

this work The labelled bracketing in 1 represents the structure of elementary sentences that |

assume
I (a) D-Structure [}-NP[, INFL{\pbe XP]]]

(b) S-Structure [;- NP [[;neL be] [ypt XP] 1]

1 (a) represents the D-structure of all sentences containing the. verb 'be’  Just in case 'be’ 1s
[ +11mte] . then 1t must occupy the S-structure position labelled INFL, as 1llustrated in 1 (b), rrom
which 1t governs the trace of ‘be’ (t) and the whole YP headed by t

The constituents that function as the subiect and the predicate of -a simple segtence 8s
traditional lv described are NP and YP respectively. Within X-bar syntax, these,phrlases also function
respectively as the specitier and complement of INFL, which 1s taken to be the ‘head' of the sentence
unit The NP (subject and specifier) 1s immediately dominated by [, while the YP (predicate and
comptemq\\t of INFL) 1s 1mmediately dominated by I’ .

‘Be’ 15 analyzed here as & verb. In elementary sentences it functions as the head of the VP
predicate phrase. My analysis is consistent with the traditional assumption that the verb 1s an
indispensable element of sentences in English. | assume that the verb is indispensable since 1t 1s the
head of the YP which is the obligatory complement of INFL  In many different systems or syntactic
analysis, as observed by Lyons ( 1977: 435), .. the verb 1s taken to be the pivot upon which all other
constitusnts of the sentence ... depend and by which they are determined.” Certainly | would ascribe to
the verb a certain priority in determining the ssmantic character of a sentence. The rule of semantic
interpratation that | propose in Chapter 3 for elementary sentences containing 'be’ 1s stated in terms
or the verb. | would consider this to be my strongest argumen; for aone- lexeme analysis of ‘'be’. But in
this section | wish to consider only morphosyntactic data in support of the analysis of ‘be’ gs-8 verb n
the grammar of Enghsh. For syntactic enalysis, | will argue that ‘'be’ merits the samé priority that
is usually given to other verbs. That 1s, ‘b8’ functions as the head of the YP { predicate phrase) and 1ts

SUDCO!@N‘ZQUOH freme determines the other constituents of the YP. Within X-bar syntax. if ‘be’
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were not the head of YP, it is not cleer how the phrase containing 1t and its complement would be
generatedd

In arguing for & one-lexeme analysts of ‘be’ as a verb in English, | will appesi to certain other
assumptions and observations concerning 'be’. Here |  sssume the following supplementary
hypotheses.

(8) Modals and auxilfary verbs (‘can’, ‘'may’, ‘will’, ‘must’, 'have’, 'be' 'do’, etc.) are
categorized as verbs in English. They all take' YPs as complements, as argued by Pullum and Wilson
(1977).3 ”

{b) The categor1zation and strict subcategorization of 'be' are represented as follows: [+V -

o

N+ __XP]

(c) 'Be’ has only a single set of morphophonological forms, as observed by Palmer (1974
ch 6) They sreall “listed” paradigmatically under ‘be’ in the lexicon, as suggested by Halle ( 1973,
cf. Walsh 1985) o

(d) The different forms of the lexeme ‘be’ have different syntactic distributions, which
correspond to those of other verbs. Their behaviour corresponds exactly, with one exception. The
finite forms of ‘be’, unlike other verbs, can function both as an auxiliary and as o ful) verb.

(e) 'Be’ Is base generated a5 a full verd which functions s the head of a VP.

(1) An inherent property of iNFL (in English) is [+finite). The INFL position may be
empty, and it may be occupied only by 8 finite verb. If INFL is empty, the heed of its obligetory YP
mpleme;m is finite. For certein gremmetical processes such 85 “Subject-Aux fnversion,” INFL
connot be empty. ‘ !

(g) The finite forms of 'be’ that function as the heed of YP may move into INFL when required,
“Head Movement" being constrained as described by Travis (1984: 130-145) in her snalysis of

German,

\
3This analysis contrasts with that of Ross (1969) who treats auxiliery verbs as higher
verbs in deep structure. There he analyzes successive verbs in o series s embedded complement

clouses dominated by NP.

w
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The main thesis that | wish to support is that ‘be’ is a single lexeme and that the categor izatior
that 1s most suitable is V.

(1) '‘Be’ is @ yerb. it is not sasy te find tests for “verbhood™ which do not beg the
question or* which do not somehow depend upon the assumptions of the very hypothesis that one is
trying to support{. Probably the best strategy would be to find snother lexical element whose status as a
Y is uncontroversial and to demonstrate that ‘be’ behaves distributionslly in the same way. Consider
the verb ‘see’, for &xemple. Although the distribution of ‘see’ is not as general as that of the copula
‘be’, both ‘see’ and 'be’ do fit Into some of the same sentencs frames. They both have in commen at least
the following subcategor ization frame: [+ ____NP], although ‘be’ may also accur in other contexts. The
context [ finite verb __._3NP] revesls two distributional similerities shered by ‘be’ and 'see’. It
appeors that both lexical ilems ore modifiable by the same tenses, aspects and modelities. Both 'see’ |
ond 'be’ fit grammatically into the same sentamg frames following 8 mods! or enother suxiliary. The
main point 1o notice is that not all forms of either lexical item may be grammatically substituted in
this context. The form that is requiréd in the position un:ieruned in the sentences in 1 is the base form.
In the case of the verbs ‘be’ and ‘see’ this fact is essy to discern since they both heve different forms
for the base, slmp%ﬂnlte. and participles.

2 (a)John shouldn’? g8 the teacher.
. John shoulth‘tjv the teacher (*)

John shoyldn't be the teacher.
John shouldn't is the teacher (*)

(b) John could saa the teacher.
John could saw the teacher (*)

John could ba the teecher.
John could bagn the teacher (*)

(¢) John will sas the teacher.
John will saging the teacher (*)

John will ba the teacher.
John will heing the teacher (*)

' -/
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, The evidencs presented hers indicates overwhelmingly (according to the pam\qnatli: substitution

test) that ‘see’ and ‘be’ belong to the same syntactic category. Let us assume for the sake of argument
that 'see’ isaverb. I(so, thgn s0 1s 'be’. Assuming that auxiliaries are finite verbs, | take it that the
gremmatical sentences in 2 above indicate that an slementary sentence has two verb positions. Clearly
only one of the verb positions is finite, as indicated by the ungrammatical sentences in 2 (a). Thet is, 8
single elementary sentence can have only one finite verd. | will pestulate that the auxiliary ve[b
occupies the finite INFL position and thet the bass verb 'De’ or 'see’ would function as the head of the

YP complement in the following structure.

-

3 i \
NP ¥
INFL VP
A
_ V%P

But there is another position that can be occupied by a finite verb. This is the same position of ‘be’ and
‘see’ in 2, the position of the head of YP, the obligatory complement of INFL. | would argue thet this is
in fact the only context in which finite forms of both 'see’ and ‘be' may both occur. In English, the
following string is neither grammatical nor meaningful.

4 John ____the teecher (*) s, \

Now the finite forms of either ‘see’ or ‘be’ (as well as the corresponding forms of other verbs in
English) may be inserted into this context to obtain S (a) or (b), both of which are grammatical and
meaningful.

S (&) John s the teecher.

S (b) John was the teacher.
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The important thing to notice about the verds in S 1s thal both are 1n a8 position which reguirss tense.
or more precissly. a finite verbal element. Both ‘saw' and 'was' display morphological tenss. person
and number . vonée. mood. If"saw’ and ‘was’ occupy: the same pesition. then thev must both function as

the head of VF. since "saw'. unltke ‘'was’. never functions as an auxihary, & in question formation.

& (a) Was John the teacher”
(b) Saw John the teacher? (*)
J (nd John see the teacher ?

For "Subject-Aux inversion” INFL must contain a finite verb. The position may be filled by a
modal or "have', but if it is empty, 'do’ is used for questions, except for questions containing a finite
form of the verb 'be’ This is an idiesyncratic fact concerning 'do’ as much as ‘be" For interrogative
sentences that correspond‘ to declarative ones containing a finite form of ‘'be’, it is finite 'be’ that
moves into INFL (which must be empty). This movement leavés the head position of YP empty, but it
meets’tha constraints on movement by heads proposed by Travis (1984: 145). "Heads can move only
if tﬁey move in;o the category by which they are governed.” Furthermorse, they can remain empty qnly
if properly governed. What is excepnon;l about ‘be’ is that it must function as an auxiliary und;er
these conditions. Of courss, if INFL were not empty, that is, if it contained another finite verb (which
could only be a modal, 'do’, 'haye' or'be’), then ‘be’ would not be finite 1n the VP in the first place.

It seems reasonable to assums that finite ‘be’ is base generated as the head of the YP ( prequate
phrass), which is linked by the INFL projection to the subject NP to form the sentencs u’/ntt
Lexically, the head of VP is the alement which determines the cholce of the other elements in the VP.
The verb 'be’ determines the possible categories of its complement, whether NP, AP, PP, or YP. it may
occur grsmmatically only in these contexts, in fact, | assume that each element in the auxiliary-verb
system of English determines the categor ies of its complement. (The syntax of the complements of ‘be’
is the subject of 2.3.) 'B;' is not exceptional in this respect. Thus finite 'be' first occupies the D-

structure pgsltim of head of the obligatory VP that is dominated by INFL. In S-structure it is required
'7 \

iﬁ\{
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1n INFL for gquestion formation and negative placement, 8.9 Any finite form of ‘be’ then moves into the

empty INFL position. from which 1t governs the YP, including its own tracs.

a—

(ii) There is only one lexical item 'be’. Inarguing for a ong- 1exeme analysis of ‘be’,
| shall now consider other diagnostic criteria for determining constituency (Redford 1381: 69) The
data that | shall consider next involve deletion arid coordination Rather than to refute the claim that
there 1s mara than ons lexical item 'be’, n this section | shall question the necessity to posit more than
one Ifthere is only one lexical item ‘be’, then presumably it would belong to only one major lexical
category. {f so, | assume that it would be categorized as averb

« The first syntactic evidencs that | shall consider involves one of the few grammatical processes
that may be restricted to the category V That 1s, gapping (sllipsis or deletion of a repeated verb in
compound sentences) 1 said to involve only members of the category V. As | shall demonstrate hers,
the "gap" that is left in the reduced clause may be filled by either ‘see’ or 'be’ In other words, both

aux1lisries and verbs, as Williams would analyze them, may be daleted in the same context

)
,

7 (@) John saw the teacher and B11 __ the tutor. 4

(b) John was the teacher and B111 ____ the tutor.

Assuming that the rule of gapping applies to constituents that belong to a single category, one could

argue that 1f "ses’ belongs to the category V, then so does 'be’. The verbd 'be’ may also be deleted when it

\

| is followed by complements of syntactic categories other than NP, as illustrated here
| .

»
8 (@) Fanny is happy and Jane ___ miserable
N b) Peter 1s a born winner and B1ll __ & bor'n loser
) (c) Jean 1s tn Paris and Juan ___ tn Madrid.
: (d) Bl was killedand Art ____ critically wounded. “

In sentences with compound VPs, 'be' functions as,ghepgsd of a VP that may be conjoined with & VP

@ headed by other verbs such as ‘have’, ‘get’, etc.

/ \
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9 (8) Ban must [ypbe sick] or [yphave one of his headaches]

(b Phiilis wall {ypbe 1n charge] or [ypget someone else]

(¢) Kenneth has (yp been the chairman] and [yprecetveda raise]

Next, we will see that phrases containing finite 'be’ can be coordinated idiomatically with other similar

str ings containing verbs such @ walk', talk’, 'seenr’, ‘appear’, ‘act  Thess verbs may take the same

complemants thal ‘be takes naturatly First, the§mole sentences ( 10), then those with co-ordinated

/7
VPs (1)

10 (a)J R walks like a real Texan
(b)J R talks like a real Texan
(c)J R ats like areal Texan
(d) J R appears like a real Texan
(8) J R seems like a real Texan

(f)J R 13like aresl Texan in every respect

(8)J R [ypwalks I'ke a real Texan] and[wj_ghke one] too
(b)J.R [s areal Texan and acts likeone, too

(c)J R sgems ke a Texanand is one, t0o

(d) J R {s aTexan and walks ike one, too

(e) J R fsvery much like areal Texan and talks Itke one, too

Assuming that\‘ﬁs' occupies the INFL position, then it 1séear\y possible to combine both VPs and INFL
phrases under similar discourse conditions | take this as evidence that so~called "auxihary verbs’
share some character istics with full verbs, or that the distinction ts atbeast pactly ertificial Hf INFL

fs analyzed as a finite ¥ position, then the syntactic category must include both auxiliaries and verbs

.
The arguments presented above are directed toward'the defence of the analysis of auxfliarles,
ymcludlng the finite forms of 'be’, 8s full verbs rather than as members of a separate category Now |

will finally present some data as evidence that thers are not two sgpw lexical items ‘be’ These are
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turther examples of co—ongfnatad sentences containing ‘be’ which nclude forms that have tbeen
analyzed traditionally as bozh auxiharies and fuil verbs Since both can appear together 1n the same
sentence which ong 15 actually repressnted 1s sometimes thought to be open to question The Tftrst
gxample from Wasow appears n Falk ( 1984 499)

12 (a) Pat1saliberal Democrat, ___ running for mayor . and
__expected towin

(b} John 15 1n the garden and __ working hard
¢
(¢) Phihip was sick, —_ 1n the haspital, and ___ released egsin
To deter mine whether 'be’ functions exclusively as an suxiiiary or as a full verb (that)s. whether 1118
1mmediately dominated by | or by V'), one could employ thg same tests as befors It seems thet 1n all
cases 1S’ or ‘was' occurs n the surface INFL position The following examples provide evidence for

thisclaim In all cases. the finite forms of ‘be’ are involved 1n "Subtect-Aux " 1nversion

13 (a) Is Pat a hberal Democrat. ___ running for mayor. and
— expected to win”

(b) 15 John in the garden, and ___ working hard”

(¢) Was Philip sick, —__ tn the hospital, and . released again”

These questions are all inter preted 8s requesting yes or no responses to all clausal component's That
15. 13 (&) asks whether Pat 1s a hiberal Democrat, whether he 1s rufining for mayor. and whether he 1S
expected to win  Thersfors, the 1s' must be analyzed as dominated by I° We may conclude that any
fimte form of 'be’ then must appear 1n the INFL position 1n surface structure Maintaining the claim
that both auxiliaries and verbs belong to the general class (+V, -N], I shall return to the anslysis of

‘'be' asaverbn 2 3 3, which concerns the YP complements of ‘be’
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2.3 Syntectic anelysis of tholsub]oct ond predicate terms

A

In thig section | continue to examine the internal structure of the grammatical subject and
predicate phrases of simple categor ical sentences in English in particuler, | will concentrate hers on
the syntax of the slements thot are analyzed in traditional formal logic (TFL) as the subject and
predicate terms, represented by the terminal voriables X and Y in the following phrase marker

N
DN

| INFL
N \
X is Y

Asdescribed in 1.2.1, thers is an ssymmetry between subject and predicats terms. While an NP as a
whole is said to function as the subject of the sentence (not just as the subject term), in the YP a whole
phrase XP functions as the predicete term. XP is the maximal projection of X, which may be sny mejor
cotegory. The predicate term may thus correspond to one of the following phrasal categories: NP, AP,
PP or VP, but not Adverd P. This structural mécriptlon applies '.;) the following elementary sentences.
The terms that substitute for X and Y are underlined below and the phrasal category of the predicate
term is indicated in parentheses.
2 (a) Ihese ore sirawberries. (NP) . .,
(b) Iom isabarber. (NP)
(c) The yolceno is active. (AP) ,
(d) Lom inthegarden. (PP)
(e) Lom here. (PP)
(1) Abay wes cupning. (VP)
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(g) His preseot is being wrapped (YP)

(h) She 1s gadly (Adverb P) (*)

(1) He 1s carefylly (*)

(J) Lom tryly (*)4
All of these sentences (grammatical and ungrammatical) have one lexeme in common. Each one
coniatns a finite form of the verb 'be’ The main grammatical function of 'be' in categorical ssntences
is tosink the subject and the predicate, according to tratditional thinking. Actually, If my analysis of
‘be’ aS a verb is correct, then 1t is the function of INFL to 1ink the subject and predicate phreses The
syntax of 'be’ is the subject of saction 2.2, Inthis section, | will focus on the terms themsselves Here
| will look at the syn\tacuC categorfes that correspond to these terms ond consider each syntactic
category with respect to the claim sbout the interchangesbility of the subject term and the predicate
term of & proposition ( Sommers 1982 , 17). Just to recepitulate, a basic problem Is that fo{ the

following functional structure, as discussed in 1.2.1,

3 Proposition
) /\
Subject Predicate

NG TN

Quantity Term Quality Term

the terms do not always correspond to the same syntactic categories. Thus, for linguistic analysis of
sentences of ordinary language, it is difficult to know whet to make of any general claims concerning
the syntactic distribution of the terms. In order to meke the discussion more precjse, | will analyze
the terms categorially, according to the syntactic categories that may actually sppeer in the surfece
structures of elementary sentences in English. in particular, | will now briefly consider terms thet
belong to the syntactic categories Nor NP (2.3.1), AP and PP (2.3.2) and VP (2.3.3). It is possible

4But, from philosopher Jan Crosthwaite: ‘What God decrees will be necessar fly’. Formy
explanstion, see note 2 above.

~
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N

the purely syntactic property of convertibility halds only for terms belonging to certain categories,

but not others It appsars to be passible only in the case of NPs that function as predicate terms

2.3.1 Subject NPs ;nd NPs that function as predicate terms

The sub)éi of a proposition corresponds to the phrasal category NP. Moreover, only NPs may
function as the grammatical subiects of elementary segtences n Enghsh. 1 Within TFL. the obhigatory
elements of the logical subiect of & proposition are “a sign of quantity” and a “term." (Sommers 1982,
17) Here | will concentrate on the syntactic categories that correspond to the terms rather than on
the s1gn of quantity <

The primary thesis that | wish to propese and defend concerning possible subtect and predicate
NPs 15 thet syntactically their structures may be identical From a syntactic point of view, all NPs

may be 1dentical both 1n internal structure ( constituency) and in (external) distribution  (Wilhams

TThe same observation holds for compound sentences in English. Subjécts that seem to provide
counterevidence to this genbralizetion all contain marphosyntactic elements (affixes, particles, or
+ function words) that could be analyzed s signs of nominalization. Examples of possible nominalization
“ signs are underined in the following sentences.

(a) [Seeing] is believing /

(b) [Getting started] is the hardest part.

(c) [Ig refuss] would be impolite.

(d) [Ihe rich] are not always content.

(o) [Ihat Mai is a student of English] is news to me.

Sentences containing complex NPs (e.g., those with relative clauses) or embedded sentences (e g , (8))
are outside the scope of this work , which treats only elementary sentences.

2in this disser-tation, | will use the term ‘determiner’ to refer to the syntectic category that
Includes “signs of quantity,” but | will not focus on the analysis of determiners Rather, | will assume
the analysis of quantification propased by Bellert (in 1985, and in works in progress), whlprovides
8 detalled semantic description of linguistic quentifiers. They are distinguished by lexical features
{absolute] and [distributive]. She proposes rules which refer to these features to determine the co-
occurrencs of individusl quantifiers in sentences of natural language. On the basis of these lexical
features, quantifiers may be interpreted in their natural (surface) syntactic positions, without the
necessity of grammatical movement. Another analysis of quantification that has a similar effect is
proposed by Barwise and Cooper ( 1981). They claim that “quantifiers correspond to NPs, not to
determiners.” (1981: 61). incontrast, Bellert snalyzes every “NP-argument” 8s a quantified term,
1.e., 8 linguistic quantifier and a term (& set expression with a denotation and a reference class). (For

details, see the works by'Barwlss and Cooper and by Betllert.)

/_,——-f\ £
S L
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1983. 432 also makss a similar claim.) Thus, for sentences of the form [NP be NP}, the constituency
of both NPs may be accounted for by the same structural analysis.

1(2) [np Detly N(PP) (1M)]]

By convention, the syntactic categories enclosed in parentheses are considered optional. In the
onalysts in 1 above, the syntactic category determliner (Det) 1s not enclosed in porsntheses since
qolionalily does not seem an appropr iate notion to use in describing the occurrence of determiners in
NPs of English In the cass of common nouns, it seems that when an article can accur, It must occur

NPs thus formed must always contain at lesst two levels of structure in addition to the lexical head N.
in TFL, the determiner and N' phrase would be analyzable as the “sign of quantity” and the “term”,
respectively. In my analysis according to the following X-bar schema,3 the determiner functions as
the specifier of N, but Ns generaily do not have obligetory complements Although Det is an obligetory
category, it may be super ficially empty -

1 (D) NP

N

Det N’
l
' N
women
Not only does this structure represent the essential structure of NPs in English, but also it
refiects some of the general character istics of nouns and NPs in English. As for the internal structure,
common nouns are generally preceded by articles, quantifiers and/or other determiners. But some

common nouns may occur without determiners, e.g., the so-called “mass™ or non-countable nouns,

ﬁ?or the constituents tp be analyzed as terms, | notice the order of elerhents in phrase
structures end'dominence relstions rether than the exect number of intermediate ber levels conteined
in the projection of 8 particuler lexical category. Besides, some of the dets presented in support of
different levels of structure for NPs seem (o beqwstiomble (cf., e.q, Rodford 1981: 91-112),
Thus, the configurational patterns of phrases are often fllustroted here with on!y two levels of

structure, lexical categor ies and maximal projections.
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-
common nouns used gener-ically in the plural. (Plurality is most often indicated by an ‘-’ suffix added

to the head noun.) On the other hand, proper nouns and pronominais do not occur with articles,

quantifiers or other explicit determiners, as 8 ruls. When a determiner does appeer, it must be

contextuslly consistent with certain #88Tures of the noun which follows in the NP For example, 8n

important mor phosyntactic festurs of all nouns, in addition to Case, is number Nouns in English are

inherently either singular or plural. This applies to all nouns, whether tﬁey occur with or without

explicit determiners or quantifiers. For cz/artain lexical items, quantity and term are unanalyzable,

-48., 8s two or more separate lexical items. For example, distributionally, a noun and its modifiers may
be replaced by a pronominal or by o proper name. The pronominal and proper name must then be
syntacticallx (and co-referentially) equivalent to the entire NP. This idea comes from Sommers
(1982) who says that pronominals and proper nemes contsin an implicit sign of quantity. The
syntactic employment of pronominals and proper names s not howsver entirely parailel. While
proper names occur frequently with determiners and adjective modifiers, e.g., ‘my deer John', ‘poor

King Lear', ‘old Mr. Seuss’, etc., this seems impossible for pronominals, e.g., ‘my dear he' (*), ‘poor

she' (*), 'theonly it' (*), etc. Thus, it might seem appropriate to analyze pronominals lexically as

NPs, but to consider proper names as bars Ns. Within X-bar syntax it is presumably not necessary to

make this distinction in the lexicon, as every N theorstically projects maximally as NP. in general, it

se8ms that nouns which do not contain an implicit sign of quantity must be accompanied by an explicﬂv
one, such as an article, possessive pronoun, or other determiners. As a first approximation, the
structure in 1 (b) would seem adequate for the analysis of NPs in English.

There are other important distributional cheracteristics of nouns that are reflected in the
structural anelysis represented in 1 (a). in addition to the obligatory determiner, common nouns may
be modified optionally by pre-NAPs. Common nouns as well as proper nouns may be followed by PPs
which function as post-modifiers or by Ss which function as clausal complements, such es relative
clouses. In general, onlxon; determiner of a kind? but more than one adjective may precede the noun.
But the number of PPs arkt relative clauses that may follow it is apparently unlimited, st lesst in

4For details, ses QATFK, Oreenbaum, Leech and Svartvik (1972: ch. 4. 13-27).
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theory. The kind of syntactic relations that hold between the obligatory élements of the NP and the
optional elements that may possibly occur within NP is precedence rather than dominancs. The
optional constituents follow the essentisl ones: optional APs follow the Det and preceds the head N,
while optional PP and | complements follow the head N, as {1lustrated in the following structures.

1(c) NP
Det N’
/I\ *‘;,
/
AP N PP -
The old sailor on the deck

e
rd

This description of the NP in English is highly simplified. For some idee of its complexities, ses, 8.g.,
Quirk, Greenbaum, Leech and Svartvik (1972. ch. 4). For now, consider the following ssntences
{Nustrating fuller examples of the NP. The NP subjects are bracketed in 2 - 4 below

2 (a) [Half (of) my first new salary check (which |)
received yesterday) is sufficient.

(b) (1] 1s sufficient

!

3 (a) [ANl (of) the Jast three bottles of Harvey's unswestened
mango juice ( that) we bought at the dairy) wege bitter.

(b) [The unsweetened mango juics that we bought at the dairy)
wes bitter.

(¢) [They] were bitter.
(d) [1t] wosbitterS oo

4 (a) (The author of “Hamlet“] was on the stage.

S'They' 13 3 (c) 13 used to refer to the bottles of mengo juice mentioned in 3 (o) and 'it' in 3
(d) is used to refer to the juice mentioned in (b). Presumably subject-verb agresment holds between
the heads of- the subject NP and the predicate YP. If so, then in sentences 2 (a) and 3 (a), the
quantifiers must be the heads of the subject.NPs respectively. 1n 2 (), even {f the noun ‘cheque’ were
plural, the verb would still agree in numbgr with ‘half’. Agresment holds between the NP and the
verb, regardiess of the semantic content of the noun, 1.6., whether it designates 8 number, quantity, or

an individual.
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(b) [Shakespeare] was on the stage. _
(c) [He) was there.

Although | will not elaborate the rules for interpreting NPs containing pre- or pm(tmodiﬁers (long
strings of APs or PPs or even relative cleuses) as in 2 (a) and 3 (a)-(b) above, for the purpose of
demonstration, | have illtétrated some‘ possible NP ‘construct . Linguists have written extensively
about the integrity of the NP as 8 whole. One of the most thor: treatments of the complex NP within
generative grammer is that of Ross ( 1967), which trests the NP as an "fsland.” He demonstrates that
movement sffects the entire NP. It Is replaceable by a pronominal or by a proper neme, as illustrated
in2 -4 ’

In supporting my claim that the potential structure of NPs is the same in both subject and
predicate pesitions, | will focus briefly on the role of the determiner in NPs. iIntuitively, | would
orgue that if determiners in the subject NP are snalyzable as "signs of quantity,” then those in the
predicate NP must also be analyzed as signs of quantity. Certainly they would be members of the same
category or subcategory, Det, which would function as the specifier of N. In syntactic analysis, NPs
must be consi tly of the contributions they may make in the "referring” function of the
subject or in the "ch&;teryzim" function of the predicate. Here it is simply & guestion of the
syntactic constituency or’well-formeme@ of NPs in English. In English sentences of the form [NP is
NPJ, the two NPs must agree in number. I@ the subject noun s plural, the predicate noun
must aiso be plural, as observed by Bach ( 1968 103).

S (a) Thess are two of my best friends.
(b) These are a best friend (*)
(c) Tom is my best friends (*)

6 (a) Rocky is & golden retriever.
(b) Rocky is some goiden retrievers (*)
(c) These dogs are a golden retriever (*)

-~
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7 (a) Jane Austen 1s one of my favour ite novelists.
(b) Jane Austen is two of my favourite novelists (*)
. {c) Jone Austen and Gors Yidal are my favourite novelist (*)

Clearly, the subject and predicate must agree in number (or quantity). Now if articles and other
determiners are interpreted as "signs of quantity™ in the subject NP, then how could thw/foﬂ to be
interpreted as signs of quantity in the predicate NP? It seems beyond dispute that in.English both
subject and predicate NPs, or rather NPs in general, must contein a sign of quantity, whether they
occur in the subject or in the predicste NP positions. This is merely a special part of the gensral
claim that | wish to defend hers.

The general claim that | wish to fllustrate next is that wherever an NP can occur, in
particular in the subject or in the predicate NP positions, the same syntactic structure is possible,
according to X -bar synqtax. This claim, which is more vague, is consistent with the fact that all NPs
have potentially the same (external) distribution | will now fllustrate this point with sentences
containing simple and compiex NPs, proper nemes and pronominals.

8 (8) A book that | mentioned to you is this (one).
This is a book that | mentioned to you.

(b) The book that | mentioned to you is this (one)
This s the book that | mentioned to you.

(c) This is a strong perfume.
A strong perfume is this. ‘

(d) She fs the one weer ing\red.
The one weer ing rred is/she/her .

() Mrs. Farthing is the person approaching.
The person approaching is Mrs. Farthing.

(1) This is Froence.
France is this (country).

(g) Paris is the capital of France.
The capital of France is Peris.

(h)The place for me is here.
Here {s the place for me.
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; Within the imitations of the analysis in 1 (a), there seefh to be no ebsolute syntactic restrictions on
the types of categorisl elements thet can occur in NPs, either in the subject or tfm predicate
position, as attested by the sentences in 8.

There have been attempts in linguistics to accoupt for the accurrencs of definite or mmﬂréte
NPs fn subject and predicate positions. Bach (1968: 103), for example, sugests that thers are
“restrictions on the kinds of determiners allowed.” In the following examples, the (a8) sentences are
acceptable, but not all of the (b) ones.

9 (a) Don Is & teacher. ¢
(b) A tescher s Don (?)
10 (a) Every chairperson is 8 professor
(b) A professor is every chairperson ( ?) [)
11 (a) Each thief is a coward.
(b) A cowerd is each thief (?)
12 (8) A whale is a mammal.
(b) A memmal is 8 whale (?)
13 (a) Whales are memmals.
(b) Mammals are whales ( ?)
14 () Seeing is believing. “ ~
(b) Believing is seeing ( ?)
15 (a) Tom was the/a student who could answer the question.
(b) The/a student who could answar: the question wasTom.

It may be true that the &pt&bmty of the sentences above is indeed related to the distribution of
determiners, as Bach (1968) suggests. Assuming various distribution classes or subclasses of
determiners, however, the problem is probably not limited to the kinds of determiners that are
combined in elementary sentences. For example, the determiners are the same in 12 (a) and (b) and
there are no explicit determiners in 13 and 14. 1t is not cleer that this phenomenon even has a purely
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syntactic explanation. For instance, surely the problems in sentences 12- 14 can be correlated with

ontological incorrectness, which seems more relevant to ssmantics than to syntax, &s doss the

" particular-general concept distinction made tn MPL.6 (‘See 1.2.1 and 1.2.2 for o discussion of these

phenomena) | shall consider the somentic relations corresponding to such subject-predicate
sentences in Chapter 3. As for syntactic explanation, it is plainly not & matter that can be settled by
stating absolute syntactic conditions, but only relative ones, perhaps 1tke agreement between the two
NPs linked in predication, 85 in S - 7 above.

NPs are character 12ed here as maximal projections of their head Ns. Accordingly, It doss seem
thet the best syntactic description of NPs is in terms of a strict cgtegorial enalysis. No absglute

/\aistributional distinction and no absolute structural distinction can be made between NPs tpét can

function as subjects of elementary s?ntenoes and those that can function as predicate terms. As%lonlng
some heads to a category of subject nouns and others to & category of predicate nouns would cleerly
make for a rather inefficient syntactic description. | would argue that essentially the same nouns can
function either as subject terms or as predicats terms. As Chomsky has ergued ( 1965: ch. 2),
‘subject’ and ‘predicate’ are relational or functional notions and should not be confused with categor fal
notions. Only categorial notions seem suitable for captulrinq syntactic generalizetions within a

linguistic compétence grammer. (For further discussion, see 1.2.1.)

2.3.2 APs and PPs thet function es predicats torms

Ctegor ical sentences whose predicate terms are not snalyzable as NPs, 8.0., whera X 13 an A, 8
P,or 8V, donot permit the grammatical tnterchange of subject and predicate terms. Or they ssem 1o
be less fresly interchangeable syntactically in sentences that are grammatically acceptable. Here it is
necessary to be clear about Sommers' claim thet the subject terms snd the predicste terms of

6Jackendoff ( 1983) would probably account for the questionable sentences by saying that the
(b) sentences llustrate the patiern [TYPE]-BE-{TOKEN], which is not possible. | cleim thet my
analysis of elementary sentences containing ‘be’ will provide o basis for explaining the difficulty. |
would analyze ‘be’ in terms of the notton of He/arging to a type. For true statements, the referent of
the subject must belong to the type(s) denoted by predicete term. Thus the (b) sentences oll seem

unnatural, because the extension of the subject s more inclusive than that of the predicate term.

)
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propositions are interchengeable syntactically. It differs from what | implied by my examples in

2.3.1, 88 | shall now demonstrate. | will cite one of Sommers' examples.

1 (8) Some Spaniards are philasophers.
(b) Some philosophers ars Spaniards.

Sommers ( 1982: 300) says that the predication in 1 (a) is natural in both directions. By this, he
means that either N, "Spanierds’ or ‘philosophers’, cen function 8s the term of the natural subject.
Notice that the determiner is the same in the NPs that function as subjects for the two sentences in |

What Sommer's does not mean 15 the mere switching of the syntactic positions of the NPs that function
as the subject and the predicate term, as in the following sentences. To be perfectly clear, | will
illustrate this point with sentences containing AP and PP predicate terms. The data presented in 2-4
involve subject-verb agreement and APs and PPs that shift positions with NPs that function ss the

subjects of the sentences. in the (e) sentences there is a violation of subject-verb agreement.

~2 (a) Aman is at the door.
(b) At the door 13 a man.
(¢) Some men are at the door.
(d) At the door are spme men.
= (8) At the door is some men (*)

3 (a) John is without a job.
(b) Without & job i3 John.
(c) John and Paul are without 8 job.
(d) Without & job are John and Paul.
(6) Without a job is John and Paul (*)

4 (8) A man who understends this is wise.
(b) Wise i3 a man who understands this.
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4 (c) A man who understands this is wise and happy. /
(d) Wiss and happy 1s 8)man who understends this.
(8) Wiss and 6 & man who understands this (*)

F rom thess sentences, it shouldrbe clear thet it is thf; NP which maintains the function of subject even
when it follows the verb. Here is a cass where the notion of swyacf cannot be defined in terms of
surface configurations. The exdlomtion is, | believe,dobvtws‘ Syntactically, it is cleerly the cose
that only an NP can function as the subject of the sentence in End\ish. in sentences of English, there
must always be agreement in number between tha NP that functions as the subject and the verb.
Number i3 an essential feature of constituents involved in subject-verb agresment But this is not o

featurs of the head constituents of APs and PPs, as the foliowing analysis shows.

5 [ap (Adverb P) A (PP)]
6 [pp (Adverb P) P NP)

In contrast to NPs, both APs end PPs are modifisble by Adverb Ps rether then by adjective
phrases. The head of neither is preceded by 8 sign of q'umtity (Det). Lacking determiners and o
number feature, APs and PPs cannot function as the subject of sentences, sithough 8 phrase of either
category may be embedded in NPs which themselves function 8s subjects. Thus there is a formal
syntactic explanation for the failure of interchengesbility between subject NPs and predicste APs and
PPs. All subjects in English must be analyzable as a “sign of quantity” and a "term,” es required by
the TFL anslysis according to Sommers. Next | will examine the syntax of YPs thet function s
predicate terms. The property of convertibility with the subject NP, as expected, does not hold for
this phrassl category efther, since the YP predicate complement is not inflected for number efther.

2.3.3 VYPs thst function as predicate terms
My objective in this section is to provide 8 syntactic anslysis of cetegorical sentences
containing YPs that function as the complements of ‘be’.
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My thesis that there is only one lexenie ‘be’ depends crucially on the analysis of its YP
complements as /rms, inthe sense of TFL The only way that YPs can be taken to function 8s predicate
terms in categorical sentences is to analy2e ‘b’ in any 5iin as 8 copula 1inking the subject NP and the
YP predicete term§ It 1s precisely when its complement is a YP that ‘be’ is us(mny considergd to
fwwiction not as a copuls, but as on aufiliary verb | claim, however, that the subject-predicate
relations of all sentences containing 'be’, irrespective of its form, arg semantically paratlel Thus,
for the following sentences, the YP complements of ‘be’ in 1 (d)-(f) would be enalyzed as terms, just
the same as the NP, AP, and PP complements in 1 (a)-(c) The verb 'be’ is underlined here and its
p'rwicate complements ars bracketed.

-~

1 (a) That was [ yoher 1dee]

(b) Sally 15 [ opsilly]
(c) Someone has peen [ ppin this room) i

(d) Omn is (wi:oml

(8) Our house fas finally been [ypbutlt]

(1) You are { ypio be 8 medical doctor]
¢

Thus, the progressive, passive, and predictive YP complements of ‘be’ in sentences| (d), (e) and (1),
respectively, would also be analy2ed as terms Example 1 (f) illustrates a complication for this
analysis of ‘be’. The verb 'be’ may function as the heed of its own YP complement. Sentence 1 (f)
simply contains two different forms of ‘be’, both of which are copular. This analysis is consistent
with the observation thst ‘be’ slways takes a predicate complement, as required by its strict
subcstegorization frame. (It presents no problem for the ssmantic anatysis proposed in this work.)
First, | will review the morphosyntactic facts within the context of my hypothesis. |
Unltke modals and other auxilieries, ‘be’ may, but it does not have to take a complement of the
category YP. There are constructions, however, in which ‘be’ is an obligatory element, namely the
passive and the progressive constructions, as 1llustrated in 1 (d) and () above. ‘Be’ in any form mey
' be followed by the progressive form of any full verb ( i.e., verbs having s progressive form, including

'

...
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'be’ 1tsalf.” See sentence 2 () below.) The base form of ‘be’ and the Infinitive ‘to be' are used after
modals and after ‘sm’, 'is’, and other finite forms of 'be’, respectively (See sentences 2 (b) and (c)
below ) Any form of the verb 'be’ is used in the passive construction, fo(luwed by the past participle of
another verb ‘Been’ may occur in the passive construction, though it ssems strenge as & passive
predicate complement itself since every form of 'be’, including 'been’, must have a complement. ( See
2 (d) and (e) below ) While any form of the lexeme 'be’ may take a YP complement, the head of the

complement must be in & non-finite form.

2 (8) John is being obnox tous.
(b) Max may be the president.
(c) He was ta be the president.
(d) The present has heen wrapped.
(e) The concert has been been (?)

kﬁ >
The possible verb compiements of 'be’ include the following non-finite forms: the '-ing'

participle (progressive or non-fiflte) as in 2 (a), the base 'be’ as In 2 (b), the infinitive s in 2
(c), or, for sentences in the passive voice, the ‘~ed’ (‘-en’) perticiple as in 2 (d) above. In two of the
sentences, (8) and (c), | have {llustrated thet the verb 'be’ itself may function as the heed of the YP
complement of 'be’ Only in the passive sentence frame is 8 ‘be’ YP complement generally not used,
but this s not because 'be’ lacks the constituents that form the so-called “passive™ construction. |
have argued above (2.2) that the most efficient analys|s of ‘e’ would provide 8 unified account of s
syntactic employment as either a full V or an w;m:ry. in this dissertation, 'be’ as well as other
lexical items analyzed traditionally as modals or auxilieries will be trested 85 members of the
syntactic category Y. The primary distinction between the subclasses of verbs can be stated in terms of
their subcategor ization fremes; suxilierias subcstegori2e for YPs, unlike most other verbs. Any verb
may occur grammatically in sny verb position that  fits fts strict subcetegorizstion freme. | have

This fact 1s usad by Williems ( 1984) as evidence that there are two lexical items ‘be’ in
English. (See 2.2.1, or better, see Williams 1984 for details,)
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postulgtad the follow1ng generalized categor 1zation and subcategorization frame for the verb 'be’ [+V,
-N, +___XP}, where X stands for any major lexical coteoo((z.

in describing the suxiliary and verb system of English, many linguists assume that it ts
necessary to account for the correct order of the different elements, as stipulated, e.g., by Chomsky's
(1965 107) phrase structure rule for the analysis of Aux.8 Since most forms of 'be' (8!l except
‘being') are irregular, they must all be listed in the lexicon. But supposedly the distribution of the
different fo;ms of 'be’ in D-structure does not differ from that of the corresponding forms of other
verbs in Er;qlish. Thus, 1t is not cleer how much morphological deteil must be stipulated in the lexicon
to account for the specific ordering restrictions on ‘be'. (See Falk 1984 for a Lexical-Functional
analysis.) In any cass, the distribution of the various forms of ‘be’ and the categories of its VP
complements are illustrated in the sentences above. Now | wish to show how the strict
subcategor ization system could be used to account for the ordering phenomena in categorical sentences
containing complex forms of the verb 'be', 1.6., perfect, p%essive and passive forms.

First of all, we can delimit the inherent properties of the YP complements that the various
forms of 'be' strictly subcategorize for. For the verious morphological forms of ‘be’ (or presumably
arty verd) the feature [ finite] is definttive. As lustrated in 2.2.1 (1) ( see the sentences in 12), non-
finite forms of ‘be' cannot occupy the finite verb position labelled "INFL.* They may occur only as the
complemer;ts of finite verbs. For the finite forms of 'be’, the strict subcategorizetion frame may be
glaborated 83 follows:'be": (+V,~N, +finite, __XP, where X may beN, A, P,or V [ -finite}] T
verfous suppletive and negative forms (‘am’, ‘ain't’, ‘are’, ‘sren’t' 'is', ‘isn't’,'wes’, ‘were’,
listed with values for the features {past], [ person], [number], [negation]. The non~Tfinite forms of
'be’ (bass or infinitive, participles) have the following subcatsgor ization frames: ‘being’: [+V, -N, -

8This ruls was supposed to account for the proper combination and sequencing of the
constituents of the auxilisry-verb system in English. But more recent anslyses, e.g, the enalysis
proposed by Gazder, Pullum ond Sag ( 1982: 629) within the context of Generalized Phrase Structure
Grammar, do not “guerantes proper sequencing.” Some linguists claim that an analysis in terms of the
syntactic structures associated with ‘be' is insufficient for this purposs. They argue furthermore that
the order of the English auxiliary and verb constituents nesd be stipulated syntactically as any
order other than the correct one would result in ssmantic contradictions (Paimer 1974: 32; 1979,
1983, Schachter 1983). However, | claim that some basic syntactic well-formedness conditions can

be stated tn subcategorization frames.

{
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finite, +‘participle, -past, +— XP,where X may be N, A, P, V [ +partictple, +past]]; ‘been’: [ +V,
-N, ~finfte, +perticiple, +pest, +_XP, where X may be N, A, P, V [ +participle]); ‘(to) be™
[+V,-N, -finite, -participle, +__XP, whera X may beN,A, P,V +participle}].

. These subcategorizetion frames for the different forms of 'be' constrain the forms of the
categories that are salected ss their complements. The distribution of ‘be’ in its different forms is
determined by other elements tn the verb system of English. For instence, the auxiliery ‘have'
subcategor 1zes for part perticiples, therefors, if 'be’ is selected, only the form ‘been' is grammatical.
Models subcategorize for bass forms, while other verbs subcategorize for infinitives, e.g., ‘believe’,
‘hope’, ‘try', etc. The forms are elsa’constrained by the struclyre of the sentence unit end the
requirements of INFL My next task is to account for the dtstrl:xt%\of the eTements that wers
supposed traditionally to eppear in the Aux node and their complements. -
| will argue that the phrase marker proposed in the Intromf}ﬂm following the X-bar scheme

of Chomsky ( 1986) can be extended 10 account for senﬁqﬂ containing ‘be’ and &8 YP complement.

i

N

NP I’

INFL - VP
v XP

In fact, the structure of predicate phrase conteining XP, when X 1s ¥, is the, seme as the structure of
the predicate phrase containing a complement of any other major category. | cleim that the
wbcateorlz‘atim frame of the rirst verb that is selected to satisfy the [finite] property of INFL
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dater mines the category of 1ts complement. More generally, for every verb that 1s sslacted, its—"
subcategor 1zation frame determines the category of its complement, 1f it has one.
= Consider the following sentences, in which the VP that functions as tr;e predicate contains

more then one verbal slement. ’

4 (a) John i3 being friendly.
(b) John s being assaulted.

Here each YP contains a finite 'is’ and copular ‘being’ plus 8 predicate complement. Or, in my analysis,
qurafer to say that each sentence contains two different forms of the lexical item ‘be’. In both sentences
in 4 '1s’ would be traditionally analyzed as an auxiliary: “progressive” in (a), “passive” in (b). But
in terms of the phrase marker in 3, '1s’ is the head of the VP}that is immediately domtnated by I'. |
assume that il forms of ‘be’ are base generated as heads of YPs. |f 50, then 'being’ must be analyzed 8s
the head of a YP, which is the XP that functions as the predicste complement of ‘is’. For the sentences
in 4, complements of different categories, AP (a) and YP (b), ere selected by the heeds of the YP

predicate complements. But | assume that both sentences would have the same syntactic structure 8s in

S.
5 ' "
» ’ /\
O NP K
i INFL VP
/\V VP
v " XP

John is t, being friendly

John }15 t, being assaulted

\
\

N\
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Although 'is’ is base gener-ated in the position of the head of the YP complement of INFL, since it is
required in S-Structure for "Subject-Aux inversion," negative placement, etc., 1t must move into the
emply INFL finite verb position. The phrese marksr in S would differ from one repressnting o
sentencs wntainir;g a s0-called “modal*, such &s ‘can’, in that the modal would be base genergted tn the
INFL verb position. The modal would require a different form of ‘be’, as illustrated in 6

6 John can be friendly

The analysis represented in S may be extended to account for other types of elementary categorical
sentences containing more than one verbal element (including the slements usually considered to
comprise the Aux phrase). The categor ical sentences that | analyze must contain at least one form of the
lexeme ‘be’. For the elementary sentences in 7 below, the elements of Aux ss analyzed traditionally

are listed in parentheses, and the various forms of 'be’ are underlined.

7 (a) John was a friend. (simple past tense)
(b) John can be a friend. (-past model)
(¢) John has been a friend. ( perfect tense)
(d) John is being & friend. (-past progressive)
(&) John has been being a friend. (perfect progressive)

(f) John can have been being & friend.
( -past model + perfect progressive)

(g) John was elected. (simple past tense passive)
(h)John melecm (past model passive)

(1) John was belng elected. (past progressive passive)
(§) John had been elected. (psst perfect passive)

For the structursl analysis of a sentence with the maximum number of different verbal elements that
seem grammatical in English, the highest VP node would dominste 8 whole series of right-branching
YP nodes, each being the maximal projection of a member of the lexical category V.

/
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N \____

8 John might have been being assaulted

For this sentence, the phrass marker in 9 is proposed.

John might have been being  assaulted

Since | do not intend to interpret modal properties in this work, extending the analysis here to cover
the,go-eolled “modeis” and “suxiliaries” is in a way an academic exerciss. Nevertheless, | think that
this possible extension orgues favoursbly for the analysis. The analysis offers several other
advantages.9

For my purposes, the main advantages of the X~bar schema propased by Chomsky ( 1986) are
the following. The heed-complement structures represent the correct precedence snd dominance
relations thet ars implied by the strict subcategorization statements for all verbs, including those
traditionally assigned to the categories of modal and suxiliery verbs. For pa‘}iet;lar lexical items
wirtlhtn thess syntactic categories may obligatorily or optionally subcategorize for YP complements,
e.&”. ‘may’ obligetorily, ‘be’ optionally only in the sense that its obligatory complement need not be &
YP. 'Be', however, in ordinary use takes on obligatory complement of a mejor Syntactic category.

9The arguments offered by Ross ( 1969) and Pullum and Wilson (1977) in support of the
analysis of auxiliaries as verbs would also be valid here, although the structures they propase are not

identice) to the phrese merkers in this chapter.
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For some forms of the verbs in question, the full context can be stated, which would meke them
context-sensitive. 17 government relations determine lexical ( morphologicel) forms such as Cass for
nouns and inflections for verbs, then it ts important to notice that in o series of verbs, the
mor phological form of eech one is determined by the immediately preceding one, 8s noted in 2 2.2 The
form of each verb that appears in the Tense-Modal-"have'-'be’ series seems to be conditioned by the
immediately preceding one, 8s implied by the rule of Affix-hopping. Thus, for a particular language,
mor phosyntactic restrictions are probably best stated as strictly as possible in the lexical entries for
individual verbs. But the most significant aspect of the speaker's syr“\\acttc compatence that the phrase
s{ructures above capture is the effect of subcategorization. A competent spesker who chooses o
particuler verd (form) knows the category of the phrase(s) that it governs.

The structures proposed for categor ical sentences contain positions for all lexical for metives
that actuslly occur independently in the surface structures of sentences thet competent speekers of
English hear and use. In this perspective, INFL is analyzed as a finite verb position thet is reserved
for the base generation of slements that sug&‘taoorlze only for YP complements. Eleme;tts thet are
analyzed as abstract grammatical formatives, 6.g., tense, aspect, participle, are treated as inhersnt
properties of particular verb forms and/or feetures of syntactic positions in phrase merkers. All
verbal siements in the series traditionally called "Aux " can equally determine their own oou\ﬁlements
orﬂtheir own structural context by strict subcategorization, which states structural well-for medness
conditions. This use of subcategorizetion in my analysis is borrowed from Williems (1984). in the
morphosyntactic analysts of elementary sentences that | propose, 411 the INFL position s not filled by &
finite verb, then the 777st verb in the series, 1.e., the ¥ that functions s the head of the highest. YP in
a simple slementary sentencs structure, must be finite and agree {n grammatical number with the
subject of the sentence. Thus, tense, person, number, etc., are feetures of INFL or the highest verb
position. For semantic interpretation, the /as/ verb, besides 'be’, in the series 1S significent to
determine the denctation class of the predicate term, when this corresponds to VP. Thet 18, 'be’ or o
categorematic verb of elementary sentences of the form [NP be YP], is the last ¥ in o series. A verb
may be the head of the X.P that functions-ss the predicate term. Although the notions of /irstend /ast

i
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arereletive, s the heads of verbal domains, they seem precise enough to @cribe subject-predicate
rolatlions for glementary sentences containing 'be’.

This concludes my syntactic analysis of elementary sentences containing the lexical item ‘be’
Throughout this chapter | hsve ossumed-jhat semantic correspondences, even if they were clearly
characterizable, could not be used in support of any categorial or structural analyses  that might be
proposed. By way of contrast, one of the points in favour of the X-bar analysis of sentencesgthat | adopt
hers, 1.6., [;-NP [;-INFL [\pbe XP1]1, is that it describes en indsterminately large number of sentences
with very different semantic interpretations. The interpretstion of the ssmantic relations that
correspond 10 the grammaticai NP-YP subject-predicate relations will be investigated in the next

chopter.
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Chapter 3 ;

Semantic analysis of categorical sentences

This chapter concerns the semantics of elementary sentences containing ‘be’  An important
claim of this thesis is that elementary sentences of the following types have the same lexems ‘s’ in
common.

} (8) Jill is en architect

(b) Truth is elush:e

(¢) Someone is at the door

(d) Beth is working.

(8) The sflver is being polished + o

(1) There is a cat on the mat
To justify the analysis of 'be’ as 8 single lexems from the semantic viewpoint, | will present 8 unified
conceptual analysis for all “"uses” of this verb My objective here is to propose & single
correspondence rule to account for thé subject-predicate relations of all categorical sentences in
English,

The semantic anslysis thet | propase for this besic fragment is intended as & contribution
towerds a compositional sementics of English within the GB framework of generative gremmer
Compositional semantic interpretation is besedon 8 syntactic analysis. The syntactic anslysis | assume
is described in Chapter 2. A generalized syntactic analysis of elementary sentences containing 'be’ is
defended therse on syntactic grounds. To account for certain morphosyntactic generalizations, | claim
that the most efficient description of 'be’ would unify its verious forms and their cheracter istic
distributions "in a single lexical entry. Accordingly, 'be’ is analy2ed &s 8 single morphosyntactic unit
belonging to the syntactic category verb.  The categorization and subcategori2stion freme of ‘be’ are
represented as follows. ‘ ,

2°'be’: [+V,-N, +__XP), where X may be N, A,P,or V.

The labelled bracketing in 3 represents the structure of elementary sentences thot | essume.



3 (@) [|-NP[;INFL[ypbeXP]]}]
(b) [;- NP (;[;nerbe] [ypt XP11]

(c) [NP beXP]

3 (a) represents the D-structure of all sentences containing the verb 'be’. INFL, the head of the
sentenca unit, is a [ +finite] ¥ position. du}st in case 'be’ s [+f1\nlte]. as in the sentence types in 1
above, then {t must occupy the S-structure position labelled INFL, 8s fllustrated in 3 (b), from which
{t governs the trace of 'be’ (t) and the whole VP headed by t. The structure in 3 (¢) abbreviates either
(8) or (b).

This hypothesis-implies thet the particuler category of the possible complements of 'be’ does
not have any syntactic significance for the categorization of 'be’ in English. (For details, see Chapter
2 ) | sssume that the best syntactic description is one that states the significant syntactic
generalizations and also organizes strings into units that are interpretable in an adequate and simple
way Provided only that we can find an adequate corresponding semantic description, the
subcategorization frame in 2 together with the bracketed structures in 3 are supposed to provide an
adequate syntactic description which can serve as s base for the interpretation of the subject-

predicate relations of all categor ical sentences containing ‘'be’ in English In point of fact, | shall argue

“for a one~lexeme analysis of the verb 'be’ also on semantic grounds.

The first questions that | shall attempt to answer in this chapter are the foliowing: (1) For the
sentence types in 1 above, what are the basic units of conceptual structure that correspond to the
syntactic constituents? and ( i1) How are these units of conceptual structure and syntactic constituents
cqrreloted? A major task for linguistic semantics is to determine how the meaning of a whole sentence
is formed from separate conceptual constituents that are associated with the individual syntactic
constituents of the sentence.

In this chapter | will propose & single correspondance rule for the interpretation of subject-
predicate relations in elementary sentences containing the verd ‘be' in English. This rule will be stated
in terms of the conceptual content of the verb. (‘Be’ is the only lexical item whose sense | will-attempt ©
to characterize here.) 00mspiually. ‘b8’ in English Is an explicit sign of attribution. An affirmative
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declarative sentence analyzed as [NP be XP] 1s 1nterpreted or analyzed extenstonally as follows. the
referent(s) of (NP,1"] belong(s) to the type(s) denoted by [XP, [\ybe]]). The  situstion of
belonging to (or not belonging to) the type(s) denoted by the predicate term (XP) applies to the
referent of the subject NP of all elementary declarative sentences containing 'be’ That the :eferent of
the sublect phrase also belongs to the type denoted by the subject phrase 1s presupposed, in the sense
of "assumed” 85 opposed t0 “asserted.” Thus, In the state of affairs that truly corresponds to @
categorical sentencs. the referent of the subject NP belongs to two different antological types. This rule
purports to account for the semantic relation that obtains when the subject and predicate phrases
combine to form elementary sentences, 1.6., 1t accounts for sub)ect-pregicats relations of all
elementary sentences containing 'be’. Although additional conditions ere contributed to the meaning of
categorical sentences by the different forms of the verb ‘be', my analysis abstrects from the person,
number, tense, aspect and modality modifications of the verb 'be'. The categorical semantic
framework that was summarized in section 1.2.2 (1v) will be 1lustreted in the following sections.

The grbmmatical relations of subject and predicate are pertingnt for the ssmantic
interpretation of elementary sentences. For elsmentary sentences containing 'be’, the subiect and
predicate“phrases each contain a constituent that functions as a term In well formed categorical
sentences. thers are always two terms that are related by the verb "be’. The notton of /&r/m 13 central
It comes from Aristotelian “two-term" logic (TFL), as described in 1.2.1 and 1.2.2 (i1). A term 138
categorematic expression that belongs to an ontological category or type, 8s discussed 1n connection
with Aristotie’'s metaphysics.  As in Aristotelian logic, | assume that ontological types have on:
Intensional ( mental) aspect and an extensional (extramental) one. The relation of attribution is the
conceptual relation that 1s designated by the verb 'be’. | claim that the differences 1n meaning between
various types of categorical sentences depend on the intensions of terms of vorious types thet ore
combined. (This point will be discussad in Chapter 4.) Although ‘be’ signifies the conceptual ralation
of attribution, most sentences containing 'be’ express monadic prop&s”mons. These two claims ore
spparently incoherent and require an explanation. | attempt to explain it by comparing and contresting
the nterpretation of sentences containing ‘be’ and *hit’ as follows.
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For every cetegorical sentence. the conceptual relation of attribution 1s signified by the
combination of subject and predicate phrases. In fact®in every well formed sentence (containing ‘be'
or any other verb), the predicate 13 attributed to the referent(s) of the subject phrase. Whatever 13
designated by the whole premoate phrass 15 attributed to the referent(s) of the subject phrase.
Sentenoés containing the verbs ‘be’ and ‘hit', in the same inflectional forms, may contan exactly the
same number of expressions and hence, they presumably correspond to the same number of concepts.
Then how are the subject-predicate rejations of categorical and non-categorical sentences similar tq
sach other and how are they different?  Sentences containing "hit' express dyadic propositions,
whereas sentences containing 'be’ express monadic propositions. The main distinction between monadic
and dyadic propositions ts extensional. The function thet is designated by 'hit' applies to the referents
of both the subject and the direct object phrases in sentences. The type that is designated by {be + XP]
18 attributed to the referent( s) of the subject phrase in categorical sentences.

The present chapter is in three portg. First and foremost, in section 3.1, | will describe
compositional sementic 1nterpretation as @ process of determining the extensions of linguistic
expressions. (By 'extension’ hers, | mesn the entities, concrete or abstract, existing in reality or
imaginary, etc., that speakers intend to talk about by using linguistic expre\sswns.) The extensions of
complex expressions are determined ultimately by the conceptual structures of the individual lexical
items they contain. | will characterize extensions of categorical sentences In terms of their
referent(s) and the ontologicel types to which the;l are said to belong. The semantic description of

sentences containing 'be’ will be approeched similarly to the way the correspondence rules are

supposed to operate on phrase markers, 1.6, from the bottom to the top of the tree. In turn, | will

Py

descr ibe the interpretation of lexical items (3.1.1), phrases (3.1.2), and sentences (3.1.3). Using
the basic notions of /eiren? and Hpe. | will show how the extensions of lexical items, phrases, and
sentences differ from each other and how the extensions of complex expressions are determined by the
concepts corresponding to the smallest constituents of the sentence, the lexical items i1t contains.  In
section 3.2, foé canporisdn and contrast, the semantic interpretation of sentences contatning ‘be’ will
be compared with thet of sentences containing a transitive verb, e.g.. ‘hit'. Section 3.3 eoncerns the
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semantic interpretation of sentences containing ‘be’ and other “ralational” expressions, e.g.. PPs such

as 'at the door', ‘on the mat', YPssuch as 'hit (by John)' and ‘hitting John'.

3.1 Compositional semantic interpretation of elementary sentences containing 'be’

This section will focus on some essential aspects of 1inguistic semanttc competencs involving
the composnfbnal interpretation of individual categorical sentences in 1solation. The ssmantic
nterpretation of & sentence depends fundamentally upon the syntactic analysis of the santence. This, 1n
turn. depends upon the categories of lexical items selected and the way they ars combined 1n sentences.
An important task here 1s te show how the linguistic semantic interpratation of a categorical ssntence
1s based on the nterpretation of the individual lexical items contained 1n the sentence and their
structural relations as analyzed according to the sentence grammar of English. | will 8lso m'otcn
syntactic constituents with conceptual constituents (types) and show how they function in the
expression of indwviduation and categorization judgments.

interpretation is 8 compositional process. This section (in fact, this entire chapter) will
focus on the compositional interpretation of elementary categorical sentences in English. There ars
three possible candtdt;tes for the domain of operation of the compesitionslity principle: expressions,
conceptual structures and the domain of discourse. The domain that is assumed implicitly within a
theory of grammar 15 thet of expressions. in this work, compositional sementic interpretation 1s
described as & process of determining the exteﬁsion;s of linguistic expressions. The extensions of
categorematic expressions are determined conceptually by ther mtenstops. The intengion of an
expression 1 basically the information that the expression conveys (or the concepts thet correggond to
11). while the extension 13 what the information is about. For 1inguistic sementic interpretation, what
1 said (expressions in 4 given syntactic structure with corresponding lntenstons).is tok:n 83 6 point
of degarture. | cheracterize the extensions of lexical ftems, phreses, and sentences 1n terms of the
entities speekers-would intend to talk about (the potentisl referent(s) or denotetions &s opposed to
actual referent(s) of expressions) and the ontological types they belong to.
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| assume that the interpretation of a sentence is effected concsptually, 1.8 , by &mma\\col
correspondence rules %n assocration with the conceptual properties of all the constituents of the
sentence The bgsic conceptual constituents are presumab‘iy triose that correspond directly to the
smallest units of expression that are repeatable independently, 16, lexical items The aspects of
meaning (18, “intensions and extensions) that would be ayaﬂabl? ;t the texical level of analysis would
depend upon whether the lexical item were categorematic or syncategorematic All lexical items, both
catg’;g'gremata and syncategoremata, are assigned conceptual ;x)nstituents ot the lexical (terminal)
level of sentence structure The extensions of complex expressions (8 @., phrases) would then be
determined by combining the concepts corresponding to their components The intensions of the
phrases together with the correspondence rules which operate compositionally on phrass markers
det'ermine the extension of the sentence In giving the extensions of complex linguistic expressions,
8g., NPs, YPs, and@lPs, tné compositional interpretive prm\:ess has the effect of relating thg sentences
of the language to the wor 1d of discourse
At first sight, the compoditional interpretive process seems facile, however , any substantial
attempt to apply the pr‘lnclple*or compositionality systemetically siways raises some analytical
questions. A basic question is whether the same lexical item always makes the same contributton to the
+. truth conditions of all sentences in which it occurs, especially WM it may occur wﬁnoﬂc&lly in
different siructural positions in dtfferer;t sentences. For example, do nouns that furction as gubject
terms have the /wne denotative function ss they d(o when they function ss predicate terms? | assume
that they do. Thus, somé semantic conditions depend upon the immediate linguistic (syntactic) context
Another interesting questt;n is whether or not thers are cheracteristic intensions ( hence extenstons,
if any) that correspond to a particuler syntactic calegory. To go & step fuFther, one might wonder
whether or not it is possible to give satisfactory “notional” definitions of the syntactic categories, 8s
some 1inguists suggest, 8.g., Lyons ( 1968: 481. 1977: ch. 11). \
Assuming thet the analyst (linguist, philosopher, logician, or speeker) understands the
propasttion that 1s expressed (or the information that s conveyed) by & given sentence, the first
problem is to bresk the proposition or the sense of a sentence p Into its component parts. The notion

J
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of compasitionaliy depends on the analyzability of syntactic and conceptual structures contained in
complex expressions. The most difficult problem generally seems to be the matching of linguistic
expressions with individusl.units of conoep;ual structure Inthe first placs, it is often difficult in the
sementic analysis of & sentence to determine which formal slement of the sentence it is that‘ a
particular eleTmt of senss should be attributed to. m:eaver, it is not always the cass that there is a
one to one correspondence between units of syntactic form and units of conceptual structure. In fact,
there mey not be a)’formal constitusnt (sither Jexical or structural) in the sentence that can be saxd to
convey 8 giyen bit of information. As for lexical meening, it is not always immediately obvious
precissly what ssmantic contr ibution a single lexical item makes 0 the interpretation of the sentence
8s a whole.! Hence, we assume a weak version of the compositionality, but attempt to state
correspondences between form and meaning as precisely as possible v

Following Katz and Fodor (1963), who outlined the first ssmantic theory in the context of (8)
generative grammar , the rdies of ssmantic interpretation are sLupposed to oper-ate compositionally on
phrase maerkers, from the bottom to the top of the tree diagram. The basic principle of
compositionality states that” the seﬁse of a complex expression. 1s a function of the Sense of its
constituents. Lexical mesnings are assigned Yo each terminal element and then ihey are combined at
the phrasal nodes, e.g., [XP,V'] and [V,V'] at [V'], [INFL,I'] and [VP,I'] at [I'], and so on, until an
lnterpratation is assigned to the whole sentence (I") Thus, in order to state general rules of
compasitionality for sentences, it is necessary to refer to units thet are smaler than the sentence
itself, 8.g., lexical items and phrases of particula: syntactic categories. It is important to note that |
will not attempt to describe the psychological process by which speakers interpret sentences. Rather |

shall presEnt a conceptual analysis at each level of sentence structure, in order to explain how the

¥

" ICarison ( 1983s) describes the kinds of notions that are commonly attributable across
languages to the sentence &s a whole, rather than to particular lexical ftems in the sentence. From this
perspective, it is clear that the meening of a sentence is more then the sum of the meanings of the
lexical items it contains plus the "structural” meening, i.e., mesning that is attributeble to word
order, government, etc. This idea merits careful consideration and further reseerch.

o
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_nformation that 1s conveyed by complex expressions is uitimately derived from the information that

1 conveyed by individual lexical items. ‘ @ ”

I w11l describe the interpretation of categorical sentences in terms of referents, entities and
ontological types. /A p;‘erequwsite is to characterize the fundamental notions of anity, Hpe and the
concsptual relation of attribution which r;olds between the entities referred to and the ontolodtcal
types they are said to Je/ay la These notions will be cheracterized tn linguistic terms. Here | will
also revney my idess about linguistic reference. | will begin by preéenting some frituitive notions
that are ssociated with these constructs. Theexpressions to be described are under ined here.

(1) type Atype hes two aspects, intensional a—nt; ;ax{ensmnal. {ntensionatly, & type 1s the -
notion of an ontological umt as a whole, 1.6., its property or properiies that are nacessary to
determine 1ts extension If it has & name, a type concept is designated by a categorematic expression

(N, A, Y, NP, PP, stc.) which names the type. Extensionally, s type is an entity (concetved 8s a unt

on 1ts own), or more precissly, all of the entities ( in any quantity, e.g., there may be only one or

* none) that share the necessary properties signified by the categorematic expression thet names the

type The'properties that determine a given type are not taken to exist separately from the entities
that instantiate the type. | will employ capital letters to represent types, e.g., A, B, C, stc.

(n S'peokers talk about entities. By ‘entity’, | understend enything thet is or can be
spprehended by speskers. A'n entity has 8 distinct existence and either objective or conceptusl
reality, es determined by its type(s). An entity belongs to an ontological type if and only 1f 1t hes the

necessary char-acteristics of ‘the type. Any entity may belong to & number of different types ot the ’

D

. same time or at different times. )

(111). Belonging 1s 8 relation between entities and types. ;«;y— entlty/thot hes the necessary
properties signified by a categorematic expression is oonceiqu 8s belonging 1o the ontological type
nemed by the expression. \

(iv) A referent 1s "nameable” by an NP. The Lammn\ofan NP may be on entity, some or all
of the entities that belong to some ontological type. For apprehension, the referent must belong to o

o
ya
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category within the speeker's conceptual compstence. Thet it actually belongs to the type(s) denoted by

the referring expréssion is only asst:med. not asserted. A dot will represent referent(s) in this work
Hera it seems important to emphasize the distinction between extension;and referents

(Lyons 1977 ch. 7.2). The point to notice is this. Referents are identified by speakers using certan
lmouwsti? ;xpress'ons. NPs. Speaker's ascriBe properties to the referents of NPs by predicating other
expressions of them. A predicate is obviously not predicated of the NP that functions as the subject of
the sentence. but of the extension of the subject NP. Or, more precisely, speakérs pradicate
properites of the M of NPs rather than their extensions, as this construct is described, eg.,
by Carnap. However the referents of an NP -are included in the extension of the head N | will
describe the extension of a singuiar term as a single entity; exactly which entity that belongs to a typs
\ts the actual referent of & particular utterance rpust be determined contextually dy.principles of 8

theor'y of referencs or a }heory of language use. ,

The notion of se/anging to a type is basic for the desgr iption of the cogmitive processes of

categor 1zation and individuation. Thé relation of belonging that 1 describe i;s more general than the
notYon of delonging thet is usaed in et thary in set theory, belonging is a relation that holds between
flements and sets. But, as illustrated in the Introduction and in Chapter 1, the notions of &/amant
and sof or c/ess are too restrictive for the Iﬁterpretation of all categoremata in English. For
example, the dsnotata of some sbstract nouns and ail mess nouns cannot be concsived as sets or clesses
of individuals. Mass nouns and count nouns are quantified differently. Instead of ‘'member’ or ‘glement’,
ond ‘st or ‘cless’, in general, | wm)é\ha terms 'entity’ and 'type’, which comprehend ail substances
or entities whether they are concrete or ab’gtract, and countable or not.. For entities that are
" countable, a type would be extensionally equivalent to a set or class, but in ordpr to provide a uniform
description, | will refer to them as “types.” As | concluded in Chapter 1. speekers refer toa varisty
of types; of entities. The domain of reference is assumed not to be hor;oganeous. Any-<homogeneity that
could be ascribed to it is af:plicable only in theory, e., by using theoretical terms such & ‘referent’
or ‘axtension’. The referents of linduistic expressions ( the things speakers talk sbout) are not Tim ited
to a single type. The referents of expressions cannot be characterized exclusively as entities that “exist

¢
® 4
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n reahty as 15 sometlmes sssumed n classical sementics, or exclusively as entities that are
experlenced n amental “projected world" as assumed by Jackendoff ( 1983). Finally, | mume that
all categorematic extprmtons signify type concepts, as argued in Chapter 1. (See l.\2.2 (1v) and
3.1 for detavls.)

Inthis swtlon' _l will propase some simple construal rules ( based on the notions S 0f  referant,
entity. and typé introduced above) to eccount for tht; samantic interpretation_of well formed
slementary santences containing 'be’. | will apply thess no_flons to the lexical items at the terminal
level of the phrase marker (3.1.1) end to the phresal categores (3.1.2). Section 3.1.3 will focus on
the interpretation of. the sentence as a whale. Thus, the contribution of the lexical item ‘be' o the
meaning of sentences containing it is broken down into two parts. First, the contribution of ‘be’ to the
[Interpretation of the predicate phrase will be considered in 3.1.2, and then the semantic
interpretation of elementary sentences contatning ‘be’, in 3.1.3. At the same time, the process

[}

compositional sefvantic interpretation will be i1lustrated.
3.1.1 lnterpretlno lexical {tems
My objecttve In this section is to propose construal principlas for determining the extensions

of the lexica} Items that appear in categorical sentences of English. Consider the following set of

sentences.
I (a) The-.volcano is active. , ‘
(b) The women fs working '
(c) The cat is on the mat. .
(d) John s & student.

As expected within generstive grammer, the ssmantic analysis will be guided by the syntactic analysis
of séntences. The rules for the Interpfetation of the lexical items in these sentence types are stated in
accordance with a syntactic categorial analysls, These sentences would be enalyzed syntactically es

follows.
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Det N INFL VP
\v VP
The woman is working
(C)
gk
.. INFL VP
\\V PP
P NP
Det N...
The cat is - on the mat
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John is a student .

The next ‘step‘ is to proposs cﬁns{ruol 'rules that apply to lexical items of the syn'toctlc categories
rapreseated in the phrasse markers in 2 above. Only five syntactic categor ies occur in the segtences In
1 &s {llustrated by the phrase structures in 2: determiners ( Det), nouns (N), verbs (V), adjectives
(A), prepositions (P). Thefirst step is the assignment of conceptual constituents to the lexicai items
that belong to these syntactic categories. Since my primary objective here s to describe the semantic

] contribution of the v/erb 'be' to the-sentence types in question, it is essential to charecterize 'be'

concsptually. But thé analysis | pr‘oposelhere for the, constituents of eny other syntactic categories is
only cursory and {llustretive. |

The theory of ontological categories and types that | assume has the eﬂe;:t of subdividing the
vocabulary of a natural language into-"two classes: those exbressions that have exténstons
(categoremata) ond those that lack extensions (meato). (These clm\ ore also
distinguished as “lexical” versus "grawna,tt&l" words or “denoting” versus “non-denoting”
expressions, or even “referring” versus "non-refertiinq" expressions,) In‘ generasl, expressions that
belong to the syntactic categories N, A, and V are categorematic expressions. The verb ‘be’, however,
belongs 1o the cless of syncatagoremats; conceptuslly, it designatés the relstion of belonging to en

4
_ ontological type, but 1t must also be completed by “Enother categorematic expression In order 1o

function productively as a pradicate in modern English. According to Aristotle, the copula may occur

/
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with an expression thatt belongs to any ontological catégory. In my enalysts, .. be + XP] fs sald to
l!unctio?n 8s the predtcatg' of the sentence. Expressions that belong to the syntactic categories of
determiner (Det) and prepositiot(( P) arealso syncategorematic, .e., on their own the:/ do not belong
to sny ontologica! cateoory' or determine an extension. " Even tpough they do not stand for anytmng .
extralihquistic they have tmportant syntactic and ssmantic functéons Determiners and prepositions
combine with nouns (N') and NPs respectively end contribute to the determination of the extensions of

the NPs and PPs thet are formed. The restning NPsand PPs belono to particuler ontol%icol types and
categor fes. o

The distinction between categoremata and syncategoremata is basie. It is especially 1mpo;~tant
for the sambntic clessification 6! individual lexical items. As we have seen, logicians, e.0., Frege,
Carnap, etc., seem to assume that & semantic analysis I§ justified only for categoremata. Clearly a
conceptual analysis is justified for any expression that s repeatable, recurring in different
sentential contexts. It ssems cruciel to provide an analysis for the expressions that are perticulerly
linguistic, fe., the functionsl or gremmetical expressions thet traditionsl logicians cail
“syncategoremate,” such as 'is', ‘the’, 'a’, etc. Whet are the similarities and differences between
categoremats and syncategoremata? In this work, all linguistic ex‘pre&ions w111 be said to correspond
to concaptual constituents (which | shall ebbreviste as ‘concepts’), but 1r; {solation only the concepts

that correspond to categorematic expressions can determine a type of extralinguistic entity. We know

" intuitively that these expressions, concepts, end designated entittes (of various types) belong to one of

the major ontological categor fes. The distinction between these two classes of expressions is primartly
that’catwatic expressions denote & type of entity on their own, but syncategorematic ones must
combine wmt categorematic expressions in order to determine the extension of 8 phrase Qr clause. For
syncategoremata, the linguist can describe what constituents of these categories contribute to the senss
of the complex expressions which contain them. Thus for any expression the corresponding concept 1s
taken to be.the &itwlm necessary to determine its extension In«the domain of discourse. More
precisely, the conoéptual structuré of an expression E is the condition(s) that it contributes toward'
determining the extension of any complex expression in which £ appeers. The concepts that are
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relevant may pertain to the essential properties of the entities that belong to the type(s)-denoted by
the expressions or stersotyps or other 1nformation.

In the fonowmg description of the tnterpretation of lexical items and phrasss, the notion of
oelonging o8 type 1s taken as fundamenp\ it pervedes the compositionsl inter pretive process since
1115 1mphied, by all categor ization schemes. It 8lso ur\vderlles the conventions of naming and referencs.
The characterization of entities (the predication of categorematic expressions of them) implies that
the refa‘gents be?ong to the types named, 6ut only in sentences containing ‘e’ are the referents
explicitly aséerted 1o belong to a certain ontological typé. Even though the semantic interpretation of
elementary ssntences involves the determination of extensions, ,} not only are the extensions themselves

o

1mportant, but also how these extensions are obtained. The 1n&rpretation of 8 sentence is determined

conceptually on the basis of the concepts corresponding to the lexical items the sentence oonto{ns.

Interpretation of common nouns and adjectives. In this section, special attention will
be given tou the interpretation of the lexical 1terﬁs mgnw by the following property [+N).
Categorematic lexical items of the syntactic categories noun end ’adjective are important in the
cateqor tzation proeesg They are commonly used to designate the type to which’ something belongs. At
theslexical level of sentence structure, all [+N] lexical items are interpreted as types of entities.

N

Consider the sentence 1 (a).

1 (a) The yolcang s active.

The intensions of common nouns such as 'volcano' uﬁ of adjectives such ss ‘sctive’ determine
ontological types thet ore usually descrfbed s clesses, The types denoted by the expressions 'volcsno'
and 'asctive’ include all of the entities that meet the necessary conditions signified by these expressions.
In other words, thessrexpressions designate properties that spply to the entities of thes types snd only
these types. For the sentonca n question, ) will use el pses to fllustrate the extenslons of these lexical
ftems. One might say that the sense of the common noun voicono' determines the ontologicel*type v -
(all entities that have the necessary characteristics denoted by the noun ‘volcano') and the general
’ / ot
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‘ adjective ‘active’ dstermines the ontologicel tybe A (which may include some volcanos, geysers,

\ pools, people, machines, etc., which have the necessary charecieristtcs denoted by ‘active').

3(a)  [vol¢ano) N * [active] A

| I
Vv A

| CTTD L )
: &S, 8
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~

o

~
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mud

Here my description of general nouns and adjectives follows rather clossly the assumptions of

traditional or classical semantic analysis. In fact,! conceive of the extensions of general count

nouns and ad]'ectives that apply to them a3 classes of entities, as assumed in clessical sementics.

There may very well be room to debate the naturainess of postulating sech extensions for all

expressions within these lextcpl;wteoories,,,but this type of lexical analysis seems quite acceptable

at this abstract level. The analysis captures the intuition that these lexical items may be.used by

speakers 1o talk about anything that counts as a volcano or is active.

b

F

lntorpre“tation of verbs. As in classical semantics, | assume that the description of the

‘e

extension of a cetegorematic verb depends on the number of logical subjects (lerms or predicate

orguments) it takes. The number amounts to the NP that functions as the grammatical subject of the

sentence plus tr;e' number of complements in the subéateoorization frome of the verb in question. This

holds if the subjects and complements are categoremata or denoting expressions, which they usually
are. An intransitive verb such as ‘work' does not take any object or corgplement; thus, we sy that o
simple sentencs eontointnq ‘work', e.0., 1 (b), has only one réferent and it expresses 8. monadic

proposition. The verb ‘hit' always occurs in ssntences containing an NP that functions as the subject
and, 1 it js-in the'active voice, it takes a second NP that functions as the direct abject; this object
corresponds 1o a sacond ( lagical) subject. It is characteristic of transitive verbs that they have two

logicel subjects. A simple sentence containing active 'hit' involves at least two referents and expresses

[ & dyadic proposition. Thus, the following construal rules are postulated
. i “
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(1) A lexical item which is defined by the features [+V,-N, +intr.] is interpreted os & type

consisting of all the entities that share the character tstics designated by the verb (e.g., 'work').

(11) A Toxical tam which 15 defined by the festures [+V,-N, +tr.] 1s interpreted as  typs
conststin'g of ordered pairs of entities that share the necessary characteristics that are designated by
theverb (e.g,hit). C

(111) A lexical ftem which is defined by the festures [+V, -N, +tr.2) s Interpreted as a type
consisting of ordered triples of entities that share the necessary characte;rlsﬂcs designated by the verb
| (e.g., 'put’).2

Thus, for thé fotlowing sentence, ' ®

I (b) The women is [working] v/

the verb 'working' would be interpreted asa\type.

3(b)/ _[working] . -
. , I V

The extensfon of ‘work’ or ‘working’ would be the type W which consists of a1 entities of which this
verD or participle could be truly asserted. | assume that the extension of the psrticiple is included in

* 2These construgl rules could be generalized as in predicate logic, where the logical forms of
expressions are said to be dstermined by the number of individual terms thet the predicstes take, The
verbs mentioned above would be described as one-, two-, or three-place predicates (or monadic,
dyadic, trisdic ...or unery, binary, ternary ... predicates). For the sementic description of nstura)
language, many linguists propose that verbs be represented in the lexicon es propositionsl or
sententiel functions. These are open sentences in whith verbs ere represented s properties or
relstions with variables. Each of the varisble symbols, 'x’, 'y, 'Z’, 18 "8 placehoider morking the
position in the proposition where a constant may appear.” (Wall 1972: 57), E.g, 'work'(x), ‘hit’
(x,y), 'put’ (x,y;2). Only by sybstituting constent terms for the veriables:(called instantistion) or
by quantification can open sentances be convertad to propositions, which may be relsted to a world of
discourse (Wall 1972: 82).  In linguistic descriptions, the predicate argument structure (open
sentence) is considered to be the lower bound, or the “minimal semantic information sbout verbs that

must be represented in the lexicon .. (BFesnan 1978: 14-15),




e

) W

! ’ 19%

the extension of the Base verb ‘work'. 3 | shall return o the question’ of "the interpretation of a

transmve verb, 6.., 'hit' in3.2. ‘ — Y

3.1.2 lntorpre\tlng phrases

This section will focus on the sgmantic tnterpretetten of complex expre&nons at the phrass
Ievel of sentence structure. It is importent to notics that the intensions of ghreses are not the same as
the intensions of their lexical heads. Hence the extensions of Iexjcal heads and those of their syntactic
projections are not the same either. Phrases of all major cateoerles may denote entmes that belong to

ontologicel types or categories. Phrases that contain categorematic expressions are also categorematic

Note {hat the extensions of phrasal categor ies are determined by the oonceptuel constituents of a]l the

lexical ftems contained In the phrases, including syncetegoremata

The syncategoremafa considered here include deteminers. prepositions and the verb ‘be'.
T_nese syncategoremata all belong to syntactic categories that te}e complements. The syntactic function
of syncategoremata is primarily to atlach to categoremata of the category N', NP or XP to, nor’m‘
phrases. The interpretation of determiners, preposiuens and the verb 'be’ will be discu&ed then 1n

connection with NPs, PPs and YPs, respectively. As individual lexical items, syneeteooremete must ;

corry syntecttc end ssmantic information that is sufficient for distinguishing them from other
exprmlons. For instance, ‘on the mat’ contrasts with ' is the mat' both syntactically and semantically.
l_-bre { will analyze the syncategorematic expression together with fts categorematic complement as
on operator-argument structure, as described by Harris (1982). The conceptual constituents that

3For interpretation, | do not take into account the tense, aspect or modality of verbs, not even
of 'be’. | assume, however, that in general the verious tenses and aspects of a verb would, determine
subtypes that belono to the gengral {ype denoted by the bass verb. Although | do not propose to
interpret modal properties here, | do not necessorily agres with linguists who make 8 clesr-cut
“modal-propositional” dichotomy in semantic analysis. | do not agree with thoss who would say, for
example, equeﬂes do not.add to or alter propositional content, but are used to deny, question,
repeat, confirm it." (Palmer 1983: 207-208). Instead, | would say that whatever adds to or alters
the truth conditions of a sent to or alters the proposmonal content, and if auxilisries cannot
do this, then languages would ho need of auxiliaries. | yiew the function of - auxilieries as
essentially modifying the propesitional content of sentences In“systematic ways. For this reason,
modals and auxiliery vebs may be considered apart from' Tull lexical verbs 'in & semantic emlysls.

eltmum they balong to the same syntectic category verb (V)

-
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correspond toyhcategoremata combine with those of their categorematic complements in phrases. By
- this combination, the s‘yncatqoor'ematic'exprmion operates on its argument. The semantic conieni of

the syncategorematic expression in some way modifies the inten§ion of the phmfa, witMM{m’;&
the intension of its argument. For instance, it may assert something about the refersnt(s) of the
complementary categorematic expression. An exemplary operstion is quantification. T}n semantic -

- function of determiners 1s primarily to determine or specify the type that is dencted by the

comp,lementary N or N', 1.e.; t0 point out or to distinguish among entities of the ontological type ft
denotes. In wticulor speakers use determiners to pick out some entity or entities of & certain type,
but the determiners do not tfhm the type denoted.  Thus determ1iners have an importent fupction in |
tre individuation of types. For the sentence '

»
-

L (e)Em.\Llnllmwasachild

the function of the daterminer (quantifier) ‘eech’ is to specify which entities of the type denoted by
'victim,, are being talked about Bellert (in 1985 and In other work in progress) describes the’
essentiol property of ‘sech’ as [ +distributive). Thus, for the ssntence | (), the property of betng o
child is said to be *distributed” among the victims in the dr_:maln of dlsﬁurse, applying to each one
Indlvidt:ol!y. Other déterminers will be fllustrated in the following section.

Interpretation of NPs. At the phrase level of sentence structure XP', if X 13 N, then XP
may be genuinely refsrential. That is, it may be used intentionally by @ speaker (in 8 speech ect) to
refbr to.something. It is most unususl for competent adult st of Enollsh to sttempt to refer to
anything by using phrases of other categorfes or simple lexical items. \ Mé’elso pessible for, speokers
to use a phrass to refer to someone or something 83 an individual, odly fn case it 1s & noun phrm\
(NP). This fs because only Ns combine with determiners or quentifiers. Thus NP's are not only
“referring" expre&iohs. but also "individuating” expressions. NPs function os the grammatical .

- subjects of.the sentence, & objects of verbs, and objects of prepositions, or s predicate complements

of the verb 'be’. In generel, NPsere tnterpreted as types of entities. The extension of an NP 13 8l end

-

!
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only those entities which have the property (or meset the necessary composite criteria) designeted by
oll the lexical items thet constitute the NP Consider the NPs 'John' and 'a student’ in the following

santence

1 (d) John s a student

The intenstons of some indexical expressions, such 8s proper. nemes, pronominals (or pro-NPs),
demonstratives (‘this’, ‘that’, etc ) have “buflt-in" concepts of quantity It is sometimes assumed that
the;r extensions are not deter mined concaptually In the case of proper names, it is assumed there is a
direct relationship between a nan;e and the individual named However, | sssums that even indexical
expressions also corraspond to type concepts Clesrly 'John' is a very @mm proper name, and in
reslity, the ndgme has many ( potential) referents  Howsver the intended referent of the name ‘John’
used in categorical sentences is 8 single individual In any cass, ‘John', the profer name which
functions as the subject of the sentence in 1 (d), would be interpreted as an individual or as an eﬁntity
conceived as 4 unit on its own

indefinite NPs, 1 e , NPs that are composed of a common noun and an indsfinite determiner, are
construed In two stages. first, the extansion of the common noun is determined by its intension at the
lexical level The common noun 'student’, 6.g., is interpreted as the type consisting of all entities that
meet the conditions signified by this expression. For the interpratation of an indefinite NP, the
concept signified by the Indéfinite determiner ‘s’ combines with the intension of 'student’. Hence the
interpretation of the common noun 1s an unspecified entity that belongs to the type S | will represent

?‘-

the extensions of the NPs ‘John' and 'a student’ as follows.”

3(d) LJohnlNp (a student) o "

J S

. .

The dot stangs for the intended referent and the capital letters, for the types denoted by ‘John' and
‘'student’ (1 dopo mean to imply that speakers have such representations, only the type concepts.)
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The extensions of definite NPs, 16, NPs that are composed of & common noun and & definite
dsterminer, are specified also i two st\ét;s First, the extenston of the general noun is determined by

its Intension at the lexical level Eg, for\he sentence,

\

1 (c) The cat was on the mat
‘cat’ and ‘'mat’ are interpreted as the types Cand M, which are ail of the entities that have the necessary
cheracter istics designated by the expressions ‘cat’ and ‘mat’, respectively Using ellipsas, | will

represent their extensions as follows

3(c) [cat] N [mat) N

A phrasal efpression of the category NP, when N is a count noun, 1s interpreted as & subset of
entities that belong to a certain type The subset may be specified or unspecified'contextually 4 For the
sentence in 1 (c), the extensions of the two definite NPs are determined In two steps. To obtain the
extension of the singular NPs ‘the cat’ and ‘the mat’, the definite determiners in (c) have the function
of specifying entities that belong to the types C and M (cats and mats) The definite articles are
illustrated as determiners of the cat snd the mat that belong to the types C and M, respectively

K
'

41 do not meke a distinction-in this work between the extensions of definite and indefinite NPs
| sssume that sinca the quantity is the same, the precise interpretstion i§8 eventuslly determined
contextuslly as described by a theory of reference or 8 theory of language use. Furthermore, the

referent of & definite or Indefinite subject NP mey be determ ined ol horfcally or contextually.

An'indefinite NP and a definite one may be used to refer to the very same entity, as in the following

pair of sentences. N ~
(1) There Is p.cat in the room R ,

(11) Ihecat is on the mat.
A fixed context is sssumed here. The cat that s said to be on the mat in ( 11) is the one thet is said to be

in the room in (). For sentences in fsolation, | Shall sssume that any set expression may be
restricged contextually.

v

P 2
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4(c) [the cat] \ (the mat]

.

But the extension of a definite singuler count NP is a certain entity that belongs to the type
denoted by the general noun. For the purposes of the semantic interpretation of setlwtences of natural
language, after construal ot the phrase l;avel , 1t 1s no longer a question of all of the entities that belong
to the type denoted by the general noun (This marks a departure from thé conventions of model-
theoretic semantics.) The determiner distinguishes an entity of the typs danoted by N or N' an its own.
The referents of the NPs in 4 (c) bélong to typesC and M To represent the interpretation of an NP

containing 8 determiner and a count N, | will use the referent and type abbreviations, as follows

S () ,
(The cat]Mp [The ma?] P

C | M

.

Interpretation of PPs. Theeffect of combining expressions of the P category with NPs is
the creation of conditions f(;r o new type that does not belong to the type denoted by the NP object
Some PPs (seemingly. Idiomatically) designate properties of & more of less abstract nature, eg.,
‘beyond hope’, ‘in love’. But many prepositions seem ta signify relations, including spatio-temporal
relations and relotions of meens, purpose, etc., and thus they “operate™ on their NP objects
sccordingly. For example.‘the predicate term in 1 (c) [ppon [ypthe mat)) does not designate the
property of mathood, but the loconoﬁm_tm_mm The extensions of the exprmlons ‘the mat and ‘on
the mat’ are quite dmereht of course, even thoum the NP n both is definite. Like general descriptive

' terms, aPP is interpreted asa type which | will symbolize s ‘0", whose units are exactly those gmt
meet the c&ﬂltlm expressed by the whole PP, e.g., being entities located on a certain mat. Thus the,

\ -
€
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extension of a PP 15 determined by the intenstons of jts head (the preposition) plus thoss of a1l of the
lexical items constituting the NP that functions as its object.

Interprotation of APs. The interpretation of complex expressions of the AP category is
effected by combining the intensions of the individual lexical ttems contained in the phrsse. R ts
similar to the interpretation of the lexical category A. The primary differencs is that at the phress
level, the adjective A may have adverbial modifiers which restrict the entities denoted hy’l A That is,
the expression that modifies the A determines anly some of the entities denoted by the exprésston of the

A'category, for example, spless| sactive]]  APs function primerily as predicate complements of

copular verbs or 8s pre-noun modifiers The extensions of APs are always types, never individuals.

Interpretation of YPs containing 'be’.% Phrases of the form [be + XP] are often
described 8s "true” predicate phrases. Combining 'be’ and the predicate complement is a step that 1s
required for primary predication in English. (For @ distinction between primary and secondary
predication. see 2.1.2 ) Only by using YPs containing ‘be' 1s ﬂ possible for & s;;eaker to attribute
something (a property, a relation, a location, etc.) to an entity  or to & type of entity. For this
reason, grammarians and logicians within TFL consider sentences containing such “'be’ t;) be
predications par avcellence In sentences of natural language, activities, actions. affections, or
relations are often designated by vérbs, and entities (and types of entities), by NPs. The verb 'be' by
itsslf. however . dogs not designate en ordinary ontological category. | claim that 1t signifies the,
conceptual relation of attribution, and the syntax requires that a gredtcate phrase containing 'be’ "also
contain & complement XP, which may be the maximel projection of any mejor syntactic cotebory: N, A,
Y.or P. A predicate phrase of the form [be + XP] is interpreted in the ssme way 8s 8 monadic
predicate in predicate logic. Its extension is the type F, for all of whose constituents ‘being XP' holds
true. F is the property designated tiy the expression XP that functions es the predicate complement of
'be’.

-~

"SThe fnterpretation of sentences containing PPs that function &s predicats complements of ‘be
{s discussed in 3.3. )

[t
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F (=being F)
O

In 6, XP* stands for any phrase that is analyzed as the maximal projection of a 18xical category
N,A, V,or P, and'F*, for the property designated by XP One of the specific effects of adding ‘be' to the
predicate complement is that the propsrty designated by the complets predicate phrase may now be
referred 0 The phrases could be used, for example, to answer the question: What property is
attributed to the refer;ant of the subject NP? This question cannot be snswered in idiomatic English
with a bare XP. Probably because the NP is the paradigmatic referential expression, the verb ‘be’ may
be used either in the base (infinitive) form or in the non-finite -ing form ‘being, e g., 'to ,be XP* aor
‘being XP' For the sentences in | above these properties are expresssd &s ‘being + active', ‘to be +
working', ‘being + on the mat', 'to be + a8 student’. In other wqrds. the extension of the predicate V¥

containing ‘be’ &s 1n & does not differ from the extension of the predicate complement XP without the
verb be’. The property designated by the phras that functions as the predicate complement on its own
_determines the type F that is the extension of the YP, but without the verb, this property is not
attributed to the referent of the NP subject. The verb eontaif;s information concerning tense and aspect
of the proposition expressed. By tLis. | do not meen o imply, however, that 'be’ is meeningless. | shall
orgue against this idea in 4.1.2. We are now ready to consider the ;emantic interpretation of

elamentary ssntences containing the verd 'be’
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3.1.3 Interpreting cotegorical sentences
This section &)ncerns th‘e’ semantic tnterpretetion of the following types of sentencss

containing ‘be’

1 (a) The volcano is active. Q
(b)The woman is working.
(¢) The cat is on the mat.
(d) John is 8 studant.

Sentences of the form U[ NP be XP], where X may belong to any major category, alweys contain
two denoting expressions or categoremata. Thg NP and tﬁe XP in question are both type expressions.
That 1s, each one denotes a type of entity and each one belongs to & major ontological category as
described in 1.2.2 (i1). | suggested above without argument that the copula ‘be' 1s used explicitly to
express the relatibn of attribution. it effects the conceptual relation of a referent's or referents’
belonging to an ontological tvpe'or types. By characterizing the sense of ‘be’ in this way, | am sm;pl\'/

trying B xplicit whet a speaker means by saying ‘be’ rather than some other verb in sentances.

The extenstONG 0f the phrases thet function ss the subjects and predicates of categorical

sentences are described long to certain ontological types. For the sentences in |

above, the referent of the NP that functions as the subject belongs to a certain type (which may be but
need, not be denoted by [NP,i"]) and the XP th& functions as the predicate complement of 'be' is
speoker to be able to aphrehend the referent of the
ty that corresponds to 8 type.concept familisr to the
speaker, otherwise the spboker cannot identify whR( is being talked sbout. That the referent of the

subject belongs to the type named is only assumed, not asserted. The type of being that s attributed
1 1
explicitly to the referent of the subject is denoted by [XP [y/be]). 11 this account of the semantic

interpreted as an ontological type. In order for

subject NP ,the referent must have somé pr

interpretation of the constituent phrasss of such sentence types s correct, then the interpretation of °
the whole sentence must be descr ibed extensionally as & state of affeirs in which the referent of the
R .
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'sub]act ts concetved 8s belonging to two types. Thus, the subject-predicate relation may be
interpreted 8s an explictt relation of attribution that holds between a referent(s) ( thet must belong to
some o\ntolooicel type or other) and 8 specific type. For sentences of the form [NP bé XP], expressing
that A 13 B, the copuls conveys the 'essertion that the refereni of A belongs to type B. Or the
predication asserts that an entity denoted by ‘A’ has the p}'operty B, which qualifies 1t to be Included In
type denoted by the expr'esslon\f\B'. The term ‘property’ is used here in a very broad sense, perhaps as
a 'kind of being' as described by Aristotle. The kind of being 1s actuslly specifiad by the expression that
functions as the predicate complement of "be'. Thus, ‘be’ is taken to designate attributive being,
regardless of the syntectic category of X and regardless gf the ontological category of éither the
referent of the subject NP or of what is being ettrlibuted to it. Attributing a property to an entity 1s
the same as saying of that entity that it belongs to the ontological type which the property determines.
Thus the conceptual relation that is designated by the copuls be mlght be characterized 8s alirioution
between a referent and an ontological type. Or at least the concept underlymg gach and severy
predicative use of ‘be’ 15 the attribution of a type or types to the referent or referents of the subject
NP. '
' Next | will illustrate the compositional interpretation of the subject-predicate relations of
slementary sentences containing ‘be’. The interpretation of the VP, which contains two embedded
phreses must teke place in three stages: (1) the intensions of the constituents of the [NP PP} are
combined, (i) the intensions of the,constituents of-the [PP,YP] are combined, and finally (ii1) the
Intenstons of the constituerits of the [VP,I'} are combined as indicated in 2 (c) below. The ruls of
semantic tnterpretat;on of subject-predicate relations which applies.as siep (iv) to the sentence above
can be generalized as follows.

An affirmative declarative sentence mlyz&n {1« NP be XP11s interpreted as follows: the

referent(s) of the linguistic expression analyzed as [NP.i°) belong(s) to the ontological
type(s) donoud\by the oxprosslon snalyzed as (XP,[ bell).

N
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NP I N4
Det N INFL VP
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P NP
1S on . the mat

: 0
— /‘_-_-__—_—
_ —— (1v)
C 0

In terms of truth, a sntance of this form would be true 1f the referent(s) of (NP,1"] (a.certain cat)
belonged to the type denoted by the [XP,be] (being on the mat). If 'be’ were negated, then for a true
predication the referent of the subject would ‘m_t belong to the type denoted by the predicats. At this
stage of our knowledge concerntng the semantic-structures corresponding to these sentencs types, the
truth conditions could be steted only conditionally. The conditions steted in the rule of \semantlc
“interpretation are only necessary but not sufficient. My analysis, which focuses on ‘be’ end the terms,
1s exploratory and tentative. Perhaps the necessary and sufficient conditions must await the results of
? complete semantic study of the quantification structures, modalities, tense and esoe?
My mai task. has been fo omolyze the verd 'be’ conceptuslly. Applied to types in this
@rtpttm. ‘e’ is mal}'zed s an explicit sign of ettribution. The gub)ect-premcato relstions of




205

sentences contsining ‘be’ ore interpreted ss the assertion that the referent(s) of the subiect NP
belong(s) to the type(s) dencted by the predicate term. The extension of the whole categorical
sentencs 13 generally & state of affairs in which any entity or entities referred to belor.( s) to two
types. The main interest 1n 11lustrating the sentences extensionally 13 to show the logical relat)on;: that
hold between the complex expressions of the sehteﬁce. | have used ellipses to represent the extensions
of lexical 1tems, capital letters to represent the types denoted by phrases, and finally & dot to
represent referent(s) of subject NPs. To interpret subject-predicate relations then, the referent of
the subject NP is P; entity (belonging to one type or another) that 1s said to bslong to th:type denoted
by the predicate XP. Or converssly, we might say that the type denoted by the predicate XP includes the

¥
referent of the subject.

The axtan;ion of a categorical sentence could be repressnted in several possible ways,
depending upon whether the subject phrase is singuler or plural, or the referent is a singlé entity or
several entities belonging to the same type or to different types. In general, the referent of the
subjeéf phrase is smaller or more restricted than the type denoted by the predicate phrase In
elementary sentences of English. Also for a “natural subject,” according to Sommers ( 1982: 301)
the type denoted by the subject term 1s smeller and more restricted than that denoted by the predmte

phrase. The following sentences fllustrate the notion of & /arurs/ subject.

4 (a) (All) plensts are cslestial bodies.
¢b) This is blue.
(c) A book 15 on the tebla 6
(d) The moon is shining.?

. .6The interpratation of sentences containing PPs or transitive VPs that function as the
predtmta complement of 'be’ is discussed in 3.3.

. Tirrespective of the types to which the referent(s) of the subject NPs belong(s), e.g., ‘all
planets', ‘this', ‘the moon', ‘a book', these are not the only types of entities that could be said to meet
the conditions for belonging'to the types C (celestial bodies), B (blue entities), S (ones that are

shining) or 0 (entities on the table).
v




e,
<37

206

Although ! do not claim that speokers have any repressntations of the extensions of sentences. | would
1Hustrate the extensions of all e]etnentary sentences containing 'be’ using the same eonﬂguréhon of
sympols. The states of affairs denoted by thess sentence types might be represented roughly by the
dvagram in 4 (e). Here the black dot (&S in 4 (8) below) stends for the referent(s) of the sub)éct
phrass, 'S’ for the type denoted by the subject NP and ‘P fo\r the type denoted by the predicate term.\

400 M s (@ P .
S) P i / p b
'

One might prefer to represent the state of affairs described by 4 () by overlapping circles (f ), the
referent(s) represented by ‘' as.suggested by Copi (1983- chs. 5-6) or concentric circles with non-
empty labsls. In sentence 4 (a), the referents of the subject are all of the entities that belong to @
certain typs, 1.8, all plgnets. In this case, everything that is said to belong to S "als0 belongs to P But
| prefer the repressntation in 4 (e) above, which depicts the same situation. _The representation ts
simplified in that it includes only the basic esssntials, It is perhaps oversimplified in certain
respects. For instancs, it is defective in that it makes no distinction between the two types that
correspond to the subject and predicate complement pnrwa;. T}at the referent belongs to the type
denoted by the subject is only assumed, while it 1s asserted that the referent belongs to the types
ydanoted by the predicate XP. Furthermore, | do not distinguish between referents of different types
As | have argued in 1.2.2 (iv), speeksrs may refer to and talk sbout entities that belong to various
ontological types and furthermore the same entity may be perceived under several different aspects.
However, the representation is versa{ﬂe and adeptable to suit the verious sityations thet correspond to
the categor ical sentence types that are possible in English. The disgram 4(e) could 8lso be modified so
s to represent ssveral different types simultaneously

A representation similar to that in 4 (s) 1s apt for the 1ntsrpreta{10n of 811 singular sentences
of the form [NP bs XP], irrespective of the inclusiveness of the individual nouns and/or descriptions
involved or the relative si2e of the types denoted by the heads of the NPs or XPs. When the pradicats
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complement pasition is filled by an AP, a’PP or a YP, then its extension is invariably ;nore inclusive
than and contains the referent of the subject NP, if the predication expresses a true propositton. But
in general the predicate XP is less spacific that the stibject NP. In case the constituent that functions
03 e pradieotg complement of ‘be: isa NP, then it-may be used 83 the subject of the sentencs.
Con‘sﬁar the following séngences of the form [NP be NP], ’

5 (8) Thiscat is a tiger.
(b) This object is & cat.
(c) This is a cat.

(d) Mrs. Twitch fs a cat.

If the sentence S (a) were interpreted simply as a relation between trfe types of things denoted by
‘tiger’ or ‘cat’, then the type denoted by the N' of [NP,1"] would be larger than ghe type denoted by the
N' of [NP YP]. One type would be the containing tyBe and the other, the contained one. Sentence 5 (a)
does not, however, express a rslationship between all of the entities that belong to two types, unlike 4

(8) which does precisely that. Rather the NP that functions as the subject of 5 (a) dendtes a

particular entity belonging to the type cats, and it could possibly be the same one for all of the
santéfms in 5. Here it seems Importent to emphasize the distinction between expressions and their
referents end extensions (Lyons 1977: ch. 7.2). The point to notice 1s this. Referents are identified by

‘'speakers using certain linguistic axpresstons.- Speekers ascribe properties, relations, quantities,
locations, etc.? to the referents int‘ndad by predicating other expressions of them. A predicate is not
predicated of the NP that functions 8s the subject of the sentence, but of the referent(s) of the subject

NP. To illustrate this, for the sentences in 5, assuming that the referent of all the subject NPs is the
same entity, the property of being a cat or belonging to the type C (cats) 1s astribed to this entity,
regardless of which expression (or corresponding property) fs used to identify or describe the
referent of the subject NP. '

Sentences of the form [NP be NP], where the Ns are singulor, are interpreted by the same

principles. As usual, thp referent of the subject is said to belong to the type denoted by the predicate
\

&5
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complement phrase. The two NPs are, however, mter‘preted differently from each other. The subject
NP 15 mterfpreted as an entity, and the predicate NP as a type to which the referent belongs. The
speakers ettentlon focuses then upon the referent(s) QL_tnmm 18, the entﬁy or entities
1ntendad, but on the typa denoted by the predicats term, The dmerenee in interpretation results from
the different dominance relations of the two phrases, the subject NP being dominated by |“. the
predicate NP is a sister 10 (1s governed by) 'be'.

6 (a) John 1s & student.
(b) John is the only student enrolled in the seminar.
(¢) John is John,

Let us assume that the sentences in 6 are about the seme 1ndw\duel | ogree with Ayer (1976) and
Sommers ( 1982) that proper names such as ‘John' have 1ntensions ln oddition to @ eora  meening, 8
name may signify various properties by which speakers essoctate it with its referent on different
accasions. The first token of "John' fn' 6 (c) might be mterpreted extensionally (l 8., 8s 8 certain
peP/son called ‘John') while the second token might be taken to suggest some additional properties, such
&s Putnam's stereotypes, or other connotations. The referent of ‘John' thus belongs to two types,
symbolized by ‘J' and ‘P, which may be dtagrommee 8s follows.

6 (d)

Determining the exact neture of the entities that speekers fetend to refer to by using the
expressions they do is not always an easy task. Consider, e.g., the following sentencee containing the
expression ‘blue’ which may function &s an AP (predtca}e complement of ‘be') or 8s an NP ( subject).

7 This Isblue. N 4

.

8(a) This coiour is blue.
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(b) Blue is this colour.

.. 9(a) The colour of this thing ts blue.
(b) Blue s the colour of this thing.

10 (8) This i3 coloured blue. ’ ;
(b) This object/thing is blue.8

It is not clear whether 7 snoul; be considered to be an ambiguous sentence or whether it should
stmply be taken to illustrate the property of voguene& which is surely a general choractartsuc of
natural lenguage. In any cass, the sentences in 85 0 should specify the states of affairs that possibly
correspond to 7. Tho sentences in 8-9 say roughly that the colour instantiated in blue, while in 10,
. they say that something is coloured bius, ss Jan Crosthwaite (personal communication) suggests. In
other wor'ds, the first sentences are about the colour of a certain object, while the latter are sbout &
certain object. This is a direct result of whether the colour or the object 1S chosen as the abject of
. reference, which is indicated by the subject phrase. But any of the sentences in 7-10 could be used to
tsach somecne the colour blue or the name of the colour instentiated, s observed by S. J. Davies
(personal communication). In any cass, the expression 'b&ue“:owld certainly be considered to be
vaque’d 1t Is not mimodlotaly obvious what proparty is designated by-the AP 'blue'\r\pxoctly what tho
referant of the NP 'blue' could be. For the sentences in 8-9, are the (a) sentences equivalent to the
(b) sentences? That is, wouldr the referent of the expression 'biue’ bs different it is appeared in the

H
»>

SSentences about colour may seem problematic in port because the type B (blue entities),
6.0, may be seen &s extensionally "fuzzy.” (Fodor 1977: ch. 6). All sentence types  seem-
problematical for: @ set theoretical sementics since sets do ‘not necessartly have the properties that
their members have, e.g., the sat of blue things, is not itself a blue thing end colour is not blue or ‘even
coloured. For this reason, thess sentences are difficult for any analysis.

9For (nstance, ‘blue’ could be’ used-to refer to an sbstrect entity that belorigs to the type
denoted by ‘colour’, to the concept of a certsin colour, or to the name of the colour 8s one could
fllustrate, using the mnemonics,of my triadic samontic analysis. ‘

(a) Blue is & colour.

(b) B/ue 1s the notion of a colour.

(c) 'Blue’ is the name of a colour:, which is a quality.

The sspect that is oporopriate is probably obvious in e niven context ( for any dorriain of reference),

’
— , { )
s
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subject as opposed to the complement position? As used in the sentences above the nouns 'colour',
‘object’ and 'thing' are extensionally more comprehensive than the adjective 'blue’. The semantic
relation between the general terms of the ssntences in 8-9 would be described as hyponymy between
two types, 1.8.. ‘blue’ 1s a hyponym of ‘colour’. Neveriheless, the referent of sach of the subject NPs in
the sentences in 9- 10 above, 'this colour", 'this object’, stc., would be concetved es & unit thqi belongs
to the type charactgrized os 'blue’. The type blue, 1.6., 8l entities that could be truly called blus, is
more comprghansive extansjonally than any single entity that belongs to the typs. In 10 (b), the

referent of the subject is 1dentified by a specification of the genus, 'this object’, wheress in 7 end 8 -

(cland 10(c) , the referents of the subjects must be identifted ostensively in the domatn of dtscourse. “
In any case, the whole configuration representing the subject-predicate relstions is eomparatﬂfaly the

same, that 1s, it is determined os follows: the referent of {NP,I") bslongs to the type denoted by
(%P [y'bel], as llustrated in 11 below. ”

[

(S P

in reality, all the sentences in 7-10 denote the same state of affeirs.« For_ .} f1xad:/eontext. it is
impo&ulbie for one of them to De true and the other's faise. The different types of entltles'that con serve
as actusl referents of expressions and how many types there ore are questions that must be left for
future research. |

Before leaving the subject of the Interpretation of categorical senle{oces. | wish to make one
final observetion. Here | will 1llustrate the distinction between reference (or denotstion) end
attribution.  The representations of an N' containing en attributive adjective and a predication

containing the same adjective functioning as a predicate complement of ‘b’ would be the same .

extensionally. That is, the following expressions would be represented by the same configuretion of 8
referent that be1onoswto two types. However, the referent is only essumed to belong to the types
denated by the phrase that 1s interpreted referentially, wherees it i3 asserted that the referent belongs
to the type denoted by the predicats phrase.
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12 (a) This jacket ts blue
(b) this blue jacket

12 (¢)
) J\./B

In both 12 (a) and (b), 'this’ picks out an entity that belongs to two types, one denoted by the general
term ‘jacket’, the other denoted by the general term 'blue’ Either 12 (a) or (b) may be used to
describe the same state of affairs The main difference between the expressions is that (a) can be used
to make an assartion ‘about a certain jacket (that it is blue), while (b) can be used to identify a

certain object as ‘this blue }acket’ but nothing is asserted of it The assertion in 12 (a) can be

questioned, modified, or denied, whereas an NP &s in (b), cannot

3.2 Sentences containing active transitive verbs

In the linguistic description of sentences within the theoretical framework of generative
gremmar, the verb s often given priority in both syntactic and semantic anatysis Consider, e g, the

following pair of sentences

1 (a) The driver was a man
(b) The driver hit aman.
| claim thet these two sentences have the same under lying syntactic structure, &s described in 121
and 2 2.2 The verbs ‘be’ and ‘hit' fit into the same sentence frame, although as we have seen, 'be’
. ocour's In other's contexts as well. In | above, we have a minimal pair, 16,  pajr of sentences‘iﬁi‘j\

which only one word is different. Since there is a difference in mesning, this difference may

3
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presumably be atiributed to the semantic content of the different verbs that are syntacticelly
intersubstitutable in some’lingulstic contexts, as illustrated in | above Semantically, of courss, "hit:
and 'be’ are thqught to have completsly different significata. Thus, ssntences containing }hese two
verbs will require different rules of ise\mantic interpretation Tﬁese rules would be stated in tt;rms of
m@ concaptual content’of the verbs

.There s an tmpartant overall difference in the kind of propositions thal sentences containing
these two verbs produce ‘A sentence of the form [NP be XP) generally expresses & monadic
proposition, &s convincingly argued by Semmers (1982, ch 6) A sentence of the form (NP hit NP
expresses 8 dyadic prodositton The main distinction between monadic and dyadic propesitions is
extensional. A sentences that expressss 8 monadic proposition corresponds to a-state of affairs
involving one referent or one set of referents, whereas a santences that expressles a dyedic proposition
corresponds to a state of affairs involving two sets of referents or ordered pairs

The interpretation of sentences containing 8 transitive verb will be described in accordance

with the notion of a binary relation For sentences containing verbs such as 'hit’, ‘'like’, 'see’, etc ,

. the order of the réferential expressions (NPs) is crucial and here it seems that the extensional notion

of re/stion captures some essential aspects of ssmantic competence | will {llustrate this with the

verb "hit" as used in the following sentence
2 The boy hitthe girl }

The strict subcategorizetion of both verbs ‘hit’ and 'be requires s categorematic expression of
a certain syntactic category (or categories) in order for the predicate phrese it heads to be well
formed. For categorical sentences, 'be’ must combine with 8 categorematic expression XP to daslgnat:;A
8 particular type of being. Well f&\mw active sentences contsining “hit’ require two categorematic

NPs, one that functions as the subject and the other, as the direct object. ‘Hit' designates a two-place
/

“function which holds bgtween pairs of entities, the referents of the subject and object phrases. As

'analyzed within generative grammar, the grammatical functions of subject and'object ore not

e




~ 213

symnetrical The direct object NP combines with the vprb to form a YP which 1s linked to the sub;&t
NP through the projectton of INFL, the heSd of the sentence I will now describe the semantic
Inter pretation of sentences containing ‘hit' as a basis for compar 1son with *be’

Accor ding to classical ssmanticists influenced by MPL, a binary relation as designated by "ht'
1S specified by “the sst of all ordered pairs tn which the first coordinate stands in a barticular felatlon
to the second” or "as the mathsmaticians would have it, the set /s the relatu;n." (Wall 1972. 107).
Given the domain of discourse sgy ., the set of children, a Cartesian product IS. formed s follows. ! For
1181 = {x | x 1s a boy} and }|6]] = {x fx 15 8 gir1}, the set whose members are all the possible ordered .
pairs with first coordinates (the domain) from B end second coordinates (the co-domatn or range)
from G 15 called the Cartesian product, symbolizedss ‘B X & The following Yenn diagram répressnts
the general relation designated by ‘hit' from B to G

)
3 (a)

The boy (x) hit the girl (y) °

For the semantic analysis of ssntences containing the verb ‘hit', g any transitive verDd, the notion of
ordering is cructal In my analysis, the binary relation expressed by ‘i is a relation from one entity
to another, in the case described above? from the referent of ‘the boy' to the referent of 'the girl'
Actually, the following diagram showing only one ordered pair of referents represents the truth
conditions for this sentence moré precissly.

\\ ]
1

ICartestan product: AX B =.9ef- {(x.y){ x € A and yeB).

2 ]




214

3 ()

. L}
° / Q/G
The disgram in 3 (b) represents a subset of the Cartestan product of two sets B X 6. ( Halmas 1960.
24) Thus, relational categorematic expressions such as ‘hit' define a tyP which {s all of the ordered
pairs of which the predicate is true.

The notion of 8 re/at/on accounts for two important aspects of the semantics of expresstons
such as 'hit' What is relevant to the specification of a relation are the raferants for which the relation

holds and their grder. For example, the sentence

4 The girl hit the boy

1

describes the converse relation of 'hit’ as exemplified in 3 In 4, it is a relation from the type labelled

G to the one labelled B~ Another relation of 'hit' s déscribed for the referents belongingto SX M in S

~

S The storm hit the mountain

Linguistically speak ing, not only the referents of the subject and direct object: NPs, buy{so the order
of the arguments is cruclel for describing and understanding ssntences dsnoting hitting relatlons'.
‘ Since ordering is an essential element in the meaning of all relational expressions, | would argue that
any lexical representation for such expressions with only a list of unordered "arguments” is simply
, inadequete to represent besic semantic competence.Z” No competent speaker of English who claims to
know-dhe sense of the verb ‘hit' could conceive of & situstion of hitfing involving any two entities and .
fail torealize th\it one does the hitting and the other s hit. If one knows that A hit B, one also knows

that A did the hitting and B was hit. The following is an abstract representation of the spesker's

N .

. ZFor-instence, Williams (1981: 82) sssuines an unordered Hst of arguments. -he crucia)
ordering corresponds to word order in sentences of English, but in Inflectionsl languages, the domain

may correspond to the nominstive case, e.g., the co-domain, to the accusative cass, etc.




gssential knowledge of the sense of the verb ‘hit (x,y).3 As indirect evidencs to support this

reprasentation, | will cite some sentences that competent’ speakers who know the verb 'hit’ can say

For example, if one knows that the propesition expressad by 6 is true,4

6 Max hit Selly

4

o .
then one could not passibly deny that the propositions expressed in 7 were also true.

7 (a) It was Max who hit Sally
(b) Selly was hit by Max

Thess are 6rdfnary sentences in English that focus explicitly on the ordering aspect of the relation
Otnér sentences that are less common (in fact, they are paraphrases of the sentences in 7) are

pcmt'ble. 16 tsjudged to be 8 true statemsent, then 8 and 9 will also be judged to be true

v
-~

[

8 Max was the one who hit Selly
9 Sally was the one that was hit by Max.

{

Since relations presuppase entities ( the ordered entities that are related), no sentences with active

‘hit’ sre possible th&i do not mention the entities, unless, of courss, thes} could be inferred from the

™
context.d

10 Max hit (*)

—
Y

3Relational predicates may also have intrinsic attributes that form part of the speeker's
semantic competence, e.g., symmetry, transitivity, reflexivity, etc. (Wall 1972: 110-124; Copi
1973: 130-135). The verb 'hit’ in o set is non-symmetrical, non-transitive and non-reflexive. It
is non-symmetrical since within a set of individuals, A may hit B without B's necessarily hitting A.
“"Hit' s non-trensitive since A may hit B end.B may hit C, but it does not follow that A must then hit C,
although 1t may happen that way. “Hit' s also non-reflexive since it is possible for Ato hit 8, where A
ond B may or may not be numerically identical. Other relations may have other properties. The

properties of ‘be’ will be considered in 4.3.

’ 45peakers'judgments about the truth value of sentences depend upon their understanding the

sentence. For comments concerning the use the notionof #-w#? in semantic analysis, see 1.2.3.
SActually the possibility of omitting the object from the sentence containing *hit' and inferring

it from the context u?es for the "reality” of the analysis of “hit' 8s a relational expression, according
to Bresnan ( 1982: 155). A similar point has been made by Grimshaw ( 1979: 279-326).

N
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11 hit Sally (*) ¢
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in 10, If 'Max’ were used to refer to a baseball player, for example, the object could perhaps be
inferred from the context. But we are not interested herg in the aspects of semantic competencs that
are dependent on the context of utterance. ,

In short, the speaker who knows the meaning of the verb 'hit' knows that 1t is 8 relation, whose
extension is ordered pairs of entities. The spesker also knows that the domain of ‘hit' is who or what
hits and the co-domain of ‘hit’ is who or what {s hit. The speaker who knows the verb 'be’ knows that it
is & conceptual relation but that sentences containing 'be’ are very diffe;‘ent extensionally from those
containing ‘hit'.\'Be’ is oﬂen used to express the attribution of a certain property to anentity But -
in terms of extensions, if we say that 'be’ expresses the relotgp,of belonging between an entity thet is
the referent of the subject NP_and a type that is denoted by the predicate term XP, then we must
explain why sentences containing ‘be’ are generally analyzed ss monadic propositions A type exists
only as’it is instantiated by entitie& And the property, by virtue of which an entity s concelved as ‘
belonging to a given ontological type, is not conceived as existing apart from the entity fn question In
Aristotelian terms, the type denoted by the predicate Is conceived 8s either essentlally “in" or
accidentally "of" the referent of the subject.

The syntactic description of the verbs 'hit' and ‘be’ are similar in certain respects, e.g., they
both fit into the following syntactic freme. [+__NP], as fllustrated in | above However, their
behaviour is not entirely parallel, as described in 1 2.1 In particulsr, the NP that functions as the
direct object of “hit’ and the NP that functions as the complement of ‘be’ have different interpretations
thet are correlated with the diff;‘ent conceptual analyses of the two verbs. ‘Hit' signiﬂes. 8 function
that operates between the refe;rents of its NP subject and NP object. Incontrast, ‘be +F ( 'F'isa
type expression) signify the attribution of thg type F  to the referent(s) of the subject. Sentences
containing trensitive verbs such as "hit” may have two logical subjects, whereas sentences containing
the verb 'be'#only have one. This, in the final analysis, is the most importent difference between
the verbs ‘hit’ and ‘be’. Thet is, sentences containing these two verbs express diffareg&,kinds of

.
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propositions. Sentences cont'aimng ‘be’' express monadic propositions, wherees sentences containing
'hit' express dyadic propositions. The distinction is visually evident in 12, which represents the

extensions of the’'sentences in 1 (repeated below).

| (8) The driver was a man

(b) Thedriver hit aman

12 (a) (

o o e M

. o

Perhaps the semantic distinction between santences containing the verbs 'be’ and 'hit’ could
be characterized s follows. For the sentenoe in 1 (a) containing 'be’, it is assumed that a referent
belongs to the type D (drivers) and it s asserted that the referent of the subject belongs to the type M
(men) while in 1 (b), it is assumed that the re(erent of the subject NP belongs to the type D
(drivers) and that the referent of the object NP belongs to the type M (men) and it is asserted that
‘hit" holds between them. Thus the verbs ‘be’ and ‘hit' differ in their semaf;tic content. | would
characterize "hit' as basically categorematic, and ‘be’, as syvmtegorem?ttc. On its own 'be’ asserts
only thet the referent(s) of the subject belong 1o a certain type or types, which it does not denote
itself, whereas 'hit' asserts that the referents of both the subject and direct object phrases belong to a
relational type, which it denotes itself. ‘Hit' denotes an action involving two entities or two classes of
entities. This action may be characterized also as 8 of contect. On its own, 'be’ does not
signify the type to which the referent(s) are said'to belong. The onlological type to which the
referent(s) is said to belong in categor ical sentences is designated by [be + XP].

This monadic-dyadic distinction could be explicitly represented in the notation of predicate
. logic. The logical forms of sentences woulci be determined by the number of individual terms that may

- \\ ‘
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appear in sentences containin(; thess verbs. For example, the propositional functions for 'hit' snd 'be'
could b;statw as follows. The dyadic relation would be represented straightforwardly as ‘hit (x.y)',
where the veriables x and y ore placeholders that mark the position in the open sentence whers a
oonstar;t may appear. If 'be’ were represented explicitly in predicate logic, it would be necessary to
attach it toa predicate veriable F, as in "be F (x)'. Since predicate phrases containing ‘be' are complex
expressions generated and interpreted compositionally, they are of course not listed in the lexicon of

the grammar of English.

o
Py

3 3 Sentences containing ‘'be’ and relstional predicate terms

Having contrasted sentences containing ‘e’ (that express monadic propositions) with
sentences containing ‘hit' (that express dyadic propositions), | will now turn to sentences containing
the verb ‘'be' and othier relatiomQ expressions that function as the predicate complement of 'be’
Examples of relatlonal predicate te\rms include PPs such &s ‘on the teble' and VPs such es 'hit (by
John)', ‘hitting John' Consider the following examples. The predicate complements tn sentences |

(c)-(s) are,relational expressions.

1 (8) All tigers are cats
(b) The sky is blue.
(¢) The book 1s on the table.
(d) Bill was hit (by John).
(8) The boy fs hitting the gir]
~

Clearly all of the sentence in | are ssmantically different by virtue of the intensions of the
different expressions that function as sub]ecté%d predicate complements of ‘be’. However, they are
not different as | would maintain bacausa the conceptual content of the verb ‘be’ varies from one
sentence to the next. This; would be inconsistent with my-hypothesis that 'be’ is 8 single lexeme in the
grammar of English. Contrarily some linguists suggest that there ere two ‘be's, one of which
designates a dyadic relation of identity (e.g., Rothstefn 1983). On the other hand, Sommers (1982 :
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ch. 6) argues convincingly that identity is not dyadic. In 4.3, | shall argue against the conceptual
aﬁalysis of 'be’ as the /an(/ty relation in favour of the relation of afiribution | want to maintein,
however, that 'hit' designates a dyadic relation. In 3.2, | analyzed it as a dyadic verb.  Sentences
which contain r.elotional expressions such as active ‘hitting’ express dyadic propositions. |t cannot be
maintained that all sentences contatning '/be' express monadic propositions, since some of them contain
transitive verbs snd other relational expressions. Such sentences may nevertheless be interpreted by
the same general principles as other sentences that contain 'be’.

It is certainly arguable that sentences containing PPs such as ‘on the 'taple' in 1 (c) are
semantically different from the sentences in 1 (a) and (D), e.g., which contain @ NP or an AP that
functions s the predicate complement of ‘be’. For instance, a santenca such &s 1 (c). could be said to
have “two argu;lents" which determine “two rgference classes.” In this case, it would be consistent to
say thet it expresses “arelation."® However , in my analysis, the predicatg-phrases of 1 (c)-(e) are
simply more complex since the predicate term contains a relational expression. The 'éen.tences may be
construed according to the same principles os proposed for other sentences containing ‘be’
Syntactically, all of the sentences in | may be analyzed according to the generalizations outlined in
Chapter 2 Thaet is, in each one, ‘be' meets its strict subcategdrtzatlon fr?me [+—_XP], where X may
beN,A, Y, or P. Furthermore, both NP and XP contain categt;rematic expressions, whose intensions
dstermlng extensions, 1.e., that belong to ontological types.  Now what 1s djfferent about these three
sentences in 1 (¢)-(8) is that the predicate complements XP (VPs or PP, respectively) all contain a
NP, in which the noun could be quantified. First | will consider PPs that function as predicate

complements. Onecan say,e.., ,

{
L

2 Five books are on two tables.

But | would argue, hawever, that the possible use of numerals or other quantifiers of N within the
embedded NP should not prevent the whole PP from functioning as a predicate term.  Regardless of how
the proposition expressed by 2 is described, even as relational, e.g, it fs still anslyzable &5 the

" 6uch an analysis Is propased by Bellert 1986. v

*
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attribution of a property (or more precisely a location) to the referent(s) of the subject NP. From |
one perspective, sentence 2 vaguely summarizes this situstion: thére are several possible

permutations of five (diffefent) books on two (different) tables. But if sentence 2 Is true, then 1t

entalls at least five different propositions that are expressed by 1 (c). The problem of the

interpretation of these implications and of 1 (¢) r;mams. The auestton | will consider 1s: How 1s

sentence 1 (c) ('The book 1s on the tabie') to be interpreted?

Basically. | want to argue that | (c) dogs not express a dyadic proposition, 1.e., it 1s not gboul

a book gnd & table, but rather about a book , describing its location. For the sake of argument, suppose

we agreed thet both 1 (¢) and 2 express two-plece relations. Then for my analysis, an important
question would be  Which expression(s) would designate the relation? The categorematic (or

“referring") expressions together with their determiners, determine two classss A and B. The

extensions of the NPs 1n sentence 2 are diagrammed as follows

3 [The five books] \p e on [the two tables] \p
A B

&)

When we subtract the two categorematic phrases which determine the two sets A and B, then we are left

with the verb 'be’ and the preposition ‘on’ as possible candidates for the expression of the “relation” of
»

belngon 'Be +on' is never analyzed as & constituent in any sentence of English This does not mean

that the combination does not function 83 8 complex relational expression, however. But let u3 suppose

/

that ‘on’ designates a relation, which is not an unreasonable suggestion. Even if this is granted, it does

not necessarily follow that sentence 1 (c) could be said to express a dyadic proposition of the same kind
14

8s 4 containing the verd 'hit' 7

w

7The verb 'hit’ may be analyzed as a two-place predicate, which applies to the referents of the
subject and object of the sentence in which it appears. On its own, the P ‘on’ cannot be analyzed s &
predicate, rather i a PP, which is itself embedded in 8 VP containing ‘'be’. The intension of the
whole VP (predicate phrass including the embedded PP ) applies o the referent of the subject of the

sentence in which it appears.
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Q

4 The book hit the table.
!

The question is whether or no& for the book the relstion of beingon the table is parallel to the relation
S . .
of hitting the table. | wish to argue in favour of a semantic analysis parallel to the syntactic analysis
of “on’ as the head of the PP, which functions as the predicate complement of ‘be’ 'Be’ in this analysis
signifies the reletion of bslonging to a type. Basically | will argue that t;le PP functions ss the
predicate complement of ‘be’ and the whole PP Is Interpreted s the location of the referent in | (c)
Consistent v)ith my hypothesis, ‘on’' could be analyzed as an operator on its own, with the NP
s its argument. But it 1s not clear thaka uniform analysis is possible. First, not all objects of ‘on’
could function as one of its “relational” arguments, e.g., ‘on welfare’, ‘on bosrd’, ‘on fire’. Inany case
the possible objects of ‘on’ do not seem to constitute 8 natural semantic cless. For example, onz might
think of Himiting the class just to projections of Ns that denote concrete objects such as ‘table’, ‘'mat’,
‘bad’, ‘cloud’, ‘moon’, etc. But again, in English, this class of nouns does not correlate exactly with the
class of Ns that take determiners in PPs that function as predicate complements, e.g., ‘on the board’
versus ‘on board', ‘on/in time’, ‘in the tite allowed', ‘on/in the moon’, ‘on a cloud', ‘on ( the) land*, ‘on
(the) see’. Because of all the alternative constructions of PPs with and without determined N objects.,
the alternate forms having different intensions in some cases, it seems that the rule(s) would be /
enormously difficult to formulate. But this does not meen thet such an a;alysis would not be correct,
or courss. Even for the falrh; clear-cut concrete cases, where a dyadic relational analysis seems
pleustble (e.g., books on tables, cats on mats) one irregularity. that would not be explained by this
analysis is the following. 1f sentences containing 'be + on’ do indeed express dyadic propesitions, then
why do they fail to behave syntactically like other sentences that are generally considered to express
dyadic propositions? In perticular, the objects of dyadic predicates can function as subjects of
sentences,

S (a) The driver hit a man.
A man was hit by the driver.

(b) John resembles Bill.
811l ressmbles John.
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These sentences, of the tvpes that were eerlier described within generative grunmer" L3
"trensformationally related,” usually }qumit the conversion of subject and object NPs. 5 (a) and
(b.) are examples of active-passive sentence peirs and equivalent active sentences, respectively. But
such transformationatly related sentence pairs cannot be found in gtandord English for elementary

sentences containing 'be’ followed by a PP predicate complement. This is 1llustrated in 2.3.2.
%’
S (c¢) The book is on the table.
Is the book on the table?
Is on the book the table? (*)
The tabls is the book on. (*)

The table the book 1s on (*)8

)
. L 3
(d) [On the {able] 1s the book.

[On the table] is where the book is
> Where s the book? [On the table)
Where is the book? [the table] (?)

(8) The book is on ttie table and the glove 1son —_, too. (*)
The book 1s on the table and the glove is ___, too.

| take it thet the acceptable sentences in S (c)-(e) indicate that the preposition ‘on' belongs in the
same phrass as ‘the table’. That is, syntactically, the NP cannot be extracted reedily from PP. And
sementically, the bare NP ‘the table' sounds odd as the answer 1o the 6uestlon inS(d. Itis
incomplete. More information seems to be required for an acceptable answer that would not depend on
the context of utterancs as fo whether the book were above, by, near, on, or under the table. From
these sentences in S (¢)-(e), we can deduce thet 'is’ and ‘on’ do not form & constituent. |

-

BThe phrase ‘the table the book i3 on’ is acceptable as & relative clause construction, end ‘The
table has a book on 1t’ is also acceptable.

]
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At leest for the present, | will maintain my \hypothesls viz., thet all sentences containing the
verd ‘be’ can be interpreted by the same principle of attribution This clatm holds for all sentences of
the form ENP be XP). regardless of the syntactic category of X and regardless of the ontological (or
semantic category) thet corresponds to the referent(s) of /NP or the type(s) (denoted by XP) being
attributed to 1t (or them) in the sentence.  But this thesis a1so requires justification, which | shall

flow attemp? to provide. ‘

For the interpretstion of sentences containing PPs such as sentence 1 (c), what 1s being

attributed to the book is its being in a particuler location, 1.e., on a certain table. Perhaps it seems
[

strange to consider 'being tn a location’ as something that can be attributed to a thing.9 But the same

general location (roughly speaking, approximately, not the precise physical points) can be shared by
several things at the same time. Like all other phrases analyzed as {XP i[ ybell, [PP, [\+be]] may be

interpreted as an ontological type or types to which the referent(s) of the subject belongs. The
ontological typs may apply to several entities of different types at the same time

6 (8) The book and the vass are on the table.
(b) The books and the vasss are on the table.
(c) Five books and one vase are on the table.

in 6, being on the table 1s attrbuted both to books and to vases. But perheps one might find the notion
of attributing locations to entities in this way not to be intuitively acceptadle. | need to find some other

* linguistic evidence for analyzing PPs such as ‘on thg table' as attributive predicate terms of sentences

3 -~

- expressing "monadic” propositions,

. Next, | would argue that a PP such as ‘on the table’ functioning s a predicate complement
designates or(attrtbute justes an AP, a NP or a YP in the posttion [bs ) does. Let ussay that ‘on the
table’ designates a “attribute of location," albeit relational. (Being relational is perhaps 8 necessary

9 For instance, Lyons ( 1977: 474-'480) writes as though this very idea were objectionable.
He proposes & separate syntactic category for "Locative” predicate complements of *be’.
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prop?rtv of being the location-of something.) Yet sentences that contain relational oxpré&sions. 8.0
those under1ined in 7, may express monadic propositions.

7 (a)mmMisam.
(b) His sister's husband ts the author of the latest book

(This {3 one of the main points that Sommers makes 1n 1982 (ch. 7)and 1983.) What 1s interesting
from the syntactic point of view about attributive PPs such 8s 'on the table' is that: 1n addition to the
predicate complainent position, they also occur within the NP, where they also have an attributive
semantic function. That is, the expression ‘on the table' smbedded in a NP such 8s [,@the book{ ppon the
table]] would have the ssmantic funcimn of dehmiting the class denoted by N, e.g.. books, just 8s
gxpressions belonging to the other categories, AP, PP . and YP would when embedded in NPs. as in the

following examples. Their grammatical function here 1s to specify the N - h
E

8 () the [ spblus] object
(b) the [ypsmiling] madonna
(c)-the'book [ ppon the table) -

(d) the [)-animal] cat versus the [y machine] cat

The PP differs from the other classes of phrases in 8 tn that 1t s syntactically constrained to follow
rather than precede the noun it_modifies. But in contrast to ail of thess atff butive phrases that can
function as thé predicate complement of ‘be’ and as the modifter of a N, 8 NP that functions as the object

of a verb such as 'hit’ cannot be embedded in aNP, e g.,

9 (a) The[) man] driver (*)

(b) The[yhit amen] driver (*)
-,

That 1s, assuming thet ‘a men' names the entity that the driver hit, as described 1n sentence S (),
then ‘'men’ does not designate a property ihat is ettrib‘utable to the referent of the subject NP. Whether

we consider the expression that functions 8s the object of & reletional verb such es ‘hit’ &3 an

v
-
»

—
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“arqument” or 'as a "set expr’asswn," 1t seems 1mportant to notice that 1t will not be Interpreted in the
same way &s an expression that functions as the object of a preposition (16,8 PP that {@hctions as the
predicate complement of ‘be’) ]
Finally, | will consider examplés of tremsitive verb phrases that function 8s the predicate
complements of ‘'be’ that are always relational expressions In Chapter 2, so-called "6&551ve" and
N"progresswe’ sentences are analyzed as elementary sentences containing ‘be’ Analyged syntactically,
the "passwé" and the “progresstive” contain the past and present participles of a verb preceded
obhigatorily by a form of ‘'be’ These participial verb forms can only function as the predicate

complements of ‘be’  Corresponding active and passive sentences must contain a trgnsmve verb, one

that signifies ot least a binary relstign  Consider the verb 'hit’ again

10 (a) A bus hit the trfjck
(b) A bus is hitting the truck '
(c) The truck was hit by a bus
(d) The truck was hit
8) Abus hit (*)

For determining the characte of the proposifion expressed fgy, sentences contatn\tng ‘be’, |
would give priority to the phrases that function as subject and predm(te terms |1 both arguments of
the verb) ore presant, then a sentence containing the pa;tmples ‘hit" and "Mitting’ would be analyzed as
dvadic propositions, All active sentences containing 'hit' express dyadic propositions Active 'hit’,
8g..'hit' in 10 (8)and 'hitting' in (b), is any form of the verb except the past participle preceded by
the verb ‘be’,nd. Thus, 10 (a) and () ar'd analyzed as wbdbvc proposiitlons. slthough (b) contains the
verb ‘be' Thess two propositlbns differ onty according to the different tense and aspect marked by the
verb forms Although the predicate of a passive sentence contains.a relational expression, It could
express sither & monadic proposttioKorri dysdic one. The NP that funl:tions as the g:)p);ct of the
)

“active” 'hit’ The constituent ihat functions &8s the pred'\mte term is a maximal projection of the past

“passive” sentence (e.g., 10 (c)-(d)), s the same &s that which functions as the direct object of
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participle of a transitive verb TN; Interpretation of both active and passive ssntences may follow the
same COI*DOSIUOHO] prmcwles‘as for categor 1cal @ntences That s, the whols predicate ( whatever 15
denoted by the YP and tts complements) is predicated of the referent of the subject NP

In3 2, the extensons of active sentences containing 'h?t' wepe represanied as a subset of the

\ ,
&rtesmn product of two sats, or_a pair of ordered referents an\éd by ‘hit"  For the 1nterpretation of

\/

- all the well for med sentences 1n 10, a speaker might refer to the same model
/

-

I (The pus]Np hit (the truckbp

7.,& B [ T .
@ hit “_>® g

In3 1 1, 1suggested that the type denoted-by a participle 1s a suﬁtype of the extension of the

S

| corresponding base verb For the sentence 10 (b) whoss predicate term {s an active form of "hit', the
9ub]ect-w predicate relation would be analyzed extensionally as follows the raferent of ‘the bus' 15 the
first entity of the ordered pair, repressnted 8s (x,y) Let us assume that the interpretation of passive
and prdgressive sentences follows the rule for the inter pretation of sentences containing 'be’  That Is,
the subject is interpreted as a referent and the predicate term, s an onto]ogicol type
.

ad 7

10 (¢) [The truck]yp was [ hit by the bus]yp

(d) [The trUCk]Np was [hﬂ ]\/p 'Y

For predication, the rule says that the referent of trp subject belongs to the type denoted by the
predicate term How are the referent of the.subject yP/oﬁh the type denoted by the predicate term for
10 (c) and (d) related o the subset of the Cartestan product or the type designated by the general verd
‘hit'? 'Sinjgy)e verd ‘hit’ desiq‘\ates a type such that every unit is en ordered peir, then the extension
of this felational verb involves two subtypes, let us call them}“the hitters” and “the hit “ The subjects
of progressive hitting' and of passive 'hit' then are said to belong to the types called “the hitters” and

“the hit," respectively, both of which belong to a relationsl type that consists of ordered pairs A X B
i

~—
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1

E\xtpnstmanv the sentences 1n 10 (c) and (d) might be interpreted as follows: the referent of 'the bus'
belongs to the type signified by-the past participle "hit' that is governed by the verb 'be’ Thus, even
though the active verb ‘hit’ signtfies 8 (;yadic relation, the proposition expressed by a passive sentence
conteining 'be + hit' (the past participle being the head of the predicate term)may be viewed &s
monadic Certeinly sn sentence 10 (d) the past participle applies to only one entity of an ordered pair
(which 15 the extension of the verb 'hit') However, both sentences ( ¢) and (d) could be said to express
monadic progosltlons. if the ‘by’-phrase in (c) were analyzed as 8 modifier of the predicate In fact,
the atent phrase could be said to specify an entity belonging to the type described as “the hit *

Since the participles each name a8 “relational” subtype, it ssems strange when they are used

attributively in the pre-noun pdsition

12 (a) The hitting bus (?)
(b) The bus (thet is) hitting the truck

13(8) The hit truck (?)
(b The truck (that was) hit by the bus
Perhaps the (a) NPs ssem strange because the pre-noun positioprts a [+N] position  (Alternattve

analyses of the passive in English will be discussed in52 1)

\
This concludes my discussion of sentences cpntaining 'be’ and relational expressions that

function &s the predicate complement in the next chapter | will arque that the categories of the terms
determine the types of propositions expressed by categorical sentence% in th1s perspective, passive
santences conteining agentive phrases would be ognsiderad to express dyadic propositions. Although
all sentences containing 'be’, as for any other verb, may be analyzed compasitionally in such 8 way that
the types denoted by {be + XP] are seen to apply to a sinigle subject, it 1s not the case that 811 sentences
containing 'be’ express monadic propositions in the sense that monadic propositions must be about one

reference sst or entities of just ons type.
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Chapter 4 he

Alternative conceptual analysss of ‘be’

My objective in this chapter is to justify not only the analysis of 'be’ 8s one lexeme but also
the particular conceptual analysis that | proposed in Chapter 3. Thers | -described the sense of 'be’ 8s
the relation of attribution that holds betwesn ontological types and referents Next | shall attempi to
defend thig’hypothesis in part by comparing it with some alter native conceptual ?nalyses of 'be’

The semantic analysis of a single lexical item can be an embarrassingly difficult tesk in
linguistic research  Even though competent speskers understand the proposition that 1S expressed by
a given sentencs, it is not always immediately obvious preciss?ly what contribution s made by a single
lexical item to the sense of the sentence 8s a whale. This is eSpecieHy so in the case of & verd that is
used as frequently and in so many different linguistic contexts as 'be' in Englisr: The main task is to
dascrﬁibe the contribution that the verb 'be’ makes systematically (in all contexts) to the
interpretation of all well formeda predicate phrases and to the truth conditions of all well formed:

<

sgntences in which it may appear

The question | shall consider first s whether or not the element that is underliined in esch of
\

the following sentences is aform of the “same” verb 'be’ from the semantic viewpoint

14

I (@) There ig indeed 8 Senta Claus.
(b) Snow is white.

(¢) Scott is the author of Waver/sy
(d) Thet s true

(8) He 15 baing crefty

?entenoes of the types fllustrated in 1 have been discussed in greet detail and from severasl different
points of view by scholars Yrom verious fields of research. As | mentioned in the Introduction, the
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Mim of the different “senses” and "uses”' of 'be' (or its equivelents in other Indo-Europsan
lenguages) has 1ong been a subject for debate among linguists, logicians and philosophers of language.
For followers of Plato and Aristotle, for example, the central issue concerning the meaning of the
copula in ancient Gresk was whether it was univocal (as Plato's followers would maintair;) or
equivocal (as Aristotle maintained) and if it were equivocal, then what kind of eguivocation or
ambiguity woqld be involved. Among modern logicians and philesophers, Bertrand Russell is one who
maintains that ‘bé’ in English is dtstinétly ambiguous. His complaints about this ambiguity are almost
a3 cglebrated as his discussion of descriptions. Russell ( 1920. 172) writes.

... it is a disgrace to the human race that it has chosen the same word ‘is' for ... entirely
different ideas--a disgrace which a symbolic logical language of course remedies.

For the sentence types illustrated in 1 above, the kind of analysis that one usually finds in elementary
textbooks of MPL classifies the different 'be’s according to the kinds of assertions that the sentences
containing 'be’ are supposed to make. For example, the sentences in | are said to express statements
thet are labelled as follows: (a) "existential” (b) "predicative,” (c) "equative” or “identity,” and (d)
"varl?ical." On an snalysis according to MPL, the sentences in | are taken to 1lustrate corresponding
“senses” of the verb. The existential ‘be' is said to be used in (a) to sssert the existence of (a) Santa
Claus, the predicative 'be’ is used in (b) to predicate the colour white of snow ; the equative 'be’ is used
in (c) toasssrt the identity of en individual ( Scott) and an individual who is described s “the author
of Waverley," the veridical 'be' is used in (d) to sssert the truth of some proposition. It ts unclesr
how logicians would analyze (e) in MPL. But linguists often distinguish the syntactic functions of ‘s’

in (8) as &n auxiliary and 'being' as a full verb. According to Williams (1984: 138), they can also be,

distinguished semantically by the fact that 'be’ as a full verb ascribes “intentionslity™ to the referent
of the subject NP.

According to Cresswell (1973: 182), the sentence types 1lustrated in 1 (a)-(c) represent
"the three main uses of J¢" in modern English. These distinct “uses” of 'be’ correspond to distinct

Tin the or fginal texts referred to here, the expressions ‘senses’ and ‘uses’ may not always be
used in the narrow sense of “conceptual constituents™ and “functions™ ss | interpret them here.

S\
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fundamental concepts of MPL 2 For the first three sentences, we may also observe that each
corresponds to 8 sentence type that can be distinguished by certain linguistic cheracteristics. There
should be no difficulty in identifying existential statements in modern English. They may be expressed
by sentences containing the verb ‘exist’ or alternatively, the constituent ‘there* functions
{diomatically as the grammatical subject of sentences of the form [there + be + indefinite NP}. An
indefinite NP is a noun specified by an indefinite article or quantifier To distinguish between the
sentences expressing predicative statements (e.g, (b)) and identity statements (e.g., (c)), the
linguistic criteria are more compiex For example, (b), which expresses a predicative statement,
contains an AP which functions as the predicate complement, bul a predicative ssntence could as well
contain an indefinite NP in the predicate To fllustrate, the sentence 'Scott is an author also expresses
a predicative statement 3 By way of contrast, (c). which expresses an identity statement, is said to
contain only “praper names"” &s defined by Frege ( 1\892). A proper name Is the name of a “"particular”
(in the ordinary sense of the terr ‘proper name' (which is usually capitalized in written English) or
a definite description (which fs a singular general NP containing a definite article). Another linguistic
criterion for sentenpes expressing identity statements is that the phrases that function as\ifha subject

and the object of the werb are fresly permutable. Both 2 (a) and (b) ere sayable

2 (a) The author of Waver/ey s Scott
(b) Scott is the author of Waveriey

2The gxistential ‘'be’ is often géseu roughly s “exists” and is symbolized by the existentisl
quantifier in MPL  The attributive or predicative ‘be’ is not represented distinctly tn MPL
representations of predications. Fx is reados “x is 8n F” or “x has the property F.” The equative 'be’ is
glossoed es either “be the same 85" or ‘be fdentical to” and ts represented in MPL Dy the sign ‘=’ 83 in "8
=8"or“a=b,"eg., Frege (1892).

3This analysis is probsbly the most common one, but it is nof the only one avsiisble. E.g.,
Russell ( 1920: 172) would analyze all sentences of the form [NP be NP) as fdentity statements.
However , 3 sentence whose predicate complement §s an indefinite NP is analyzed by Russell &s on

ambiguous identity statement. His analysis will be discussed furlher in 4.2.2.
(
!
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Both sentsnces are grammatical and acceptable. They are taken to be logically equivaient, expressing
the very same truth conditions. That 1s, if one is true, then so is the other. But sentences of the

follow 1ng types are less common, though not impossible, in English

3 () White is snow (?)
(b) An author is Scott (?)

These facts heve led many linguists and logicians to enalyze the verb ‘be’ n (b) and the verb ‘be’ in (c)
as two different verbs. ( Se‘e,e.g.,HaIHdoy 1969 66-71; Lyons 1977: 469-473, for discussions of
these linguistic criteria.) To be sure, it is precisely “thess two entirely different ideas” (ie,
prédicotion end identity') thet Russell refers to in the quotetion above. In sentence (b) the 'be' of
predication would be an‘zadasacopula or "linkingverb,” e, [be + AP/NP] would be analyzed as &
monadic (one-place) predicate. For identity as in (c), ‘be’ alons would be analyzed as a dyadic ( two-
place) predicate, relating two NPs that denote the very same entity

in the case of sentence | (d), if we take tnto account only the distinguishing linguistic
characteristics, we would have to analyze it as just another example containing the predicative 'be’,
like (b). Both are sentences of the form [NP be AP). Theoretically, we might analyze (d) as @
“metalinguistic” statement, since the predicate ‘is trus' apparently applies only to linguistic objects
( sentences). Morq correctly, 'is true' applies to their intensions, 1.6., the propositions that ars
expressed by such sentences. Inmy view, the most striking feature that distinguishes the particular
sentence types fllustrated by (b) and (d) s the ontological tvpe of the NPs that function as the
subjects. That is, the NP that functions as the subject of (b) ‘snow' denotes a concrete substance.
whereas the demonstrative pronoun ‘that’, the NP that functions as the subject of (d), must stand for
an sbstract entity of 8 higher order, some proposition or other, since that is the only sort of thing that
has the potential to be true or not.4 | will argue that such an ontological distinction, even though it is

4For the 'be' of predication may be used to ascribe all types of properties (concrete or
abstract) to ail types of entities (concrete or abstract). Thus, ‘true’ is the part of the predicate ‘is
true' whose applicability is limited to certain classes of entities such as sentences, propositions,

bellefs, assertions, etc. 'Be’ or ‘being’ on ftsown, | would argue, is just not restricted in this way
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valid for the predicate complement, does not have any significance for the ssmantic analysis of the ve}b
'be’ itself

So far, | have described two or three possible c[ossiﬂcations of the "senses” or "uses” of ‘be’
In this chapter | shall also consider the anelysis of the coputs in terms of Aristotle's theory of
categories, as described in 1 22 (11) These analyses will be discussed in the context of the question
How many verbs 'be’ are there in modern English? Tgis dissertation purports to  answer this
question © | clatm that there is only one lexeme 'be’ in English. In general | shall argue thet these
alternative analyses of ‘be' reflect the sense of the whole sentence, rather than that of the lexical item
‘be’ alone. All of the analyses that | review here attribute to the verb concepts that may be properly
contributed by other constituents.of the subject and/or predicate complements that occur with ‘be’ or
by the different combinations of these in categorical sentences.

The present chapter is in four parts. First, in4 1,1 will inquire whether ‘be’ Is meaningless,
vague or ambiguous, &s claimed by various 1inguists, logicians, and philosophers of language. Of
special interest in this saction is the question o{ the linguistic grounds for determining how many
lexical items ‘be’ there are | will also c;onsider alternative analyses which attribute a specific
conceptual content to the verb 'be’. In 4.2, | shall compare the analyses of sentences of the form [NP
be NP] in terms of the relation of attribution versus the identity relation between entities. | argue
hers in sx.'lpport of the analysi; of 'be'vas the rslation of attribution. In 4.3, | will challenge.the
semantic distinction betwea;rbe’ V and 'be’ Aux based on the notion of /ntentione/ity 8s proposed by
Willisms ( 1984). Finally, in 4.4, | will sketch an analysis of idiomatic sentences containing ‘be’ w?tn

fixed subjects, e.g., 'there’

4.1 is 'be’ meaningless, voegue or umbiguot&?

The question that | will examine in this section is: How many lexical entrie; ore required for
an adequate seﬂuanuesonalyg:is of ‘be’, or, How many lexemes ‘be’ are there in the lexicon of English?
But the question may be further analyzed. If 1t turns out that 'be’ is indeed unbiguous,‘ then it will be

necessary to State the relationship between vorious multiple lexica! entries that ere required or
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between the parts of a single Iex{cal entry, 1.8., in terms of homonymy or polysemy |f ‘be’ were
homonymous, then there would be a series of lexical entries, each having a distinct conceptual analysis
and presumably the different senses of ‘be’ would not be related to each other On the other hand, 1f 'be’
were polysemous, then one conceptusl analysis of 'be’ would perypit various semantic interpretations
that could be related to each other in systematic ways Or various related senses might apply
simultaneously 1n some cases ( See Kempson 1977- ch 8, Lyons 1977 ch 134 These linguists
orque for the maximization of, homonymy and the maximization of polysemy 1n the lexicon,
respectively.)

in;hys section | shall attempt to demonstrate that the‘verb ‘be’ 1n English 1S not obviously
homonymous or polysemous The 1dea that 'be’ Is polysemous seems more plausible & prior1 then the
contrasting 1deas that it is either homonymous or meaningless As it is, polyssmy seemingly abounds
In the lexicons of netural languages, as least this ides is genersily promoted by linguists and
philosophers of lenguage Lyons ( 1977 $67), 8.q., argues that clear instances of polysemy are far
more numerous imEnglish than instances of “absolute homonymy." He explains that ‘

polysemy—the product of metaphorical aclivity—is essential to the functioning of
lsnguages as fexible and efficient semiotic systems. Homonymy .. is not 3

) My arguments in this section, as far as they go, will be based on an account of what | would
take lexical homonymy and polysemy to be in a generative grammar. The relevant question seems to
be: How many lexical entries are reguired to account adequately (in the first instance) for the verb
‘be’ in the sentence grammar of English? If & single lexical entry represents one sound-meaning
correlation, and assuming my morphosyntactic analysis of ‘be’ presented in Chapter 2, then the only
part of the question that remains unanswered concerns its meaning. The issue of homonymy versus
polysemy arises only in case the set of phonological sequences repressnting the verb 'be’ is assigned
more than one conceptual analysis. Restated in the terminology of my analysis, the traditional
distinction between homonymy and \pol;semy is based upon whether or not distinct senses of 'be’ are

related: if not, then the relationship is that of homonymy; if so, then polysemy. (See, e.g, Crystal

gWelm‘etch (1972) also views polysemy as the result of meaning transfer or the axtension of

meaning.
%
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+1980) But, as far as | know, 1t has not been established for certain that there are indeed different
concspts associated with the verb 'be’, much less whether or not these would be relsted to esch other,
and 1 s0, in what way they ars related

The investigation will proceed ss follows First, | will try to dispel the hypotheses that
conflict with the one-lexeme analysis that | have proposed lr: Chapters 2 and 3 of this work. | wtll
therefore attempt to refute any hypotheses that assume the exltstenoe of several distinct or related
ser;ses of ‘be’. In this section, ¥ will investigate the conceptual content of 'be’, re;\ectmq Sn the
following qgestions Is 'be’ homonymous? (41 1) Is 'be’ meaningless? (4t 2) and Is 'be’

polysemous? (4 1 3) .

4.1.1 Is 'be’ homonymous?

The first hypothesis that | shall call into question is the analysis of ‘be' in its different
"senses” or "Uses” as a ser fes of homonyms Homonymy requires that two or more lexical items which
just happen to have the same phonological form be assigned distinct intensions. Recall that homonyms
are unrelated to each other semantically oretymologically, aithough etymology Is not considered to be

relevant for synchronic linguistic analysis Suppose for the sake of argument, that the verb ‘be’ were
analyzed as several differsnt homonymous lexemes 8.g., 'be’y (“existential”), ‘be'y (“predicative”),

'be's ( “equative”) ‘be’4 (“veridical”) These “uses" are f!lustrated by the following sentences

I (8) There is indeed & Senta Claus.
(b) Snow fs white.
(c) Scott fs the author of Waver/sy
(d) That is true.

Now if one pastulates more than one distinct lexeme ‘be’ in the lexicon of English, then suppasedly one
should present solid linguistic evidence for the different lexemes. If there were indeed several ‘be's,
then 8 competent spesker must be able to idsntify & particular token of ‘be’ 6s & member of one class or
another. And one lexeme rather than another must not be selected for a given context. If this happens,

e




the sentence should be not only ungrammatical but aiso semantically unaccsptable. [f different

morphological forms existed for certain uses of 'be’, then one might have a case for the existence of
separate lexemes. Since there 1s only one set of forms for ‘be’ in English, the homonymy hypothests 1s
clearly a possibristy. n this cass, the phonological evidence for a single lsxeme would be merely
concidental. | -

~ Turning now to the semantic questfon, the main problem to notice is that the standard methods
of distinguishing mulitiple intensions of lexical items seem o apply aptly to categorematic expressions,
but not necessarily 1o syncategorematic ones. To 1llustrate this methodological problem, | will

consider 8 pair of lexical homonyms (cat?remata) that would be teken uncontroversially as the
source of lexical ambiguity in ssntences, consider e.g., the nouns ‘bat’y and 'bat’y. If one says

¥

2 (8) There is a hat in the attic.

there ere two different linguistic inferences that are possible. One can definitely infer either 2 (b) or
(c).
2 (b) ®here is an animal/mammal in the attic, or

(c) There is a piece of sports equipment/a club in the attic.

Thess two distinct consequences are clearly attributable to there being two distinct intensions (and
hence extensions) of the homonymous noun ‘bat’. In contrast, it i$ not so clear that any implications |
are dertvable from the verb ‘be’ alone. For predicates such as ‘is white', ‘is an animal', 1t is necessary
to isolate ‘be’ from the categoremstic complements, ‘white’ snd ‘animal’. Then one mig‘m ask: Is it
possible to say decisively whether the following sentencies, 8.g., whoss utterance is interrupted, would

contain an existential, a predicative, an equative or a veridical 'be’'?

J(a)itis
(b) s =_

~
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As a matter of fact, these sentence fremes could be compieted by any XP., and the pronom inal
that functions as the subject of these incomplete sentences 'it' could be used to refer to anything or to
nothing at all, &s 1n the sentence '1t's snowing'.6  The point is that homenyms should at least have
discrete unrelated senses. Given this reagutrement. the only conclusion here thet is evident to me.1s
that the different tokens of the verb 'be’ used in the sentences tn | above should not be analyzed as a
ser1es of homonyms. On the homonymy analysis, any token of 'be’ would be interpreted exclusively as
gither existential, predicative, equative, or veridical.” Since the different tokens of 'be’ do not yield
different 1nferences to support any specific semantic content, they are not obviously homonymous.
Rather . | would argue that the specific interprstations would depend upon the ssmantic classes of the
subject and predicate terms. If so, theverb 'be’, itself is not specmsd‘for any of thess properties,
although 1t does not seem unrseasonable to select one of these, e.g., the predicative use, as basic. -

The tests that have been proposed by linguists and philosophers of 1anguage for determining
whether a word has more than one distinct sense are not sensitive to theoretical refinements such as
homonymy and polysemy. Moreover, these tests are designed to distinguish different meanings of
categorematic expressions rather than those of syncategoremetic ones such as 'be’ For example,

Quine's truth functional test apphes to general terms, such as 'werm’ in the following sentence.

4 This dress is warm.

J v

The test for ambiguity }Is outlined as follows. A lexical item is embiguous if and only if from utterance
to utterance it “can b}é’lwly true and clearly faise of one and the same thing.” (Quine 1960: 131),
Qs this test indicates, 'warm’ is clearly 8 multivocal adjective, since 1t can contribute two different
sets of truth conditions. Thet is, sentence 4 containing ‘warm’ expresses two different propositions
which could be alternately true and false of the same object. The dress itseif could be physicaily werm

»

6This demonstration 13, of course, inconclusive. A counterexample (from Mortin Tweedale,
personal communication) 1s an incomplete sentence. containing en undenfebly ambiguous verb
‘banking’. Sentences contsining this verb could be completed as follows: ‘He is banking his cheque/ his

plane/ his pond, etc. . '
71t 1s assumed here for the sakeof the argument that ‘be’ is homonymous. If one assumed my
“fiypothesis, then 'be’ would be univocally predicative, even i_n the incomplete sentences in 3. X

=
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(or not) e.g., If placed on a radistor or in the sun, and stil] have (or not have) the potenttal to keep its
wearer physically warm. Supposs that we wished to submit the verd ‘be’ to this truth fm&onal test,

appeoling to speskers' judgments about the truth conditions of sentences containing ‘be’ To test for
multiple senses of 'be’ in a sentence, we would have to keep the intensions (and extensions) of the
subject and predicate terms constant, while searching for alternate readings of the sentence with the

L}

é
oppostte truth values. Consider the following sentences.

S (a) A piano is/1s not & keyboard instrument
(b) This 1s/1sn't trus; that is/isn't false.
(¢) The morning star 1s/1s not the same as the evening ster

(d) The rectpe ts/is not in the file

R Y
I1'1s' in any of the sentences in W multu;le senses such that, for a fixed context, on one reading of &
sentence, 1t could be trus, while on ar\uother reading, it could be false, then what could the different
senses of '1s' be? The only contrast that would yield opposite truth values for the sentences in S 1Is the
contrast betwesn 'is' and ‘isn't’ or ‘1s not', @s i1lustrated above. The contrast musy always be expressed
in the same way, whether 'be’ is used predicatively, existentially, véridically, or in an identity
statement.

It sagms clear to me that the aspects of sentence meaning that could be descr ibed es existential,

equative or veridical must be attributable to the expressions that function as the subjbcts and

predicete complements of the verb, or to the combination of these, but not to ‘be’ itself. Just as clearly,
the sentences in S {llustrate that the verb 'be' expresses a predicative relation between the.subjects
and th/é predtcatp terms of elementary sentences. | claim that these sentence types represent a claim
that the referent of the subject belongs to or does not belong to the type denoted by the predicate”

complement.
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4.1.2 Is 'be’ meaningless?

On the basis of speskers’ reactions to incomplete sentences containing ‘be’ (with no-predicate
complement, for example), one might be tempted to think that 'be' hes no conceptual content at oll. In
fact, this position has been taken by some linguists, though most linguistic ressarch has wtu;lly
focused on the various grammatical functions of 'be’, e.g., auxiliary or copula, rfther than on its
meaning. According to Lyons (e.g., 1968: 322; 1977: 471), the copula ‘be’ by tlself is "meahinqless."
From this perspective, ‘be’ is taken as a grammotjm) formative or function )Nord in the grammar of
English. Analyzed functionally, ‘be’ is said to serve as a link between the expressions A and B, as

i)ustrated in the following generalized phrase marker.8

| I

NP I
Det N INFL VP
Vv XP
A be B

In a compositional system of sesmantic analysis, the copula 'be’ would be said to teke whatever meening
it has only by<tts connection with the linguistic expression that functions as the predieate complement,
dominated by XP and represented by B in | sbove. In sentence grammar, the copuls 'be’ may be seid to
effect predication since it can function as the heed of the predicate phrgsa. or if not the heed, it can
function es the mein verb of the predicate phress.  Even though the copule tekes predicate
compliements that mey belong to different syntactic categories and to different wﬁantic clesses, it is
not clear why the semantic analysis of 'bs’ itself should be thought to very from one sentence type to

J
. 8sommers (1973; 1983: 184) describes the copula 'be’ & “ o syncategorematic expression
which joins two categoremeta,” f.e., the subject end the predicate terms (A and B, respectively as
illustrated in 1 above). But analyzing ‘be’ 83 o syncategorematic expression does not necessitete
considering 1t to be meaningless.

1
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t the next Effectively, arguing that it does vary thus in meening should not carry much forcs, since the
copula 1ts8lf 1 considered on this view to be meaningless in the first place ©

To be precise, it is perhaps mora correct to say, 8s Crystal (1980 93) does, that 'be’ "hes

little independent MEANING ,” rather than that it is "meaningless " The 1dea that 1t 1s meaningless can

be verifigd by comparing sentences containing ‘be’ with sentences containing other verbs that could bs

substituted for 'be' The technique of substituting expressions of the\ same syntactic category is based

on the notion of & minimal psir For sentence meaning, the prwedur‘; is to compars pairs of sentences

in which only one word is different 1o see what, if any, difference there is in-meaning. The difference

may presumably be ‘properly attributed to the intensions of the different verbs that eare

inter substitutable  Compare the Jollowing pairs of sentences containing different verbs and 'be’,

respectively

2 (a) John seems tired
(b) John {5 tired

A 3 (a) John it a tall man
. (b) Jahn {34 tall man

4 (8) John want somawhere
H _(b) John was somewhere.

S (a) John stayad in 8 good mood
(b) John wag in & good mood

For all of these pairs of sentences In 2-5, both the (a) and (b) sentences may be used to magke
sssertions that are equslly accaptable If 'be’ is indeed "mesningless, then it seems that whatever
‘ c&\tributim s made by the verbs ‘seem’, 'hit’, go and ‘stay’ contrasts with a blank. But how can
thess verbs contrast with an “empty” verb? Furthermore, in the case of the sentences in 4 and S,

’?» .
there 1s on inferential relation between the sentence pairs, the (b) sentences containing 'be’ follow

from the (a)sentences for some time (unspecified here) Even though a conceptual content has ot

A4
\()\ N »
91 assume that 8!l of those (linguists) who assume that ‘e’ is 8 mesningless grammatical .
formattve would akso treat it as a single lexical itém. Bach (1967) end Lyons (1977) analyze the
copula 8s an el tof surface structure only. It is sald not to appesr~in the deep structure of
categor ical , *
//
t
» /
R
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been pastulated for eny of thess verbs, since they contrast with 'be', cleerly 'be' itself i1s not a

completely meaningless lexame L

To support their claim, linguists who deny'that ‘be’ is meaningful say that it is re?ufred in
categor ical sentences only to fill the position of th9 verb which is obligatory in English, in order . to
carry the markers of tense, aspect, Eerson and/or number It s grguable, however, that 'be’ does have
a8 sense which is actually distinct from any particular tense or aspect Some evidence for an
1ndependent sanse of 'be’ is the fact that speakers also find a use for its bass infinitive and other non-
finite forms 0f course, sinca/an forms of 'be’, and other verbs, also express tense or aspect, thess are
also smphasized at the same time 8s the relation of attribution The non-finite forms are strassed in

the following ssntences, in which various 8spects are being stresssd

6 (8) John has been pelng Insincd™
(b) He was ta ba ( the) king/ there
(c) He was to have hean (the) king
(d) B11 was heing assaulted
() The students have heen questioned

In addition, whatever is expressed by the bsse verb 'be may be modified by different
t\ﬁodahties (expressed by ‘can’, ‘will’, ‘'must’, etc ) and it may be questioned orf denied, just &s what is
expressed by other verbs may be modlﬁed: questioned or denied. Furthermore, whatever 19/ expressed
by 'be’ (1 claim that it is the attribution of 8 type to the referan}s) of the subject) may be emphesized
1n uttersnces, by placing the stress on the verb, as indicated 1n the sentences in 8 below Here ‘be’ and

‘seem’ sre compared and contrasted

7 (a) John seems tired.
(b) John may seem tired.
(c) Does John seem tired?
(d)dohnd:esnotseém tired. ,
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'8 (8) John 13 tired .
(b)John may be tired, aithough he doesn't logk 1t
(¢) I3 John tired? Really? (
(d) Jom\ isn't tired.

Emphatic stress Is indiceted here by underlining Notice that stress falls naturally on the verb ‘b\é' I
would ergue that it s the relation of attribution (or the predication of a type) that is bsing
emphesized, modified, que;stioned or denfed in the utterance ofthese sentences in 8 The relation of
attribution or 'be’ is stressed fn 8 (b), where it is contrasted with the verb 'look” It stmply would not
make sense fgr speakers to stress an empty “meaningiess” verb. In fact, one does not stress "dummy”
constituants, such as existential "there or i’ in "There is 8 Santa Clgus‘ or ‘It is raining

Finally, it is possible to describe some general ssmantic procaerties of sentences containing the
verb ‘be' in all its forms For instance, it sBems that sentences containing ‘be’ denote states of
affairs, rather then events As Gruber (1976) and Jackendoff (1976, eg.) argue and illustrate,
sentences containing ‘be’ may be modified by point of time or period adverbs, but not by frequency
adverbs Even when sentences conteintng ‘be’ meet the structural description for the so-called
“passive transformation,” 1.e., [NP Y NP], such sentences do not passivize Yet all passive sentences
contain the lexeme 'be’ or the so-called “passive” auxiliary. Altough not all sentences containing ‘be’
are passive, it seems that non- passive sentences containing 'be’ could not be correctly characterized as

"active” gither. In general, then all sentences containing ‘be’, seem to share the semantic feature of

L}
stativity, or "momentariness”, as Gruber describes it.!0 Clearly the verb ‘be’ cannot be meaningless.

/T

0

10some lingufsts have obseryed that sentences containing almest any verb other than ‘be’ may

be “transformed” into sentences that use 'be’ either os & passive or as a progressive suxiliary. This
fact may be one basis for TFL claims that all santences of natural language are parsphraseable as

ew{;)lml sentences containing ‘be'. (See, 6.9, Sommers 1982: 167-168.) These fects may be
significant for the issue of the effabrtlity of English. In general, it seems that most verbs have active
forms, 8., the progressive, and stative forms, e.g., the passive. As a consequence, speakers may
thw*ibe states of affsirs under diftm\ aspects by using constructions with sither active

or stative verbs.

Ry

/
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4,1.3 Is ‘b’ polysemous? ‘
| hmie tried on the one hand t6 argue that the lexems ‘be’ does not have & multitude of distinct
senses, but on the other hand, that 1t 1s not completely meaningless either Now the qusstion 1s: if ‘be’
were correct Iy analyzed as a single lexems, could it be polyssmous? 110, ‘be’ would be described in 8
single lexical entry with several related senses A polysemous lexical entry would permit the
ssmantic contribution of "be’ in different sentence types to vary from ssch other, the different senses
being related tp each other 1n predictable ways. The application of the notion of povsamy seems
dest1ned however to encounter problems so far unresolved in the analysis of the conceptual content of
lex1cal ttems One problem is that relatedness in meaning 1s a "matter of degree,” 8s Lyons suggests.
In h1s discussion of the notions of somonymy and polysemy (Lyons 1977. S50-569), he states that
In tests, speakers exhibit a pretheoretical indeterminacy in their judgments sbout relatedness of
meaning Although the/thems that | wish to advance here is that 'be’ can be analyzed &s a single lexeme
on semantic grounds, it may indeed prove difficutt, if not impossible, to show that it is not
polysemous, {n the sense that its interpretation seems to vary from one context to the other 4 shall
now consider two polysemous analyses of ‘be’, Aristotle's ten-way enalysis besed on his theory of

categor1es, and the four - way analys1s described in 4. | above

Aristotle's categorical analysis. Aristotle’s analysis of 'sinai’ in ancient Greek suggests
that he considered it to be polysemous. |n discussing the question o? the-ambiguity of words, Aristotie,
in Catagoriss and Tgpics, for exsmple, provides several tests for determining how many meenings o
particular word has. in the cose of 8 verb such s ‘be’, he suggests, among other things, thet if it can
be used with terms that belong to different ontological mteo&ties, then it is smbiguous. In fact,
Aristotle says (in Mataphysics S, 7) thet ‘being hes 8s many per sv ( “essentisl”) senses 8s there
are categories. As is well-known, Aristotie’s categories number ten. If his principle is valid, then
'be’ has at least ten different “senses,” as distinguished by the categories. (See 1.2.2 (1) for 8 brief -
introduction to the categories of Aristotle.) The following sentences may fllustrate “essentisl”
predicatfons representing each of the categor fes.
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1 (8) This animal 15 & horsa. (substance; essence)
(b) This colour s white, which is a quality.
(¢) The width is three metres, which is & quantity.
(d) This city is Copenhagen, which is a placs
() Summer is my favour ite season of the year (time)
() This men is his teacher. (relation)
() Standing and lying are contrasting positions.
(h) He's bankrupt; that's his financial state (condition)
(1) Fighting was what he was doing. (activity)
() He was being assaulted; that's what was happening to him (passivity)

But the verb ‘einai’ is said to have other “senses” &s well, e.g., those involved in  So-called
"accidental” predication and the "veridical * Aristotle further distinguishes the “"potential” and the
"actual ™ senses of the copula, an ambiguity that he ascribes to all verbs Moreover, he then identifies
four “means of making propositions,” 1 e., of combining subjects and predicate terms in propositions.
These topics are reviewed in 1.2.2 (1Y

Although Aristotle’'s (theory of) categories may have begun as an ontological inquiry (as
Ackrill suggests in his notes on Aristotle's dlagarias and Ds /ntarprstations ... 1963. 71), his
works nevertheless have considerable lnguistic interest. Aristotie seems to have based his theory on a
systematic examination of verious types of sentences containing the verb 'be’ (or rather its equivalent
(n ancient Greek). His enalysis results in a (possibly) valid and useful classification of different
types (or geners) of subject and predicate terms. Furthermore, his hypothesis concerning the
ambiguity of the verb 'be' contsins very interesting claims that should be tested. But given his
cbservations, one can draw dmient conclusions conoe;ning the verb ‘be’. Aristotle argues thet

because sach of the subject and predicate terms, such as those in 1 above, belongs to a different
- category, sincs ‘be’ can be-employed with all of them, then the copula must be equivecal. But | find that

these observations provide equally strong support for 8 univocal analysis.
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It is important to notice that Aristotle doas not claim that ‘einal' has an indeterminatsly large
number of different "senses " Rather, he very carefully discriminates among & finite set of different
"sanses” that are possible. | will focus on those that are related systemat!caH‘y to the different
catagories of the subject and predicate terms that occur with ‘be’ in sentences. Clearly Aristotle
shows great ingenuity by calling attention to the cotegorles of the subject and pramcate terms. But 1t
may be 8 mistake in this connection (in fact, | think it isa mistake) to talk about the different “senses”

of the verb.!1! Perhaps in the cass of 'be’ (or other general verbs, for that matter), Aristotle's

~fundamental principle for determining ambiguity s mistaken: viz, if a verb is-used with expressions

that belong to different categories, the verb itself is equivocal. Aristotle has stated precisely how the
subject and predicate terms vary in propositions, bug;not what the content of the different uses of 'be'
would be. One might argue that Aristotle has not in fact demonstrated thet ‘being' is pnot univocally
predicable of all the entities in the different categories Indeed, it seems that he has demonstrated just
the opposite, that 'being' per sg 1 attributable to 8 wide range of different entities, and 1ikewiss, for
‘being' per axidens Kehn (1973 6,r)1 11) makes the following point.

Strictly spegking, for Aristotie, it is not the wor& belng which has & systematic

- diversity of meanings, but rather £A/ngs of different kinds and different orders which
are said to be (are called "beings") in different ways, by reference to one fundamental

kind of being, that of substances. | 2

~ | take it for granted that different ssmantic relations may hold between the "substances” denoted by the

subject NPs and the predicate expressions that belong to a variety of different categories (perhaps
precissly as classified by Aristotle.) But in the categorical sentences, the lexeme 'be’ is the only
constituent thet is inveriable; all of the sentences in | above have the verb 'be' in common. It seems o

misteke to attribute semantic diversity to the only constituent that i3 always the same in these

1111 is possible that Aristotle is led into this terminology and the corresponding analysis by
the contemporary parlance of the Academy. Plato, for instance, would probably ngt have agreed with
Aristotle that ' ez was equivocal. To be consistent, Plato would have been disposed to seerch for 8
single definition of Being (or a Form of Being) which could be predicated of all things univocally
( Sommers 1965: 262). ln order o criticize or to question this position, it would seem most netural

to arque that the copula is equivacal or has many “senses,” rather than e single definition.

12Hgre Kehn refers to Aristotie's doctrine of “focal meaning” or embiguity pras /an, which
he says is “a theory of the semantic status of certain terms that represent neither synonyms or

homonyms ... but 8 plurality of uses and senses that are unified by reference 1o 8 single bass.
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sentence types. n other words, clearly the possibility of expressing various semantic relstions in
different categorical senltences in no way necessitates that the verd 'be’ have different lexical entries
(either homonymous or polyssmous). Rather wse should probabl; expect that the linguistic
expr:essions thet are different in the sentences would determine the differences in their
interpretations. Thus, it seems that Aristotle’s observations have more linguistic significance for the
semantic description of subject NPs and the phrases that function &s the compiements of 'be’ than for
the semantic description of 'be’ itself. This conclusion would do no harm to Aristotls's theory of
categories. Furthermore, it seems to me that he could consistently maintain his fundamental theory of
the categor tes and, at the same time, admit that there is some conceptual unity ;mder lying his proposed
ontological system of being, as well s the corresponding verb. This seems to be a logical conclusion of

Aristotle's own analysis, if | have interpreted it correctly Cw

Four-way analysis of 'be’. The analysis of slementary santences containing ‘be’ within
MPL, following Russell, a.g., in effect also suggests polysemy, rather than homonymy, despite his
claims concerning its very different meanings. ¢

2 (8) There is indeed a Santa Claus.
Indeed ( 3x) (Sx), whers 'S' stands for “is a Santa Claus”

(b) The present king of France is bald. '3
3x (F(x) &6(x) & ~ 3y (F(y) ?‘ x &), where ' stands for “1s the King of France” and '6'

for"is balg”

(¢) Scott is the author of Movar/lay.
S=W, where 'S' stands for “Scott" and ‘W"* for “the author of Wawveriey ™

(d) That is trus.
T (p), where 'p' stands for "a contextually dafined proposition” and ‘T' for"is trus”

The representation of these sentences in the symbolic notation of MPL often combines severa! symbols
sech of which stands for e distinct concept. For example, 2 (b) combines symbols which stand for

*© “sntirely different ideas,” &s Russell says. But what is the linguistic evidence for the "sameness” or

" 131he sentence may be paraphrased as: ‘There is one and only one king of France and he is
bald'. This is represented symbolically in 2 (b) above. S
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“difference” of the senses of the 'be’ that accur in the different sentenca types above? Te verify the

LN
contributions of verbs to sentence meening, Alston (197 1) employs a test of “partial substitution of

synonymous verbs '4 This 1s another technique bassd on the notion of 8 m/numal peir: But there are
several difficulties in applying this test to sentences containing 'be' The most crucial is thet in
English there seem to be no other verbs that are completely synonymous with 'be’ Bes\ties being
synonymous, another necessary condition for the, substitution of verbs is that their strict
subcategorizetion frames be identical The problem can be illustrated with the following set of

sentences.

3 (a) There exists indeed a Senta Claus

(b) The present kingof France exists bald (*)
(c) Scott exists the suthor of Waver/sy (*)
(d) That exits true (*)

'Be' in the sentence frame [ There ts/are ] is often glossed 6s “exists.” As 1t i3 used in 2 (a), we
might consider the verb ‘exist’ to be synonymous with 'be’. And indeed it is possible to substitute
‘exist” for ‘'be’ 1n 2 (8), the result being also a grammatical sentence 3 (a), which is moreover
semantically acceptable. It seems, furthermore, that sentences 2 (&) and 3 (a) have the same truth
conditions. But 1t is not possible to replace the verd 'be’ with 'exist’ in the other sentences of 2 This
may be so not only because the contribution that ‘be’ makes to the propesition expressed by 2 (a) is
different from its contribution to the one expressed in 2 (b)-(d), Y:I: also 1t may be so for syntactic

ressons. As it happens, ‘exist’ is 8 verb that can be inserted gramatically into the context that

J

14For example, in the follow ing sentences from Alston (1971 38-40),

(1) The boundary ran from this tree to that tree.

(11) John ran from this tree to that tree.
for ‘run’, we could try to substitute the verb ‘extend’.

(111) The boundary extended from this tree to that tree. *

(1v) John extendad from this tree to that tree. ( ?)
For this set of sentences, Alston ssks whather "the verbs make the same contr1bution to the mesning of
the ... sentences.” He concludes that since (1) and (111) have the same meening, while (11) and (1v) do
not, the sense that the verb ‘run’ contributes to ( 1) i3 the same 8s the sense that ‘extend’ contributes to

(1) but differs from ‘run’ in (11).




requires on intransitive verb. Among the sentences in 2, only (8) furnishes such acontext Sentences
3 (b)-(d) ere all ungremmatical then because they fail to meet the strict subcategorization
requirements of an intransitive verb such s ‘exist’ The sentence frame [There + be ___] has only
one position, the predicate complement position, that takes a denoting expression of the category NP,
which must be indefinite (For a tentative analysis of sentences containing ‘there and ‘be’, se8 4 4 )
Another problem in applying the test of "partial substitution™ of synonymous verbs is the
possible ambiguity of ‘exist' (or of any other verb whoss sense i compared with the test verb's)
Obviously the substitution of ‘exist’ for 'be' might be seen to provide inconclusive evidence for\t'he
“sameness” of meaning in various sentences if the interpretation of 'exist’ varies from one ssntende to

the next. Consider the following sentence types

4 (a) There is/exists no such thing as 8 unicorn
(b) {here is/ex1ists 8 God/only one true God.
(c) There was/existed an old woman who 1ived in a shoe

—

(d) There ere/exist brave people who openly oppase war

It seems clear that even if 'being’ and ‘existing’ were synomymous expressions, they sre not ritricteh
to designating just one kind of being or one kind of existing, respectively. And for these sentences, in
any case, both 'be’ and ‘exist’ seem to range over the same c18sses of entities that are denoted by NPs.

To conclude, in this section | havé reviewed two well-known philosophical classifications of

the different "senses™ or "uses” of«the verb 'be’- the ten—wey distinction based on the categories of

Aristotle, and the four-way distinction among the existentisl, predicative, equative, and veridicel
contexts. In my view, it would be cleerly wrong to assign multiple senses, characterized as, e.g.,
"existential,” “predicative,” “equative,” and "veridical" to 8 syncategorematic expression suchg'be'.
In any case, since 'be' has so “little independent MEANING * as Crystal (1980: 93) says, it would seem
difficult to go about showing that the verD 1tself 1s associated with distinct senses in different contexts.
Butnwhat is it that in fact esteblishes an “existential” as opposed to en “squative” or & “predicative”
context? My answer is that it is surely not the syncategorematic verb ‘be’, but rather the
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expressions that occur with ‘be' In categorical sentences. Both of the classifications reviewed above
reflect an analxsis of the sense of whole sentences containing ‘be’, rather than the sense of the lexica!

item 'be’ alone | have criticized both of these approaches to the semantic analysis of 'be' for

attributing to the verd concepts that are properly contributed by the subject and /or predicate terms

to the sense of the sentence or by the combination of subject and predicate phrases, rather than by the
verb ‘be’ 1tself.

In any case, the lexical analysis of the verb 'be' that | propose involves neither homonymy
nor polysemy ‘Be’ is assigned a single lexical entr%y and is described 8s a single lexeme, which

represents only one sound-meaning correlation

§4.2 Conceptual analysis of ‘be’ as type attribution or as the identity reletion
My purpose 1nthis section 1s to justify the semantic analysis of ‘be’ that | propesed in Chapter
3 and to debunk the identity analysis. 1 claim that the syncategorematic verb ‘be’ explicitly expressss
the attribution of an ontological type or types to the referent(s) of the subject NP\, which 1s sn entity,
some or no entities of a certain type or a type of entity itself. In this section | shall argue that the
same gnalysis abplies naturally to the sentances that are analyzed within MPL &s identity stetements.
The data to be considered are limited to sentences of the form [NP be NP] as thess are the only ones

which couid be anatyzed as identity statements. Consider the following sentences.
(

1 (a) Scott is the author of Waverley (s = W)
(b) Scott 1s an author. (As) i

For thess sentences snalyzed withip MPL, two different concepts would be ascribed to the verpd 'is’. it

would be analyzed 8s “squstive” in (a) and as “predicative” in (b). These concepts would be symbolized

in MPL as ‘s=W' and 'As’ respectively. Hers 's’ stands for “Scot!” and ‘W' stands for “the suthor of

Waverley” and ‘A’ stends for "is an suthor " It is debatable however, s to exactly which concepts

should be sttributed to the verb itself. As | suggested in section 4.1, the different interpretations of

these sentencas would depend upon the semantic classes of the terms that occur with ‘be’. Thus, it Is

\
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possible that the verb itself is not specified for either of thess fumﬂms-\ instead, the aspects of

santencs meaning that could be described as equattve or predicative might be attributable to the
expressions that function as the subjects and predicate complements of the verb, or to the different
combinations of thess, but not to the verb itsalf.

Now since | have argued in the previous section that 'be’ is not meaningless, | must sssume
that 1t has a conceptual content. | clatm, in fact, that 'be’ is univacal. If this is so, then the sense of the
verb should always be the same, or at least it would be the same in the unmarked cases. In 4.L|, I
considered 8 well known four-way logical classification of the "uses” of ‘be" the "existential,”
"predicative,” “equative,” and "veridical.” Since | would analyze the "existential” reading as idiomatic
(80 4.4 ) and the "veridical” to be a special cass of the "predicat\ive'" reading, only iwo of the four
"uses” of 'be’ remain 8s possiblieundidates for the conceptual analysis of the verb. oThese are the 'be’
of "identity” and the 'be’ of “predication.” Of these two analyses, it is often claimed that the predicative
one is the more basic, fundamental or primitive (e.g., Kahn 1973; 1973a). Similarly, | have
proposed 8 single rule of interpretation for all slementary sentences containing 'be’, but it is based
on the notion of the attljibutton of ontological types to ent@tas, or conversely, of entities' belonging to
certain ontological types.

In this section | will eomﬁt;re and contrast the analyses of categorical sentences copfaining
‘b8’ in terms of the notions of a{{)'/bu//m and /oy, The question concerns the concepts
corresponding to the 'be’ of pradiéation and the 'be’ of fdentity. My purposs is to demonstrate that the
analysis to ‘b8’ fn terms of the attribution of types can serve better than the analysis of 'be’ in terms
of {dentity as & basis for a single rule of semantic interpretation for all ‘'sentences containing 'be’ in the

context ([NP___XP]. | wt\ll offer three kinds of arguments in support of this claim.

4.2.1 Logical properties of identity
® The first set of arguments concerns the intrinsic (logical) properties of the identity relation
The relation of identity, s it is described in MPL, is reflexive, transitive and symmetrical.
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| Debating the questir;n “Do we need identity?" Sommers (1982: ch. 6) rejects the notion of
z&;{;?yas a dyadic relation. In order to appreciate his position, we need of courss 10 ask whet it 1s
that 1dentity is or is not needed for Sommers' purpose is to show that statements of identity ¢an be
viewed logically as monadic categorical propositions. To this end, he provides proofs for the monadic
'counterparts of the standard identity principles of MPL. Hs claims that identity as & special binery
relation is redundant; that is, it can be taken &s & special case of predication as analyzed within TFL
Sommers claims that 1dentity (for individuals) can be defined as & specisl case of 'a is b', the cese
where 'a is b’ and b is 8" are both true ! Sommers (1982, 122) writes:
One law of identity is that the identity relation 1s reflexive. The monadic counterpart

of this ts that "*a ia' is a logical truth. That this is S0 is svident 1f we QWB it the
form of a universal proposition. . . Then '*a is &' is an instancs of ‘every x is x' which

is a logical truth in traditional logic. (It is known as Me law of identity )2

7 Thus, it 1s shown that 1dentitv, even when it is taken predicatively, is still reflexive. This is so

becauss the sentence 'All & {s &' is & teutology. Sommers goes_on the demonstrate thet it is aiso
symmetrical and transitive. Identity, taken predicatively, is symmetrical since the senteﬁ '-So'm“a
{s b and 'Some b 1s &' are equivalent in TFL. Identity, taken s the subject-predicate relation . i$also
transitive. This is proven by the followinggtatement: ‘Allaisb, all bisc, therefore ail a is ¢', which
is & valid syllogisgn (Sommers 1982: 123-124) For Sommers' programme, which is to develop &
logical calculus besed on the standerd categorical form, he has demonstrated in its favour the
possibility of representing the necessory properties of the identity relation as described within MPL
without the need for special axioms or aspecial symbol for identity such as ‘=",

On the basis of the intrinsic properties of the two relations, 1t might seem posgeble, by
purely logical argument, to devastate the identity hypothesis, i.e., for the enalysis of ‘be’ used in ol

1According to Kahn (1973: S), a similar claim is made by the Polish logicien LeSniewsk!.
Kshn stys that Legniewsk 1 takes the epsilon relation as primitive.
2% in *#g 13 ¢’ must bo read 83 “wild quantity” which is efther universal or particuler Ses

footnote 4, 1.2.1.

-
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types of categor ical sentences-in English.3 While all identity gtatements may be expressed in standard
categor ical form, presumably the reverss is not pessible. Even though symbolically, representations
of the relation of identity are showr to be reducible to or equivalent to representations of the relation
of predication, 1t has sti1l not been shown that the notion of identity is not appropriate for the semantic
analysis of certain sentence types, namely, the kind thpt are said to express identity statements

?

according to the MPL analysis.

! (g) Scott ts Scott
(b) Scott is the author of Waver/ey

These sentences are of the types that Frege ( 1892) represents as “a=a"and "a=b," in which the ‘be’ of
identity is considered to express a dyadic relation. 'Be’ 1s used in (a),'it is said, to assert the identity
of an individual named 'Scott’ and an individual name 'Scott’. In (b), 'be’ is used, it is said, to asssrt
the identity of an individual named "Scott’ and an individual described as ‘the author of Waver/s/'. But
Semmers would claim that only | (&) is an instance of the law of identity. If identity Statements are
taken to exemplify this law of identity, which is more restricted, then it follows that 1 (b) is not an -
identity statement at all. Sentences thet express true identity ststements in this narrow sense of
identity are perhaps rarely if ever uttered in natural language. For genuine identity, the terms ‘a’ and
‘b’ should be equivaient both jntensionally and extensionally. The terms in sentence 1 (a), but not 1
(b), would meet these conditions. In this perspective, it is surely quesu;mable that all occurrences

of 'be' in sentences of the form [NP be NP] should be analyzed conceptually in terms of the notion of

sigantity:

o~

In sny discussion of the notion of /s ?/4/ a continuing problem fs to determine explicitly what
it s that is supposed to be identical. Ina Mngulstic enalysis, there are three possibilities: it migpt be
expressions, intensions, or extensions. Sentence 1 (a), but not 1 (b), contatns two tokens of the same

3As Sommers has shown, the properties of the identity relation may be formally defined both
inMPL and in TFL. InMPL, transitivity is defined 8s (x) (y) €2) {(x=y)- (y=2) » (x=2)}, symmetry
is defined as (x) (y) {(x=y) - (y=x)}. and reflexivity is defined as (x) (x=x) (Copi 1973: 136). In my
onalysts, theintrinsic properties of the relation euprmed by 'be + F' would cruciolly depend upon the
value of the predicate variable F.
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expressions, intensions, or extensions. Sentence 1 (a), but not 1 (b), contains two tokens of the same
expresston 'Scott’. Within MPL, Russsll, e g., explicitly denies that 1 (b) above asserts that ™ Scott
and 'the suthor of Waverley' are two names for the same object.” (Whiteheed and Russel! 1910: 70;
my emphasis). Against the MPL analysts, it seems to me that Sommers likew1§e presents his strongest
arguments in gbjecting to the definition of /gty es a dyadic relation betwesn things (or the
extensions of expressions). He defines an identity proposition as “a monadic proposition that has
proper names in Aot/ subject and predicate positions.” (Sommers 1982: 122). He notss that when
“igentity is thought of as a relation, then the most reasonable thing to say is that 1t is a relation & thing
bears to itsslf,” as Frage does (Sommers 1982: 130). But Sommers rejects the Fregeen notion of
1dentity as a-dyadic relation; rather he claims, “what makes identity a relation is that ‘=" goes
between distinct occurrences of singular terms and not that it relates distinct objects.” He claims
furthermore that in TFL, it is "not even coherent to say” that "everything is necessarily identical with
Wself” since “there is no meaning to a relation of identity between s thing end itself.” (Sommers
1982: 133; my emphasis). Hers ha seems to agree with Wittgenstein (1961 S2. theorems 5.5302-
5 5303). -

Sommers objects strongly to the analysis of predications expressed as ‘s is b' s {dentity
statements. Of course | agree with his objections, but | will not pursue this argument from the .
V\éwpotnt of symbolic logic. Althm}gh the entities denoted by the expressions 'a’ end ‘b’ may be
extensionally equivalent, it may be more important to notice how the extensions are determined. The
1ntenstons of two categorematic expressions ‘a’ and ‘b’ ere usually pot logically equivalent. This 1s
especially true 1n the case of expressions that function as the subjecté and predicate terms of
elementary sentences contsining ‘be’. In the terminology of my snalysis, the types designated by these

expressions are aimost invariably different.

4.2.2 Linguistic criteria for sentences that express identity statements
Students of langusge who make a distinction betyyeen the "be’ of identity end the 'be’ of
predication heve suggested some linguistic criteris for sentences thet are analyzed as identity

/ 3




253

statements as oppesed to ordinary predicstibhs  Russsll ( 1920), fer example, seems to be sensitive to
syntactic distinctions that correspond to the different functions of constituents w natural Janguage
santences In his well-known discussion of descriptions ( 1920 10Q), he writes

The proposition “Socrates is human” expressss the reletion of subject and
predicate; the /s of “Socrates isaman” is identity between an object named  and an
object ambiguously described. An object 8 ously described will “exist” when at
least one such proposition is true, 1.8 , when there is at least one true proposition of
the form "x 1s 8 so-and-so,” whers “x" is & name It is characteristic of ambiguous
there may be any number of true
propositions of the above form—Socrates 1saman, Plato 1s a man, etc . With definite
descriptions, on the other hand, the corresponding form of proposition, namely, "X 1s
the so-and-so” (where “ x* 1s aname), can only be true for one value of x at most.

| wish to examine two of Russell's observations here First, to rephrase Russel! in hngG1sUc erms,
we can gather that NPs, but not APs, function as the predicate complements of sentences that express
1dentity stetements AP complements occur only with the 'be' of predication As far as they go, these
observations are surely correct Determining that the syntactic category of the constituent that
functions s the complemsent must be an NP establishes only a necessary but not a sufficient condition
for 1dentity statements In order to substantiate this, | want to call attentton to another of Russell's
observations Here | w11~l examine the claim that the refﬁﬁt of a ( singular ) definite description must
be umique It 1s Russsll's “umqueness” claim that | would 11ke to try to refute. (Hers | will ignore his
further requirement that the unique referent exist. As observed in Chapter 1, the actual referent(s)
and its ( their) ex;s!ence ere irrelevant for the conceptual analysis of expressions But for linguistic .
analysis, typs information concerning the potential referests of expressions is important,
irrespactive of whether they exist or not.) .

itis trué, as Russel] suggests, that only sentences%ontaining NPs in the predicate complement
positlen can express identity statements, but not all sentences containing NPs in this position do 1ndeed
express identity. Furthermore, Russell's uniqueness condition would rarely hold for ordinary
predications in natural language. It 1s simply not true in every case that sentefices "with definite
descriptions, ‘x is the so-and-so', can only be true for one val;:e of x at most * it imay be true in some
casés but by no means all. Consider the following sentences\go\ptaici/nf 8 definite description of the

s

form “the so-and-so,” &s required.

ﬁ\ %“g ¢

'
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1 (a) Jed 15 the president of a company
(b) Jed 1s the prestdent of his company
(c) Jed s the president of a8 company and so s Bill
(d) Jed is the president of his company and so is Bill

In compound sentences such as 1 (c) and (d), the 'so’ of ‘and so' is sometimes analyzed as a PRO-VP

That is, 'so’ replacss thepvp of the first santences, in order to avoid duplication in the second of the two
sentences. (Also in the second sentence, there is inversion of the subject NP and the verb ) In 1 (a)-
(b) the property of being the president of a company is attributed to an individual named 'Jed' In 1
(¢), the same property is attr ibuted additionally to a second individual named 'Bill' The fact that it is
possible to attribute the same property to another individual seems to indicate that the two NPs in |
(a)-(b), 18, Jed' and 'the president of .’ do not denote the same entities Notice that it is the
property of being the president of a company (not the property of being the individual that is the
president of a company) that s being attributed to the two individuals In 1 (d), assuming that 'his’ is
corsferantial with the subject NP, then one might argue that in this case, different properties are
actually being ascribed to the two individuals There is merit in this. Of course, it may be valid in
most«&ases, as Russell claims, that 'x is the so-and-so' can be true of one individual at most. But not
when the definite description 1s such that it is applicableﬂto more than one individual It {s usually
possible to attribute predicate complement phreses (which always denote types) to more than one

individual That {s a character istic of expressions of human language. Consider the folleing sentences

2 (a) Beth ts the teacher's pet
(b) Beth is the teacher's pet and so is Bert

it is clsarly falss that 'the' always introduces a phrasa that can be truly predicated of one individual at
mast. 'The teacher's pst’ could meen either “the pet of a teacher " or "a pet of the teacher,” assuming in

thess glosses that ‘the' is unambiguous and ‘8’ is embiguous in Russell's , meoning “st most one’
|
or ‘ot least one', respectively. Could it also mean “a pet of 8 teacher?” AT so, then the problem fs not

-
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1im1itad to the'possible scops of the definite article within the genitive oons}ructton, as in the examples
fn t and 2 abovs. Fundamentally, Russell's analysis of the definite and indefinite articles in English
sgems questionable for linguistic analysis 4
As Russell suggests, “unsmbiguous” 1dent)ty statements contain only “proper nemes” and/or
dafinite descriptions. In any case, these NPs must be definite singular expressions which contatn no
ambiguous determiners or variables (s does | (b) above, where ‘his' is possibly “coreferentisl” or
not inevitably “disjoint”) The linguistic criterfa for sentences expressing identity statements may be
further refined. For instance, another criterion is that the phrases tfibt function as the simject and
the comple;/ent of the verb 'be’ ere freely permutable. But again, some sentences that meet these
criteria fatl to express identity statements. Below are ez::ales of sentences whose subject and
predicate NPs are permutable. Fhe following (8) and (b) sentences in 3-S are supposed to express the
same propositions.
3(a) Don is my teacher
(b) My teacher s Don
(c) Don is my teacher and so is Mary

(d) My teacher 1s Don and so s my friend ( ?)

4 (a) Mary is my best friend.
(b) My best friend is Mary.
* (¢) My best friend is Mary, not Margaret.
(d) My best friend fs Mary and so {s my teacher (?)

5 (8) My name 1s Charles.
(b) Cherles is my name. /
(c) Cherles is my name and,s0 is Robert.
(d) My name s Charles and so is my friend (?)

4From the point of view of 8 "speech-act” theory of reference, 6.g., Searie (1969; 1979),
the function of the definite article is said not to imply uniqueness, but rather its use indicates the

speaker's intention to refer uniquely. ¢
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It seems clear that the two NPs 1n each of the sentences in 3-5 above, though permutabls, do not denote
the same \entities, or even the same ontological types. As shown in the (c) and (d) sentences of 3-5,
the name of a person is predicable of only one person at & time. It is not predicable of another
Individual ot the same tims, although a predicate such as 1s my teacher' or “1s my best friend' ts.

On the basis of my interpretation of the data pr;esented here, | conclude that oty 1s simply
the wrong concept for the concsptual analysis of the verb ‘be’ even for sentences containing only
proper names and/or definite descriptions Even though these sentences have only ons referent, |
would arque against the “"co-refersntiality” of the subject and predicate terms. (This idea is jmplicit
n theor1es of predication by coindexing. See 2.1 1 above.) Rather, there is soms linguistic evidence
to support the claim that subjects and predicates of categorical sentences that are analyzed 8s identity
statements are concelved differently Although the extensions of all NPs are Oetermma& by the same
basic principles, invariably the phrase that Js governed by the verb ‘be’ ts predicated of the referent
of the subject NP For subject, the spesker would focus on the referent, for predicates, on the type
denoted. Hence the subject is ultimately analyzed as having an “identifying” function, whilg the
presn.;ate 1s analyzed 8s having a “characterizing” function. Extensionally then, the subjects and
predicate complements are not conceived in the same way. To illustrate this, | wil) now examine
sentences in which personal and non-personal relative pronominals are used to refer to what 13
denoted by the subject and predicate NPs In the following sentences, the personal pronouns ‘who' and

‘'whom' are suitable for the referents of the subjects, but not for the predicate complements.

" 6 (a) Jane is an astronaut, w_[epi_m)_ | admirs.
(b) Jane, who(m) | admire, is an astronaut.
(c) Jane 1s an astronaut, who | want to become ( ?)
(d) Jene s an astronaut, which | want to become.
(8) Jana i3 an astronaut, which is who | want to become ( ?)
(1) Jane is an astronaut, which s what | want to become.
(g) Jane s on astronaut and 50 is John,
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6 (h) Jane i3 an stronabt and John is gne, too.

7 (a) Scott 1s the author of “Wovar/sy
(b) Scott, who you are not, is the author of Waver/isy
7 (¢) Scott is the suthor of Waver/sy, which you are not
(d) Scott is the author of Wavar/sy, who you are not (?)

8 (a) 8111 is the president.
(b) The president is B1ll.
(¢) B is the president, who; | wanted to be (?)

(d) BI11 is the president, which (is what) | wanted to bs »

p
This is how | interpret these data Once again, the predicate NP can be predicated of a second
individual, es shown in 6 (g) and (h). This second NP is an indefinite description, which, as Russsll
observes, 1s “ambiguous.” The only p‘lauslble conclusion is that the predicate NP designates a property
or an ontological type, but not an individual that is identical to the one identified by the subject NP
The sacond kind of evidencs for this involves the use of relative pronominals. For the relative pro-
NPs 'who', ‘which' and ‘that' apparently constitute & two-gender system in English./'Who' and 'which'
are essentially personal and non-personal, respectively, whils ‘that’, which is used in restrictive
clauses, s either personal or non-personal. ‘Who' is used to refer to human beings, while 'which' is
usad to refer to others, and ‘that' mey be usad to refer to either. (In the test above, | have used only
‘who' snd “which'. For more details oonoerning thess pronominals, see Quirk, Greenbaum, Lesch and
Svartvik 1972: 214-215; Kuno 1970.) Now to discuss the data, it ssems that if the sentences above
indead express identity statements, then speskers should be able to uss the same pro-NP. to replece
both subjects and predicate complsments. Trgis is 1mpo§sibie. however, as illustrated in 6-8 above.
‘Who', but not ‘which' may be used to refer to the persons\f;noted by ‘Jane', ‘Scott’ and 'Bill’,
respectively. By way of contrast, ‘'which' and ‘what’, but not ‘Who' may be used to refer to whatever
the predicate NP designates: an astronaut, the author of Haver/sy, the president. Clearly, being an
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astronaut, being the author of Wavar/sy and being the president ere properties that are ascribable to
other individuals besides Jane, Scott and Bi11 S | conclude, therefors, that sbeakers of English do not
conceive of the extensions of the descriptive phrases that function as the predicate complements in the
same way as they conceive of the persons named 1n the subject NPs of ssntences such as 6-8 above.
The result 1s the same whether the predicate NP 1s an indefinite description as in 6 or & definite
description as 1n 7-8, even though for all sentences above, the descriptions expressed by the
predicates may be used, 1f applicable, to refer to the referents of the subjects. It seems that the NPs
of most sentences of the form [NP be NP] are equivalent extensionslly, but not intenstonally Thus |
conjecture that there will be few, if any, sentences of this form that conta;n descriptions that are
intended to convey “a=b."

It is even possible that sentences in which two proper names (for the same individual) are
combined 1n fact simply express “the relation of subject and predicate,” as Russel| describes it, rather
than the relation of identity If so, then it is surely questionable that ahy statements of the form [NP
be NP] should be analyzed as tdentity statements, even when both NPs are proper names, 8s in the

following sentences.

9 (a) Mark Twain is Samus! Longhorn Clemens
(b) Cicero s Tullz/
(c) Saul is now Paul; Paul was Seul.

(d) Muhsmmad Alf s Cassius Clay.

4

-~

SThis should not be taken to imply thet descriptions may not be used to refer to individuals but
only to designate properties or classes. On the contrary, the same descriptions that function os the
predicate complements in 6-8 may aiso function as the subject of sentences.

(1) An astronaut, who ( *which) is weering a space suit, is here.

(11) The author of /a7, who ( *which) autographed my book, s here.

(111) The president, who ( *which) was absent, resigned.

For thess sentences, the personal relative pronominal ‘'who' appesrs in o cleuse thet modifies the
subject NP. These sentences simply reinforce the distinction between the semantic functions of
subject and predicate, thet part of sentence meaning which is attributable in part to the subject-
predicate structure of the sentence. For interpretation, it seems that we focus on the gxtension of the

subject, and on the {ntension of the predicate.
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o
A case could plausibly be made for analyzing the second proper name used in these sentences

predicatively. Proper names certbinly have intensions. There must be some criteria by which
speakers apply names correctly to the individuals named.6 it certainly seems possible for speakers to
attribute the property of being x, where x 1s§person ,’1n just the same way that one can attribute any
other property toen individusl Consider the follow'ing sentences. ' ~

10 (&) This is Jan.
(b) Jan is this (?) .
(c) This s my tennis partner.

(d) My tennis partner 1s this (?)

In 10 (a), | wouldargue that 'is Jan' is predicated of a certain being in the same way as '1s my tennis
partner' is in 10 (c). Cleerly in thess sentences which say “a is b," one NP functions as the subject
term (e.g., 'this'), while the other ons functions as the predicste term (e.g., 'Jan', ‘my tennis
partner'). The sentences in 10 above do not meet even the necessary linguistic criterta for expressing
jdentity statements. That 1s, the subject and predicate NPs are not permutable, as shown in 10 (b) and

(a).
«

Finally, is it possible that sentences that seem to say “a is a” might not express genuine
identity statements? Consider the following examples.

11 Children will be children.

12 (a) Charles is Charles todey.

61 will not argue for this point here, but see Sommers ( 1982: chs. 11-12) whodoes. Here he
develops a theory of proper names treating both aspects of their meaning which | call “intensional” end
“extensional.” Also ot the level ofdiscourse analysis, where the elements of the sentence ore analyzsd -
for their information value, whatever appeers in the subject pesition is usually taken to be given,
\W the predicete position is said to contain new information. On this view, the subject and

pradicate NPs are taken to have Bifferent functions in the communicetion process. Ayer (1976: 17-
24), e.g., considers the lnmm value of proper names. He argues that propesitions of the form ‘a
is b’ are contingent even whef™a’ and ‘D' are proper names, since proper names do not have standerd
intensions but vary from one speeker to another. According to him, different proper names for the

same individual may carry different implications.
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12 (b) Cherles is being Charles today
(c) Charles 1s himself today.
(d) Charles is being himss!f today

(

Although thess sentences say “a 1sa” or "x 18 x,” | would suggest tl}\at even when ‘be’ joins two tokens of
the same expression, the two tokens may suggest different criteria for determining the same entity or
cless of entities Consider ssntence 11  The first token of 'children' is perhaps interpreted
extensionally (ie, as the necassary conditions for belonging to the ontological type denoted by
‘children’) while the second token may suggest additional properties such as Putnom‘/s “staraof\ziplcgl"
ones, or even connotational or contextual ones Thus, the subject NP mel apply extensionally to
dstermine a type of human beings of a certain age, while the predicate NP might determine ths very
same ex_tensiorf' as the subject NP but, additionally some stereotypes, 8 g., their behavin:; in & certain
way Recall that it is the intension that determines the extension, and that different intensions may
determine the seme extension, but not the reverse This kind of interpretstion seems necessary for
understanding the peint of speakers' uttering such sentences as iTancL_I 2 in the first place

In this section, | have reviewed the linguistic criteria necessary for the analysis of a sentence
as an identity statement. It appears thal "true” identity statements, 1 6., statements which really mean
‘a=8"0r "a= t),’f are very rarely expressed in ordinary sentences of natural language. In any csse,
they are exprassible in English only in sentences of the form {NP be NP], where the NPs are proper
names or singular definite descriptions, containing no varisbles or indexicals. The fast important
observation is th:a?fpnowing. For any given i:ategorical sentence of the form [NP ‘be NP], the first NP
functions as ths subject of the ssntence and the second, 8s the predicate complement. For some
spntences that say “a is b," the expressions that function respectively as the subject and trie predicate
complement are permutable (e.g., 3-5.above). Whether their extensions can be characterized 8s
‘personal’/‘non-personal’, stc., for a single sentence, the ssmantic relationship between the subject
and predicate can be adequately analyzed in all cases as that of attribution. Thet is, 'be’ and whatever is
governed by 1t is predicated of the referent o((;l)e subject NP. This analysis extends nstursily to all
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sentences of the form [NP be XP], unlike the analysis of categorical sentences in terms of the 1dentity

reletion, 8s | shall argue next.

4.2.3 Linguistic snalysis of sentence meaning (0

The final arquments that { will present in support of the analysts of ‘be’ as an explicit sign of
the relatfon of attribution contf:rn the assumptions underlying the theorstical framework of generative
grammpar. Withjn this framework, 8 semantic analysis is expected to be strictly compositional 1n that
it undamentgl ly tied to the syntactic description of sentence structure. Also the analysis is expected
to be'explanatory. In the case at hand, the analysis should provide some sort b\jus‘nﬁcation‘ ot least in
part, for the use of the same phonological verb 'be’ in so many different sentence types. Naturally, 1t
15 assumed !{;\:t any explanatory theory is necessarily adequate from a descriptive point of view, 1 e , it
1S congistent with and can account for the natural language data available As described in Chapter 3,
the relation of type attribution is taken as fundamental n the compositional semantic analysis of
categor 1cal sentences containing ‘be'. Trie phrases that function as the predicate complements of these
sentence types are said to denote ontological types. This holds for all sentences of the form [NP be

XP], where X may be N, A, ¥, or P. Consider a sentencs in which XP 1s PP, such as the following.
/

1 The cat 1s on the mat.

The NP that functions as the subject, 6.g., 'the cat', is interpreted as & single entity and the YP that
functions s the predicate, e.g., 'Ison the mat', is interpreted as a type that belongs to the category of
location. 1f this account of the semantic interpretation of the constituent phrasas of such sentences is
correct, then the interpretation of the whole sentence can be described as the attribution of a certain
type to the referent(s) of the subject NP. The rule of semantic interpretation that accounts for. the
subject-predicate relations of sentences containing ‘be' is generalized as follovis. The referent of

[NP,I*] belongs to the type denoted by’ [XP [\+be]]. This is the paradigmatic interpretation of the

subject - predicate relations of elementary ssntences contsining 'be’.
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The construal rules for the constituents of the major phrases NP, VP, AP, and PP ere described in

\

Chapter 3 This notion of be/anging lo a Gps actuslly underlies the interpretation of all categor ical
- sentences  regardless of the syntactic category or the sementic interpretation of the linguistic
expressions tr:iunction &s the predicate complements of 'be’, whether proper names, definite or
indefinite descriptions, general descriptions (adjectives), or locative phrases, etc. The same notion of
belonging to 8 type is also presuppesed ( assumed) in the use of al; referential phreses, in sentences

, of oy type, . \
Next | shall illustrate some of the difficulties in applying an analysis of ‘be’ as the identity
relation to sentences of all types. As a representative of this spproach to the snalysis of ‘be’, Cresswell
- (1973) maintains "that the /s of identity and the /s of predication are the same,” but he snalyzes both

D in terms of identity. For the sentence fn 3,
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c 3 Bi111sa man.

Cresswell explains his analysis as follows: “the property of being identical with a man applies to B1ll,”
fe., that Bill isaman.” He further elaborates: "beirg idantico'l with a8 man means being identical with
something which is 8 man .. “ (Cresswell 1973. 183) Overall Cresswell's analysis is not
implausible. | do not wish to bring his grammar into question, but | do quibble over his choice of the gg
concspt of /denirfy for the anslysis of the verb 'be’ in categorical sentences of English, if | interpret
him correctly

The first problem to notice 1s this. The identity analysis is natural only for sentences of the
form [NP be NP].7 Any attempt to extend it to sentences containing pr:adicete complements that belong
to the major lexical categoﬁes other than NP eutomatically involves a certain artificiality To see the

difficulties, consider & sentence containing a predicate complement of the category AP (
)
4 The voicano 1s active.

The identity analysis fnvolves at least three main steps, each requiring a different principls or rule.
First, we need to determine the extensions of the categorematic lexical items and phrases. The referent
of the phrase ‘'the volcano’ belongs to the type denoted by the general noun 'voicano'. Certainly the
identity relation will not do as a function from intensions to extensions, unless thess two constructs
are taken to correspond to the same things. As a second step, another rule must introduce & volcano
into the extension of the predicate phrase. Cresswell (1973: 182) suggests such a move, providing a

¥ ) “context-determined” ruls. On this analysis, for a sentence sbout & volcano, the extension of the

predicate phrase would have to contain 8 volcano, but not necessardly any geysers, for exampls. As a

jLEven for sentences of the form [NP be NP], the interpretation required seems excessive.

Consider the following sentences analyzed by analogy with 3 above.

(1) 8111 is amen.

(11) This (man) 1s B1lL.

(111) Bil} 1s B,
“The property of being identical with Bill applies to Bill ... being identical with Bill means being
identical with something which is Bill." On my view, it is simply the property of ‘being Bill' that ,
applies to Bi11, which | claim is what sentences (i1)-(iii) say. According to Sommers (1982 131),

C the enalysts of “be’ as identity would have all of thess sentences above "saying the sam thing.”
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final st‘ep. then a rule of interpretation effects the semantic relation between the subject and predicete
phre@ of the sentence. For the identity analysis, this rule must state that the volcano being talked
about is identical with a volcano which is active. Certainly this interpretive procedure is more
complicated than a straightforward compositional semantic analysis which does not need to introduce an
entity &s a "standard of comperison” or s the entity that is said to/be identical to the referent of the
subject NP.  Furthermore, this kind of analysis would be difficult to defend from the viewpoint of
explaining how natural langu;sges ore learned. When feetures are introduced into & level of deep
structure, as Cresswell's are, and they never appeer in surface structure, there is no apparent basis
fpr\esrning the features. Perhaps one could argue that by analogy with the interpretation of predicete
:l:.\te speaker could posit the extra entities and structure for all other predicate phrases. But then,
if APs have underlying entities specified, it is a wonder that speekers do not use APs alone in the
subject position as well. This is possible in ssntences of English only when the edjective can be
nominalized, e.g., determined by a definite erticle.8 In any cass, the identity hypothesis requires tko
logical subjects, instead of just the one that is exhibited grammatically in surface structurs. A second
logical subject is required by the rule of identity, which could then apply to the subject and the
predicate of the sentence. This contrasts with the conceptual analysis of 'be’ 83 the relation of belonging
to a type. In my proposal, the rule of interpretation for the sentence containing ‘be'. requires only one
logical subfact, ;

‘ In contradistinction, the notion of Hpe altribution extends neturelly to account for the
interpretation of sentences containing ‘be’ and predicate complements of all major categories. In the
semantic snalysis that | propose, it 1s necessary to consider only the basic concepts thet ere designated
by the lexical items actually contained in the sentences. Also the semontic'analysis obviously depends
fundamentally on the syntactic structure, and sentences con be interpreted compositionally. All
categorematic expressions are interpretad end no “extra” entity.which does not correspond to a formal

SFor exemple, consider the following sentences, In which an AP cleerly determines & whole
class or . but not an individusl.

(1) Clever never sttend any lectures (*)

(11) The (*a) clever never attend any lectures.

(111)( Some/all) clever ones never attend any lectures.
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or structural unit in the syntax 1S Introduced by the analysis. In short, the analysts of ‘be’ as the
relation of type stiribution encounters none of the difficulties that prevail in the analysis of 'be’ as the
identity relation.

The ergumentation thet | have offered in this section is oriented primarily towards the
refutation of the conceptual snalysis of ‘be’ as the identity relation In other words, | have attempted to
demonstrate that the relation of identity is pot the correct analysis or definition of the verb ‘be' in
English. | have perhaps succeeded in doing this, rather than having demonstrated positively that ‘be’ is

‘oor;ectly enalyzed as a sign of type attribution. For the purposes of semantic analysis, in all
respects, the tdentity relation ts simply less general than the relation of belonging to a type. The
identity rejation is & special case of type attribution. The identity relation can apply naturally only to
some sentences of the form [NP be NP], wherse the two NPs denote the same types. (They would be
synonymous.) As {llustrated 1n’Chapter 3, the attribution principi‘e seems to apply systematically to
oll sentences of the form [NP be XP). Therefors, the relation of belonging to a type, rather than
identity, seems more appropriate for the conceptual analysis of the verb ‘be’ in English.

‘The semantic analysis of ‘be’ that | proposed in Chapter 3 is consistent with the simplest
hypothesis concerning the structure of netural languages. Natural language is characterized as en
abstract system containing a ﬁmte" set of basic identifiable elements and a small set of rules for
combining s well 8s interpreting Lbém "From thqis base, it is possible to generate a boundless set of
oromma:; (well formed) sentences. The simplest hypothesis concerning the interpretation of
éateoorleal ssntences containing 'be’ in English is that 'be’ is & single lexeme. In the context
[NP__XP], 'be' is alweys analyzed here as the same under lying concept. The one-lexeme analysis of
'be’ accounts at leest in part for the use of & single verb in sentences that express so-called "identity
statements” and those that explicitly express a mere relation of subject and predicate (i.e.,
predicetion or attribution). .

The strongest positive argument for the conceptual analysis of ‘be’ as the attribution of a type
would sesm to be the following. Predicates containing 'be’, i.6., 'be + XP', are ali interpretable as
‘sttributive being’, regordless of the syntactic category of the constituent that functions as the
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predicate complement and regerdless df the ontological cetegories that correspond to the rss/pactiva

' subject and predicate terms Regardless of how it may be’used in any context of utterance, a sentence

of the form [NP be XP], analyzed as subject and predicate, seems to express a relation of attribution,
which can be descr ibed extensionally as a referent's or referents' belonging to a type. However, since
XP may also contatn & referring expressfon, categorical ssntences will be analyzed as monedic

propesitions only when the corresponding sentences involvednly one referent or one set of referents.

4.3 Is there a semantic distinction betwean ‘be’ Aux and "be’ V?

In the context of describing "there-1insertion” sentences, Williams ( 1984) analyzes 'be’ In
English as two separate lexical {tems. In this section, | will examine the semantic distinction that he
makes between the 'be’ that functions &s an auxiliary verb and the ‘be’ thet functions s & full verb.

The two categories are formally distinguished as t1iustrated here.

1 John 18] o ,x Obnoxious.

2 John [1s] o [DBING 0bnOXt0US]\yp

According to his analysis, '{s' in 1 and 2 belongs to the syntaE:tlc category Aux, while ‘being’ in 2
belongs to the syntactic category V. Williams ssserts that the two 'be's can also be distinguished on
semantic grounds. ( For my discussion of his syntactic enalysis, see 2.2.1.) In this saction | will focus
on his semantic description.  According to him, they can be distinguished in terms of the notion of
intentions!lty. Williems (1984 138) claims, only es a full verb does ‘be’ entail “intentionality on
the part of the subject.” For the two sentences above, the semantic difference between them is
attributable to there being two distinct ‘be's that are employed here. But since his ‘be’ Aux i3 on
auxiliery only by stipulation in the lexicon, in this section, | will try to determine the reel source of
the alleged semantic distinction between the two 'be’s s descr fbed by Williams. | take exception to the
idea that the verb ‘be’ has any connection with the concept of /niantrane//ly. Rether | would attribute
the semantic distinction between the two sentences abave to the different forms of the verb ‘be’ in 2,
the use of the so-called "prc;tressive" ‘being’, which is evidently sbsent in |, Consistent with my one- -

o
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lexeme hypothesis concsrning 'be’, | would deny the nesd to postulate two different lexical items to
account for thisdistinction One of the basic problems with a two-lexems hypothesis is its fatlure 1o
state 1important generalizations concerning 'be’  For example, 'be’ 1s always copular, even the

"progressive” form ‘being’ always takes 8 complement XP, where X may be a member of any major

—
2 ~

category®”

Incidentally, wmiams"attributton of any mesning at all to the vekb 'be’ is a8 welcome
innovation in linguistic description (See 4.1 2 ) Nevertheless, the particular meaning that Williams
would assign to the verb ‘be’ needs clarification His claim 1s stated rather loosely and he does not
explain his semantic analy;zis tn detatl or propose any semantic rules | shall attempt to give one
interpretation of ;ns claim thet seems plausible from & Iinguistic semantic point of view
/ntentiona//ty 1s a rather complex notion, tf by using this term, Williams has in mind the subject that
is treated serfously in philosophical Hterature (by Husser], e.g., 8s described by Smith and Mcintyre
19820r in T Intentions! 1ty snd cognitive scrence . 1982). 1f it is this notidn that is intended,

garly the only intentionality that could be ascribed in the use of the verb 'be' in every context

"

would be to the speaker of the sentence, rather then to the referent of the subject. Appealing to
intentional ity fh this senss would bring the analysis of this lexical item into the domain of pragmatics
In that case, this question would be beyond the scops of my investigation. My intention is to provide a
conceptual analysis of tne lexical item ‘be’ within a framework of generstive grammar. | shall
examine Willtams' claim only in this céntext
First | will explore Williams' claim that the verb 'be’ ascribes “intentionality to its subject.”
Obviously, by "subject” here, he can only mean the raferent of the grammatical subject (Williams
1984: 135). 1t seems thet Willtams would claim that part of the intension or sense of the verb 'be’
that it contr1butes to & sentencs 8 ition that the referent of the subject NP intend to exhibit 8
certain property Ffor the sent in 2, the person named ‘John’ that is spoken about intends to be
obnoxious. Or at lsest, perhaps one could say thet the spesker must believe that one John intends to
béhave In an obnaxious way. But 1t is certainly not obvious in all cases that the speaker must hold any
such belief about the person being attributed properties by the use of the verb 'be' (or the form
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'being'). In 1act. the speaker could hold the contrary behei. For example. a mother could sav the
follow1nq sentences to or about her baby. but she would not normally beheve thet it intended to behave
Insuch a wav This 1s stated explicitly in 3 (a).
3val | know vou don't mean‘ to be. but vou're being apain todev
(b7 rou're being very difficult todav
(c) Gaby 1s being a dehight today

\d) Gabv 15 beng sick agan.

In fact, the mother would know that the baby probsbly could not even comprghend the notions
expressed by ‘being a pain’, ‘being a delight’, ‘being very difficult’. Evén if the sentence were uttered
with frony or sarcasm, | think that the utterance of the sentences 3 (8)-(c) at least revesl just s
much, if not more, about the speaker's attitude toward the referent of the subject NP ( i.e., the person's
behaviour) than it reveals about the inteptions of the referent itsell, We might thus teke these
sentences to constitute counterexamples to thek c}laim of Willtams that the verb ‘be’ "entalls
intantionality on the part of the subject.” ?

To verify the uno%‘lying semantic components of 8 lexical item, linguists ordinarily use the
phenomena of contradiction and redundancy. For instance, if someons is said to be a bachelor, then the
expression ‘maried cannot b predicated of him (or her) without contradiction. Thersfore, the
ooncépt merriad cannot be associated with the lexical item 'bachelor’. A sentence such 83 ‘Pat s 8
bachelor, but he is married’ would require an explenation. Since the expression ‘married’ renders the
sentence contradictory, it would not be postulated as 8 component of the intension of ‘bachelor’. On the
other hand, it 1s redundsnt to mention properties that correspond to component poarts of the intension.
In the sentence, ‘Pet is 8 bachelor and he is unmarried’, there is clesrly a redundency since the
expression ‘unmearried designates 8 component of ‘bachelor’. Now, to show that intentionality (s
expressed by the verbs 'intend or ‘mean’) is not a part of the meaning of the verb b'e , | will consider

the sentences in 1 and 2 in connection with the principles of contradiction and redundancy.
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4 a7 John 18 obnox 10us. although (1 know ) he does ot mean to be
(b John 15 obnox1ous. and (| know) he meansAo be.
S 1 81 John 18 being obnoxious. but he does notAntend to be.
{bs John 15 bena obnoxious. and he intends to be
I find 81l of these sentences perfectly acceptable Nothing needs to be explained The
ettribution of mtent;onahtv to the referent of the subiect does not render the compound sentences
contradictory or red:ndont. Therefore. | would conclude that the notion of /ntencians/iv 1 not part of
the conceptual content of the verb 'be'.
Alternatively, to refute Willtams' claim, one could look for examples of sentences In which
‘be’ functions as sn suxilisry v(perp the attribution of intentionality to the referent of the sublect NP
would seem entirely appropriate. In this case the referent of the subiect NP would "intend” to exhibit
the property designated by the predicate complement. Is 1t ever pessible to understand lntentlonan}v
Trom sentences containing ‘bDe’ Aux 8s analvzed by Wilhank?\\lthouuh | have concluded that
Intentionality 1s not an element In the conceptual analvsis of the verb 'be’. such a notion might be
Inferred rrom other lexical 1tems 1n sentences conteining . For exemple. would the situations
described bv the 1ol lowing sentences beplausible unless the referents of the subiect NPs could also be
ascribed 8 ConscIous purposs? ’\\\

6 (a) Max 1s the winner or an Otympic gold rgedal.
Is Max the winner of an Olympic gold medal?

(b) Jim is & virtuoso violinist
IsJim & virtuoso violinist?

6 (C)Horry 158 har. -
is Horry a l{ar?

Thess tokens of 'is’ must be analyzed as forms of ‘be’ Aux, sincs they all have corresponding question
forms in which inversion of the subject and Aux is assumed. Presumably if intentionality were
ascribed to the referent of the grammatical subjects in 6, then it could not be sttributed to the copula
‘be’. On the other hand, the predicate complements might be conceived as 8 possible source of a sense of
“intentionality” if this wers indeed signified by these sentences. (in fact, this is a common problem in

&
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the semantic analysis of natural language ssntences. It often ssems diff\cult for hinguists and
philesophers of lanquage to determine prectssly which formal slement in the sentence a particular
element of sense should be attributed to) As Williems himsel! observes. certein predicate
complements o1 'be’ seem to dsnote qualities or properties that are “controliable” while others danote
quahties or properties that are not He finds jhe following sentence ungrammatical
7 John 13 beinq dead ( * )
Concerning this. Wilhams { 1984, 141) writes
. Since there are two J¢ S, the second one must de MV oS¢ . Ths verd ascripes
intentionality to Jw, but deadis a duralive state presumably not under John's control at
ths point. Contrast this with .., [sentence 2 here--ems| where the predicate advorious 18
controllable.
Williams makes interesting claims concerning the distribution of the two 'be's of his analysts. He
gives examples to {llustrate that 'be’ Aux can occur n clausal constructions (?uch 8s tensed sentences,
infinitives, gerunds, non-restrictive participles, Q!ommetWe absofute constructions s in 8 below)
8 (a) John is dead.
(b) to be dead
(¢) his gging dead
(d) John, being dead
(e) John being dead
but not in non-clausal constructions (such as peroeptton-verj complements, causative verb
complemols, perception verb stem complements, restrictive partictdles as in 9)
3':) | saw John being dead (*)
k 1) | saw John being obnoxious.
(1) | saw John dead. )
(b) | made John deed ( *)
. () | saw John be dead (*)

(d) The man being doad is here ( *)
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L 4

It is not completely clesr whether Williams considers the asterisked sentences to be unacceptable
because of the AP ‘dead’ or beceuse the incorrect 'be’ (Aux as opposed to V) has been inssrted into the
sentences. He claimsg that “predicates such 8s gk are permitted in the clausal constructmng ,"eg,n
8, but ':should be excluded from non-clausal constructions,” e.g,9 (Willtams 1984. 141) He does
not, however , formuiate principles to account for the use of predicate complemehts such &s ‘dead’,

My judgment concerning the gremmaticality of the asterisked sentences in 7 and 9 differs
from Williams'. [t seems that if the verb 'be’ could be said to “ascribe 1@@&\/" in any context,
then it should do so in every context. To provide a suitable contemr the sentences in 9, suppose that
John were an actor and the speaker were the director or script writer of a play in which John
performs the role of a character that Igsupposed to die. In this context, | would find the sentences in 9
to be perfectly grammatical and accsptable. Now in view of this, it is uncertain what to make of
Willisms' argument here. To be sure, the source of the sense of "intentionality™ that the sentence
ollegedly expresses 1s not at all clsar.

To make matters worse, there seems to be a conflict between Williams' structural and
semantic criteris for the verb 'be’. To distinguish 'be’ ¥ from 'be’ Aux, apart from the semantic
criterion of ascribing intentionality to the referent of the subject NP, Williams also provldqs a formal
clue. When there are twd 'be's in the sentence, he says, the scond one must be 8 verg.(_wiins
1984: 141). If sp, then 'being’ in the following so-called “passive” sentences should be a form of the
verd ‘be’. | have deliberately selected NP subjects that denote inanimate entities to contradict the

intentionality requirement.

10 (8) The fire station is being constructed at last.
(b) The car s being washed.
(c) The radio is being repaired.
(d) That very issue was being debated in the House,

Whether or not this 'be’ ( 'being’ hers) should be analyzed as an Aux or as a Y, it could not reesonally
be used to sscribe intentionality to the referent of the NP that functions the gremmatical subject of eny
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of these sentences. Rather, the superficial subject NP of a “passive" sentence, even in the
“progressive” aspect, 1s traditionally said to denote an individual that is interpreted as the “patient" of
the action. And "intentionality” would be ascribed to the “"agent," whether 1t ts expressed or not. Even
"patients,” however, in the case of human ones, may be intending agents Consider the fo?lowmq

passive ssntences containing ‘being’

11 (a) The patient is being examined by a new specialist
(b) The patient is being operatad on voluntarily

If indeed, 'being’ here, as the second 'be’ in sach of these sentences, ts & form of ‘be' V, then the
ascription of intentionality s completely igrelevant for its use. Thus, neither the structural criter ie
nor the semantic criteria proposed by Willlams are quite accurate, as the sentences in 10 and 11
clearly provide counterevidencs to his semantic analysts.

But Williams is quite correct to point out that sentences such as ! and 2 above differ in

meaning. These sentences are repeated here.

1 John 1s obnoxious

2 John 1s being obnoxlous L

The 1mp0mnt;' question for semantic analysis is. To what should one attribute the difference In
meaning? There is en obvious formal difference between 1 and 2. They differ in what has
traditionally been called aspect, which s marked by the different forms of the verb, or different forms
of 'be’ 1n this case. Sente%fon:ms the lexeme ‘be’ 1n the simple present tense indicative (for 3d
person singular), while sent 2 contsins ‘be’ (ssme person end number) in the non-past
progressive, which would be enalyzed by Williams as [ 5., be] + [\being]. Both ‘be’s are followed by 8
token of the same predicate complement of the category AP.

There are several interesting proposals in linguistic 1iterature eonoérnlng the sementic
interpretation of the progressive in English. (See, e.g., Comrie 1976, Goldsmith and Woisetschleeger
1982; Leech 1971; Scheffer 1975; Vendler 1969.) The principsl differences that sre most

-




273

commonly noted about the 1nter pretation o1 progressive aﬁd non-proaressive sentences are as follows
Consider the examples in | and Z. A non-progressive sentence such as |, with only a simple ninite ‘bej
denotes a static state. being the attribution of a property ( contingent or necessary) to an individual
named 'John'. while 2. with the addition of the present participle of "be’. denotes a dvnamic state. being
the attribution of a momentary wav of behev;ng Although the static-dynamic dichotomy 1s not .
completely unproblematic. this seems to be the most common way to analyze sentences In the active
v0ic8 containing the progressive form of 'be'. )

Thus the notions of /mtantiana/ty and contro/ 8s employed by Williams might be relsted to
the speaker's conception of the referent's relation to the property designated by the peedicate
complement. But notice. 1t 1s not the property designated by ‘obnoxious’ (8s1n Z) or 'dead’ (8sn 7-9)
that 1s the obiect of control. for example. in 2. the propertv obnoxious 1s not under the control of
John, 11 1s Deing ebnoxious thet 1s the obiact of control. 1n 9. the property dead 15 not under the control
of the actor. 1t 15 Deing dead that 13 the obect of control. In my hypothesis, the progressive 'being
would slwavs function as the head of the predicate compiement phrase of 'be’. { For details concerning
the svntactic analysis. see Chapter 2.)  According to my semantic analysis of categorical sentences
containing ‘be’, ‘be’ and whatever is governed by it are predicated of the referent of the subiect NP
Thus. 'be' plus the semantic content of ‘being + obnoxious’ or 'being + dead’ is attributed to the
referent of 'John'. For this dissertation, | have not studied the semantic effects of any particular tenss
or aspact of 'be’. | leave the subjects of tense and aspect, in perticular, the interpretation of the
progresstve form of 'be’ for future ressarch.

The interpretation of progressive sentences tn English seems to vary systematically from the
interpretation of non-progressive sentences. Although, &s Vendler ( 1969) observes, the progressive
formsjiof verbs of different classes (verbs that denote processes, achievemsnts. etc.) have slightly
different interpretations, there does not seem to pe any grod reason to assume that the -1ng form of the
verb ‘be’ does not have a particular progressive aspectusl interpretstion. But this does 301 lead me to

4
conclude that there are two different lexical items "be’. The fact that 1t 1s possible, or that 1t 1s even
necessary, to interpret sentences containing the -ing form of *be’ in a way that differs from the
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interpretation of sentences containingonly a simpls form of ‘be’ (1., ‘am', ‘are’, '1s', 'was'. 'were')
and other forms does not seem to constitute & very strong linguistic argument to support 8 two-lexeme
analysis of ‘be’ In particular, 1t does not provide definitive support for Williams' two-lexeme
analysisof 'be’ | think ftis mighly improbable that the sentences in | and 2 contain two different
lexemes 'pe', one the copula Aux, the other, the copula ¥ A one-lexems anatysis of 'be' is, however
strongly supported by the morphosyntactic evidence given in Chapter 2 Thus 1t seems clear that we
may correctly attribute the particular meaningof sentences such as | apnd 2 to the particular form of
the verb—espectally since it appears that a speaker may use thflg;!gﬁn only when this particular
Interpretation 15 possible. as 1n the case of sentences with progr£s1ve ‘b8’

For a sentencs of the form [NP be XP), changing the form of the verb 1s onty one of the ways to
vary the samantic content of the sentence. But there are other ways to do this. One may also vary the
samantic content of such sentence types by changing the determiners and terms of the obligatory NP
subject or by changing the predicate terms or the type or category denoted by the XP. Thus, | would
conclude that the possibility of expressing varioh& Jenss and aspectual relations between pradicate
terms and the referents of the subject terms in such sentences should not have any lexical significance
for 'be' In English.

4.4 ldiomatic/fantencas containing ‘be’ with fixed subjects

In this chapter, | have examined several classifications of the "senses” or “uses” of ‘'be’. | have
also considered evidencs for how many verbs 'be' there are in modern English. | claim thet there is
only one lexeme ‘'be’ in modern English. In general | have argued that multivocal analyses of ‘be’
reflect the meaning of the whole sentence, rather than the meaning of the lexical item ‘be’ slone. All of
the analyses that | review here seem to attribute to the verb concepts that are properly contributed
by the subject end’/or predicate terms that occur with 'be’ in categorical sentences or to the
combination of these phrases. (

| claim that there 1s one verb 'be’ In English and 1t 1s analyzed conceptuslly os type
attribution. | should emphesize tht the iexeme 'be’ that | have snalyzed occurs in well formed

A
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sentences of English 1n the following syntactic context [NP___XP] | have only oops1dered examples
1n which both N and X ar'e categoremata. They both denote ontological types or categor ies independently
But 1f there 18 only one lexical 1tem ‘be’ tn English. &8s | propose. then a single lexical entry must
account for al) "uses” of the verb The lexical entry for ‘be’ must presumably also contain Instructions
for the “uses” of the verb to which the aeneral rules of semantic Interpretation do not apply/ | refer
to these 8s "1dioms” 1n English, e.g.. sentences of the form [there + be + NP 1ndef ] and [1t + be +
weather AP/YP]. etc. The grammatical formatives 'there' and 1t may occur only 1n subtect position
and thev are not categorematic. That 1s. they do not denote types of entities. They do not betong to a
maror ontological category or have any obvious extensions. Clearly the interpretive principle that |
proposed for categorical sentences In Chapter 3 would not apply to sentences of these types. Although
what { call "idiomatic uses” might, however, count as polysemic or derived senses in some accoqnts of
lexl'éél semantics. | maintain that the sense of the verb ‘be’ does not yary in these contexts. Rather |
would arque that the different interpretations for these sentences again depend upon the conceptual
content of the phrases that function as subjects and predicate complements. (For an analvsis of English
sentences used to talk about the weather, see Styan 1980.) | will conclude this section by exploring
tentatively an approach to the interpretation of the so-called “existential” sentences containing ‘there’
and ‘be’.

Alternative svntactic analxsas of sentences containing ‘there' that have been proposed within
generative grammar are revl In Williams (1984). Meny linguists seem to egree that sucth
sentences can be analyzed superficially 8s [NP be NP], the first NP being ‘there’ and the second being
restricted to indefinite descriptions. Apart from the existential use, the mewn function of such
sentences seems to be t6 1dentify and introduce & logical subject for discourss. Fairy stories In
Enghsh. e.g., Usually begin ‘Once upon 8 time there was an X' and subsequent sentences use the
complement ‘X' as the grammatical subject,e.q., ‘The X was ...' But only one ‘there + be’ sentence can

Introduce one and the same subject 1n a single text. Consider the following text.

1 (a) There is indeed a Santa Claus.

[
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(b7 Is there indeed a Santa Claus 7
{¢) Santa Claus hves at the North Pols.

{d) He 1s marred.

i maintain that the subject and predicate phrases of existential santences are in some ssnss
completely idiomatic. Or at least, 'there-be' sentences are syntactically idiomatic in that the order of
the subject and predicate terms is reversed obligatorily As | would snalyze it, ‘there’ functions
idiomatically as the grammatt%al subject of the sentencs, as illustrated, 6.g., by “"Subject-Aux
inversion” in | (b). Howsver, number agreement holds between the verb and the second NP, which is
categorematic. Semantically, the subject and predicate phrases are clearly reversed. A referent fs
introduced into the domain of discourss by the Lgdefinite NP, while the 'there + be' sequence functions
as an idiomatic predicative expression. Here 'there’ stands for the pragmatic domein of discourse. The
most positive feature of the analysis Is that 'there-be’ sentences, 1tke meny other elementary
sentences containing ‘'be’, are analyzed as monadic propositions. In terms of the relation of sttribution,
affirmative declarative sentences of the fogm [there + be + indefinite NP] would be Interpreted or
analyzed extensionally as foliows. The referent of [NP,YP]) belongs to the domain of discourse D
(denoted idiomatically by [NP,1“]). For my pur;mes, the important point to notice is that ‘be’ can still
be analyzed conceptually as the attribution relation. The referential indefinite NP phrase of many
sentences beginning ‘there + be' are complex and in fact contain the type that would be attributed by
the predicate complement of ordinary non-idiomatic categorical sentences However, the analysis of
‘there-be' sentences s clearly not the main subject of this work It obviously needs much more

attention.




Chapter S

Assignment of thematic relstions to arguments
versus a categorical analysis

in Chepter 3, | presented a semantic analysis of the general subject-predicate relations
expressad by categorical ssntences in English. Phess are santences of the form [-NP be XP] such 8s

the fotlowing.
1 (a) Pat is a bachelor.
(b) This carrot is raw.
(cﬁihe cards are on the tabls.
)

(@) His boat is being repaired.

'Be’ in English is taken as an explicit sign of attribution. Attribution is effected grammatically by the
I1nking of & predicate phrase to a subject phrase. This relation, which fs also called "predication,” s
obtained when the Hinguistic expressions. (1.8, [NP 1"} and [YP, I'} are brought together nto 8

particular syntactic relation by the maximal projection of the INFL category. According to my

hypothesis, an affirmative declarative sentence of the form [;-NP be XP] is interpreted as follows. the
b
referent(s) of [NP,I"] (which belongs to an ontological type that may be denoted by [NP.1"]) belongs
&,

to the ontological type denoted by [XP, [\-be]}. (See 3.1.3 for details.)

Sementic interpretation 1s characterized here as the process of determining the extensions of
hinguistic expressions on the basis of their intensions. | have characterized the intensions of
categoremata as type concepts.  The compositional process of determining the extensions of
categorical sentences is described 8s a conceptual prt.)cm of relating types denoted by the predicate
complement of 'be’ and the referent( s) of the subject NP. In this analysis, the extensions of the
sublect and predicate terms of categorical sentences ore described s&s referents and  types,
respectively, and the extension of the whole sentence is seen as a state of affairs 1n which the
referent(s) of the subject is/ere seid to belong to & certain type or types. Here the term ‘type' meens
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an "ontological type.” which can be classified according to & theorv of cateqories as described bv
Aristotie or also 1n fact by Jackendoff \

All of the sentencss In | abaye contain a form of the verb 'be' And furthermors, this 1s the
only lexical item that thess sentences all have in common. This fact provides one motivation to look
for asingle rule of semantic interpretation for all types of sentences containing the verd ‘be’. Since
these sentences have no categorematic expressions in common, | would argue that the relation of
attribution (interpreted as “belonging to a type”) is the extent of the semantic similarities that all
these sentence types share. In other words, the general relation of predication, conceived &s type
attribution, 1s only part (admittedly a very important part indeed) of the semantic analysis of
elementary sentences containing 'be’.

‘ In predication, the type(s) denoted by the predicate phrase is/ere attributed to the
referent(s) of the subiect. But besides the subject-predicate reistion that is invariablv expressed
bv ‘be’, there are other semantic relations that are simultaneously expressed by categorical sentences
Yarious other semantic relations may possibly hold between the types denoted bv the subiect and
predicate. These relations depend on the intensions of the expressions that function as the subtect and
predicate terfs. That 1s, semantic relations vary &s the constituents of the sublect and predicate
vary. [n this respect, the sentences in | may be said to express different relstions between the
denotata of the sublect and predicate phrases. For example, the sentences in | express relations
between an entity and a social status bachelorhood (a), between a certain vegetabls and a condition
(b), between a group of entities and a location in (c), If it is taken literally, and finally, between &
certain vessel and what is happening to it (d). This analysis of semantic relstions 1s based on the
direct interpretation of the constituents'of the phrases that function as the gremmatical subrect end
predicate.

My objective in this 'chopter is to demonstrate the correctness of this spproach. | will do so
partly by offering negative criticism of an alternative approech to sema}zfim that 15 often sssumed
within generative grsmmar. Here | will contrast my proposal with an analysis of the propositional

cov{tent of cetegorwaneh'ten‘ces In terms of semantic roles, or more specifically, according to the

1
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(1972, 1976, 1978, 1983). | will assume that the reader fs familiar with the works of these
authors, and the general approach thet ts reyiewed QQ 13.2. Furthermors, | assume that these
semantic constructs are properly characterized as relational concepts, which hoid between the
extensions of terms and verbs, 8s described in Styan ( 1983, 1984) In this chapter, | will apply the
theory of thematic relations only to elementary sentences containing 'be’

According to the hypothesis of thematic relations, the lexical entry of the verb determines the
thematic relations that are assigned to the NPs and other linguistic expressions that appear 1n the
argument positions of sentences containing the verd. The abstract thematic relations that are assigned
to arquments ( !‘.e., expressions in particular syntactic pesitions) must be stated in the lexical entries
of perticular verbs. These lexical statements presuppose that for any predication containing a given
verb the thematic relations of its arguments can be specified in advance. As a case in point, the ve;b
'be’ 13 said to take two arguments and thess are always assigned the thematic relations T;\éme (T) and
Location (L). Thus, the verious subject and predicate terms of elsmentary sentences containing the

verD ‘be' would be uniformly assigned the relational constructs of Theme and Location 8s 11lustrated

n2
2 Syntax: ‘be’: NP_XP
Sementics: BE (x, ) §
T L

According to this hypothesis, it is possible to predict automatically at the level of the lexicon precisely
which thematic reletion 1s assignable to any complex expression (1.6., NP or XP) Insz;rted into the
positions marked by the variables. Thus, all the sentences in 1 are considered to have more semantic
similarities than just tﬁe relation of attribution that is associated with the verb 'be': TH8 NPs and XPs
that function as subjects and predj;nte terms would always receive the same mlgbment of thematic
relations. !L

3 () Pat s gchelr

(b)%m.mm.tlsfm.
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(c) IThmmsareon_tna_tnme. o
L

(a)%mnmusttammnmm '

The account of the semantic interpretation of slementary santences containing 'be' based on the
abstract notions of 7eme and Lacation 1s quite different from the categorical analysis that | proposed
in Chapter 3. For these sentences above, however, the only predicate comp’lemem that could be
conceived as a location in any intuitive sense is ‘on the table’ in (c¢). The analysis of the subject NPs
and the predicate complements es Theme and Location, respectively, does not offer & very informative
account of the semantics of all elementary sentencas containing 'be’. Furthermore, 8s | shall observe
in this chapter, thematic relations presu:)posa entities that are classifiable according to ontological
types and categories. | shall argue that these entities and types are besic and provide the conceptual
structures that are operative in semantic well-formedness ryles. Thematic relations are thus
der fvable, just in case they should prove necessary for the explanation of grammatical or semantic
phenomena, | see no need of them In linguistic analysis. In the present chapter, | will question the
adequacy of the theory of thematic relations 8s a basis for o samantic description of elementary
sentences containing 'be’ énd thus its explanatory value 8s a samantic theo:y. for natural languages. | do
not fntendto say here that thematic relations could play no role in synth but thet the use of sementic
labels fn syntactic description is misleading.

This chapter s 1n two parts. First, in 5.1, | wil) brit;ﬂy examine the general notions of
Theme and Lacation | will argue basically that the definitions of thess thematic (elattons are so vague
and general that they give no more clue to the senss of & sentence than the relational ‘terms ‘subject’ ?f‘d
‘predicate complement’. Proponents of the theory of thematic relstions attempt to justify these
semantic constructs on the basis of their relevance to the explanation of intersentential relationships,
inS.2,1 yzﬂl note the relative merits of the theory of thema}ic t:eltmons and 8 theor»; of o;?tological
types and categories  in eoeount!nq for semantic phenomend such as acceptable active-passive

sentence pairs (S.2.1), acceptable question-answer pairs (5.2.2) and finally linguistic inferentiel
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relationships among sentences (S 2 3) As | shgl! explain, the problem for thematic relations 1s that
these constructs are applicable only 1o single sentences 1n isolation A classification of ontological
types holds across sentence boundaries and is conceptually more fundamental and general, whereas

thematic ralations depsend on the verd of the ssntence

5.1 Theme and Location , ( /\

According to the theory of thematic relations, every well formed sentence conteining the verb
'be’ In English must contain a NP thet Is assigned the thematic relation Theme snd another phrase that
1s assigned the thematic relation Location, as iilustrated belew

I 'be’ [NP_—_XP] n

P

I will argye 1in this section and the next that the obligatory NP and XP 1n all slementary ssntences
containing 'be’ cannot be analyzedin an intuitive way 8s Theme and Location, respectively, as clatmed
by Gruber and Jackendoff Basically, what | wish to question here is the general 1dea thet thers is only
a nm— I_ted number of substantive “conceptual” relations (thematic relations) that can be expressed in
sentences of natural language To begin with, | will use the very data that Gruber and Jackendoff
themsselves present Wheress they attempt to show how the basic thematic relations recur repeatedly
1n sentences that speakers use to talk about different situations, 1 will attempt to show that semantic
relations vary-according to the oqtologlcal types of the entities that are related by various yerbs. |
will attempt to demon;trate that what is taken tobe a limited number of “conceptual building blocks”
(Jackendoff 1978: 228) may be the effect of syntactic (gremmatical) constraints on the expression of
semanftc relations. In this section, | will examine the oeheral thematic relation Theme, and later, in
S 2 2,1 will examine the general relation Loceation.

First, | will consider the question- Whet is the Theme? This question Is ambiquous. It could
be ussd to inquire about the essential nature of the construct called ‘Theme' or how to determine which
expression in a particuler sentence 1s assigned the thematic relation Theme. In this saction, | shall

try to answer both of these questions
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Accordingto Gruber ( 1976: 38), Theme is the only relation that is "an obligatory element of
avery santence” n English | One NP in every sentence‘of English depotes an entity that is conceived as
Theme Since a Theme must be present in every event or state of affairs that s descrtbed by sentences
of natursl language, 1t corresponds to a yery general relstional notion. Relations 1mply entitme; and
Gruber and Jackendoff character 1ze thimatic relations in terms of .he entities involved (ie, in terms
of the domain of the relation) Theme is therefore defined according to the differen( ;ontexts in which
it occurs. With verbs of movement, the Theme is said to move; with verbs of change, the Theme 15 sajd
to change’; w1th verbs of location, the Theme is said to be located somewhers, with agentive verbs, thé
Theme ts said to be affected by the Agent's action, and so on. In order to tdentify the Theme, according
to the theory of thematic relations, 1t is first necessary to analyze the verb of the sentence as a
CHANGE , STAY, BE verb or as an agentive verb Since there sre ssven classes of verbs according to
Jackendoff { 1976: 110), there must be seven classes of Themes. But the subclassification does not
stop hers. Both Gruber and Jackendoff specify four further subclasses of verbs according to semantic
fields, such as positional, possessional, identificstional, and ci;cumstant1al. These paramsters may
apply 1o sach of the verd classes‘. so that within the thematic relations framework, at least 28
subclasses of Themes are theorstically recognized. Apparently a NP denotiag any entity or type in the
whole universe could bear the relation of Theme

While Gruber and Jacksndoff insist on the sameness of the concept of Theme that "naturally”
extends to sl of the different eontextsﬁ ( Jacke‘ndoff 1976: 100), | would point out the differances
bstween the var ious kinds of relations that they identify as Theme. In the examples that follow, taken
for the most part from Gruber ( 1976) and Jackendoff (1976, 197,8), much of the sameness may
stem from the use of the same verb in different contexts. The expressions that are underlined in the
sentences below denots entities that may be conceived 8s Theme. Becauss it has fewer letters, 1 will

use'the primitive predicate G0, instead of CHANGE here.

Uin-many alternative hypotheses of semantic roles, a similar claim is made: e.g., the
"nominative” case (Anderson 1971: 50), “patient” (Starosta 1978 472), “affected” participant

(Halliday 1969: 169), ara all obligatory.
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1 G0pggitional: Anappla fell from the tree to t\he ground.
.2 G0pyggsessionat: Wil1 1nherited a million dollars from his father:
3 GOigentificational: L@ metal turned red

4 OOCircumstantial: Ihe circle suddenly switched from turning clockwise to turning
counterclockwise.

S ST‘AYPOS'UOH&': The coach remained in the driveway. ’.
6 STAYpgssessional: 1he iguana staysd in Max's possession
7 STAY |gentificational: 1DE.hogk did not remain that ex penstve.
8 STAYcircumstantiai” 1he wheel kept spinning.
9 BEpysitional: Thecircle contains the dot.
10 BEpgssessional: The 1ibrary has the book.” ;
}1 BE igentificational: Ihe oumpkin seemed testy
12 BE circumstantiar Ihe.car is sputtering.
13 CAUSE...00p g gtional: L inda Ioweredqma_cmk to the ground
14 CAUSE...00pggsessional: Harry gave the book to the 1brary
+ 1S CAUSE...00ygentificational: Dollie made Martin heppy.
16 CAUSE...80¢ ircumstantial: Dick forced Max to talk. -
17 CAUSE...STAY pysitional’ vohn kept the dog 1n the house. '
18 CAUSE...5TAY pogsassional: Max kept the modei train for years.
19 CAUSE...STAY gantificational: Mexine keeps her hair short.
20 CAUSE...STAY Circumstantial: Laura kept Dayid work ing.
21 LET...00p,sitional: LOUre released {be afr from the balloon.
22 LET.. O0pyesassional: Oick accepted tha pony from his father.
23 LET...00igentificational’ Henry let Noga get sick.
24 LET...00ircumstantial: Leura allowed David to start working
25 LET...STAYpositional: L inda left the rock on the ground.
26 LET...5TAYpogsessional: Will retained his fortupe,

] N
[
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27 LET..STAY | gentificational [1aNNY l6ft the cac dirty.

28 LET...STAY circumstantial. D&V1d et Linda kesp on laughing.
Besides these 28 classes.of Themes that are created by extending the notion of 7ame {0 all seven verb
classes, which are modified, in tufn, by the four different parameters, Gruber and Jackendoff describe
vet other kinds of Themes. These include extensional Themes (illustrated in 29-31) and
“coreferential” Themes (32-34) in which the same referent enters into more then one thematic
relation simultaneously (Jackendoff 1972. 34-36).

29 Extensional, Positional: The road extended from Altoona to Johnstown.

30 Extensional, Idantm‘eetional: Ihis theory renges from the sublime to the ridiculous

31 Extensional, Temporal: Ihe conference lasted from Tuesday to F rin‘iay.

32 Agent-Theme: JJohn ran into the fire ( intentionally) '

33 Source-Theme: Ihe rain cloud developed into & tornado.

34 Goal-Theme: Sam carved acalf out of marble.
There are several ways to cross-classify the criteria by which the 34 classes of Theme are
characterized. From one perspective, the Theme can be fdentified by the other thematic relations with
which it associates. In the positional parameter, the Theme is specified with respect to the physical
environment in which it is said to move from one place to anotﬁer, where il is said to stay or to be
located. In the pmiongl perameter, the Theme is specified with respect to its possessor. The
Theme 1s said to t?e transferred from one possessor to another or its possessor is said 1o be unchanging.
in the identificational parameter, the Theme is specified with respect to & property, changing or
unchanging. in the extensional parsmeter, the Theme is specified with respect to the extent of its
extremities. In the circumstsntial parameter, the Theme is seid to be involved in a circumstancs,
changing and unchanging. In other words, the nature of the thematic relations depends not only on what
the entity snalyzed as Theme is doing or is, etc., but aiso on the other thematic relations in terms of
which the Themg is specified. Consider the possible Themes that might be expressed by the subject of
the verb ‘be'. The thematic relstion Theme is assigned ta the undertined NP.
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38 (&) Stanlay 1s 1n Africa
{b) Iha ir1angle 15 a geometric fagure
(¢) Ihis man 1s mv son
(@) 1he pumpkin 15tasty
(@) MIS sputtering
(1) Emma 1$ bsing insulted
(q) This ted 1s 200 years old
th) ]_ng_gonmm 1sat8pm
(1) He sn love

(1) Your hat 15 hanging 1n the closet. .

" 1

Although the relations involving the referents of the underlined NPs ara presented as examples of the
single concept 72eme, there are actually ten fundamentally different relations.2 In this case, the
difference in the relations depends not only on the valus of x (which is analyzed 8s Theme) in the
propositional function ‘be' F (x) but also on the valus of F (which 1s analyzed &3 Location) Sentence
(a) expresses the relation between an individual and a plecs, (b) classifies @ triangle according to its
genus, naming a superordinate class to which all triangles belong; (c) specifies & kinship relation
between two individuals, (d) reveals an accidental quality of an antity, in (8), an entity s said to be in
the process (acﬁvity) of sputtering; (f) describes what is happening to §omwne. (g) expresses &
quantity (age) of a substance, (h) expresses the relation between an event and 8 time; (1) specifies the
emotional state or condition of' an individual, (j) expresses the relstion between a hesd cover and &
position There may also bs oiher relations ‘that can be expressed by the useful verb 'be’ with other
entities and/or properties which would also be analyzed &s Themes and Locations. The parsmeters and
type of "Location” actually indicate properties by which the dypes of "Thame" can be seen to differ from

each other S

3

2The predicate terms in the sentences in 38 ‘above iNustrate-Aristotle’s ten ontological
categores. (For more detatls,see 1 22 (1) and 4.1.3.) ‘
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_ For Gruber and Jackendoff, the examples in sentences 1-34 above provide evidence to show
that there exists-a single semantic concept that is designated by the term 'Theme', which generalizes
across various parameters within sach verb class. From this, Jackendoff concludes that this thematic
relation 15 an elementary "concaptual structure® (“the result of the way the mind structures its
percsption of the world") that determines part of the meantng of each and- every ssntence of English
(Jackendoff 1978: 228).

it seems essential to try and determine the source of the “sameness” that supposedly underlies
the notion of /7emewhich 1s said to recur repeatedly in every-sentence of English. Jn what way can
gvery santence be said to contain the same element of meaning? What does 1t mean for relations to be
the same? Now since Jackendoff and Gruber describe the thematic relation Theme in terms of entitres,
8.0., the "moving entity,” let us consider strpﬂartty between entities, Any two entities are similar
because they share the same property or essenttal properties. To take exemples from natural kinds ss
discussed by Putnam (19757, two-tigers are similar becauss they shere the praperty of nmng_a_tlger_
(and an animal); any two lemons are similar because they share the nmgam of being & lemon (and 8
citrus fruit) (Putnem 197S: 240, 247-249). Since properties determine classes, and not \'m:e
versa, 1f there 1s an uniimited class of relations such as Theme, then all Themes must shere some
property. But haing a Theme is not a property that is easy to c‘:haracterize essentially. In fact, no
lingutst has, to my knowledge, been able to name a single property that is shared by the infinite class
of Themas,3 nor is there & family resemblancs ( Wittgenstein 1958: 66-71).

On the basts of th\e very data presented by Gruber apd Jackendoff 1t seems clear that 7heme
cannot be an “elementary” concept. This is obvious sinbe it appears' that the Theme can be
charecterized in term; of sntities which enter into many differentbrjelatiqns. For example, 8 Theme
can pe any entity that moves, one that is or stays somawher.e. one that changes e&sent!al ly, one that is
possessed, one that is said to be involved in a circumstance, but these are entirely different relations
that an entity might be involved in. Silncq a Theme must be present in every situation that is described

3Deﬁntnq Theme by predicate notéuon, one could write 'Theme= {x |'x is 8 ..} to state a
property ghot s true of members of the class called 'Theme' and only its members.

//)
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by sentences of English, it can hardKl have only a single semantic criterion. It seems tmpossible to
find one single semantic property or relation that would subsume the 34 general classss of thematic

relations that Grubst and Jackendoff distinguish for Theme. In fact, the total class Theme would even

.t \ .
. contain relgtions that are complementary. For example, if 60 (x) -+ NOT STAY (x) (Gruber 1976

62-66),"§hen a8 moving entity cannot belong to the same class as & staying entity, a changing entity
cannot belong to the same ¢1ass &s an unchanging entity, and soon. Thess are complementary relations.

Basically, it seems fairly clear to me that no single substantive relation such as Themse
1mposes itself @07 2ar! on the structure of every sentsnce in English. Perhaps, as mentioned above,
one could say that every sentence of English (orv every predication in any natural language) must bs
about something but this something ts surely not restricted to contracting just one possible ssmantic
relation with any verb whatsoever. Although undoubtedly there are constraints (perheps cognitive,
perceptual or real world, as-suggested by Gopnik 1981) on the kinds of semantic relgnons thet may be
expressed in sentences of natural language, it still<geems possible to express a large number of
different relations. For sach sentencs, | would claim, the virtual ssmantic relations are determined by
the intensions and extensions of the subject NPs (their referents) and by the particuler properties
(expressed by predicates) attributed to the referents of the subjects. Linguistically, the semantic
relations that can be expressed in a languege are limited, on the one hand, by the finite number of
verbs that are available to designate properties or relations, but on the other hand, semantic relstions
are not restricted to any finite ﬁumber of entities of different types that can possibly be relsted in
sentences of natural language.

By the ssme token, the gremmar of the language, especially syntax, does impose constraints on
the.number of grammatical functions that are availeble for the expression of these semantic reletions.

For example, for an intransitive verd in English, a single obligatory NP must function as the subject

" of adeclarative senteﬁce, Bgt t is clear thet the constraints on the semantics and the syntax of natural

language are not parallel. However, since Gruber and Jackendoff are both proponents of & theory In
which there s a high correlation between syntactic units and thematic relations (Jackendoff 1972: S,
14; 1978: 227), it 1s possible that their thematic analysis of the deta is induced by the syntactic
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reqularities that can be observed. The descriptions of the syntactic fects that correspond to the
analvs;sof Theme ore relatively simple. In the exai'nples cited above in 1-34, the NP that is assigned
the thematic relation Theme 1s Inverieblv one that f\:mctions as the subject of an intransitive verb or
s the gvract object of a transitive verb. Thus, the erititv that 1s analyzed as Theme must be designated
by en NP that occupies a certajn svntactic position. depending on the transitivity of the verb If the
arquments against the ;'notlon of a 'structural metmng" for subtect-verb. for example. are valid. then
1t 15 clear why it 1s not possible to qive a semantic definition that would account precisely for all the
subects of intransitive verbs and all the obiects 6f transitive verbs at the same time. In view of these
s1mple syntactic facts.4 one could reinterpret the claim that “in every sentence there s a noun phrase
functioning 8s Theme.” (Jackendoff 1972: 29). This claim, expressed in logical terms, reduces to the
following: Every predicate must have at least one argument. S There ssems to be no way semantically to
interpret the requirement of Theme as suggested by Gruber and Jackendoff. Instead, the only general
notion would be that of “the obligatory argument.” But this is a syntactic requirement for the
wellformedness of sentences and 1t could be described in purely syntactic terms.
In conclusion, | would say that 74eme is not apparently an essential semantic concept. That
1. this concept does not determine a natural class of entities that share a single property,6 nor does 1t
determine classss of orderad pairs that enter only into a single semantic relationship. The thematic
relation designated by ‘Theme' is indeed so general that the assignment of this label to any NP that

occurs in & particuler syntectic position, especially the subject position of all ssniences containing

4Even this simple syntactic definftion fails. Every sentence, including complex ones, must
have e:f'l expression that is assigned a Theme. Consider sentences such as the following, with Theme
under lined.

(1) Mory heard from 8111 that Hie wished to see her. ('Bill', Source; ‘Mary', Goal)

(1)) The fire marshals instructed the students to remain calm.

Sin predicate logic, the following propositions are assumed: Every sentence must have 8
predicate, and every predicate must have at least one subject (Quine 1960a: 344). in the terminology
of the theory of relations, this subject is the domain of a one-place predicate or the first co-domein of
a two- or three-place predicate. The obligatory argument seems to correlate with the grammatical
functions thet are obligatory for intransitive and transitive verbs, that is, with subject and object,

respectively.
SExcept for the tnutologieal proposition that all Themes share the property of being mlyzw’
as 7heme, which is an artifact of the theory. |

— A
s
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be contributes little, if anything.to the semantic analysis of these sentences. To have succeeded in
analyzing 8 NP that functions as the-subject of a categorical sentence as the Thems ts to identify it as
the obligatory argument. This simple facr is acéounted for by any sur{ject-predicate ana‘lysis of
sentences. ‘ ]

For elementary ssntences of the form [NP be XP], the thematic relations Theme and Location
would be assigned to the NP that-functions as subject and to the XP that functions as the predicate
complement, respectively. This means that the NP subj@t of 'be' corresponds to the obligatory
argument or grammatical subject. But what about the XP constituent? Syntactically, both NP and XP
are obligatory. That the XP is an obligatory constituent is expressed by the strict subcategorization
frame of the verb 'be’, and the NP subject constituent is requirad‘by the agresment featurs of the head
\of a sentence. It is my contention that th; assignment of the general relation Theme to .the subject NP
adds no information that is significant for the semantic analysli of sentences containing 'be’ and thet
the assignment of a relation of Location to XP is in most cases incorrect, os | shall show in 5.2.2.

S.2 Thematic relations of sentences that are rolated semantically

In current linguistic literatura there s little consensus on the role that thematic relations are

expected to play in the grammar. Contrary to the thesis of autonomy for sy‘rltax, some linguists claim

that certain formal gram}natlcel questions depend cruclally on assignments of specific thematic
relations. One should indeed expect that the semantic constructs which prove to, t{e eséentlal and
adequate for the analysis of single sentences would carry over sutomatically to the anslysis of
intersentential relations. In fact, the semantic analysis of single sentences should furnish & besis for
the explanation of inference and other semantic relations thet hold between sentences. in this sectio}n, I
will examine some attempts to account for well formed active-passive sentence pairs (5.2.1), for well
formed question-enswer pairs (5.2.2) and for 1inguiStic Inference (5.2.3) In terms of thematic
relations. In each section, | will present count'erexanples to show that the constructs of thematic
relations are irrelevant for explaining these intersentential relstions. |f the theory of thematic
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Felations 15 1tsslf problematic. 1t seems 1nevitable that any "axplanatbrv" I‘Npothésxs basad on it can

only be problematic as well. Héw‘ever. 115, 1mportant to try to discover’ why an explanation bassed on
- L7

thematic relstions turng out tobe ma&aquate. ) ~

$.2.1 Theme arid well for med passives s

A 2

vackendoff ( 1972) attempts to formulate ssmantic restrictions on rules of pas:sivizotion (ie.,
trensformational rules relating active and pm‘ive sentences) in terms of a Thematic Hierarchy
Condition.y This condition has _gwn questioned and shown to fail as a basis for explaining well formed
passives ip English. (See Gee 1974, Freidin 1975, Hust and Brame 1976). Nevertheless some of
Gruber and Jackendoff's observations concerning the passive that are made within tr;e oon{ext of the
theory of thematic relations still persist in subseqﬁent analysss of the pmice

The analysis of the passive that is azsumed by Jackendof{_ (1972)is a transformattonal one
The passive santential pnrase marker is derived from an active one by transformational rules. The
general transformation known s passivization consists of the fol\owing thematic sub-rules. First,
either “"Agent Postpesing” ‘or “Agent Delation" and then "Theme Prepssing” are obligatory for
passivization. These irensformational rules describs the strict syntectic relations that hold bstween
certain constituents of related active-passive sentence p'airs in English. _Or, stated” in terms of
gremmatical functions, the object of an active sentence becomes the subject of the corresponding
passive santence. The affects of thesa rules are 11lustrated by the following sentgnees (from Jackendoff
1972: 34-35). The thematic relations, & postu!at‘ed originally by Gruber and maintsined by
Jackendoff ers Agent (A), Thems (T), Source (S), Goal (G) end Locstion (L), ~
! (s) Fredsoldsome hashish to Reuben. -

AMS T ¢
(b) Ered sold Reuben some hashish, -
» A/S (] T \

.

(c) Reuben was sold some hashish (by Fred).
8 T NS
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o) Samsbeshish wes sold o Reuben

According to the theory, transformations do not affect the thematic relations of sentences

(Jackendoff 1972: 198). Thus, sentences that are suppased to be related “transformationally" are

sald to have the same set of thematic relstions. Sentences and their transforms are taken s

- paraphrases. According to Gruber, having thie same set of thematic relstions is a detsrmining

characteristic of "compiete parephrases.” Complete paraphrases have the same "prelexical”
structl;ras (Gruber 1976: 40-41). In other words, by definition, within the hypothesis of thematic
re]ations, sentences that are interpreted as paraphrasss must denote only the same sets of entitles, the
same relations holding among thess entities. Or; account of {his.' Oruber and Jackendoff often depend an
paraphrases for identifying and jugtifying the particuler thematic relations sssigned té expressions in
sentences. As mutual entailments, paraphrases express Jhe \;;:y— same truth conditions and have the
very same inferences, es described in 1.2.3. Sentences (c) and (d) llustrate the possibility of
generating “"Agentiess” passives, which are obvimély not-equivalent to the corresponding active
sentences with Agent subjects.! Thess seﬁtences then (although well formed and dérlved by the rules
of passivization) would not count ‘as "complete” paraphrwt;s. ’For instance, sentence 1 (d) is o
consequencs of the proposition expressed by the fol‘lqwmg: .
1 (8) The officer sold Reuben some hashish. .
Sentence 1 (e) entails (d), but not vice versa. Nor does sentence (d) imply 1 (8)-(c). It does

however, imply the followtng,

1 Thenon-synonymy of active senténces and passive sentences (even when the fves
contain an agent by’ ~phresa) is noticed by Chomsky (1957; 1965); 2iff (1966), Keenan (1981),
among others, Here are ssme examples of active-passive pairs which are ssid to differ in ambioutty,
entaiiments and/or implicatures.
(1) Everyone in this room spesks two languages. .
Two languages are spoken by everyone in this room. ‘
(11) Each student admires no teacher.
No teacher is admired by each student.
( 111) Beavers bullg dom
Dams ars built by beavers. . ’
These sentences contain quantified, negative, or generic terms. This fs not an exhaustive Im of

features that may determine differences in interpretetion for active-passive pairs.
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1 (1) Someons sold Reuben some hashlsh. ’ x

These sentences arg supposed to 1ndtcate an important observatton concerntng themattc relations For |
both active and passivé sentences ( in-fact, for every sentencs of English), the NP that is interpreted &
. Theme is an obligatory erdiJment.' Thus, actording to the- theory, the NP that is interpreted as Agent, or
eny other ‘thematic re]etton except Theme mey be omttted from surface. structure (Gruber 1976.
208). This obsarvation serves as the basis for enother grammetteet proposttton the active object NP
qmtpesstve subject NP must be 1nterpreted & Theme ‘

An slternative to the transformettonal analysis of the passive is the “lexical theory" proposed
by Breenen\( 1982).2 Braesnan's theory also incorporates the constructs of thematic relations. Her

claims concerning thematic relations are similar to thoss made by Gruber (1976), Jackendoff

(1972), Freidin (1975, 1975a, 1978). Bresngn (1982: 24) writes: "Passivization preserves

predicate argument structure and hence the* original themettc relations of "the verb to whtch it
applies.” Her lexical ruls of passivization would ssem to have the very same effects 83 the
transformational rules; although hers is stated in termsof grammetteel relations or "functions,” 6.g.,
subject (SUBJ), direct object (0BJ) and oblique object (OBt). This rule derives one “lexical form"
from another. s .

2 (8) L ((SUBJ), (0BU)) »

(b) L ((0BL))/ @, (SUBY))

According to Bresnan (1982: 9), “... Passivization ch;nges a transitive lexteel form whose subject s
agent and whoss object is theme to a grammatically Intransitive lexical form (... lacking & 0BJ
function).” .

in the rematnder of-this sectt%n I will examine separately two aspects of thisclaim: first, the
ides thet the sementic constructs Agnfand /heme do indeed restrict well formed pessives in English, ‘

éA lexical treatment of the passive within generattve grammar was first propoesed by Fretdin
Freidin ( 1975a 386) claims thet active end passive sentences are “related by & rule of samentic
interpretation,” not by a syntactic transformation. (This is apparently a return to “pre-
transformational” thinking in linguistics, according to Palmer (1974: 82). "It was thought, befors
the ides of trensrermatton was proposed, that active and passive sentences are related sementically

only.

—

I
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and sacond, that the transitive-intransitive dichotomy applies to pasoivizotion in terms of argument

‘ 'y

structure, | regard the first negatively and tha second posttively.

Firs}, | wish to show that the thematic relations Agent and Theme do not restrict passives

- semantically. In the lexical theory, grammatical functions such as subject and object are taken as

- "universal primitives” but it dogs not seem that one cam, mgiototn the same claim for thematic

relations? The construct Agent is apparently not defined seroantioany, but Thems is defined as “that
argument which undofqoes the)notion or change in st.oto danoted by the predicate.” Here Brésnan
(1982 24) cites Gruber ( 1976), Jockendoff (1976), S. Anderson (1977), Wesow ( 1980)/~ For
Theme she states that in the unmarked cose it corresponds to the objecl of trensitive verds and the

subject of intransitive verbs, eccording to_Anderson's Theme Rule (Bresnan 1982 30).

("Anderson's" theme rule was essentially stated by Gruber 1976: 45) Bresnan (1982: 24) notes

that while it -is difficult to provide a consistent thematic analysis of all verbs it $86MS necessary to
Qive" some appropriaie semantic resgriction.“ ‘ ‘

If there is a syntoctio relation between active and pos‘stve sente7ngo pairs, then it seems to me
that the optimal formal statement of the Jinguistic rules of possivtzati‘o%’ can only be In gyntactic
terms. F urthermore I'maintain that semantic roles or themotic relations such s Agent and Theme are
a property of santences (or proposit!ons) and not of lexical entries alone. But, as | shall show the
notions of Agmtand Thems are really 1rrelevant to the possivtzation process espociany if they are
taken es non-vecuous semantic constructs and the rule of passivization opplies to lexiool forms, 1t 1s

easy to ﬁnd oounterexomples to the claim that the NP that functions as subject of the posswe csn be*

" analyz%as a Theme 1n all- cases and that the NP that functions 2s the oquct of ‘by’ fs alweys analyzed 5™

an Agent. Consider the fonowing sentences in which the NP that functlons 8s the su jact of & well
formed passfve sentence may designate 8 Source, 8 Goal, 8 Location, 8 Thems, or gven an Aoam.

3 (o)sfgm was robbed of his watch.

(bz3 Reuben wes sold some hashish. |

<




(c) This chair wes sat in by Empress Jossphine
L

(d) His watch was stolen
1

(e) Adam was seen  sslling hashish.3 . .
A

As the following counterexsmples illustrate, the NP thet functions as OBL (the object of the passive
‘by’-phrase) may designate an Agent, a Source, a Goal or a Location 4

4 (a) Our team was beaten by their {eam
A
T (b) The ring was lost by John.
S
(¢) Her fortune was inher ited by the Church
G

(d) The Cadillac 1s owned by the meyor.
L

A

Now if thematic relations are taken as non-vacuous semantic constructs, then it is not the cese thet the
NP that functions 8s the subject of 8 passive can always be analyzed as Theme, or the active subject or
objects of the 'by'-phrase, as Agent. That is, if we take seriously any claim about 8 set of discrete ’
thematic relations, then 1t isclear that a lexical rule of passivization that involves the assignment of

only Agent and Theme relations cannot be correct. Thus, apparently the general semantic restrictions

Some of thess “counterexamples” In 3 also pose difficulties for other enalyses of
passivization. “Dative” or “indirect object” passives (b), “pseudo”-passives (c), and "raiging"
passives ore discussed by Bresnan (1982 ch 1), Davison (1980), and Chomsky (19838

- respectively.

41 can find no-examples of ‘by’-phrases that would be interpreted as Themé-eccording to
g;uber and Jackendoff's theory. .In some analyses of verbs that dencte perception or psychological
rocesses, the arguments ore interpreted as Stimulus (Theme) and Experiencer (E). (See, e..,
Blansitt 1978: 320; Cook 1979: 56-58). Such active-passive pairs would provide numerous
counterexamples. E or T can function as SUBJ or 0BJ of different verbs that passivize.

(nlm.m:nunwm &mwasunusadbym.ﬂlm o,
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@ on passivization are not readily statable in simple terms of thematic relation assignments.S The

reason for this seems fairly obvloys. J

The linguistic relétionsmp between active and passive sentences is first and foremost a formal
one, which is probably best stated in syntactic terms The basic prerequisite for the active-passive
contrast is syntactic. In order to passivize, a verb must be followed by 8 NP thet functions ss its direct
object This1s a syntactic restriction on passivization in English. For active-passive sentence pairs,
notice that there 1s aiso a strigt syntactic 1ink between the NP that functions as the direct object of the
active vé:t;\hnd the NP that functions as the subject of the passive sentence. This relation holds
regardiess of whether the NP is assigned the thematic relation Theme, Source, Goal, Location, etc.

5 (a) John made a car gut of wood,

A T/6 S
(b) A car was made out of wood by John.

(¢) Wood was made acar out of by John (*)

6 (a) John made a block of wood inlo a car.
A 1/S G

(b) A block of wood wes made into a car by John —_—

(c) A car was made a block of wood into by John (*)
Whether the NP functions as an active object or as a passive subject, if it is anelyzed 8s a Theme it
| remains 8 Theme, an Agent remains an Agent, & Source remains a Source, 8 Goal remains a Goal, and so ot
\
| on But the syntactic condition applies strictly, irrespective of the assignments of particular thematic
\
| reletions. Since passivization involves only two specific functional positions, it does not seem

ressonable to expect that the subject of a well formed passive could correspond to the same thematic

Sother 1inguists have noticed that various semantic roles ( thematic relstions) may be assigned
to the NP that functions as the subject of a passive sentence. E.g., Dryer (1985) questions the "role of
thematic relations in adjectival passives.” According to Riddle and Shejntuch (1983: 546), "the
single crucial condition on the occurrence of any NP 8s 8 passive subject is role prominencs. ... All end

~ only NPs whose referent the speaker views as being role prominent ( in the situstion described by the
O passive clausa) occur as subjects of passive verbs.” Other stylistic, thematic (in the sensa of ams-
riéme) or pragmatic restrictions on passivization are suggested by Hellidey 1969; Krsuthemer

1981 ; Siewlerska 1984; Svartvik 1966.
g §
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relstion 1n all cases. And for thisvery reason, thematic relstions (if they are semantic constructs)
cannot be defined by syntacttc criter ia alone, although this has been proposed by some linguists (e.g..
Starosta 1978). ‘Such analyses seem to suggest that whatever is denoted by a constituent in a given
syntactic position would always hold the same semantic relation with respect to the verb. A purely
syntactic hypothesis concerning the assignment of thematic relations would seem to revive the notion
of grammatical or structural mésning To fllustrate this, by the hypothests of structural meaning,
octive sentences with transitive verbs, e.g., should always have actor -action—goal patterns This view
has often been criticized (e.g., Lyons 1968 340-341). Chomsky (1957) explicitly rejects 1t,
countering with the fallowing sentences.
7 (8) John receved a latter P

(b) The fighting stopped.

These counterexamples constitute Chomsky's only argument agaeinst "the assertion that the
grammatical relation subject-verb has the ‘structural’meaning' actor -action . . (1957-100) |if the
argument s valid, then it appears that no functionsl relstionship between semantic roles and
grammaticsl reiations can be ong to one This fact was the major motivation for the hypotheses of
éemantlc roles or case grammars in the first placs. As Fillmore ( 1968: 25) illustrates, using Agent,
Instrument (1), snd Location cases,
... It is important to notice that none of these cases can be interpreted as matched
by the surface-structure relations, subject and object, in any particular language.
Thus 7 1sA in 29 8s much as in 30; e 4sy is | in 31 as well as in 32 or 33;
.. ond (hrcago is L in both 37 and 38.
29. John opened the door.,
30. The door was opened by John.
31. The key opened the door. .
32. John opened the door with 8 key.
33. John used the key to opsn the door.
37. Chicago s wingy.
38. It is windy in Chicago.
in ony case, by referring to thematic relations, the lexical theory in no wey explains the grammatical

process of passivization, rather the issue becomes confused. What the hypathesis says is that certain

e I N
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active lexical forms (with Agent and Theme stipulated for certain grammatical functions) undergo &
rule of passivization Other lexical forms do not have their objects labelled ‘Theme', therefors, they do
not form pessives. For example, the following classes of verbs, as a rule, would lack a passive lexical

form 6

8 ymmetrical verbs: ‘resemble’, ‘marry’, 'fit', 'metch’, ‘squal’, ‘'kiss', 'meet’,
‘collide with', etc.”

(a) John ressmbles Bil}

(b) Bill is resembled by John (*)

9 Quantity verbs: ‘weigh’, 'fine’, 'cost’, 'pay’, ‘charge’, eic
(a) The piano weighs a ton

(b) A ton 1s weighed by the piano ( %*)

10 Certain “possessional” verbs: ‘have’, 'lack’, ‘want’, ‘contatn’, etc 8
(a) Laure! has a new Corvette S

(b) A new Corvette is had by Laure] (*)

11 Certaip "relationsal” yerbs; ‘become, ‘remain’, ‘be’, 'seem’, etc.
o

(8) Mr. Noble became an expert.

6These verb classes are taken from Allerton (1982). He attributes the lack of passive forms
to the types of grammaticel objects that the verbs take. He considers NPs that denote quantities (9)
and NPs that function as predicste complements .of the verbs in (11), etc., to bé "non-passivizable
objects.” Allerton ( 1982: 82) usss the term ‘objoids’ to refer to the NP objects that are unsuiteble as
subjects of passive sentences. Besides having no active-peassive contrast, Allerton observes thet the
verbs in thess classes also shars other properties related to transformations such as lack of "tough
movement” and "action nominalization.” But Allerton does not specify the properties of the syntactic

construct a/oid. He supplies & name, but not an pnalysis thet solves the problem.

Tsymmetrical verbs do not occur in passive sentences because the subject and object may be
converted with the active verb without changing the relation expressed by the verb, This 1s just 8
function of the logical properties of symmetrical verbs.

8Some verbs of the same forms as those listed in 8-10 ere 8lso used trensitively and have
corresponding passives, 85 in the following sentences.

() The grocer weaighed the turnips. -
(b) The teller married Bonnie and Clyde. )

(c) The decorator matchad the paint to the carpet.

(d) He did kigs Janet's foot.

(o) The taflor fitted the Emperors new clothes.
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(b) An expert wes becoms by Mr. Noble (*)

Now unfortunately a hypothesis basad on arguments’ being labslled ‘Agent’ or ‘Theme' does not egplein
why the‘ phrase that functions as the object or predicate complement of thess verbs in 8-11 do not
count as Themes. In fact, neither does it explain what a Theme is, nor tell us how to predict whether or
not & new verb addad to the lexit:on of English will underqgo the rule of passivization Presumably, if it
did passivize, then the new verb's object would bs said to have the property 7hemefaad; if not, then

the property is lacking. The essential property of Theme remains a mystery, unless it is simply being

the only egsential (obligatory) syntactic argument of the sentencs, &s | concluded in 5. 1

What | intended to show here was that the rule of passivization that refers to the thematic
relations of arguments as postulated within the "lexical" theory s inadequate as a basis for explaining -
passivization. It seems clear that to explain the grammatical process of passivization, it is not
sufficient to say that the NP that functions as the subject of an active sentencs is assigned the thematic
relation Agent and-the NP that functions as the object is assigned the thematic relation Theme. This
part of the lexical hypothesis is incorrect, 8s | have demonstrated above. But certainly the lexical
investigation of the problem of passivization brings to light certain fpndamental facts concerning the
syntactic relation between active and passive sentences in English.

The essential facts may be summarized as follows. An active ssntencs that corresponds to a
passive one must contain a8 "trensitive” verb and at 1east ons NP that functions as the dirsct object of
this verb. This NP is eﬁuivalent. being either a token of the' same expression or coreferential to the
one that functions as the subject {f the corresponding passive sentence containing the pass'ive verb
forms. In English, the passive verb form is complex, consisting of 'be’ plus the past participle of
another verb. '

in the semontic framework of my thesls, passive sentences in English ars conceived &s a
speclal cass of elementary sentsnces of the form NP be XP], where X fs a past perticiple. (See 3.3 for
detatls.) Just in case XP contains 8 PP introduced by 'by’, the so-called “"Agent phrase™ would be
treated as part of (8 modification of) the predicate term, which is applied to (predicatsd of) the
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referent of the NP that functions as the subject of the passive sentence.9 But this does not mean that
passive sentences would always be analyzed as monadic propositions.

In 3.3, theextensions of active sentences containing the verb 'hit' are represented in part as
a subset of (the Cartesian product of) two sets, or as the ordered referents of the subject and object
phrases linked by the relation denoted by 'hit'. The verb 'hit' in its active forms denotes a relation

which holds between entities that belong to two types, which may be characterized as 'hitters' and 'the
hit'. Thess types that constitute the relation may be diagrammed as follows.

1

12 Hitters The Hit

For the interpretation of passive sentences containing this verb, one might refer to the same model,
gven though the interpretation of the corresponding passive —sentence would be different if there were

no agent phrase Consider the following sentences

13 (a) Max hit Sally.
(b)‘Sally was hit by Max. ¢
(c) Sally was hit,
Since the active verb ‘hit’ signifies a dyadic relation, the proposition expressed by & passive sehtence
containing ‘'be + hit' (the past perticiple being the head of the predicate term) is sometimes elso
dyadic. In fact, 13 (a)-(b) express dyadic propositions, (¢) o monadic one. The extensions of the

sentences in 13 would be represented a3 follows.

9IThis part of my analysis 1s consistent with the lexical claim that “passivization changes s
tranisitive lexical form ... to a grammatically intransitive” one (Bresnan 1982: 9), Keensn (1981:
181) proposes an alternative to the transformational and lexical analyses, He argues “that Passive in
English ... s a verb phrase derivational rule, not a sentence level one (trensformation) end not o
strictly lexical level one either. More specifically, he argues “that passive Is best treeted as & family
of rules thet derive n-place predicstes from n+l-place predicates, subject to certain conditions on
semontic interpretation ,” Hoekstra ( 1984: ch. 3) presents a historical survey of transformational,
lexical and phrasal approaches to the passive. He also redefines transitivity for 8 verd in terms of the

verb's having an externalizable argument. t

~

I
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13(2)-(b) [NPNILNP} () (S) Hit
Hit \O/
Hltter/\Hit . |

(MA, J |@/<3) |
For pessive sentences, interpreted as special cases of slementary sentences containing ‘be’, the
referent(s) of the subject belong(s) to the type denoted by the predicate term In my analysis, [be +
hit ( past participle)] is analyzed s a predicate whoss intension determines the type (all entities tpat
ere hit). See the diagram for 13 (a)-(b) above. The sentence in 13 (c) simply ssserts that Sally
belongs to only bne of the subtypes that are denoted by the verb 'hit’. | '

It seems then that the passive predicate ‘was hit' only requires the entities that are in the co-
domain of the hitting relationship represented in 12. If so, the abligatory argument ‘of a hitting
relation s the one who is hit. In this case, the past participle applies t;J only one set of the ordered
pairs in the extenston of the active verb ‘hit'. | think that Gruber's ( 1976: S0-52) characterizetion
ot the verb ‘be’ as “momentary" 8lso applies to the passive ‘be’. (By this, | do not mean to imply that
the active and passive ‘be's belong to two distinct lexical items.) In the terminology of Gruber and
Jackendoff's analysis of En'gl ish verbs, one could say that an active sentence describes an “event” whils

a passive one describes & corresponding “state of affairs * (Jackendoff 1976: 100). The “"svent” 1s

destgnated by a sentence containing an active transitive verb in the past tense and its functional
arguments. The “state of affairs” that is denoted by a passive sentence in the past tense is & result of
the "event™ denoted by & corresponding active sentencs. ‘

Obviously, an explanatory analysis of passivization must focus on the essential linguistic
facts, ignoring accidental and irrelevant ones. The strict subcategorizetion requires en active
“transitive” verb and (passive) psrttcipie that is possibly “intransitive." For active—pasiv:

' sentence pairs, the obligatory argument that functions as the subject of the passive is the same s (or
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co-referential ';mh) the. object of the active transitive verb. Thus any sementic restrictions on
passivization that could be stated within sentence grammar must pertain to the obligatory argument.
Then what is the essential semantic feature that determines wellformedness for passives? For
the lexical theory it is essential for the obligatory argument to be sssigned the thematic relation
Theme. But | havé tried to show that qonceptuelly Themehas no morse content ;«han does the notion of
the ab/igstary argument. 1t may be useful, however, to inquire into the notion of tramsitivity for
verbs. Defined syntactically, an English transitive verb has the following strict subcategorization
frame [+ __NP] (Chomsky 1965: 90). In 8 logical classification of verbs, active transitive verbs®
are analyzed as two-place predicates. The corresponding passives require only one obligatory
argument. That is, the past participle 'hit' may be used intransitively. But this doss not mesn that the
passive predicate designates a monadic property that applies only to the co-domain of a hitting
relation. ’ln the unmarked cass in English, when there is only one argument it appears in the subject
position. Moreover, the obligatory argument corresponds to a logical subject. For conceptual
weliformedness, it is a question of the predicability of the predicate that is formed by 'be + past
participle’ to the referent of the passive subject. That is, the property designated by the “passive”
predicate must be applicable to the referent of the subject. This is a matter of the speaker’s choosing
the predicate that applies to the referent of the obhgatory argument. But clearly the question of the

ssmantic restrictions on passivization and the notion of drans/tivity require further study.

9.2.2 Acceptable question-answer pairs

in this section, | will examine the phenomenon of acceptable question and answer santence
pairs, focusing mainly on the general thematic relation Location that i3 sssigned to the predicate
complement of ‘be’. ‘ ’

Acceptable wh-question and answer sentence pairs are ssid to mvo% the same sets of thematic
relations (Gruber 1976:: 47-49), In English, the wh-question words, i.6., ‘who', ‘'what’, 'which',

‘'when', ‘where’, etc., ore used to request information that is missing and can be supplied only by an
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expression that would be sssigned the sams themetic reg)qhon that corresponds to the interrogative *

word. ! Gruber uses the question-answer test. to verify the thematic relations assigned to sentences of
the following type.
1 Thacircle contains the dot,
L T

which may be paraphrased as follows.
2 Iha dot is in(side of) the circle,
T L

- Since sentences | and 2 have the same truth conditions—one could not be true and the other faise—they

are indeed paraphrases of each other. The thematic relations assigned to the phrases in 2 seem more
obviously correct than those assigned in 1. In 2, as Gruber suggests, the preposition 'in’ clsarly
Introduces a8 phrase that should be assﬁhed the thematic relation Location. Theremere, in 1, Gruber
would argue, 'the circle’ also denotes an entity in terms of which the dot is located. For both
sentences, 'the dot’ woJId’be concetved as the Theme, i.e., its/referent would be the entity whose
location is specified. Either sentence might be considered as an appropriate answer to the question.

3 (8) Where 1s the dot?
Gruber would say that thig interrogative sentenqe requests information about the location of the dot. .
The interrogative 'where' is used explicitly to ssk for its Locaﬁon (Gruber 1976: 47). But sentence |
could also be the answer to questionssuch as the followi;nj.

3 (b) What does the circle contain?

(c) Whet is in the circle.

Gruber's anslysis seams intuitively correct for sentence pairs concerning the physical location of

something. But the analysis does not stop here. As illustrated in S.1 above, the analysis of physical or

1in the analysts of wh-questions according to the theory of binding, the missing information
corresponds to a gap in the sentence. For exampls,
Q. Your occuptation is what? /
Wwhat is your occupation t? -
A. My occupation fs .
The expression that supplies the information requested by the wh-question word must bs assigned the
same thematic relation as would be assigned to the rightmest position (filled by a trace left by the

moved wh-word).
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positional Locations, usually denoted by PPs containing a static preposition, is extended to “abstrect”
locations as well. For example, so-called “possessional,” “identificational," and “circumstantial"
Locations are 1llustrated respectively by the following sentences, where the phrase assigned the

thematic relation Location isa NP, an AP, anda YP.

4 The library hes tha hook
L T

<

SIinuumism
L

6 Ihe lawn mowsr s sputtering.
T L
Stretching the acceptability criterion a bit, one m‘g/ht even consider 4 to be an acceptable answer 1o
the following question
7 Where s the book?
But 4 would seem to be a better answer for the mors explicitly related questions of the following types.
8 (a) Who has the book?
(b) What does the library have?
(c) Where can | find the book ?
On the other hand, the question-answer test provides neither assistance nor support for the analysis of
the thematic relation Location as assigned in S and 6. In fact, as we shall sse, this analysis turns out to
be highly problematical. The analysis of predicate complements such as ‘tasty’ and 'sputtering’ as @
Location is obscure and perplexing. [t is not clear in what sense these can be concefved of as locations.
For example, S is not an acceptable answer to the following question,
9 Where is the guava?
but it is 8 suitable answer to questions such as the following types.
10 (a) How do you find the guava?
(b) How is the guava?
(c) Whet is the quality of the guava? .
And sentence 6 provides an shswer to indirect as well s direct questions of the following types,

Ryl



11 (a) | wonder what thet noise is.
(b) What ts the lawn mower doing?

but not to a question such &3

*12 Where is the lawn mower ?
in English, 1t seems that the interrogative ‘where’ asks specifically for a physical location only The
mos:t usual response to questions asking "where?” contains the name or description of a place or an
entity in terms of which something ts located. If there is an elementary concept of Jagal/on underlying
the sentences in S and 6, then it is surely not the same as the one that is expressed in 1 and 2.

One might respond to my criticism by pointing out that Gruber and Jackendoff would correlate
the tnterrogative ‘where’ with only one parameter, “positional.” This parameter 1s limited to the field
of pu‘rel’y physical locations. Furthermore my criticism fafls to recognize the abstract nature of the
thematic relations that Gruber postulated in the first place. The individual thematic relations should
not be interpreted too “literally.” In the works of Gruber and Jackendoff, Theme and Location are
defined as general "conceptual structures” having “no direct correspondénce with the physical wor1d"
but resulting from “the way the mind structures its perception of the world.” (Jackendoff '1978:
228). From this perspective, it would be argued that various thematic relations are innately given,

and that it is therefore unnecessary to define the eonstructs of the theory 'Theme' and ‘Location’.

- Sentences of natural language could not be interpreted otherwise, and any theory which did not take

thematic relations into account would be not only inedequate but also unnatural.
s Nevertheless, it seemé 1mportant\ to find linguistic evidence to support the abstract construct
Location, which is said to recur repeotedly in different sentence types. How can we be sure that it does
recur? As | have argued concerning the thematic relation Theme, it seems that there should be at least
one property that holds for each and every occurrence of the relation analyzed as Location. jAnd it does
not seem unreasonable, as Gruber suggests, to look for evidence for these underlying concepts In
question-answer pairs that speakers say and accept as well formed and sensible. As shown above,
Gruber's test does not provide support for every sssignment of the relstion of Location, e.g., not for 5
and 6. It seems that In every case what is assigned the thematic relation Location should correspond to

the question word ‘'where’, a5 in 1 and 2. Since they designate physical locattons, it ssems intuitively
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correct to associate the\ thematic relatiog Location with them and expressions such as 'in the street', ‘in
London', ‘at the races’, etc.

Moreover it seems that the relation of location (thematic or ontological) 1s correctly
associated with the entire Pgtrather than with the NP that functions as the object of the preposuiog. if
the thematic relations were assigned only to the NPs (denoting entities or places), then clearly for
some sentence pairs it would not matter which one of the two NPs (in subjéct -position or object of the
preposition) would be assigned Theme and which would be assigned Location. For. the sentences,

13 (@) Ihetruck 1s behind the bus.

(b} Ihebus is in front of_.ma_tmmk,
the theory of thematic relations predicts that the Theme i3 denoted by th’e NP that functions as the
subject of the vérb 'be’. Both sentences tn {3 describs the same physical situation, dithough 'the
truck’ functions as the grammatical subject of (8) while 'the bus’ functions as the grammatical subject
f (b). The propositions expressed by (a) and (b) are thus phout different entities, and the
concesponding questions would be used t_o inquire about the locations of different entities that play the
roig/of Theme. ’ |
14 (a) Where is the truck?
(b) Where is the bus? i ]
The questions inquire spectfically into the location of the entities thet sre denoted by the expressions
analyzed as Themes (or the subjects of the most common answers expected). Thése questions may be
answered ol1iptically as follows.
< 15 (a) Behind the bus.
(b) In front of the truck
Thus, it 1s clear that the relation of Locatton is designated by the entire oomple)} phrase (PP) which -

)

specifies the location of ons entity with respect to another in these sentences, But the questions in 14
may not be answerad by APsor ¥ part!ciples such oS ‘rusty’ or ‘sputtering’.
16 (a) The truck 1s rusty.
(b) The bus is sputtering.
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‘Ev‘en though the statements may be grammatical a':nd acceptable, the sentences n 16 do not answer
questions about the location of the truck or the hy. Rather they inform us about an accidental qu;‘ity'
of the truck and an “activity” of the bus. They do not sty where the bus or the truck is located.

Now the important question 1s whether expressions of quality and activily predicated of an

entity should be taken as or could possibly have the sam%ea uAderlying "concsptual structure” as the

physical location of an entity. The theory of thematic relations claims that all of these retlations are °

- parallel and determined by the same underlying conceptual structure Location. But "tms 15 only a

relational notion, 1t 13 an analysis of the relation holding betwesen the predicate complement (any

¢
predicate complement that belongs to any ontological category) and the verb 'be’. That is, for all

sentences ;:ontoimng the verb 'be’ the predicate complement is assigned the thematic relation Location
while the subject 1s assigned the thematic relation Theme. But what is the purpose of th)1s qsgignment
of abstract thematic relations? It is clear thaf these relational notions do not coincide with -the
fundemental scheme of categor ization, such &s Aristotle’s ontological categories, or Jackendoff's, for

4

that matter.

With respect to the classification of the elements that Pre related 1n natural language

* sentences, the linguistic analysis of question-answer pairs according to the theory of thematic
reilations. gives uneven results. For the analysis of Locatl;)n pertaining to entities in the physical
parameter, the a&ignment of the thematic relation to the predicate complement seems intuitively
acceptable, but not for the analysis of entities in the parameters of possession, ideriﬁﬁcatwn. or
circumstance. If we understand the question word 'where' to request a location, then clearly speakers
could not conceive of ‘rusty’ or 'sputte_ring' as locations in the same sense as ‘behind the bus'. Thematic
relattpns are therefore too abs;tract for the semantic anelysis of categorical sentencgas. } the"refor;a
conclude that not all the things that speakers talk sbout when they utter categorical sent'ené:es ars

conceived as Themes and. Locations. )

Q
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5.2.3 Linguistic inference relations among sentences

In this section, 1 will question the ;ralue of assigning thematic relations to éxpressions in
sentancss tg account %for Bossible inference relations among ssntences. How would the theory of
the\matlc relations account for sentences which state the' logical conclusions that follow from other
sentances ( premisses)? Inferences are possible because*the sentenc;as that function as 'the premissss
and conclusions bf ogical arguments have the linguistic form they do. That is, so-called * 1ogtcal“ or

“linguistic” inferences that are possible are related intrinsically to the structure of wsll formed
sentences of natural language. Inferences are based on the mterpretauon of infividual lexical items
contained in the ssntences and their structural relations within-he sentencs grammar of E,nghsh.ﬁore
| am nterested primarily in linguistic infarences involving categorical séntences containing the verb
'be’. I addition, | will-consider some sentences conteining other verbs as well, since these ere 8l
ultimately related to categorical sentences. '

Within generative grammar‘ implications and other relations that hold systematically between
linguistic units (e.g., lextcal items) are generally represented by redundancy ruJas In this case, no
further statement of thess relations is required in individual 16kical entries (Jackendoff 1975 Fodor
1977: 150-153). The semantic interpretation of verbs in the context of the theory of thematic

relations depends on the concepts underlying the verbs (or rather the general predicates such s

CHANGE "BE, etc.) of the system and their mutusi relations, Jackendoff ( 1976) formulates some

* redundancy rules' to account for iri}ferenca relations among .verb classes with shared meening

components. For example, the inferencs rules from verbs of the CHANGE or GO class to BE verbs are

based on the concepts underlying these verbs and are stated in terms of the predicates that appeer in
the semantic representations of sentences. Among pther rules, the following inference rule (taken
from Jatkendoff 1976: 121-122, 139) relates CHANGE verbs to BE verbs.

! CHANGE (x,y,2) attg o for some times 1y and tp such that
TER" TRV
BE (x,y) at t and -
" BE(x,2)alty
< = earlier than
Conditions: y 2 NOT z, z:NOTg

3

]



308 ..

)
According to Jackendoff (1976 114), “if something goes from one place to another, 1t must fve been
at the first place et some time and at the second place sometime and 1t was at the first place first * To
this lnfgrence rule the condition 1s added that “y and z are distinct places * ( Jackendoff 1376 | 18) 4

On the basis of this rule, which seems to be valid, presumably soma\lmpl 1cations between
sentences containing verbs of thess classes can  be worked out automatically Jackendoff (1976)
gxplains “"that the implhicative proberties of verbs are not idiosyncratic meaning postulates or
clessificatory features but the only possible consequence of the verbs' having the functional structure
they do * However, if the elsmentary predicates are well founded and the inferences suggested are
valid, 1t seems that they should provide a reliable tocl for the verjfiggt1on of the repressntations |
will now examine the behaviour of thematic relations with reSpéct‘ to hnguistic inferences
(Jackendoff 1976 makes no specific claims about thematic relations and thess ruies )

Just as for paraphrases, one might expect that all sentences related by ru‘les of inferencs
would maintain the same set of thematic relations However, this 15 not the case Consider the

" following sen-tencss with respect to inference rule 1 stated above

2Harry WGMLLQIILNMD.EKM&L{LQLG.
T/A

3 (a) Harry was 1n New York at some tims, and
T L

(b) Harry wes in Hartford at some later time
T L

4 (3) The car started sputtering at ime t,
T 6 ‘

(b) Ihe cor was _sputtering et time tiy
T L ]

- 5(a) Ine metal turnedred at timet,
T ¢ . /

", (b) Ihe metal was reget timet; ,

\T L

Sentence ﬁ and sentences 3 (a) and (b) that ars entailed by 2 do net share the same set of thematic

AN

re\ations although there s no denylng that the implications hold. .One cou%rgue pertiaps that the

o
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changes 1n the assignment of thematic relations are requiar and predictable. For example, the Agent-
Theme of the CHANGE santences converts systematically to Theme, and both Sources and Goals, to
Locations The same holds for the pairs of sentences 1n 4-S  But since the same assignment of
thematic reléﬁons does not hold between pairs of entailing and entatled ssntences, 1t 1s difficult to see
Jhow one could argue for thematic relations on the basis of their contribution to the working out of
implhications betwean santences In fect, it is c\ear‘that the specific notions of 7aeme, Apnt, Source,
e/, and Lacarran are not required for these deductions. Thus, overall in 1inguistic analysis, the value
of work ing out precissly which thematic relation applies is uncertain. Suppose the deftnitions of each
of the thematic relations were such that absolute deductions would be unquesticnable Iior example, {f
the following thematic relations were succsssfully assigned, .
6 (a) Thechildren are running + ‘The children' is Agent-Theme
(b) The children ars hungry -+ 'Tha children’ 1s Theme
(¢) The children are in school + ‘The children’ is Theme
what conclusions couldone draw {rom ihts information that would contribute further to the semantic
“Interpretation of the sentences, much lgss as concrets deductions? Especislly in the cass of
intransitive verbs, the thematic relation that_is assigned to the ons and only NP subject sesms
:}mnsequentml Or, in the case of symmetrical predicates, thers must be two logical subjects
/ 7 (a) Mary is acquainted with Bill
(b) Bill is acquatnted with Mary
(¢) Mary and B111 are acquainted with &ach other
(d) They ars acquainted i
Nevertheless, the theory.gf thematic relations predicts that the Theme is denoted by the NP that
functions as the subject of sentences contgining ‘be’.  In this case, the thematic relations can be
assigned correctly according to the lexicon, but the value of the sssignment is unclesr In 7 (8)-(b),

the subject is assigned the thematic Theme, the PP complement, the thematic relation Location. Since
e
there are two obligatory arguments, it seems that they could both be concalved as Themes. (n the case of
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‘ 7(c¢) and (d), ft s not even clear which thematic relations should be assigned. Although thers 1s only
one syntactic srgument in (d) and two or three tn (c), the sentences seem to say the same thing.
It appears therefore that inferential relationships between sentences cannot be based on the
thematic relations assigned to argument positions, but that they depend on the intensions of the NPs and
! the verbs that apply to the referents of the NPs However the implicative relations betwesn the
- _sentences 1n 2-5 above are determined sblely on the basis of the intensions of the verbs they contain.
Next | shall consider inferential relations among 8 series of sentences containing the verb 'be’
Consider the following categorical sentences or elementary predications
. 8 (&) Don 1s & Canadian.
(d) Don 15 my lawysr
() My lawyer is a Canadian
(d) A Canadian 1s my lawyer.
Some of the sentences in 8, in various permutations, form a valid logical argument, 1.e , a series of
statements of which one (the conclusion, e.g., (c) or (d)) is said to follow from the others (the
premtsses, (a) and (b)) Cortain conditions are necessary for a series of ssntences to form g valid

logical acgument. For Instance, the context and the referents in all the sentences must be the seme

For a fixed context, the proposttion expressed by sentence (c) or (d) is implied by the conjunction of .
(a)end (b) Since the truth of (c)or (d) depends on the truthof (a) and (b), 1t is impossible for (a)
and (b) to be true and (c) or (d) tobe false.2 In the premisses, the properties denoted by ‘a Canadian'
ond ‘my lawyer' are attributed to an individual, the referent of the NP 'Don’ that functions as the

subject of (a) and (b). Although thess properties are contingent,3 the premisses provide conclusive

" 2The same conditions apply to the other logical argum 3nts in 8; e.g., from ((c) or (d)) and
(b), one could conclude (). For details about the structure of logical arguments, conditions for the

truth of conclusions, etc., see, e.g., Copt ( 1973:¢ch. 1).

SContingent properties do not hold necsssarily (in all contexts) in contrast to necessary or
, esgential properties as in
(1) I sawatiger. -
(11)(AN tigers ere animals.)
( (111) Therefore, | saw an animal.
Sentence (11) need not be stated since being sn animal is a necessary property for being a tiger.
Putnam ( 197S: ch. 12) discusses these kinds of properties in detell.
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grounds for deducing (¢) and (d). Notice that thess inferences, like all others, depend solely on the
form of the sentences, .., on the )ex'tcm items conteined in the se;ttenoes ond their structural
relations. \

In netural language discourss, conclusions such &s 8 (¢) and (d) "need not be expressed,"
according to Frege (1892: 61), “as they are contained in the premisses.” Although it seems
1ntu|tlvely; correct, Frege's observation does not explain how the constituants of natural language
sentences convey the logical relations holding between the sentences that serve 8s premisses and those
that.serve as conclusions of valtd_arguments. What is remarkable here is that the expressions that
function as predicate terms in the premisses (a) and (b) can also function as the subject of the valid
conclusions (c) and (d). Clear ly.lin order to explain the nature of the relations between the elgments
of inferentially relateq sentences, it is necessary &s a first step, to formulate precise principles for
interpreting the subject-predicate structure of a single slementary sentence containing 'be'.

Now when one gttempts to explain the inferential relations among the sentences in 8-using the
constructs of thematic relstions proposed by Oruber and Jackendoff, 1t becomes cleer that such an
analysis is neither descriptively adequate nor explanatory. Consider the following two analyses of the

sentences in 8.

9(a)l%gnisf_mm
(b)?misfu_]m.
(6) Ll i Conson, “
(d)?ﬁm&lmisé]um
10 (a)%mis[nm
(b)(%m_ls_inum

(c) ty lawver is a Conadion,
Locatfonb  Location o




(d) A Canadian s my lawyer.
Locationa  Location b

In 9, each sentence is assigned the pair of thematic relations that is lexically prescribed for
all sentences containing the verb ‘be’. One would expect that the semantic constructs that are useful in
the description of single sentences would carry over automatically to the analysis of inter sentential
relations. In fact, the semantic description of single sentences should furnish a basis for the
explanation of the semantic relations that hold between sentences. But a uniform assignment of
thematic relations to all the sentences in 9 makes no differentiation between sentences that serve as
premisses and those that serve as conclusions. This/meaqs that thematic relations stmply cannot
contr tbute to establishing inference rules.

in 10, however, the thematic relations are assigned so as to acknowledge the status of the
sertes of sentences as a logicat argument, which is missed by the analysts in 9  But this second
analyéis is not explanatory either. From sentences (@) and (b), one concludes either that a new Theme
or Location & fs at Location b or & new Theme or Location b is at Location a. The crucial elements are
the terms. The terms stand fbr the entities that would be analyzed as Themes and Locations. (It fs not
at all clear why speakers should or how they could make such inferences intuitively Even less clear is
why thess par't!cular thematic relations are assigned to the phrases that function as subject and
predicate terms tn (a) and (b) in the first place. In other words, it is the analysis according to the
theory of thematic relations that needs to be explained in this case In what way is being a lawyer or
being a Canadian cono;ﬁéd as being at a location?)

If speskers indeed interpreted individusl sentences according to an assignment of these
abstract thematic relations, then the inferential relations among the sentences as a logical argument
would be obscured. But speakers do readily understand and accept a series of such sentences as valid
logical arguments. As Frege ( 1892) observes, the conclusions are so fntuitively obvious that
speakers do not ordinarily state them explicitly. Clearly the theory of thematic relations does not
explain the inferential aspect of ssmantic compstence, but the theory is also descriptively inadequate,
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since the thematic reldtions assigned to the functional arquments appear to Impeds the working out

of inferential relations among these sentencss. ‘

An alternative analysts of predication 1S pressnted tn Chapter 3, one which does shed light on
the relations between the premisses and oonc':lustons of valid logical arquments. The compositional
semantic interpretation of sentences 1s described thers as & process of determining the extensions of
hinguistic expressions from their intensions. [nterpretation tekes placs at tr:ree Tevels of ssntence
structure in this order: lexical, phrasal and sentential. The rules of semantic nterpretation operate
on phrase markers from the bottom to the top of the tree diagram. Intensions are assigned to each
terminal slement (lexical items) and then these are combined at the phrasal nodes, e.g., [NP.YP],
[vP.I']. and so on. until an interpretation is assigned to the whole sentencs. Sentences of the form NP
be XP) are interpreted by this procedure. According to this hypothesis, the terms of the subjects and
predicates of sentences containing 'be’ are interpreted as referents and ontological types, respectively;
for the interpretation of the whole sentence, the referent of the subject is conceived as belonging to two

ontological types. The extensions of the subject and predicate phrases are i1lustrated in 11
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An affirmative declarative sentence of the form [(-NP be XP] 13 interpreted as follows: The referent(s)

of [NP.1"] belong(s) to the ontological type(s) denoted by [XP, [\+bel). This rule accounts for the

genersl sementic reletion thet corresponds to the grammatical subject-predicate relation for

sentences containing 'be’. The extension of the whole sentence may be diagrammed as follows.

12 (A) B

K

This disgram illustrates what the worid would be 11ke if any sentence containing 'be’ described by the
rule were true. In terms of truth, a sentences of this form would be true only if the referent(s) of the
subiect belonged to the type( s) denoted by the predicate term. Also 1llustrated here is the principle -
that, for a true categorical sentence, anythtng that is said to be_long to typs A also belongs to the type
B, or (all) a'sare b. If the referent of the subject belongs to two ontological types, then it may de
referred to as either an ‘s'or as 8'b’ That is, if the statement ‘A is B’ is trus, then the expression ‘B’ s
semantically substitutable for the expression ‘A’ in e given logical argument. This fundamental
principle accounts in part for the inferential relations that hold between the premisses and
conclusions In 8.\t 1s discussed by Sommers ( 1982) as a spectal case of the arcrum dé omni.

In contrast to the theory of thematic relations, the categorical approach bssed on ontological
Types and cateqories makes the inferential relations evident. The main advantage of this approach 1s
that it makes modest claims which are realistic. The linguistic Informatk;n required is 1imited to the
intensions and extgnsions of lexical ftems and phrases and their structural relations. The intension
contains criterial information concerning the type of entity that the expressien denotes. Thus the
processes of conceptualization and tnterpretatibn are directed toward an extramental world of
discourse. The. data involving both gquestions and inferences suggest thet such en ontolo{;teal
classification is more expedient for explaining interpretive phenomena then the abstract constructs of
thematic relations, which are language centered, specifically depending on the structure of a single
sentence containing 8 particular verp. That is, thematic relations are designed for and re'strzicted to
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single sentences, and their interest seems to stop there. As illustrated above, no inferences or
1mplications bstwesn sentences are stated or analyzed in terms of thematic relations.

The main problem for the theory of thematic relations 1s seemingly that it claims too much. It
ascribes to speakers certain innate conceptual structures that are not required for the tnter@retatton
of single sentences. Like theoriss of pragmatics, the theory of thematic relations presupposss the
intensions and extensions of verbs and their functional arguments. But in addition to the ordinary
ntensions of NPs, for example, the theory of thematic relations also postulates the property of being
the Theme or being a Location, which i assigned to the functional arquments of verbs in & sentence.

The kind of conceptual information that is appropriate for the analysis of sentences should
also be vahd for explaning relations among sentences. Now consider the assignment of thematic

relations to the subject phrases of thess sentences.

13(a) [%y_mm 1s 8 bachelor.
(b) Someone 1s a bachelor
T .
14 (a) Her dressds torn.
T

(b) Something is torn.
1

4

In this case, the thematic relstions are simply frrelevant to the conceptual anslysis that is involved in
implicetive relations between the (a) and (b) sentences. For example, from 13 (@) one can infer 13

(b) and from 14 (a), one can infer 14 (b). But ‘'my cousin’ and ‘her dress’ are 8ssigned the same

_ thematic relation Theme. Yet the implications are different. From ‘my cousin' one derives 'someone’,

while from ‘her dress’ one derives ‘something’. Clearly these 1tpp|icot|ons are not based on the
sentential relation Theme, but rather they involve 8 clmmmt‘?on thet is ontologically oriented. Thet
1S an analysis of the nature of a thing or what it is essentially. This isexactly the kind of classtf\mt&on
exemplified by Aristotle’s ontological categories, which can be teken as & classification of the things
that speakers talk about.
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To verify that the copying process of sssigning thematic relations labels to the functional
arguments of ‘b’ is insufficient for the sementic interpretation of natural langusge sentences,
consider the following example containing nonce words. From the determiners, we can deduce that this

18 & sentence of the form [NR:-be NP].

. lS(a)%.hﬁ_mlnisenm-

Even though thematic relations have been assigned to the functional arguments (NPs), | doubt that any
competent speaker of English coulaaay very much about the meaning of 15 on that account. From the
thematic relations,ithe only.oonc‘iusions aredhat ‘the nola’ is sssigned Theme and ‘an eagen’ is assigned
as Location. But accordin{g to traditional assumptions, & speaker who could interpret 1S would be able
to unda'rstand the proposition it expresses and would know what the wor id would be like if it were trus -

And furthermor'e, general implications such as

16 Something/someone is/isn't & physicai object.

$

could at least be drawn, if one only knew the intensions of 'nolla' and ‘'eagen’. No inferences or
lmpltoottonds follow' because the NPs cannot be interpreted. in this respect, the cat_egoricel approach
can do no better because it depends explicitly upon the intensions of the lexical items that are analyzed
ssterms. Both snalyses clearly depend only upon the conceptual information cenveye;j by the lexical
ftems and their relations within sentence structure. Just the ssme, the categorical method is
preferable. Ontological types and categories seem to be mere relevant for v)orktng out inferences
between sentences than abstract constructs such as thematic relstions because types and categor fes are
closely connected to the inherent properties of the entities that speskers talk about and what they
atir ibute ta them.
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Summary

My objective 1n this disser tation has been to propose a semantic analysis of subject-predicate

relations that will serve as a basis tor explaining how competent speakers of English can interpret
glementary sentences containing the verb ‘be’ Although | do not consider the ralational notions
of subvect and predicats to be syntectic primitives (as explained 1n |1 2 1), thev can be ussful
heuristics for semantic analysis. Subject and predicate are tactored here 1nto maore elementary
syntactic and semantic constituents. The preceding chapters have been concerned with the anelvsis of
the basic ynits of syntactic structure and the corresponding units of conceptusl structure of the™
subiect and predicate phrases in categorical s@tences The main task was to propose principles or
correspondence rules by which the structural units and the conceptual units of categorical sentences
could be correlated For this task, | have given special attentibn to the structural and conceptual
characterization of ‘be’ ,é‘f

The syntactic notions and principles that | take to be essenttal for an adequate description of
the subiect-predicate relations of categorical sentences are described in Chapter 2. The grammatical
principles that are necessary to account for the well-formedness of elementary sentences include those
of X-bar syntax and the Prolection Principle based on jnherent lexical properties snd strict
subcategorization | arque that strict subcategorization furmshes a better base for the Projection
Principle than the 6-Criterionsince the latter does not account for the complementation requirements
of verbs such a&s 'be’ | claim that a verb's subcategorization is an important part of 8 spesker’s
syntactic compstence That is, a competent speaker who chooses 8 particular verb knows the category
of the phrasa(s) that it governs. This proposal contrasts with previous analyses of predication within
generative grammar. For exsmple, Rothstein's rule of predicate linking (1983) s supposed to
account generally for the well-formedness of sentences, making 8 specific phrase structure rule for
the analysis of sentences redundant. However, her deﬁnttion of subjects and predicstes 1s based on the
assignment of 8—roles to subjects. Thus her rule of predicate linking is tnadequoete since it cannot

account for the ungrammaticality of the following sequence: ‘Itis ' (*). (See 2 1.2 for detetls )
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For the description of the syntactic part of the structure, the following labelled bracketing
represents the D-structural enelysis of elementary sentences containing 'be’. [}-NP[,INFL[ypbe

XP]}]. A sentence is the maximal projection of the INFL category, which in English is a [+finite] V
position. Sentences containing a finite form of 'be' have the following S-structure: [|-NP ..

[inrbelypt XP111.. The terms "subject’ and ‘predicate’ refer to phrases of particuler categories in

particular configurations. They are defined in this work as follows. Subject. [NP "] and Predicate
{VP.I'}). In 1.2.2, 1 arque for an analysis of 'be' as one lexeme categorized &s a full verb (V). The
following represents the categorization and su‘;.e;ategorizatlon frame of 'be’.
1°be’: [+V,-N, +___XP], where X may be N, A, P, or ¥
Predicate complements of these categores are tllustrated in 2
2 (8) This ig Pat; (b) he {s not a bachelor [NP be NP]
(c) He g married. [NP be AP]
(d) A man was 1n the kitchen. [NP be PP]
(@) Al of the cooktes hqve been eaten. NP be YP]
Thus | would analy2e 'be' as 8 single lexical item in the grammar of contemporary Enghish. My main
argument herse is & uniform syntactic and semantic analysis of ‘be’ as described in Chepters 2 and 3
This analysis unifies all syntactic functions (e.g., auxillary, copula, main verb, es outlined in 2.2)
-and all "sensss” of 'be' (e.g., definitional, equative, existential, predicative, etc., as discussed In
Chapter 4).
For the description of the samantic part of the structure, two questions are considered basic:
What information is conveyed by expressions of language? and What is this information about?
(Jackendoff 1983: 23). | conclude that language conveys conceptual information abodt entities of
various types thet speo!ters talk about in an extramental world of discourss. My semantic analysis
reflects 1deas from several different sources. In 1.2.2, | examine the issue of the ontological
relationship between language, mind, and reality, as viewed by (1) classical semanticists and
logiciens, e.g., Carnap, Frege, Putrpm; {11) Aristotleandtradmonés)i logicians, e.9., Sommers; and
(111) conceptualists, 6.g., Jackendoff ( 1983). As & starting point, | adopt & Chomskyan theory of
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grammar, which 1s mentaltst, and Jackendoff's conceptual structure hypothesis. (See 1.1.) My
ontological position. which is basically Aristotelian, is summarized in 1.2.2 (1v). | conclude that for
hinguistic semantic analysis. what needs to be accounted for 1s intensional, 1.8., what 1s said, rgther
than what 15 actually in the world of discourse. (In an Aristotelin approach, both aspects would be
analyzed according to the same concepts.) Next, | will summarize my obssrvations concerning the
concsptual information that is essential for the interpretation of sentences contatning 'be'.

A single correspondence rule for the interpretation of categorical sentences in English 1s
propesed 1n Chapter 3. This rule purports to account for the subject-predicate relations of all
elementary sentences containing 'be’. Also | try to justify the use of the same verb in all the sentence
types 1llustrated in 2 above and to explain why slementary sentences containing 'be’ are basic. 'Be’ in

.

English 1s an explicit sign of attribution. The propositional content of elementary sentences containing

A“be' 1s the attribution of an ontological type to the referent(s) of the subject NP.  An affirmative
declarative sentence analyzed as [ -NP be XP] is interpreted or analyzed extensionally gs follows: the

referent of [NP,1"} belongs to the type denoted by [XP, [\/be]]. This rule is stated in terms of the

conceptual analysts of the verb. Thus‘it encapsulates the contribution of 'be’ to the truth conditions of
categorical sentences and suggests con¢eptual well-formedness conditions for these sentence types.
Cﬂmmmmlsammminmmmnismcﬂquherewammmammmmﬂ
extensions of Linguistic gxpressions. The extensions of categorematic . expressions ere determined
conceptually by their intensions. The intension of an expression is basically the information that the
expression conveys (or the concepts that correspond to it), while the extension is what the -
information 1s about. For linguistic semantic interprétation, what is satd (expressions tn a certain

\
syntactic configuration with corresponding intensions) is teken &3 & point of departure. | therecterize

. the extensions of lexical {tems, phrases, and sentences in terms of the entities speakers intend to talk

about (1.e., the referent(s) of expressions) and the ontological types the referents are said 1o bslong
to. Using the besic notions of re/arent, antins snd s, | show how the interpretoetions of lexical
1tems, phrases, and sentences differ from each other, and how the exteqsion of aﬁcomplex expression 18
determined by the concepts corresponding to the smallest constituents of the‘éeﬁténce, the lexical items
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1t contains. Interpretation esdescribed in Chapter 3 1S a process that 18 truly compositional, which
13 not demonstrated often in the literature of generstive grammar. ~

' The subject and predicate phrases each contain a constituent thet functions as a term. For my
semantic analysts, the notion of Z&r/ iscentral. It comes from Aristo{elian "two-term" logic*(TFL),
8s described in 1.2,1 end 1.2.2 (i1). In well formed eategor;cal sentences, there are always two terms
that are related by the verb 'be’. A term 1S a categorematic expression that beiongs to an gntological
category or fype, asdiscussed in connection with Aristotle's metaphysics. As in Aristotehan logic, |
assume that ontological types have an intensional ( mental) sspect and an extensional (extramental)
. one. Well formed sentences containing 'be’ determine a sttuation 1n a given v;drld of discourse 1n which
the referent(s) of the subject belong(s) to the type(s) dencted by the predicate term. But according

to TFL, there ALY need to distinguish between the subject and predicate terms on the basis of semantic

criteris, a3 cbserved by Sommers ( 1982). Both terms correspond to ontological' types. This is one

advantage of a semantic analysis based on the principles of TFL. The same principles of interpretation
apply'to any categorematic expression thet functions as a term whether it appeers in the subject or ithe

predicate. For instance, for ssntences of the form [NP be NP], the two NPs would’be interpreted

sccording to the same compositional principles. The distinctwﬁ_batween the functions of the subject '

and predicate NPs dapandé upon their asymmetrical dominance relations within sentence structure.
That 1s, the NP that is a sister to (governed by) thé verb 'be' is predicated of the referent(s) of the
subject NP. “ . ’ : ~

‘ Although 'be’ is analyzed a&s an explicit sign of attribution, which is  characterized
conceptually as a raistion between iwo terms, sentences containing ‘be’ are not interpreted in the same
way as sentences containing verbs that are analyzed as two-place relations.  These two claims are
apparently incoherent or at leest require an explanation. In sections 3.2 and 3.3, | compare and
X ‘oontrast the interpr'gtatton of sentences containing the verbs ‘hit’ and "be’ in the same inflectional
forms. Although sentences of the forms [NP hit NP] and [NP be XP] may contain exactly the same
number of expressions that correspond to the same number of concepts, all sentpnees containing ‘hit’

express or imply dyadic propesitions, while many containing "be’ express monadic propositions. The

[
]
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main distinction betwesn monadic propositions expre,ss,sd by sentences containing ‘be' and t;wic
propositions is extensional. The function that ts designated by ‘hit’ applies to the referants of both the
sub}ect‘and the direct object phrases th sentences. In categorical sentences, the type that 1s &10nated
by [be + XP] is attributed only to the referent(s) of the subject phrass.

For every slsmentary sentence. the concebthal relation of attribution 1S signified by the
combination of subject and predicate phrases. vln every well formed sentence (containing 'be' or any
Lother veri)), the predm;:te }s attributed to the referent(s) of the subject phrass. Whatever 15
designated by the whole predicate phrasa 15 attributed to the refersnt(s) of the subject phrase. The
verbs 'be' and ‘hit' differ, however, in their semantic content. | have characterized ‘hit' as
,categorematic, and 'be’, as syncategorematic. The contribution of 'be' on its own to the mssning of the
sgntence 1s the following. It asserts oy that the referant(s) of the subject balong ta & certain typs or
types, which 1t does not designete 1tself, whereas 'hit' asserts thet the referents of both the subject end
direct object phrases belong to & relational type, which 1t designates 1tself. ‘Hit' designates an action
(activity or procss{s) involving two referents or two ssts of referents. This happening may be
characterized &s a relation of contact. On its own, 'be’ does not designate the type te which the
referent(s) are said to belong. The ont’glogical type to which the refersnt(s) 1§/ore sa1d to Delohq in
categor ical sentenc’eg is designated by {be + XP]. (For details, see Chapter-3.)

As a consaquencs of the categorical analysis of ‘be', in well formed sentences, 1t 13 clear thet
the type denoted by the predicate XP must be extensionally equal to or more comprehensive then ihat
denoted by the subject NP, Only in case X 1S N could the extensions of the subject NP and predicate
term be equal. Thus [NP be NP) is the fom; required for sentences analyzed 8s identity statements.
Although subjects and predicate complemeﬁts mey be extensionally equivalent, when different
expressions are used, they are rarely, if ever, intensionally equivalent. (For this reason, | reject the
coindexing procedures for the syntactic snalysis of- predicetion, which imply that subjects end
p;‘edicates are coreferential. See 2.1.1 and 4.2 for details.)

In the course of this snfw, | have examined several different spproaches to the ssmentics of

categorical sentences. In Chapter 4, | contrasted my conceptual snalysis of ’bej es the relstion of

A
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) éttrmutlon wttﬁther specific semantic analyses of ‘be’ In particular, | consvder@ Amstoﬂe's-ter;‘—

way classinication based on h1s theory of categorges an}l tr;e four-way analysis of ‘be’ as “existential.”
"equative.” "predicative,” and "ver idical” (’4 1 and ﬁg) and Wilhams' (1984) distinction betwesn
‘be’ Aux and ‘be' ¥V 1n terms of the notion of atentions/rty (43) The diffe;ent senses that are
attribut;d to 'be‘iopmﬁen the contributions to sentence meaning of the various subject and premcate
terms Thereﬂ;re tr;ese"are not veritable oojpceptual analyses of tng verb 'be’ itself

As a consequence of my oo?npbsitional analysis of categorical sentences, it 1s possible to
ifidicate the functions of constituents of vartous Syntactic categorfes in the expression of categorization
and ndividuation ]udgmer;ts. Categorization, which s prior, 15 the pegRess of classifying or
deter miniag that an entity belongs to one type or another IndeuaUdn 1s 8 process for distinguishing
sntities of a certain type- For the expression of a’mtegorlzattoﬁ judgment, a phrass of any majr
categary can be used to designate 2 type All categorematic‘lexlcal itams of natural language correspond
to }vpe concepts For thg‘ gxpression of individuation, a determmerr or quentma; (.exphclt or
mphcit) 1s requxr? Thus\. only NPs are individuating expressions as they are the only categorigs
that contain dsterminers (n. Semantics and cagritran (1983), Jackendoff posits two different kinds of
concsptual constﬂﬁents. which he mstipgmshes as. "TYPES" and "TOKENS," to account for the cognitive
processes 101 categor1zation and individuation Unlike Jackendoff, 1 do not pos;t “token" concepts, only
“types.” ) \ g |

The cf)psequences of. ’my categorical analysis contrast with those of Jackendoff's (1983)

proposal. | agree with his claims only in part. (For details, see 1.2.2 and | 3 1)  Jackendoff -

.describes two suppesedly innate conceptual schemes by which human beings organize and interpret

their experience in the worid: @& scheme of antological categories and a scheme of thematic relations
Although | completely agree with his scheme of ontological categories, which is quite similer to
Aristotie's ( see 1.2.2 (H)): | do not subscribe to the thematic relations hypothesis. in Chapter b, |
consider data nvolving various interssntentisl relations, comparing and contrasting the results based
on thematic relations assignments and my extensional categorical analysis. These data include active-

passive senteflce pairs, question and snswer pairs, and inferentially related sentences. While the
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assignment of thematic relations often fails to account for thess relations, the cateqorical approach

" based on Aristotelian logic does better The conceptual analysis of expressions based on ontological

types tnvolves information by which the speaker conceives of the things referred to in the-worid of
discourse according to their propertiss. On the other hand, the thematic relations Theme and Location
(which are 1nvariably assigned to subjects and predicste complements of ssntences contatning 'be')
Involve (1exical) relations that are restricted to 1solated sentences. The data mvolvfﬁg questions and
nferencss suggest that an ontological classification 1s more expedient for explaining interpretive
phenomena than the abstract constructs of thematic re(lations which are wholly concept’ual and clossly
alhiéd to syntactic structure (See 5 1) Crucially, | find no infersnces or 1mplications between
sentenegs that depend\“‘on the assignment of specific thematté relations (For details, se8 52.3) In
contrast, the extensional interpretation based on referents and ontological types makes the 1r;1erent1al
relét»qns immediately evident The main advantage of my approach is that it makes modgst ciaims
which are realistic The conceptual information required is ]1m1ted to the intensions of lexical items
and their structural relations in sentences The intension contains critertal information concerning
the type of entity that an efpression denotes | conctuds.that both the processss of conceptualization
and mterpret;mn are directed toward an extramental world of discourse

Inthis work, | have arqued that the entities that speakers can refer to and talk about do pot
belong to a single ontological type. It is also questloqable that there is a single ontological category
(such #s acategory of being, essencs, or substance, as suggested by Aristotle) which would subsume
all types of entities that are the objects of 1inquistic reference. | have not attempted to deiimit the
types of n;:rneable entities thet speskers can refer to and talk about If there were Indeed 8 besic
ontologucal category such as stibstance { that subsumes all subject terms) we might say that 1t can be
subdivided 1nto seversl different tyﬁes which may be identified by more spectfic characteristics.. In
this work. | haye mentioned &t least four distinct types that have significance for Hinguistic analyss.
First, thers are thoss entities that are denoted by count nouns, second, non-count nouns (lnclyqu e
abstract terms and mass terms). Third, on }he basis of préhouns, we can dtstfnouish two types In
Engﬁsh (and many other Janguages as well): human and non-human entities. And fourth, on the bests
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of question phrases, other categor1es of subject and predicate terms are.confirmed, such as qualities
(what kind?), quantities (how much/many), locatons (where?), actions, activities, processes,
happenings, etc (what . going on?), and so on  What other kinds of referents are there? By what
ssmantit characteristics are the types denoted by count nouns distinguished from these denoted by
mass nouns or abstract nouns? These and other qusstions remain to b answered in future research In
any&a”jvseams clear that the general ontological categories 1dentified by Aristotle are pertinent as

a starting point for linguistic analysis




S

325

REFERENCES

(¥4

ACKRILL,J L seg ARISTOTLE Aristotle's Cotsgarias and De Intarpretatione . . 1963.

AKMAJIAN, Adrian and Thomas WASOW. 197S. "The constituent structure of YP and AUX and the
position of the verb BE. Limguistic anelysis | 205-24S.

AKMAJIAN, Adrian, Susan STEELE and Thomas WASOW 1979 “The category AUX in Universal
Grammar " L /nguistic inquiry 10: 1-64, ’

ALLERTON,D U 1982 Falsncy and the English verd  New York- Academic Press.

ALLWOOD, Jens, Lars-Gunnar ANDERSSON and Osten DAHL. 1977 (agic in linguistics (Cambridge
textbooks in lingustics) Cambridge: The University Press

ALSTON, Witham P 1964  Phv/asaohy of lenguags. (Foundations of philosophy series) Englewood
Cliffs, N J Prenttoe-Hall

ALSTON, William P. 1971 "How does one tell whether a word has one, several or many senses?” {n
Semantics: an Interdisciplinary réader in philesoply, linguistics and psveholay
£dited by D. D Steinberg & L. A. Jakobovitz. Cambridge: The University Press, 1971,
pp 35-47

ANDERSON, John M 1971 /Jhe gramm&/r or cass: lowards 8 localistic theory: (Cembridge studies in
linguistics, 4). Cambridge: The University Press.

ANDERSON, Stephen R. 1977 "Comments on the paper by Wasow" in Farma/ synfax. Edited by P
Culicover and A Akmajfan New York. Academic Press, 1977, pp. 36 1-377

ARENS, Hans 1984  Arsstotle’s theory of Jenguage and Its tradition: texts from 500 to 1750
(Amsterdam studies in the theory and history of linguistic science: series i Studies
in the history of linguistics; v. 29) Amsterdam: J. Benjamins,

ARISTOTLE Aristotle's cotaries and Dg //)rer,ofe(af/ma Translated with notes by J. L. Ackrill.
Oxford: Clarendon Press, 1963,

ARISTOTLE 748 cotagories [and) On Interpretation. Translated by Harold-P. Cooke. Arior anslytics
Translsted by Hugh Tredennick. (Loeb classical library; 325) London: W. Heinemann,
1973.

ARISTOTLE. Melaphysics Translated by Richard Hope. Ann Arbor. The University of Mlch(gan Press,
1960 c1952

ARISTOTLE Aristotie's Melaphysics : Books T', A, and £ Translated with notes, by Christopher
Kirwan. Oxford: Clarendon Press, 1971, reprinted 1980.

ARISTOTLE. Pas‘tw‘/w' melytics Trensloted by Hugh Tredennick. /gp/ce Translated by E. S. Forster.
(Loeb classfcal library; 391) Cambridge, Mass.. Harverd University Press, 1972,
c1960.

AUSTIN, J. L. 1962. How lo b 1/7/‘/@; with wards. 2ded. Cambridge, Mass.: Harvard University Press,
c197S.




326

AYER . AlfredJ. 1976 "Identity and reference” In Language 11 Jocus: Toundelions. melhads and Systems.
assays In memoary of Vehashue Bsr-Hille/ Edited by Asa Kasher (Boston studies in
the philosophy of science; v. 43) Dordrecht D. Reidel, 1976, pp. 3-24

BACH. Emmon. 1967. " Aave and e n English syntax” Lanouape 43 462-485

BACH. Emmon 1968 “Nouns and noun phrases” in (niversals in linguistic theory Edited by E Bach
andR. T. Horms New York Holt, Rinehart and Winston, 1968, pp 91-122,

BACH,Emmon 1974 Syntactic theory: New York. Holt, Rinehart and Winston
BALDINGER, Kurt. 1980. Semantic theory. lowards &8 madkrn ssmantics. Oxford B Blackwell

BAMBROUGH, Renford. 1963. 7Ae philasgphy of Aristotle: & new sslsction with an introduction snd
commentary. New translations by A. £ Wardman and J L Creed. New York New

American Library

BARWISE, Jon and Robin COOPER. 1981 "Generalized quantifiers and natural language” [/ /nguistics
and phiiosaphy 4 159-219. )

BARWISE, Jon and John PERRY 1983 Situstions ana sttitudes Cambridge, Mass. MIT Press

BELLERT, Irena. 1980-1981 "Definition of text meaning corresponding to Wittgenstein's aphorism
'An expression has meaning only in the stream of 1ife'" Pastics todsy 2- 179-182

BELLERT, Irena. 198S. "Interpretive model for linguistic quantifiers” in foundstions or /lagic and
linguistics: brobléems and their solutions. tdited by Georg Dorn and P, Weingartner
London: Plenum, 1985, pp. S03-541

BLANSITT, Edward L. 1978. "Stimulus 8s a semantic role” in Valencs, sementic cass, and grammatics!
re/ations: papers prepared for the Work’mg Group “Yalence and Semantic Case,”
12th International Congress of Linguists, University of Vienna, Austria, August 29 to
September 3, 1977. Werner Abrahem, ed. { Studies in language companion series, v.
1) Amsterdam: Benjamins, 1978.

BOTHA, Rudolf P. 1981, e condet or linguistic inguiry: & systematic Intraduction lo te
methaavlogy or generative grammer. (Janue hinguarum, series practica; 157). The
Hague: Mouton.

BRADLEY, Raymond and Norman SWARTZ. 1979. Passible warlds: an intraduction to lagic and its
ohtlasgphy. Oxford: B. Blackwell.

BRESNAN, Joan. 1978, "Araslistic transformational gramrﬁar " In Linguistic theory and psycholagice/
réo/1ly. Edited by M. Halle, J. Bresnan and G. A. Miller. (MIT Bicentennial studies, 3)
Cambridge, Mass.: MIT Press, pp. 1-59.

BRESNAN, Joan. 1981, "Polyadicity: dart | of a theory of lexical rules and representations” in Lax/ica/
aammar. T. Hoekstra, H. van der Hulst, M. Moortgat, eds. Dordrecht: Foris, 1981,

pp. 97-121.

BRESNAN, Joan. 1982. "The passive in Lexical Theory" in 77 manta/ representstion of grammatics/
relatians. (MIT Press series on cognitive theory and ments! representations)
0 Cambridge, Mass.: MIT Press, pp. 3-86. :




©

327

CARLSON, GregN 1983 "Logical form: types of evidence” £ zaguistics and philesaphy 6: 295-317

CARLSON, Greg N 1983a. "Marking constituents™ in Lmgwistic mf@rm' Auxriiariss and reloalsd
puzzles VOl \. Catagories. Edited by Frank Heny and Barry Richards. Dordrecht. D
Reidel, 1983, pp 69-98

CARLSON, Greg N 1985. “(Review of] R Jackendoff, Samantics and cognition  * Linguistics and
plosaphy 8 S05-519

CARNAP, Rudolf 1942, /ntragsction lo semantics.  (Studles in semantics, v 1) Cambridge, Mass
Harvard University Press .

CARNAP, Rudolf 1956 Mawing and necessity: & study in sementics and mads/ logic 24 ed.  Chicago
The University Press,

CARTWRIGHT, R 1966 “Proposi'ilons" in Anelytic philasgoty, st ssries Edited by R U Butler
Oxford: B Blackwell, 1966, pp. 81-103

%omé’xv, Noam 1957 Smtactic structurss The Hague Mouton

OMSKY, Noam 1965 Aspacts of the theory of synlax Cembridge, Mass MIT Press
CHOM§KY, Noam 1972, Studies on sementics in wﬂgam(/'vegrammor The Hague: Mouton
CHOMSKY, Noam 1975 Rerlectrons an langusge. New York: Pantheon Books, 1976, ¢1975
CHOMSKY , Noam 1977 £Lssays on form and Interpretation. New York: North-Holland.
CHOMSKY, Noam 1979 Languags snd responsitility (.. with Mitsou Ronat). New York. Pantheon.

CHOMSKY, Noam. 1981. lectures on government and binding the Pisa lecturss. (Studies In
generative grammar) Dordrecht: Foris.

CHOMSKY, Noam. g) 981a. "On the representation of form and function” 7he Linguistic review |- 3-
40.

CHOMSKY, Noam. 1982. Sams concspls and con. or the lheary orf government and binding.
(Linguistic inquiry monographs; 6) Cambridge, Mass.: MIT Press,

CHOMSKY, Noam. 1986. Sarr/ers. (Linguistic inquiry monogrephs, 13) Cambridge, Mass.. MIT
’ Press.

CLARK, Ross. 1969. “Some verbless sentehces in Samoan” deaan/c /inguisties 8: 105~119.

COMRIE, Bernard. 1976. Aspsct: an intraduction to the study of verbal aspsct and réletsd prablems.
(Cambr idge textbooks in nngu!su(‘:s)\CombMdga: The University Press.

COOK , Walter A. 1979. Cosggrammar: deve/aoment or thé matrix mob/ (/970-1978) Weshington.
Georgetown University Press.

COPL, Irving M. 1973. Symbo/lc /agic 4th ed. New York: Macmillen,

.

\




COP1. Irving M. 1982. /ntradction to lagre. 6thed. New York: Mecmillan

CRESSWELL, M. J. 1973, Lagics and lenguages. London: Methuen

CRESSWELL. M. J. 1978. “Semantic competence” in /Meaing and lransistion. philosaphicsl and
lingurstic gpraaches Edited by F Guenthner and M. Guenthner-Reutter  London:
Duckworth, 1978, pp. 9-27.

CRESSWELL, M. J. 1983 “A highly impossible scene: the semantic of visual contradictions” in
Meoning, use, and Inlerpretation of language. Edited by Rainer Bauerle, Christoph
Schwarze snd Arnim von Stechow New York Walter da Gruyter, 1983, pp. 62-78

CRYSTAL, David. 1980. A first arctionsry of /inuistics & p/anetics. London A\ Deutsch o

CULICOVER  Peter W 1976 Symfax New York Academic Press

CULICOVER, Peter W and Wendy K WILKINS 1984 Laca/ity in linguistic theory New York Academic
Press.

DAVIDSON, Donald. 1967 "Truth and meaning™ Synthese 17 304-323
DAYISON, Alice. 1980. "Pecullar passives” [ampuag S6. 42-66

DRYER, Matthew S. 1985 “The role of thematic reletions in adjectival passives” L/ngwistic Inguiry
16- 320-326

DUMMETT, Michael 1981 Frage: philesaphy of isnguage 2d ed London: Duckworth

An Encycigpadia of Aux: a study in crosslinguistic equivalence, by Susan STEELE, ef 8/ (Linguistic
' inquiry monographs; 5) Cambridge, Mass.: MIT Press, 1981.

ENGLEBRETSEN, George. 1981. 7Arae lagicians: Aristalle, Lerbniz, and Sommers and the syllegistic
Assen: Yan Gorcum.

EWING, A C 1963. “The linguistic theory of @ prior/ propesitions” in Clarity 1s not enough: essays in
wg'/rg'/m of linguistic philesaply. Edited by H. D. Lewis. London: Allen & Unwin,
1963, pp. 147-169.

FALK , Yehuda N. 1984. "The English suxiliary system” /e 60: 483-509.

FILLMORE, Charles J. 1968. “The case for case” in (hniversals in limguistics theory. Edited by E. Bach
and R. T. Harms. New York: Holt, Rinehart and Winston, 1968, pp. 1-88.

FILLMORE, Charlesd. 1971. “Types of lexical information” in Semanlics: an interdisciplinary readr
in philasgoly, linguistics and psyciolagy: Edited by D. D. Steinberg & L A Jakabovits.
Combridge: The University Press, 1971, pp. 370-392.

FODOR, Janet Dean. 1977. Semantics: theorias of meaning in generative grammar. (The Lenguage and
thought series) New York: Thomas Y. Crowell.

F(Q;DOR.JerryA. 1975. The language of thouphit. (The language and thought series) Cambridge, Mass.:
- Harvard University Press.



329

@ FODOR. Jerry A. and Janet Dean FODOR. 1980. “Functional structure, quantifiers, and meaning
pastulates” Lnguistic inguiry 11: 7159-770.

FREDE, Michael. 1981. "Categories in Aristotle" in Studrss in Aristot/s Edited by DominicJ 0'Meara.

('Studies 1n philosophy and the history of philosophy; v. 9) Washington, D. C: The
Catholic University of America, 1981, pp. 1-24.

FREGE, Gottlob 1892 “Sinn und Bedeutung” in Funktian, Bagrift, Badbutung fin! logische Studhen
Hrsg. und eingeleitet von G. Patzig. Gbttingen: Vandenhoeck & Ruprecht, 1962, pp
38-63

FREIDIN, Robert. 1975 "[Review of] Semantic interorstation in generative grammar. by Rey $.
. Jackendoff ..." Language 51 189-20S.

FREIDIN, Robert, 1975a. “The analysis of passives” Language 51- 384-405,
FREIDIN, Robert 1978 "Cyclicity and the theory of grammar” Z/nguistrc inquiry 9 S19-549

GAZDAR, Gerald, Geoffrey K. PULLUM and Ivan SAG. 1982 "Auxiliaries and related phenomena in a
restrictive theory of grammar" Language 58 591-638.

GEE. James Paul 1974 “Jackendoff's thematic hierarchy condition and the passive construction”
Linguistrc Inguiry S. 304-308

GOLDBLATT, Rabert 1984. Tapor the categor1a/ snalysis of lagic. ( Studies in logic and the foundations
of mathematics, v 98) Amsterdam. North-Holland.

GOLDSMITH, John and Erich WOISETSCHLAEGER. 1982. "The logic of the English progresstve”
Linguistre Inguiry 13. 719-89.

GOPNIK, Myrna. 1981, "Languags, cognition ond the theory of signs” ARaierchss
semantiques/emiotic inquiry - 310-327 *

GRICE, H P 1957 "Meaning" Philosaphical review 66. 377-388. (Reprinted in Semanitics: &
interdisciplinary reager in philasaply, linguistics and psycholagy, edited by D. D
Steinberg & L. A. Jakobavitz. Cambridge: The University Press, 1971, pp. 53-59)

<%
GRICE, H P. 1975. "Logic and conversation” in Symiax and semantics 3 Spesch &ls Peter Cole and
Jerry L. Morgan, eds. New York: Academic Press, 1975, pp. 41-58.

GRIMSHAW, Jans. 1979. "Complement selection and the lexicon" £ /nguistic inguiry 10: 279-326

GRUBER, Jeffrey S. 1976. Laxica] structures in synteax and semanilts. (North-Hollend linguistic
series; 25) Amsterdam: North-Holland.

HAAS, W 1973 “Meanings and rules” Praceadings of the Aristotel/an saciely | 972-1973: 126-155.

HAIMAN, John. 1985, “[Review of] Ray Jackendoff, Semantics and Copnition ...~ Canadien journal of
{Inguistics/Revue conadienne a /inguistigue 30. 90-96.

o HALLE , Morris. 1973. "Prolegomena to a theory of word formation” . /npuistic inuiry 4. 3-16.




330

HALLIDAY, M. A. K. 1969. "Types of process” in Aa/lidey system and function in langusge: selected
papers Edited by 6. R. Kress. London: Oxford University Prass, 1976, pp. 159-173

HALMOS, Paul R. 1960. Ma/ve ss! theary: (Undergraduate texts in mathematics) New York Springer-
Verlag, 1960 and 1974

HARRIS. Zellg. 1982. A grammar or English on mathéematical principles. New York Wiley
HIGBINS. F. R. 1979. 7he psaudo-clert construction n English. New York. Garland Pub Co
HIZ.H. 1960. "The intuitions of grammatical categories” /etnats 12 311-319

HOEKSTRA, Teun. 1984.  Jransivity: grammatica! relatians in government-oinding lhéory
(Linguistic models; 6) Dordrecht: Foris

HORNSTEIN, Norbert. 1984. lapc & grammar an sppraosch lo mésning in neturs! langusge
Cambridge, Mass.: MIT Press.

Husser /. intentionality, anad copnitlive sciénce. Hubert L Dreyfus, ed Cambridge, Mess., MIT Press,
1982.

HUST, Joe! R. and Micheel K. BRAME. 1976 *Uackendoff on interpretive semantics: a review of
Semantic Interprétation in genérative grammar, by R. Jeckendoff” Linguistic anelysis
2:234-277.

JACKENDOFF, Ray S. 1972 Sementic intsrpretstion in generative grammsr ( Studies in linguistics
series; v. 2) Cambridge, Mass.. MIT Press.

JACKENDOFF, Ray S. 1975 "Morphological and semantic reqgularities in the lexicon” langusge S1-
639-671.

JACKENDOFF,Rey S. 1976. “Toward an explanatory semantic representation” ./iaguistic inguiry 7.
89-150.

JACKENDOFF, Ray S. 1977. X-bar synlax: & slugy of phrass structurs. (Linguistic- inquiry
monographs; 2) Cambridge, Mass.: MIT Press,

JACKENDOFF, Ray S. 1978. “Grammar as evidencs for con tual structure” In Linguistic theary and
osyclolagicel/ reeltty. Edited by M. Hellej J. Bresnsn and G. A. Miller. (MIT
Bicentennial studies; 3) Cambridge, Mess.MIT Press, 1978, pp. 201-228.

JACKENDOFF, Rey S. 1983. Semantics and cognitian. (Current studies in linguistics series; 8)
Cambridge, Mass.: MIT Press.

JENKINS, Lyle. 1975. 7he £nglish existential TUbingen: M. Niemeyer
JESPERSEN, Otto. 1933, Lssentials of English grammar. London: Allen & Unwin.
JESPERSEN, Otto. 1937. Ama)tic syntax. New York: Hoit, Rinehart & Winston, 1969,¢1937

KAHN, Charles H. 1973. ke vard e” in anciant Grest. (Foundations of Language supplementary
series; v. 16) Dordrecht: D. Reidel.

D,y
& ¥




33

KAHN. Charles H. 1973a. "On the theory of the verb to be'" \n Lagic ang ontolagy: Edited by Milton K
Munitz New Yark: New York University Press.

KATZ, JerroldJ. 1972. Samantic theary ( Studies in Janguage) New York: Harper & Row.

KATZ, JerroldJ 1977 Prapesitions! Structurs and lecutionary farce: a study of the contribution of
santance méaning lo speech sers. ( The Language and thought series) Hassocks, Sussex,
Harvester Press.

KATZ, Jerrold J 1980 "Chomsky on meaning” (e 56. 1-41

KATZ, Jerrold J and‘derry A. FODOR 1963 *"The structure of a semantic theory” (apape 39
170-210

KEENAN, EdwardL 1981. "Passive is phrasal (not sentential or lexical)” in Lexrca/ grammer: Teun
Hoekstra, Harry van der Hulst, Michael Moortgat, eds. Dordrecht: Foris, 1981, pp
181-213

KEMPSON, Ruth™M 1977  Semantic heory. Cambridge The University Press.

~ KIRWAN, Christopher, sgg ARISTOTLE Aristotle’s /7etaphysics 1960, ¢1952

KLE QER, Georges 1981  Probiames gk référence - Bscriptions 0dinigs el noms propres
(Recherches linguistiques, 6) Parts Klincksieck

KRAUTHAMER, Helene 1981. "The prediction of passive occurrence” £ /ngu/istics19 307-324

KUNO, Susumu. 1970 "Some properties of non-referential noun phrases” In Studiss in genera/ and
orental lingurstics. tdited by R Jekobson and S Kawamoto. Tokyo T £ C
Corp ,1970,pp 348-373.

LANGENDOEN, D. Terence. 1970. (£ssantials of Eng/ish grammar. New York. Holt, Rinehert and
Winston. .

LAPOINTE, Stevenie. 1980. "A lexical analysis of the Engiish auxHiary verd system” in lex/ica/
grammar. Teun Hoekstra, Harry van der Hulst, Michael Moortgat, eds. Dordrecht:
Foris, 1981, pp. 215-254.

LEECH, Geoffrey N. 1971. Mearning and the English verd. London: Longman

LIinguistic categories: auxilieries andrelsted puzles. Edited by Frank Heny and Barry Richards Yol.
1. Catagaries Yo\, 2. The soaps, order, and distribution of English auxiliary veros
Dordrecht D. Reidel, 1983,

LINSKY, Leonard. 1977. Aemes and dbscriptions. Chicego: The University Press

LYONS, John 1968. /niradtetion to theorsticel liaguistics. Cambridge: The University Press,

LYONS, John. 1977. Samantics. 2 vols. Cambridge: The University Press.

MACNAMARA, John, 1982. Mames for things: & study of humon lsarning. Combridge, Mess. MIT
Press.



332

MARANTZ, Alec Paul. 1981. "On the nature of grammatical relations” Ph.D. dissertation, MiT

MARATS0S, Micheel. 1979. "How to get from words to sentences™ n°Psycholinguistic resssrch
implications and &oplications. Edited by Doris Asronssn and Robert W. Rieber
Hillsdale, N. J.- Lawrence Eribsum Associates, 1979, pp 285-353.

McCAWLEY, James D 1978. "Logic and the lexicon” 1n Papérsfrom the Parasession on the Lexicon.
Chicago Linguistic Society, April 14-15, 1978. 1st ed Chicago: The Society, 1978,
pp. 261-277.

MEL'CUK, | A, L N IORDANSKAJA, N ARBATCHEWSKY-JUMARIE 198! “Un nouveau type de
dictionnaire : le dictionnaire explicatif et combinatoire du francais contemporain”
Coniers ok lexrcologie 38. 3-34

MILLER, George A. and Philip N. JOHNSON-LAIRD 1976 Language snd perception  Cambridge, Mass .
Belknap Press.

MORAYCSIK, J M. E. 197S. Unaerstenaing /enguags: & study of theories or langusge In 1inguistics and
n philesgohy. (Jenua linguarum, series minor; 169) The Hague: Mouton

MORIN, Yves-Charles. 1985. "On the two French subjectiess varbs vorc! and vorld" Lenguage 6\
777-820

MOULTON, Janice and George M. ROBINSON 1981 ke argsnizstion of /énguage Cambridge The
University Press.

NILSEN, Don L F.andAlleen Pace NILSEN 1975, Sementic //wry & /1inguistic perspective. Rowley,
Mass.: Newbury House Pub.

NUCHELMANS, Gabriel. 1973. Theories of the praposition: ancient and madieval conceplions of the
beorers of truth and r8/sity. (North-Holland Linguistic series, 8) Amsterdam: North
Holland.

NUCHELMANS, Gabriel..i 980. Lale-Scholsstic and humanist theorises or the praposition. Amsterdam
North Hollend.

OWEN, 6. E. L. 1960. “Logic and metaphysics in some earlier works of Aristotle” in Aristotle and Plalo
inmia-rourth century , edited by 1. Dliring and 6. E. L. Owen. (Studia greeca and latina
Gothpburgensia, v 2) Giteborg, pp. 163-190

PALMER,F.R. 1974 /e énglish verd. London: Longman.

PALMER,F.R. 1979. "Why suxiliaries sre not main verbs” imue 47: 1-25 '

PALMER, F. R. 1983. "Semantic explanations for the syntax of the English modals” in Limpwistic
calagoriss: suxiliariss and relatad puzzies. Vol. 2. The scape, arder, and distribution
o/[m//mgw(//fry vards. Edited by Frank Heny and Barry Richards. Dordrecht: D.
Reidel, 1983, 205-217.

PLOTZ, Sents. 1969. Sin{nle copule structures in English. (Athendum-Skripten Linguistik; 3)
Frankfurt: Athendum. Yerlsg, ¢1972.



333

PULLUM, Geoffrey and Deirdre WILSON. 1977. "Autonomous syntax and the analysis of auxiliaries”
Lamppanpe 53: 741-788. o

PUTNAM, Hilary. 197S. MMing, lenguape and réalily: London: Cambridge University Press.

QUINE, WillardV 1948. "On what there is" Review or metaphysics 2 (Reprinted tn Semantics and the
ohilasaohy of o & collection of readings Edited by L. Linsky.  Urbana:
University of 1111nois Press, 1952, pp 187-206)

QUINE, Willard V. 1960. Ward and abjaet Cambridge, Mass.: MIT Press.

QUINE, Willerd V. 1960a "Variables explained away" Prwasvmw or the American Philesaohical
Saciety 104: 343-347.

QUIRK, Randoiph, Sidney GREENBAUM, Geoffrey LEECH and Jan SYARTVIK. 1972, A grammar of
conlemporary £ng/ish. 8th impression corrected. London: Longman, 1979, ¢.1972

RADFORD, Andrew. 1981. Transformetionsl syntax. a student's guide to Chamsky's Extended Standerd
Theory (Cambr idge textbooks in 1inguistics) Cambridge: The University Press. .

REINHART, Tanya. 1983 Angphora snd ssmantic interpretation. Chicago: The University Press.

RIDDLE, Elizebeth and Gloria SHEINTUCH. 1983. "A functionsl analysis of pssudo~passives”
LInguistics and philesophy 6. 527-563.

ROSS, John Robert. 1967. "Excerpts from Canstraints on variables in syntax” (the author's Ph.D.
dissertation, MIT] (Reprinted in n Aaam Chamsky: critical sssays. Edited by Gilbert
Harn))ar‘w. (Modern studies in philosophy) New York: Anchor Books, 1974, pp. 165-
200

ROSS, John Robert. 1969. "Auxiliaries 8s main verbs" in Studiss in philasaohical linuistics, Series
/ W. Todd, ed. Evenston, I11.: Great Expectations Press, 1969, pp.77-102,

ROSS, John Rabert. 1970, "On declarative sentences” in Readings /n £nglish ltrensformationsl
grammear. Edited by R. A. Jacobs and P. S. Rosenbaum Waltham, Mass: 6inn, 1970,
pp. 222-272.

ROTHSTEIN, Susan D. 1983. "The syntactic forms of predication” Ph.D. dissertstion, MiT.

RUSSELL, Bertrand. 1920. "Descriptions” in his /niradiction lo matiematical philesgoly. 2d ed.
- (Reprinted in Samantics and the phriasaphy or lenguags: 8 colléction or resorngs. E dited
by Leonard Linsky. Urbana: University of Illinois Press, 1972, pp. 93-108

RYLE, Gilbert. 1983, "Cataqorles" in Lagrc and lenguas, 2d serles. Edited with introduction by
" Antony flew. Garden City, N. Y.: Anchor, 1965, pp. 281-298.

SCHACHTER, Paul, 1983. "Explaining suxtliary order" in L/nu/stic col8pares: Auxi//aries and réelates
puzzles Nol, 2. The scaps, order, and distribution of English suxiliary verbs. Edited
by Frank Heny and Barry Richards. Dordrecht: D. Refdel, 1983, 145-204.

SCHEFFER, Johannes. 1975. /T progressive in £nglish. (North-Holland linguistics series, 15)
Amsterdam: North-Holland.



e

SEARLE. John R. 1969. Spasch acts: an &ssay in the philesaplly or lenguage Cambridgé The Unlversnty
Press.

SEARLE, John R. 1979. Exprassion snd msening: sludigs in the theery of speech'acts. Cam br1dge: The
University Press.

SEARLE John R. 1980. “The background of meaning" \n Spegch act theory and pragmetics. F. Kiefer
and M. Bierwisch, eds. (Synthese language library, 10) Dordrecht: D. Reidel, 1980,
pp. 233-246.

SERBAT, Guy. 198 1. (a5 & fonctions . &ude aBs principéles aoctrines casuelles du /7oyen Age & nos
Jours. Paris: Presses Universitaires de Francs.

SIEWIERSKA, Anne. 1984, /e passive: o comparative linguistic enalysis. London. Croch-+Helm

SMITH, David Woodruff and Ronald MCINTYRE. 1982  Ausser/ and intentionslily: & study of mind,
meéaning, and lenguage. Synthese Library; v. 154) Dordrecht: D. Reidel.

SMITH, Nell and Deirdre WILSON. 1979. Madkrn /inguistics: the results of Chomsky's revolution.
Harmondsworth, Eng.. Penguin Books.

SOMMERS, Fred. 1963. "Types and ontology” Ph//asgphical review 72: 327-363.

SOMMERS, Fred.196S. "Predicability” in Philasaphy in Americs: esssys ... Edited by M. Black.
Londof: Allen & Unwin, 1965, pp. 262-281.

SOMMERS, Fred. 1971. “Structural ontology” Ph/iasophie 1: 21-42.

SOMMERS, Fred. 1 972335T3% logical and the extra-logical” Bastan studies in thé philesaply of sciénce
14: -256.

SOMMERS, Fred. 1982, 7he Jagic of natursl languags. Oxford: Clarendon Press.

STAROSTA, Stanley. 1978, “The one per sent solution” in Valercs, semantic cass, mo’g*mmotz'w/
relations: papers prepared for the Working Group “Valence and Semantic Case,”
) 2th international Congress of Linguists, University of Yienna, Austria, August 29 to
September 3, 1977. Werner Abraham, ed. (Studies in language companion series; v
1) Amsterdem: Benjamins, 1978, pp. 459-476.

STRAWSON, P. F. 1974, Subyact and pregicete in /agic and grammear. London: Methuen.

STYAN, Evelyn Matheson, 1980. "Relations thématiques dans la représentation semantique des verbes :
o5sai de vérification” M.A. thesis, Université de Montréa\..

STYAN, Evelyn Matheson, 1983 "Crite}‘iq for semantic roles” Ph.D. evaluation project, McGill
University. .

STYAN, Evelyn Metheson. 1984, "Theta-roles in the lexicon” ALG/// wlmfm paers in
linguistics/Cabviers linguistigues db MoGrl! 2: 118-146,

SVARTYIK, Jon. 1966. -0 volcg In the £nglish verd. The Hague: Mouton.

Q o



335

TER MEULEN, Alice. 1981 “An intensional logic for mass terms” in farma/ methods in the study or
longusge: part 2 Edited by J. A. G. Groenendijk, T. M. V. Janssen snd M. B. J. Stokhof.
(Mathematical Centre tracts, 136) Amsterdam: Mathematisch Centrum, 1981,
c1983,pp. 421-443 : ,

TESNIERE, Lucien. 1959. [/émmtsw.synfaxésf/wfum/a 206éd. rév. et corr. Paris. C. Klincksieck,
1966.

TONDL, Ladistay. 198t  Problems of sementics. o contribution (o the analysis of ihe lempuape of
scrence. (Boston studies in the philosophy of science, v 66) Dordracht: D. Reidel.

TRAVIS, Lisa. 1984 "Parameters and effects of word order variation” Ph.D dissertetion, MIT

TRAYIS, Lisaand Edwin WILLIAMS, 1982-1983 "Externalizetion of arguments in Maleyo-Polynesian
languages™ 776 Linguistic review 2.57-17

ULLMANN, Stephen 1962. Semantics. an introguction lo the sciénce of meaning Oxford B. Blackwell,
1977,¢1962

Universals of lenguage: report of a conference held at Dobbs Ferry, New York, April 13-15, 196!
Edited by Joseph H. Greenberg. 2d ed. Cambridge, Mass.. MIT Press,c1963, 1966.

- Valence, semantic case, ondgrammo{/ca/re/aﬁms papers prepered for the Working Group "Yalence

and Semantic Cass,” 12th International Congress of Linguists, Univarsity of Vienna,
Austria, August 29 to September 3, 1977. Werner Abrsham, ed. (Studies in lanquaoe
companion sefvies; v. 1) Amsterdam: Benjemins, 1978,

VENDLER, Zeno. 1969. Linguistics in.philesaphy. |theca: Cornell Unty. Press.
< ,
WALL, Robert. 1972 /ntradiction to mathematical linguistrcs. Englewood Cliffs, N J.. Prentice-Hall.

WALSH, Linda G 1985. "The nature of morphological representations” Ph D. dissertation, McGill
University.

WASOW, Thomes. 1980, “Major and minor rules in Lexical Grammer” in Lexica/ grammar. Teun
Hoekstra, Harry van der Hulst, Michael Moortget, eds. (Publications in languege
sclences) Dordrecht; Foris, 1981 ¢1980, pp. 284-325,

WEHLIN, Car) Wilhelm. 1975. Semantic netwarks and case grammar. (Papers from the Institute of
Linguistics, University of Stockholm, Publication 29) Stockhbim.

WEINREICH, Urtel. 1972. Explarations in ssmantic theory. (Jenua linguarum, series minor,; 89)
The Hague: Mouton, 1972. (First published in 1966)

WHITEHEAD, Alfred North and Bertrand RUSSELL. 1910. Primcipra mathemalice Cambridga} The.

University Press.
WILLIAMS, Edwln 1980. "Predication” Una//s{/cma///yll 203 238.
WILLIAMS, Edwin 1981. "Argument structure and morphology” Limgurstic review1: 81-114,
WlLJLlAMS. Edwin. 1983. “Sementic vs. syntactic categories” l/?u/st/x v phllesopny 6: 423-446.



~/

WILLIAMS, Edwin 1984 "There-insertion” { imstic inquiry!S 131-153.

WILSON, John Cook 1926 Statement and inférémce 2 v Oxford Clarendon Press, reprinted 1969

WITTGENSTEIN, Ludwig. 1958 Philasgphics] investigations Translated by 6 E M Anscombe Oxford
B Blackwell, 1976,c1958

WITTGENSTEIN, Luawlg 1961 Jractatus lagrco-philosgphiicus Translated by D F Pears & B F
McGuinness London Routledge & Kegan Paul, 1974, c1961

ZIFF, Paul 1966 “The non-Synonymy of ectives and passives” Phrlasaphicel review 15 226-232

x




