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Abstract

The wm of this essay 15 to explore the potential for an epistemelegy consisient with
climinatsve matenalism based on work in connecironist modeling

I present a review of the connecuionist approach to psychological models that
contrasts 1t with the classical symbolic approach, focusing on the nature of their respective
representauons While defendmg the legiumacy of the connectiomst approach, 1 find that ity
most uscful application 15 as a basis for neuroscientific invesgauon

Discussing connectionist psychology, 1find st inconsistent with folk psychology and
therefore consistent with eliminative matersalism T argue also for the naturalization of
eprstemology and thus for the relevance of psychology for epistemology The conclusion of
the essay 1s an outhine of connecuionist epistemology, which centres around two mathematical
analyses of the global activity of connectionist networks [ argue that connectionist

psychology leads to a version of epistemic pragmatism.

Resume

Le but de cette etude est d’ explorer le potential pour une eprstemologie compatible
avee le materialisme eliminationasste base sur les models psychologique de connectionisme.

Je presente un sommatre de 1’ approche connectioniste qui etude les differences entre
connecuonisme et I'approche classique Je défends la legitimite de I'approche connectoniste,
mats je trouve que l'utilisation preférable de connectionisme est comme un outil pour
I"investigation neuroscientifique

Je rouve que la psychologie connectiotiste est incompatible avec la psychologie des
gens («folk psychology»), donc compatible avec la materialisme éliminationniste. Je défends
la naturalization de 'epistémologie et ainsi la pertinence de la psychologie pour
I'epistemologie. LLa conclusion de I’ essai est une sommarre de 1’ épistemologie connectioniste,
qui implique deux analyses mathematiques de I'activite globale des appareil connectionistes’

Je trouve que la psychologie connectioniste suggere une version de pragmatisme epistemiq ue
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Introduction

The geal of this thesis is to explore the potential for an cpistemology consistent with
elim inative materialism based on work in connectionist modeling. Eliminative materialism (s
the thesis that (1) our commonsense understanding of psychology constitutes a theory, (“folk
psychology”), (2) folk psychology is a false theory, which (3) will be replaced by, rather
than smoothy reduce to, a matre cognitive theory. !

There are various arguments for eliminative materialism: folk psychology s a
“stagnant research programme”, 1t is not itkely to cohere with well established theories n
adjacent and overfapping domains, it tells us nothing about learning, language acquisition,
sensorimotor coodination, sleep or mental 1llness.2 My project here is not to undertake a
defense of eliminative materialism, but rather to develop a compatible epistemology.
Eliminativism conflicts with traditional epistemologtes, because the latter are typically based
onthe entities and processes posited by folk psychology

Beliefs, for example, are central to both folk psychology and traditional
epistemology. Most accounts of epistemology see knowledge as justified true belief, there are
many variations on this theme but very little real deviation from it. Since the elimination (as
opposed to mere revision) of folk psychology will inevitably include the elimination of belief,
eliminativism will require a significani shift in epistemology. A new understanding ol
cognition requires a new understanding of epistemology. But we do not climinate
epistemology because, like psychology, it is a field of inqury, a series of questions; those
questions, or most of them, remain.

In the thesis I explore the epistemological implications of “connectionism”, a

_relatively recent approach to cognitive modeling. In investigating epistemology 1n this
manner, [ am practicing what is referred to as “naturalized” epistemology this 1s an approach
that sees empirical inquiry as relevant to epistemology. There are a variety of views of
epistemology that count as naturalistic in this sense; I discuss this approach in the third
chapter.

On the psychological side, I argue in the second chapter that connectionism and folk
psychology are incompatible. So whatever we learn about epistemology from connectionism,

' This statement of eliminative materialism largely follows that of the Churchlands, 1n
eg: Paul Churchland (1981), or Patricia Smith Churchland (1986). Some may know
eliminative materialism under the different name “San Dicgo Imperialism”

2 All from Churchland (1981).



it should prove to b= compatible with eliminative materialism. To this end, T should note at
the outset my assumptions regarding the fate of folk psychulogy. Throughout the thesis, [
will assume that, in order ultimately to escape elimination, folk psychology must prove
compatible with our best account of the mechanisms of cognition By “compatible with” |
mean something hke “smoothly reducible to” or “equivalent”. If the structures and processes
posited by our best account of cognition are significantly unlike those posited by folk
psychology, then we must reject folk psychology and adopt the superior theory. I have left
the reading of compa ibilty open, because my aim here is not to give an account of inter-
theorelic relations, but rather to view folk psychology as a rnival of other accounts of
cognition

This view of folk psychology seems to me quite reasonable, bul it is not universal
There are a number of people who share this view of the vindication of folk psychology,
including those who think that folk psychology will 1n fact be vindicated (eg, Jerry Fodor,
William Lycan), as well as those who do not (eg, Stephen Stich, Paul and Patricia
Churchland). As well, there are a variety of views of folk psychology amongst those who
disagree with these requirements for the vindication of folk psychology, although this view is
typically held by people on friendly terms with folk psychology (eg, Daniel Dennett, Donald
Davidson). So, properly understood, my claims concerning folk psychology are conditional,
based on the adequacy of this view of vindication.

Similarily, T will throughout the thesis understand cognitive modeling and cognitive
science in general to be concerncd with describing the 1nternal mechanisms of cognition,
rather than (merely) the explanation of behaviour. My imwerest in connectionism is in the
implications it may have for an understanding of cognition. Such a view of connectionism is
important, but perhaps not crucial, for the connectionist epistemology developed in the last
chapter, as well as for the discussion of folk psychology.

That leaves us with the first chapter, which is a review of connectionism; it contains
all of the connectionist background necessary to understanding the rest of the thesis.3 [
concentrate on contrasting connectionism with the classical sentential approach to cognitive
modeling, and on justifying its legitimacy as a model of cognition.

3 While all of the necessary information can be found in the first chapter, connectionst
ncophytes may find my overview somewhat opaque. Those seeking a more involved
introduction should look to Bechtel and Abrahamsen (1991), presently the only book fength
introduction to connectionism. The first four chapters of Rumelhart, McCleltand and the PDP
Research Group (1986) are also helpful.
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Chapter one

An analysts of connectionism

The goal of this chapter 1s to present a review of connecttonism, 1n order to hoth
provide the background necessary to understanding the rest of the thests, and to analyze the
various features of connectionist models with tte aim of contrasting them with more standard
approaches to cognitive modeling. Recall that my concern with cognitive modeling and
cogmtive science is the description of the internal mechanisms of cognition This will be
more important 1n later chapters, but 1t is best repeated as we venture into connectionism

Connectionist modeling aims to model cognition by using clementary processors
organized in networks, where each unit has connections with several other units. The units 1n
a connecuonist model employ only the barest imitations of some of the gross functions of
neurons. The elementary units in a connectionist network are stmple processors, each of
which computes a (positive real number) activation value from the activation value ol
ueighboring units together with the (real number) weight of the connection between the units
The input to a connectionist network is provided by the activation of 1nput units (units that
covary with some feature of the environment). The networks are structured so that activation
propagates through a network to the output units, whose activation values constitute the
output of the system. Different sorts of connectionist models will differ in the propertes of
thetwr units, and in the means of propagation of activation (differ 1n the structure of
connectivity between units).

Connectionism in its present form has its genesis 1n the late 1950s and early 1960s,
particularly in the work of Frank Rosenblatt (eg. 1962), although its emphasis on parallel
processing and self-organizing networks owes many debts to earlier work, 1ncluding the
Associationist school and to the work of Donald Hebb. Rosenblatt’s “perceptrons” were
networks of simple, neuron-like elements given simple classification tasks Perceptrons were
simulated on digital computers and subjected to formal mathematical analyses, two techmques
basic to modern connectionism. Rosenblait’s aim in h1s work was not to model any specific
part of the nervous system, but rather to

study ... lawful relationships between the organization of a nerve net, the
organization of its environment, aud the “psychological” performances of
which it is capable... The model 1s not the terminal result, but a starting pornt
for exploratory analysis of its behavior. | (1962- 28)

! Rosenblatt (1962: 28).



Rosenblatt’s analysss led him to the “ perceptron convergence theorem”: given any
“world” (astring of data) and a classification task for which a solution exists, a perceptron
will yield a solution to the task in a fimte time

Perceptrons fell out of favor in part due to the work of Minsky and Papert (1969)
The problem with perceptrons was not that the convergence theorem was false, but rather that
the abilities of perceptrons were such that there were many ordinary classification tasks for
which no perceptron solution existed By organizing perceptrons tnto multiple layers,
solutions for these tasks could be achieved, but only with astronomical complication (Later,
with connectionism, such restrictive complication vanished with a slight modification of the
perceptron morel. ) The climate of the Artificial Intelligence community at the ime was such
that the fall of the perceptron was generally taken to spell defeat for any sort of quasi-neural,
paraliel processing approach to Artificial Intelligence, in favor of the serial, program writing
approach favored by Minsky and others.

The “new connectionism” began to rear its head in the early 1980s. Some of the
carlier work is exemplified by Feldman and Ballard (eg 1982). The unitsin their networks
were each used to represent a particular concept “redness” or “largeness” for example. This
use of units is known as local representation. In contrast, most of the more recent work in
connectionism employs a group of processing units to represent a single concept or entity
Connectiomst work of this sort is known as “Distributed Connectionism ' or sometimes as
“Parallel Distributed Processing” (“PDP”); in distributed connectionist networks, the tasks of
representation and of processing are distrnbuted across the units in a network. A particular
representation is fully distributed if every unit of the network is involved in the
representation. I will reserve discussion on how states of a connectionist network may
qualify as representations until later in this chapter

The representations in a distributed connectionist network involve sets of units; they
are usually referred to as act1ve representations because representations involve the activation
levels of a particular set of units; when the network is dormant it does not represent. Which
units are involved in a particular representation depends on the particular representation and
the structure of the network. In some networks, the active representation will be the pattern
of activation over all of the units at a particular time. In feedforwatd networks (networks
structured in distinct layers) different levels are active at different times, so the active
representation will usually be the pattern of activation over the units in one layer. The active
representation of a network is a product only of the given input and the various weights of

the connections between the units




Connectionist representations of this sort are said to be distributed because 1t 1 the
pattern of activation itself that constitutes a representation, rather than the activation of
individual units, or of the activation of groups of units at different times  As patterns of
activity in a network, distributed representations of this sort may be analyzed as an ordered
set or vector. Further, since the activity of an individual unit need not be non-zero to be part
of a set of activaticn values, particular units need not be active m order to play a
representational role

In connectionist networks, representation and information storage arc two distinct
tasks While representation is left to the activity of units, the task of information storagu 1s
left to the weights of the various connections between processing units When a network 15
dormant, rece:ving no input and doing no processing, 1t represents nothing. We have seen
that the active representation is a function solely of input and the weight of the connectons
between the units. So while connection weights are not part of any particular representauon,
they mediate representation by the role they play in producing the proper activation patierns
for agiveninput Connection weights are the modifiable aspect of a connectionist network, 1t
is by altering the connection weights that an experimenter, or the network itself, may im prove
the network’s accuracy interms of providing the appropriate output for the given input

The moral of all of these opaque comments about connectlion weights 1s that
distributed connectionist models blur the line between representation and processing
Representation in connectionist networks 1s more of a process than a too! of processing
(That 15, “representation” is more of a verb than it1s a noun ) McClelland, Rumclhart and
Hinton put it this way:

The representation of the knowledge is set up in such a way that the
knowledge necessarily influences the course of pracessing Using knowledge
in processing is no longer a matter of finding the relevant information tn

memory and bringing it to bear; it 1s part and parcel of the processing itself *
(1986: 32)

One cannot read the literature explaining the advantages of connectionism (what
Fodor and Pylyshyn call the “ polemical literature™) without being well prepared to distnbute «
few grains of salt where necessary, and the preceding quote is agood example Itis, despite
the confidence of its authors, rather unclear what gets to count as knowledge at all, a fortior:
what counts as knowledge in a connectionist network And further, most of what

McClelland, Rumelhart and Hinton say above can be said of classical, program writing

2 McClelland, Rumelhart, and Hinton (1986: 32)



moadels “knowledge” necessarily influences processing, and knowledge access (information
retrieval) is “part and parcel” of processing

FFor example, an “expert system” is a sentential Al program, the purpose of which is
to embody a base of knowledge in some domain, and usually consists of a large basg of if-
then “production rules”. There are expert systems for medical diagnosis, for example. If it
knows anything, an expert system knows by virtue of its production rules. (We could
imagine a rather simplistic medical diagnosis production rule like “IF COUGH THEN
COLD" ) Since an expert system embodies its knowledge in rules of inference, one could
make the same claims about expert systems that McCleltand, Rumelhart and Hinton make
about PDP mudels in the quote above. the representation of the knowledge is set up in such a
way that knowledge necessarily influences processing, and the information relevant to the
situation is part and parcel of the processing So the difference between connectiomst and
sentential Al doesn't seem to be the relationship between representation and processing.

If there is some genuine difference between classical and connectionist models that
McClelland, Rumelhart and Hinton have captured in the quote above, it concerns the mode of
representation in the two types of models (I will take this claim for granted here, for the sake
of introducing the unique method of representation used in distributed connectionist
networks [ater sections will address the debate as to whether connectionist representations
are genuinely different from those of symbol systems )

In connectionist models, representation is said to be distributed across the units of the
network As we saw above, features of the world are represented by patterns of activation
over many units, and an individual unit can be involved in different representations. Most of
the advantages that connectionism claims over symbol systems can be seen as a product of
this method of representation.

There is a sense, hinted at above, in which the connection weights play a
representational role, insofar as they store information by having one weight instead of
another But again, it 1s a queer sort of representation. Not only is the representation
distributed in the same sense as the active representation was (by involving more than one
urut), but the weight of a single connection is also invelved in (the mediation of) representing
more than one entity. This sort of information storage is called superpositional storage.

For example, in a network that can learn to associate the terms “dog”, “cat” and
“bagel” with three different types of input,3 the connection weights are set with the weights
appropriate o such a task. One might ask, reasonably enough, as to where the information

necessary for the proper recognition of dogs is stored The answer, us we should all know

3 McClelland and Rumelhart (1986).
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now, is that it is stored in (or by) the connection weights - all of them. But where then is the

. additional information necessary for recognizing cals and bagels? In the very same
connection weights - all of them. Connectionist networks can use all of the same units for
various functions. If it makes any sense at all to speak of the connection weights as storing
information, then they must be said to store in a superpositional fashion. Information is not
stored in specific locations or at addresses: 1t is smeared together and spread over the
network

This style of information storage is importantly differcnt from that of the stundard,
program-writing approach to Artificial Intelligence (Al) The problem of access to relevant
knowledge, which is a particular instance of the frame problem, has proved a scrious
stumbling block for the “Good Old Fashioned AT” approach to cognitive modeling The
problem, basically, is that there is far too much information to go around, and bchavioral
efficiency (and survival!) requires determining the information relevant Lo a gi ven situation
quickly, while ignoring the rest, so long as 1t remains irrelevant When one is being chased
by a tiger, for example, it's best not to concentrate on the colour of the leaves Of the
classical Al systems that try to deal with this problem, most are painfully slow, and equally
slow organisms would make a nice meal for the slowest of predators.

It is an unfair caricature of both the frame problem and sentential Al Lo say that the
frame problem cripples classical Al, bul is not a problem for connectionism. Connectionist
networks, at least as they have been used so far, usually deal with much smaller domains
than those tackled by sentential Al; with less information to deal with, the frame probiem is
less likely to be areal problem Yet there is some difference between the two approaches in
terms of the frame problem, and the difference seems to lie in the different means of
information storage employed in the two models. But an articulation of the difference is want
of an explanation of exactly how “knowledge” is more implicated in processing 1

connectionist networks than it is in sentential models

The debate over the nature and sufficiency of connectionist representations is at the
heart of much of the debate over the adequacy of connectionist models of cognition. There
are some, particularly Fodor and Pylyshyn (1988), who think that connectionist models of

cognition are unienable because connectionist representations do not meet certain



requerements, they keep connectionist models from meeting certain architectural constraints
required of any account of cognition.

The classical, “symbolic” view of cognition holds that mental representations are
structured. There can be atomic or unstructured represeniations, but most useful
representations, on this view, will be molecular. Molecular representations are made up of
other representations, which are themselves either atomic or molecular, and the different parts
can be put together in different ways: representations have a combinatorial syntax. The
semantic content of these sorts of representauions is a function of the syntactic structure of the
representation and the semantic content of its constituents. Included in this view of cognition
1s the thesis of the correlation of syntax and semantics of mental states: differences in the
content of mental states are mirrored in differences in their syntax

Computation, on this view, isthe manipulation of mental representaticns. Cognitive
processes dre structure sensitive. they apply to representations by virtue of their syntactic
structure, content does not play a role in computation. But once again, the correlation of
syntax and semantics is at play here: syntactic transformations of representations will make
sense from a semantic point of view Just as “Q” can be derived from “P&Q” (where
“derived from” is undersiood as a syntactic relation), so too does the latter truth-functionally
entail the former.

Generally, this “classical” sententialist view of cognition is of a materialist stripe the
symbols that are the constituents of siructural representations are seen as physical states of
whatever system is being considered. They may be fairly complex, scattered sorts of states,
but they must be syntactically and semantically atomic in order to count as the sorts of
symbols with which this view is concerned. The view of computation the classical
conception of cognition presents us with is not so much a view of the physical process of
computation, but rather a demand for a certain mapping function: a physical system can be
seen as computational if it is possible to map states of the system onto formulae in a
computing language so that semantic relations among the formulae are preserved by
computation. 4 Computation on the classical view is basically a change of state from one
string of symbols Lo another- it is the manipulation and transformation of structured
representations There is no shortage of reasons for adopting the classical, symbolic view of
cognition Onc can appeal to the constituent structure of mental states in order to explain what
seem Lo be features of cognition; it allows us to explain the productivity of thought; Lo explain
how unbounded expressive power arises from finite means. Tt explains the coherence of our

tnferences and the systematicity of cognition

N Fodor (1975 73).




Connectionist representations and processes differ considerably from those involved
in the classical symbalic view They lack, at least on first analysis, the combinatorial
structure and semantics of symbolic representations; and certamnly if connectionist
representations (or whatever we might call them) lack structure, then the processes by which
they are manipulated must be defined over something other than structure, unlike symbolic
processes.

Fodor and Pylyshyn (1988) think that all conneclionist representations are atomic,
atomic in the sense that they have no structure, and no constituents. Connectionist processes
therefore must be sensilive to something other than structure, again going against classicism.
This leads Fodor and Pylyshyn to the conclusion that a connectionist account of cognition is
inadequate, because, unlike classicism, such an account would be unable to explain obvious
features of cognition such as the productivity and systematicity of thought, inferential
coherence, etc.

Consider, as Fodor and Pylyshyn would have us, two machines that draw the
inference from “A&B" to “A” and “B": one classical and one connectionist. * The classical
machine has a tape upon which different expressions are writlen; the machine is constructed
s0 Lhat whenever a token of the form “A&B” appears that will causc the machine to write
tokens of both “A” and “B” onto the tape Simple enough. Fodor and Pylyshyn’s idea of a
connectionist network that performs this inference involves three nodes: one ascribed the
content “A&B”, another “A” and a third “B”. The network is arranged so that when the
“A&B” node is activated, so too are the “A” and “B" nodes

In the classical machine, tokens of “A&B” literally have as their constituents tokens of
both “A” and “B”, and it is because of this that the semantics of the expression “A&RB” 15
determined “in a uniform way"” by the semantics of its constituents. Neither of these things is
true of the imagined connectionist device That device is constructed so that there 15 a causal
connection between tokenings of “A&B” and of “A” and “B”, bul therc is no structural (eg
part-whole) relation between them. The connectionist tokenings of “A&B" are, despite the
ampersand, atomic and not molecular; they have no constituent parts and no structure; they
are syntactically and semantically atomic.

Because connectionist representations are all atomic, connectionist devices, it is
argued, cannot account for the obvious features of cognition that are so smoothly explained
by the symbolic view.

.. [S]ince the Connectionist architecture recognizes no combinatorial structure
in mental representations, gaps in cognitive competence should proliferate

3 Fodor and Pylyshyn (1988: 15-16).
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arbitrarily ... [Connectionist architecture treals mental representations] not as
generated sets but as lists. [3ut lists, qua lists, have no structure; any collf;ctmn
of 1items is a possible list. And, correspondingly, on Connectionist principles,
any collection of (causally connected) representational states is a possible
mind So, as far as Connectionist architecture is concerned, there is nothing to
prevent minds that are arbitrarily unsystematic. But that result is

preposterous. b

Surprisingly little 1s said about the nature of representations in the connectionist
literature Most of the: literature concerning connectionist representations concerns thewr causal
role in the operation of particular connectionist models. The extent to which states of a
connecuonist device meril the name “representation” is usually ignored Paul Smolensky is
responsible for much of the work in which the nature of connectionist representations is
given due consideration. To properly understand Smolensky’s account of connectionist
representations and how that contrasts with the understanding of Fodor and Pylyshyn, we
should first consider the levels of analysis that Smolensky takes to be relevant when studying
a connedionist device

Smolensky thinks that there is level of analysis (of connectionist devices) that lies
hetween the symbolic level (the level at which cognition is described in the manner of symbol
theories) and the neural level (the level of the operation of individual neurons). He calls this
level the subsymbolic level. The approach to cognitive modeling that takes the subsymbolic
level as its preferred level of analysis Smolensky calls the subsymbolic paradigm This is the
approach that Smolensky attributes to connectionism, properly treated. The traditional
approach, which prefers the symbolic level, is the symbolic paradigm

The significance of the difference between the symbolic and subsymbolic paradigms
(and their particular levels of analysis) lies in the syntactic and semantic status of symbols
The symbol level view understands symbols to be simple; they are semantically and
syntactically atomic. Not so for the subsymbolic view At this level, the symbols (of the
symbolic level) are complex, both syntactically and semantically. Atomic symbols, on this
view, are composed of subsymbols. The semantic role of subsymbols, as we explore below,
involves the representation of “microfeatures”; entities typically represented by a single
symbol at the symbolic level are typically represented by a large number of subsymbols.

The syntactic hife of subsymbols is further unlike that of their larger cousins
Subsymbols, as the operation of individual processing units, are manipulated in a numerical

fushion

6 Fodor and Pylyshyn (1988. 49).
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[Subsymbols] participate in numerical - not symbolic - computation.
Operations in the symbolic paradigm that consist of a single discrete operation
(e.g. amemory fetch) are often achieved in the subsymboalic paradigm as the
result of a large number of much finer-grained (numericat) operations.”

Before exploring further the nature of Smolensky’s connectionsst representations,
consider again Fodor and Pylyshyn’s view Their connectionist network had three nodes:
one for “A&B", another for “A”, and a third for “B” A network of this sort 15 not a
distributed connectionist network; yet it is distributed connectionism where most interest is
focused So the short way with Fodor and Pylyshyn is to say that their criticism 1s just
misplaced; they are ariticizing Feldman and Ballard style “localist” connectionism  But Fodor
and Pylyshyn see distributedness as a red herring. Their A&B network, they claim, could
very well be distributed if their simple nodes were complex at a lower level. But a
representation’s being complex does not means that it has constituents. A representation has
constituent structure only when ils parts are semantically evaluable So distributedness is
irrelevant. The compositionality of mental states is a “within level” issue (within the
“representational level”) while distributedness is a “between level” issue. 8

Smolensky agrees thal the distributedness (or not) of a representation is a “between
level” issue, but he admonishes Fodor and Pylyshyn for thinking that this means that
distributedness has no bearing on issues within the representational level. Smolensky thinks
that the distributedness of representations has implications for their compositionality.

On Smolensky’s analysis, while “subsymbols” in a connectionist device are the
activity of individual processing units, “symbols” are the patterns (vectors) of activaticn of
units. Subsymbols represent “microfeatures”, which are at best explained as ‘low level
semantic details’, for example, the symbol for “apple” might involve the subsymbols of
“redness”, “roundness”, and so on. A more detailed example should help 1n explaining how
Smolensky sees the relation between symbols and subsymbols, and how distributedness
affects the composition of mentat representations.

Smolensky gives this example in a number of places (including Smolensky 1987,
1988); it involves a hypothetical connectionist representation of coffee. The details of the
example are rather close Lo the sensory level, and the microfeatures involved are not very
micro, but suffice it to say that this is not an essential feature of the example Typically,

microfeatures are meant Lo be somewhat less complex than those in the example

Smolensky (1988: 3).
A Fodor and Pylyshyn (1988 19)
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We are to consider first a distributed connectionist representation of cup with coffee.
This would be a pattern of activation involving many different microfeatures” “brownness”,
“heat”, “cylindncal container”, “liquid contacting container” , and so on. Consider a separate
representation of cup (without coffee). This would involve the microfeatures “cylindrical
contai ner”, “porcelain surface”, etc.

Given this, how then are we Lo understand the connectionist representation of coffee?
The preliminary answer is that the representation of coffee is just the representation of cup
with coffee with all of the microfeatures involved in the representation of cup without coffee
subtracted away So we are left with a distributed representation of coffee, but it is of coffee
ina particular context. that of being in a cup. Even without the microfeatures involved in cup
without coffee, the context remains in the shape of microfeatures describing the interaction of
cup and coffec. “liquid contacting porcelain”, “liquid in cylindrical shape”, and so on.

Since there 1s nothing sacred about coffee in cups, we could have easily started with
can of coffee, or tree with coffee, and subtracted away features in order to produce a
representation of coffee. Bul we would again find context creeping in; coffee in cans is
generally abrown powder, on trees it is beans. The examples here are unnecessarily extreme,
but the point should be emerging: There is no one distributed connectionist representation -
no one symbol - of coffee, there isinstead a family of related representations. Smolensky
makes much of this claim concerning the context sensitivity of connectionist representations.
[is first moral from the coffee example is the claim that connectionist representations do have
constituents

Fodor and Pylyshyn have argued that a representation has constituent structure only
when its constituents are themselves semantically evaluable. Smolensky and others in the
connectionist camp have not disputed this view, and Smolensky himself seems to have laid a
lot of groundwork toward the claim that connectionist symbols have constituent structure,
since they have semantically evaluable subsymbols as their constituents. But that is not the
claim that he makes. Smolensky does propose that connectionist representations have
constituent structure, but the constituents he has in mind ave vectors The representation
(vector) cup with coffee, for example, is composed of representations (vectors) of cup and of
coffee The relation between cup with coffee and cup is within the representational level.
Smolensky concedes to Fodor and Pylyshyn that the relation between a vector and its

individual elements (the relation between a symbol and a subsymbol) is a “between leve!”
relation. 9 He ignores here the possibility of an interesting debate concerning the nature of the

relation between symbols and subsymbols. It is also somewhat surprising to wade through

9 Smolensky (1987- 148).
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accounts of the semantic content of subsymbols, only to find that the refation between
symbols and subsymbals is not within the representational level. At any rate, the concession
15 made, and consequently most of Fodor and Pylyshyn's arguments against Smolensky are
irrelevant, because they portray hum as denying just the point that he concedes. 1V

So the vectors that are connectionist representations have smaller and equally
representational vectors as their constituents This of course has 1o botlom out somewhere,
vectors cannot be divided into smaller vectors ad infinitum. But recall also that the classical
symbolic account has alomic symbols; that something has only onc constituent does not mean
that it lacks constituent structure Later we will explore the extent to which Smolensky’s
account satisfies the demand for constituent structure

Smolensky’s account of connectionist representations serves to hightight some of the
differences between connectionist and symbolic systems. Firstly, while the constituency of
mental states is useful for the analysis of the behaviour of connectionist devices, it is not a

part of their causal mechanism. The processes by which connectionist representations arc

manipulated are not defined over structure; it 1s the individual units that matter And whatever

arbitrariness and ambiguity there is in what counts as a representation of cup or of coffee 1
an arbitrariness and ambiguily of analysis, not of processing. The real heart of the mysteries
of connectionism, and what serves to separate it from classical symbol views, is that the
entities manipulated by the equations that define connectionisim (the actuvation levels of
individual units) are not the same entities that get semantically evaluated (activation patterns)
This leads to a further view of Smolensky's, that the decomposition of composite
connectionist representations into their constituents is not precise, but approximate. Again
one encounters ambiguity in the composition of connectionist representations, but again the
ambiguity is one of analysis and not of function

Although Fodor and Pylyshyn misrepresent Smolensky on this topic, we should not
too soon commit all of their arguments to the fire. In particular, they criticize Smolensky (as
they understand him) for having a mistaken notion of constituency, they portray him ay
misusing the term “constituency” to refer Lo a semantic relation between predicates They
argue that while “the florist” is a constituent of the sentence “Joan loves the florist”, one
would not normally say that “has a handle” is a constituent of “cup” any more than one might
say that “the English phrase ‘is an unmarried man’ is part of the English phrase ‘is a
bachelor’”. 1!

10" Fodor and Pylyshyn (1988. 19-28),

"1 Fodor and Pylyshyn (1988: 21-2) In the interest of avoiding examples of the "John
loves Mary™ sort (the one actually used by Fodor and Pylyshyn), T have horrowed * Joan
loves the florist” from Bechtel and Abrahamsen (1991).
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Fodor and Pylyshyn are of course correct to demand that “real constituency” involve
parts and wholes and not (just) semantic relations But what Smolensky takes to be
conslituents really are parts of a whole representation, and the relation between the two is
within the representational level To the extent that we understand cups as being the sorts of
things that have handles, there is a semantic relation between has a handle and cup; but on
Smolensky's account of connectionist representations, the former representation really is a
part of the latter. The complex representation cup is composed of different representations
such as has a handle Fodor and Pylyshyn have again misunderstood Smolensky; he does
not mean for semantic relations to constitute constituency; his interpretation of constituency is
quite standard.

Returning to Fodor and Pylyshyn's analogy, while il is true that “is an unmarried
man” is not part of the English phrase “is a bachelor”, the analogy simply doesn’t fit with
Smolensky’s representations. From the beginning, Smolensky and other connectionist
advocales have emphasized the differences between connectionist and symbol style
representations, and a natural language expression is an exemplar of the latter sort. That the
connectionist representation cup has as a constituent the representation has a handle, while a
parallel expression in English would not, is just the difference between the two styles of
representing, rather than an indication of some error of Smolensky’s

The misunderstanding here might arise also from worries about the processing of
symbols, but we have seen already how Smolensky embraces the ambiguity involved in
decomposing a complex representation into its constituents, and how connectionist
processesing involves only the individual units. Smolensky’s representations are more tools
of analysis than items to be processed; they are more outcomes of processing than tools
implicated in processing But while Fodor and Pylyshyn’s criticisms of Smolensky’s
understanding of constituency may be wrongheaded, there is reason to believe that
Smolensky has misunderstood the nature of the constituents involved in connectionist
representations, as we will see below.

Smolensky concludes that his account of connectionism satisfies the demand for
representations with combinatorial syntax and semantics and yet does not implement a
language of thought. While his representations, he claims, meet all of the criteria demanded
of them by the classical symbol view the context dependency and ambiguity involved in
connectionist processing makes it clear that processing operates in a manner significantly
different than it would if it were implementing a language of thought It is unclear exactly
why Smolensky should want to devote space to establishing constituent structure for
connedionist representations when he goes on to deny that they are not simply implementing

a lunguage of thought. He seems to want to claim for connectionism all of the advantages that
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the classical view claims for constituent structure but, if that is his goal, he does so without
making a clear connection between his understanding of connectionst representations and the
supposed advantages

While Smolensky has made a good case for the position that connectionist
representations have constituents, he has targely ignored the classical symbolic demand for a
combinatorial syntax and semantics for representations. He is correct to say that his
connectionist representations have constituents, but it is not at all clear that this is the sort of
constituency demanded by the symbolic view. Since they are divisible into parts,
conneclionist representations do have constituents. But the symbolic view of cognition
demands not simply conslituency, but constituency of a certain type, it demands of
representations that they have a combinatorial syntax and semantics

Smolensky and other connectionists make few attempts to convince us thal
connectionist representations have a combinatorial syntax and semantics. And there is ample
reason Lo think that they do not. To begin with, connectionist representations are not ordered,
al least not in the same manner as symbolic representations. The two symbolic expressions
“Rab” and “Rba” are importantly different (as expressions in first order logic), the role of
order in connectionist representations is not as clear. Smolensky’s representations are
conglomerates of different representations where the order is largely irrelevant Lo processing.
Connectionist representations are processed by virtue of being composed of individual units,
over which the equations governing processing are defined. Connectionist processing pay's
no direct attention to structural properties such as order. As vectors, connectionist
representations are ordered; there is a difference between the vectors - 0,1 - and < 1,0>, bul
the difference between the two is manifested by the structure of connections between units in
the network, not by processing alone.

The result of this feature of connectionist representations is that (t becomes tricky to
have representations of relational properties. We might reasonably demand of a means of
representation thal we be able to represent both “Joan loves the florist” and “The florist loves
Joan” and be able to distinguish between them, but it is not immediately obvious how Lo do
so if one clumps together ail of “Loves”, “Joan” and “The florist” without using order o
indicate the direction of the relation.

One solution to this problem, and the solution employed by McClelland and
Rumelhart in their past-tense acquisition network (McClelland and Rumelhart 1986), is Lo
account for order by multiplying representations The proposal here is to have a different
representation for each relationship; one for “Joan loves the florist” and another for “The

florist loves Joan” A problem with this solution is the sheer gross Lonnage of representations
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required Lo represent the most basic relational properties. But this is not the only approach
possible to the problem; the point here is that the problem is not insoluble

We have seen already some of the reasons that the symbolic view cites for demanding
representations with constituent structure; but Smolensky’s representations simply don’t meet
the demand They are nol ordered in the way that the symbolic view demands. The symbolic
view demands of representations that they have a particular sort of order, in order to account
for features of cognition such as systematicity and productivity; the relation between
connectionist representations and these features is not at all clear. To cry that connectionist
representations are vectors and therefore ordered is to play on two different sorts of order
rather than to save connectionism

Because connectionist representations are not erdered in the same manner as standard
symbolic expressions, it is doubtful that they will prove to have the combinatorial syntax and
semantics also demanded by the symbolic view. Different connectionist representations can
be put together in different ways, just as cup can be combined with coffee or with tea, but we
have seen how introducing relational properties muddies these waters significantly What role
order plays in syntax and semantics will depend on what solution one uses to the problem of
relational properties. The one solution hinted at above involves eliminating order altogether
and employing only atomic symbols With only atomic symbols, there is little for a
combinalorial syntax and semantics to do.

Itis at best not obvious that connectionist representations have a combinatorial syntax
and semantics. And no one, Smolensky included, has done very much to try to convince us
that there is reason to think otherwise Smolensky has devoted a lot a «ffort and text to
pulling constituents out of connectionist representations, but they simply are not the sort of
constituents involved inthe symbolic view. They don’t do the things that the symbolic view
demands of them so there is little basis for Smolensky to claim that they do

It should now be fairly easy to argue, as Smolensky does, Lhat his connectionism
does not operate by implementing a language of thought. To this end, Smolensky points to

.the context dependency of the constituents, the interactions that must be
accommodated when they are combined, the inability to uniquely, precisely
identify constituents, the need to take seriously the notion that the
representation of coffee is a collection of vectors knit together by family
resemblance. ..

to argue that his otherwise quite symbolic connectionism does not (necessarily) implement a
language of thought. !> T will not evaluate what little argument Smolensky provides for this

12 Smo]ensky (1987: 149).
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point, it should suffice to say here that his position becomes much more certain when we

recognize that his constituents are not at all as he imagined.

Connectionist madels, particularly those in the Parallel Distributed Processing vein,
present the beginnings of a new and exciting approach Lo the understanding of cogmition But
the classical symbol - processing approach has successes of its own, and we should not be
too quick to dismiss them In the final section of this chapter, I will argue that the greatest
contribution connectionism can make is toward a better understanding of neuroscience. But
we should first understand that many of the claims for the superiority of connectionism over
symbol processing are not as well grounded as some might have us think The understanding
here is that the debate between the two approaches concerns which of them provides the best
account of actual mental representations.

There are in general three sorts of superiorities claimed for connectionism 1n the
literature: (1) processing strategies intrinsic tu connectionism that make il an appropriate
choice for certain tasks (content addressable memory, default assignment, spontancous
generalization, satisfaction of “soft” constraints, etc.), (2) morc general advantages not
related to a particular processing strategy (graceful degradation and speed), and (3) biological
plausibility. All three sorts of advantages emphasize the distance between the classical and

connectionist approaches, yet all three have iheir difficulties

(1)

All of the first set of advantages ultumately concern the capacity Lo have a certain
input-output profile. The details of the particular advantages are not important here (and |
have listed only a few), but consider as a brief example the content addressability of memory
In connectionist models of memory, memories are addressable by their contents, while this 1
often not the case with classical models. Content addressability is the ability Lo retrieve or
otherwise “call up” stored information by virtue of its contents For example, my memory of
“cat” might be retrieved (recalled, activated, or what have you) by asking me Lo name u
pointed-eared furry fourlegged animal. Content addressable memory has the virtue of
facilitating recall with incomplete or conflicting information Memory in classical models 15
usually addressed by assigning each set of information (“set”, in the sense thut my memory

of “cat” is a set of information) and assigning it a numerical address in memory. Often ths




address will be mapped on to one of the particular contents of memory, so that memory 15
conient addressable for one of the contents of memory (This would be the case where, [or
example, all of the information on your bank account 15 accessed by your account number )

AL any rate, despite the imitations that it might put on the processing necessary Lo
ohtain 1L, content addressability of memory is just the ability to output a set of information
grven one or more of its contents' so the content addressabilily of memory 1s a matter only of
the ability to maintain a certain input/oatput profile. The same is true for all of the other
features in (1)

This feature of all of the advantages in (1) - that they demand only a certain input-
output profile - proves to be their undoing. We know, if the Church-Turing thesis is correct.
that any computable input/output profile can be the profile of a Turing machine, and Turing
machines are the archetype of classical architecture. So any input/output profile of a
connectionist model can be the profile of a classical model. So the advantages in (1) are really
not advantages at all

As is typical of the literature debating the merits of connectionist models, the fate of
the features in (1) lies somewhere between the claims of connectionists (the features of (1)
are reason Lo prefer connectionist models) and classicists (classical models can exhibit all of
the features in (1)). If connectionists are guilty of ignoring the Church-Turing thesis, then it
may be Lhat classicisis that make the sorts of claims T am attributing to them may be guilty of
taking 1t too seriously. !5 The problem bere is that while the Church-Turing thesis tells vs
about the computational capacities of Turing machines, it says nothing of the time required
for computation If the thesisis correct, then there can be Turing machines (and therefore
classical models) that exhibit the feature of content addressable memory. But such models
will be inadequate as models of, for examplc, human memory, if they take an inordinate
amount of time to compute the function demanded of them.

To be charitable, the motivation in the connectionist camp for making the claims that
they do about (1) seems to be that the advantages scem to be natural features both of
connectionist models and human cognition, but which are, at best, features of that have to be
forced on classical models. But this is hardly reason enough to claim that a connectionist
style account of cognition would be somehow better than a classical account There are
various spheres of our cognitive performance for which classical models seem plausible,
while connectionist models seem forced: this is true for almost anything involving linguistic

behavior And it is fallacious to think that because some features of cognition seem o us Lo

! ‘ _ T present Fodor and Pylyshyn (1988- 54{f) as classicists who seem to make this sort
of claim, althought without explicity invoking the Church-Turing thests
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be natural and bastc aspects of our cognitive life, that the best account of cogmtion will also
have these capacities as “basic” and “natural” features.

The fate of the connecuonist claims of advantage in (1) should therefore be cautious
rejection There may be specific input/output profites which are easter to realize ina
coinectionist machine (easier, for example, 1n terms of the time required for processing) But
many of the alleged advantagesthat would qualify as type (1) advantages are just as casily
realized in classical machines. (Which capacities these turn out Lo be is an empirical question,
it’s simply a matter of designing a classical machine that will mantain the appropriate
input/output profile.) And further, if the advantages in (1) are meant Lo be reasons for
preferring connectionist models over classical ones, it scems that there are many different

advantages that classical models can claim over connectionist ones

(2)

There are a few advantages that connectionists claim for thar models that involve
more than the ability to maintain a certain input-output profile Two of the more conspicuous
claims involve speed and graceful degradation

Graceful degradation involves the degradation of performance and s of two sorts
degradation from noisy data and from physical damage A good case can be made for the
position that degradation from noisy data involves only the ability Lo maintain a certain
input/output profile - in that this sort of graceful degradation is the capacity to produce u
certain sort of output given a certain sort of input - so T will ignore it here

Graceful degradation from physical damage involves the abulity of a network or brain
to maintain coherent performance given minimal physical damage As the amount of damage
increases, so does the distance between the normal and damaged behaviors Some machines,
like ordinary von Neumann computers, do not degrade gracefully. The most minimal
phystcal damage to most areas of a von Neumann computer will result in a full-scale
breakdown of performance, or no performance at all.

The connectionist claim is therefore this” Graceful degradation from physical damage
1s reason Lo prefer connectionist over classical models, since both brains and connectionist
models degrade gracefully, while classical mc.jels do not

Again tte truth about the wholesale advantages of connecliomst models is not quite as
simple as connectionist advocates would have us believe  While it is true that connectionsst
models gracefully degrade and that classical models generally do not, the connectionist claims
concerning graceful degradation are confused on two points First 1L 1s not essential to

classical models that they degrade as poorly as they often do Second, the connection
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between the graceful degradation of connectionist machines and that of brains is somewhat
weak

Both problems involve the time-honoured funclionalist distinction between mental
states and the physical stuff in which they are implemented- the same algorithm (“same” in
functional terms) can have different physical implementations Classical models, as presently
implemented on von Neumann computers, are not very resistant to damage. But given a
different im plementation (eg: on a computing device with many, rather than one, processor),
a classical model may degrade in a manner similar Lo that of brains and of connectionist
devices.

The second and more interesting misunderstanding in the connectionist position as [
have stated it involves the relationship between the degradation of brains and of connectionist
machines Brains degrade gracefully after physical damage, and we might reasonably ask of
a model of cognition that it exhibit this phenomenon. And in general, connectionist models
do exhibit this phenomenon But here the status of the units in a connectionist model comes
into question The recieved view among core connectionist advocates like Smolensky,
Rumelhart and McClelland is that the units in a network are not meant (o be identifiable as
neurons, nor as some larger part of the nervous system. They play some unidentified
functional role in processing. This view goes hand in hand with the position that
connectionist models are meant to be accounts of the algorithms of cognition, rather than of
the physical implementation of some algorithm.

We are concerned here with graceful degradation following physical damage But the
status of “physical” is very different between brains and connectionist models Physical
damage to brains is physical damage. But physical damage to the sorts of connectionist
models we have been discussing is damage (o an identifiable part of an algorithm, where no
commitment is made to the implementation of the particular algorithm These two types of
physical damage are very different, even though they both result in damage at the algorithmic
level (alieration of the algorithm). The difference between them is just the difference between
the 1mplementational and algorithmic levels. Damage to physical brains is damage to
implementational hardware. The cognitive level damage that may or may not occur depends
on how the algorithm is implemented in the brain. Damage at the implementation level is
often not easily mapped onto some algorithmic level damage. But damage in a connectionist
model is directly mappable onto algorithmic damage because the damage done is exactly at
the algorithmic, and not the implementational level.

Just as graceful degradation depends in part on the details of implementation, so does
the speed of processing Since the sume algorithm can have different implementations, the

speed at which an algorithm 1s executed 15 a quite dependent on its implementation. So with




both graceful degradation and speed, connectionist models can claim superiority over
classical ones, but there is nothing intrinsic Lo the classical symbol processing view that
makes this so. It is only the present implementation of both sorts of models that makes this

SO.

6)

What does it mean Lo say that a cognitive model is biologically plausible? The claim
seems not to be that biologically implausible models are not biologically possible (whatever
that would mean) but that, given the actual biology of brains, a particular model is more
plausible as an account of how brains work By the use of the term “biological” here we
seem to be tuking for granted that the goal of cognitive models (and theorics) is Lo provide an
account of the operation of the nervous system. [ have already expressed sympathy with this
view, but we should not jump the gun on competing views; it will probably not matter to
someone who does not mean to model the kinematics of the nervous system that their model
is not biologically plausible.

We know so little about the biology of brains that it simply 1sn’t clear what sorts of
things make a model more plausible. Further, even if we had a more thorough understanding
of the biology of brains, it still isn’t clear what would make one model more biologically
plausible than another. All of this is just to say that it isn’t clear what biological plausibifity
is

If biological plausibility concerns plausibility given some specific hardware, then
perhaps a biologically plausible cognitive model is just one that involves the same sort of
hardware as actual brains. This seems to be something like what connectionist advocates
have in mind. Brains use elementary processing units linked in parallel. Connectionist
models, like brains and unlike classical models, use elementary processing units linked in
parallel. Therefore connectionist models are more biologically plausible than classical
models.

This would be an odd view to take of connectionism if one held, in accordance with
the recieved view of connectionism, that connectionist units are nol meant to correspond Lo
neurons in the brain and are not meant to be understood as operating at the neural level If we
instead view 4 connectionist unit as some sort of higher level functional construct with no
commitments to its implementation, it is difficult to see in what sense we are Lo understand
connectionist networks as being more biologically plausible than classical models (on this
understanding of biological plausibility). If connectionist units do nat have some identifiable
carrelate in the brain then any claim to biological plausibility needs lo be supplemented with

some account of how connectionist networks are Lo be implemented in brains The crux ol



this point is that classical models can also be supplemented with an account of their
implementation, and there is at the moment little reason o think that classical models plus
implementation will be any less biologically plausible than conncctionist models plus
implementation.

On this basic understanding of what might be meant by biological plausibility,
plausibility, like speed and graceful degradation, is a feature of the implementation of an
algorithm, rather than a cognilive level feature. But 1f this is really what connectionists mean
by biological plausibility, they are just contradicting themselves by saying that connectionism
is both biologically plausible and is not concerned with the details of implementation. An
aliernative is to conceive of biological plausibility as a cognitive level feature, but it is unclear
just what sorts of features would count as biologically plausible. It is also unclear, again,
that connectionist models would fare any better than classical ones on this view of
plausibility. lTowever, this view of biological plausibility seems to be lurking behind some of
the connectionist literature, at least when given a somewhat less charitable (yet defensible)
reading One cannot help, upon hearing phrases like “brain style processing” that we are
supposed to think of connectionism as more (biologically) plausible because connectionist
networks, like brains, process in parallel. But itis simply a mistake to think that classical
maodels ipso fucto cannot employ parallel processing as well.

Il we are o judge cognitive models (and therefore cognitive theories) by their
empirical successes, then what room is there for claims of biological plausibility, which
seems to be a distinelly non-empirical feature? The vague understanding of biological
plausibility in the connectionist literature scems not Lo involve a superiority in empirical
success Biological plausibilily is not meant to be an empirical virtue of cognilive theories or
madels. So why then afl of thistalk about plausibility ?

The short way to deal with this question isto point out all of the other non-empirical
theoretical virtues that have arguably played a role in the practice of science Simplicity is
often invoked (at least on some readings of the history of science) 1n the justification for
preferring one theory over another. The capacity to unify predecessor theories is another non-
empirical virtue that looms large in the history of science. And both of these virtues share
with biological plausibility their degree of vagueness. (eg: When is one theory more simple
than anuther?)

For some reason, theoretical simplicity seemed to some people to be a reason to think
that when given two theortes, approximately equal in their empirical adequacy, the simpler
one had captured something that the more complex one missed, or the simpler one was at
least to be preferred. Connectionists, for whatever reasons, have the same idea about

biological plausibility. Giventwo cognitive theories that make approximately the same

N
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predictions, the more biologically plausible one should be preferred and is likely to have
captured something that the less plausible one missed.

It is then, nothing new or mysterious that someone might invoke some non-em pirical
quality of a theory as a reason to prefer it over its competitors. But claims about biological
plausibility cry oui for an aticulation of just what isbeing claimed, and, given that, for some
account of what good it will do usto choose “biologically plausible” theories over their

com petilors

It should be clear therefore that there is a sigmficant gap between the symbolic and
conneclionist approaches, despite what one might think of the respective merits of the two
This gap leads Smolensky Lo propose that an aim of connectionist research should be o
“develop new formalizations of the fundamental computational notions that have been given
one particular shape in the traditional symbolic paradigm”. !’ Fodor and Pylyshyn, on the
other hand, think that there is some place for work in connectionism but it is in support of,
rather than in competition with, the symbolic approach

Given their dissatisfaction with connectionist models as models of psychological
phenomena, Fodor and Pylyshyn propose that the proper role for connectionism is to provide
an account of how classical cognitive architectures might be implemented in connectionist
style devices, specifically the brain. Since connectionist devices are capable, at a functional
level, of behaving in accordance with classical architecture, one can reject the possibility of a
connectionist style psychology but employ connectionism (or something like it) to expluin
how the brain realizes a classical architecture In this way, one may sull grant the virtues cf

some connectionist models and yel reject connectionism as a psychological hypothess

The cognition - implementation distinction is grounded in the functionalist distinction
between mental states and the particular physical stuff in which they arc realized A
functionalist mental state is delineated by the set of causal relations it bears to environmental
input, bodily behavior and to other mental states. Mental states, like mousetraps, are
functional kinds: they can be realized in different ways, using different materials The

cognition half of the cognition - implementation distinction concerns theories that involve

14 Smolensky (1987. 137).



mental states, their manipulatton, and so on, all without providing the details of their physical
realization Ttisleft to theories of implementation Lo give an account of the physical details of
cognion

The significance of the distnction 1s found in the percetved aims of psychology
Among its aims, we are Lo understand, is the elicitation of cognitive level theory Accounts of
implementation are valued in the psychological literature, but usually only to the extent that
they serve o distinguish correct cognitive level accounts from incorrect ones.

The majority of those working with distributed connectionist models are quite
adamant that they are working toward an account of cognition; their models of particular
cognilive abililics are meant Lo be terpreted at the cognitive level, despile occasional polemic
Lo the effect that the boundary between cognition and implementation 1s not as clear as one
might like it

[T]he claim that our models address a fundamentally different level of

description than other psychological models is based on a failure to

acknowledge the primary level of description to which much psychological
theorizing is directed. Al this level. our models should be considered as

competitors of other models as a means of explaining psychological data. 15

We heard above an opinion from the classical camp on the potential for a
conacctionist style cognitive level theory. connectionism provides inadequate means for an
account of cognition, and its best hope is in providing an account of the implementation of 1
classical cognitive theory. Two difficulties arise from this proposal for connectionism The
first is less pressing: it involves a need Lo rewrite the literature of connectionism, editing out
all claims concerning supposed cognitive level features of connectionism and of the potenual
for “connectionist psychology”.

The second problem is more serious: if connectionism is to tell us something about
the implementation of a classical (or any other) psychology, in what sorts of things are we to
imagine the implementation? For what sorts of things would a connectionist account of
tmplementation be appropriate? The immediate answer is that connectionism is best suited to
give an account of implementation in connectionist devices. But surely this is of doubtful
utstity, there are simpler means for realizing a device that operates in a classical manner The
hint here from Fodor and Pylyshyn is that connectionism may have something to tell us about
how classical symbol-crunching goes on in the brain.

How much can a connectionist style account of implementation tell us about the brain?
Mainstream connectionists (exemplified by McClelland, Rumelhart, Smolensky, Hinton, and

'S Rumelhart and McClelland (1986b. 124).




so on) make much ado about taking “brain style processing” and the details of
implementation seriously, but they do mean for their work in connedlionism o be interpreted
at the cognitive level; they mean, eventually at least, to be offering psychological hypotheses
to compete with those from the classical camp. With regard Lo implementation, they claim
only Lo be paying altention toit, tn some sense, rather than providing an account of it. Thus,
they come to say thal they are engaged in “neurally inspired” modeling rather than the
modeling of neurons

So it 15 perhaps the “neurally inspired” features of connectionism that might make it
tempting as the means for an account of the implementation of some cognitive theory But
one should recognize both that connectionism as practiced is meant to be interpreted at the
cognitive level and that as a model of the nervous system, connectionism involves enormous
simplifications For all of the doubts about the status of connectionist or classical accounts of
cognition, the simplifying nature of connectionism can serve us well in at least one respect: o
can tell us something about the nature of networks of real neurons We have seen that the
processing units involved in connectionism, while “ncurally inspired”, are not meant to be
models of actual neurons. But we should not be deterred by the prevailing view of the aims
of connectionism. Connectionism borrows many of its basic features from neuroscicree, and
it has the potential to return the favour by providing insights on how large groups of vaguely
neuronlike processing units might operate We need not develop specific connectionist style
neural models to leam the lessons connedtionism might have for us; the vaguely neural nature
of connectionist processing units means that many of the insights provided by work in
conniectionism may be applicable to neuroscience and, Lo an extent, vice versa

In drawing neuroscientific lessons from connectionism, we are Lo an extent viewing
connectionist models as simplifying neural models. There are, ingencral, two strategies in
modeling. 6 In the first, called “realistic” modeling, one incorporates as much of the known
features of the object of modeling as is possible. One of course wants models that are as
accurate as they can be, but the danger with realistic models is that, because of the breadth of
variables and parameters included, their complexity and the computational demands of a
computer simulation may leave the modeis as poorly understood as the things modeled
There is a danger, in other words, of learning nothing. As well, the computational demands
of realistic models insure that only the smallest networks of neurons can be modeled in this
fashion

The other general strategy in modeling is to simplify Simplifying models ignore

some features of the object of modeling, while emphasizing others Tn this way, one risks

16 Sejnowski et al (1990)



inaccuracy in order Lo overcome some of the difficulties and disadvantages of realistic
models Bul with the risk of ignoring relevant features or incorporating irrelevant ones
comes, with experimentation, the reward of the potential of simplifying models to distinguish
relevant features from irrelevant ones.!” It is probably only through models that simplify the
operation of neurons that we can gain some understanding of the basic computational features
and constraints of the nervous system.

There are many aspects of connectionism relevant to an understanding of the
workings of real neurons The areas in which conneclionism is most helpful are, not
surprisingly, those in which it has borrowed some feature from nevroscience and built on it
For example, one of the tenets of connectionist psychology is that learning is the modification
of (synaplic) connedion weights over lime as afunction of experience This idea goes back a
least to Donald Hebb (1949) Hebb's basic idea was that when two neurons were
simultancously excited, the strength of the connection between them should be increased. In
this way, a nervous system could modify itself as a result of the particular experiences it had
(thus “learning”) Early work in connectionism applied Hebb's ideas Lo the operation of its
processing units, so that connectionist networks would modify themselves according to their
input along the lines of Hebb's hunch about real neurons.

Connectionism borrowed the Hebb rule from neuroscience, but 1n return,
connectionism is better suited for an investigation of its particular potential and limitations
Toying with Hebbian connectionist networks has demonstrated, for example, that the Hebb
rule is excellent for pattern association tasks bul not so much for tasks unrelated Lo pattern
association Work in connectionism has also lead to the development of more powerful
“learning rules”, as they came Lo be called; these are new formulae for the modification of
connection weights: the understanding of learning as the modification of connection weights
over Lime as a function of experience has not changed

It would be further possible, given the superficial similarities between networks of
connectionist processing units and those of real neurons, to turn back 1o neuroscience to
attempt to find real instances of the newer learning rules developed for work in
connectionism  As one might expect from the grand psychological aims of connectionist
research, the emphasis in connectionism has not been on developing learning rules that might
apply to real neuvrons. Some of the more popular rules employed in the training of

connectionist networks involve a4 measurement of error, which requires a “teacher” to both

| For reasons of brevity, [ discuss here only the “amount of information incorporated”
conception of what makes a model realistic or simplifying. My immediate concern is with
distinguishing two strategies of neural modeling and not with the epistemological
committments of referring to one as “realistic” and another “simplifying”.




know the desired result and measure the disparity between the actual and desired results.
(Teachers are usually the experimenters themselves or the computer on which the network is
simulated. ) Although we often do learn things from our teachers, we cannot expect learning
always to depend on a foreknowledge of the correct answer, especially at the most obscure
corners of our nervous systems.

As it is with learning, so il goes for storage Conncctionist networks, among other
things, give us the means to invesiigate the way in which a group of ncurons might store
information, and how they might come to retrieve and modify the information stored Some
of the more fruitful contributions to be made by connectionist theory involve an analysis of
the operation of networks at the level of the entire network. This is not an area foreign to
neuroscience, but does present it with the dual restrictions of space and complexity, neither
of which presents much of a problem for connectionist networks.

Ther are two analyses of the global activity of connectionist networks. one involves
an analysis of unit activity, the other the global configuration of connection weights. These
are state-space analyses. the state of a particular network at a particular lime is represented by
a point in an abstract multidimensional space. Both these analyses, as it wrns out, are
important for learning the epistemological lessonsthat connectionism has Lo teach us. Those
lessons, together with an extended discussion of both activation space and weight space,

appear in the last chapter.

We have seen the doubtful nature of the claims made for the superiority of
connectionist models over classical ones. The connectionist and symbol processing
approaches ace each well suited to different cognitive tasks. I have proposed that the real
advantage connectionism may have over the classical approach lies in its potential as 4 tool
for the advancement of neuroscience; but il is important to recognize the distance betweenthis
proposal and that of Fodor and Pylyshyn. Their proposal banishes connectionism from the
cognitive realm and restricts it to providing im plementation level accounts.

These two fates imagined for connectionism may seem identical, but in fact that is not
the case To propose that connectionism can play 4 role in a better understanding of the
nervous system, at the level of neurons and groups of neurons, is nol Lo restrict

conneclionism to the implementational level. Often neural level accounts are understood o be



1pso facto at the implementation fevel, but this is simply not the case; what counts as the level
of implementauon is a function of interest

Viewing the level of neurons or thereabouts as the level of implementation is to
confuse levels of organization with levels of analysis. The nervous system has many
different levels of organization, ranging from the system as a whole on down through circuits
of neurons to the level of ion transport. There are as well different levels of analysis of the
nervous system. Above we discussed the cognitive and implementation levels; there may also
be pertinent subdivisions of these levels, if not ones in addition Lo these two, but il is
primarily the functional - physical distinction that is important here. 8 [t is a mistake to think
that these two different ways of understanding the nervous system are somehow congruous
Frach level of organization of the nervous system can be viewed through functional or
physical lenses.

Consiider, [or example, an action potential. If one is interested 1n communication
between neurons, then the details of an action potential are implementational, since what
malters Lo neurons is really only the presence of a binary event If the interest isinstead at the
level of ionic distribution, then an action potential is a functional sort of thing, the result of an
integration of many sources of information. At any level of organization of the nervous
system, one may ask functional or impiementational questions. !9 To view the “ncural level”
as somehow more implementational than other levels of organization isto make a category
mistake, as with other such levels, we can reasonably ask both functional and
implementational questions.

Similarly, one should not confuse the cognition - implementation distinction with the
distincion between simplifying and realistic models. Just as levels of analysis and of
organization are orthogonal, so too are these two ways of understanding models. Realistic
style models need be no more or less implementational than those that are more simplifying
The standard view of connectionism, for example, is that it presents simphfying models
meant to be interpreted at the fundional (cognitive) level. But one can at least conceive of a

'8 In what follows, as elsewhere, the discussion involves the cognitive-implementational
distinction of neural level phenomena. I have chosen to flip between “cognitive” and
“functional” for the quite benign reason that many of the functions carried out by small
groups of neurons do not qualify as cognitive as that term is usuatly understood. The present
significance of the distinction between cognition and implementation is that “cognition” is
characterized functionally while implemenation is not. I have used the term “cognitive-
implementational distinction” elsewhere in the discussion in the interest of conforming to
standard terminology.

19 In this example, and 1n the point it is used to make, [ am borrowing from Churchland,
Koch and Sejnowski (1990). Both the point and the example reappear in Churchland and
Sejnowski (1992).
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cognitive level model that was meant to be a “realistic” model, or of models that were meant
to be simplifying implementation level accounts, and so on.

Fodor and Pylyshyn properly understand connectionist models as simplifying, but
propose that they be understood at the implementational level. [ propose no such revision of
connectionism; the work done in connectionist theory and on particrlar models is clearly has
something to say at the cognitive level. The nature of connectionism is such that it may be
able to provide some insights into the “cognitive” (ie, functional) level features of networks
of real neurons, without being conceived of as accounts of implementation. As well, if we
keep in mind the simplifying nature of connectionism (simplifying with regard to neural
function), then we need nol even view particular connectionist models as neural models in
order Lo learn something of neuroscience from them. We can learn, as just noted, some of the
sirengths and weaknesses of the Hebb rule. Tt is the simplifying nature of connectionism in
general from which we learn this lesson; we needn’t have viewed any particular connectionist
model as a neural model It is more the simplifying nature of the basic features of

connectionssm that matters here, rather than the intended domain of any particular model




Chapler two

Connectionism and folk psychology

Iquipped with an understanding of the nature of connectionist models, we can now
explore the possibilities for an epistemology consistent with eliminative materialism.
Chapters three and four address the explicitly epistemological issues; the goal in this chapter
15 Lo establish a support for eliminative materialism from connectionism, by arguing for the
inconsistency of connectionism and folk psychology. T will repeat here my position on the
status of folk psychology discussed in the introduction: in order Lo ultimately escape
climination, folk psychology must be compatible with our best account of the activity of the

nervous system.

Smolensky and others working in connectionism are clearly tempted by the view that
the generalizations and categories of folk psychology ignore important features of cognition
Inthe less philosophical connectionist literature, the debate involves neither folk psychology
nor eliminative materialism What discussion there is on these malters concerns the extent Lo
which c'assical and connectionist modeling differ, and how classical descriptions of
connectionist devices may make some corredt predictions about their behaviour, while at the
same time being altogether wrong about the internal mechanisms it posits. Because they
present no account of folk psychology, Smolensky and his allies are not committed to its
rejection, but for those who see some connection between folk psychology and the classical
symbolic view of cognition, they present a basis for argument for the elimination of folk
psychology based on the success of connectionism. It is partly on this basis that William
Ramsey, Stephen Stich, and Joseph Garon present their arguments, discussed below, for the
inconsistency of connectionist and folk psychologies.

The first chapter discussed indetail the extent to which the distributed connectionism
discussed by those such as Smolensky, Rumethart, McClelland and others differed from the
classical view of cognition and cognitive modeling. From the successes of connectionsst
modeling and with a great deal of optimism for its future, Smolensky and others conclude
that connectionism is somehow more faithful to the details of cognition than the classical
view They acknowledge the predictive successes of the classical approach, bul they
understand cognition as fundamentally connectiomst To this end, this camp of
connectiomsts sees the relation between classical and connectiomst modeling as analogous Lo

that between classical and quantum mechanics
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It might be argued that conventional symbol processing models are
macroscopic accounts, analogous to Newtonian mechanics, whereas our
models offer more microscopic accounts, analogous to quantum thcory
...Through a thorough understanding of the relationship between the
Newtonian mechanics and quantum theory we can understand that the
macroscopic level of description may be only an approximation to the more

microscopic theory. |

There are similar examples in the connectionist literature meant to present a similar
view of therelation between classical and connectionist accounts One finds also a number of
lengthy analyses of connectionst models of particular cognitive tasks meant to demonstrate
that such models nowhere employ the mechanisms that the classical view finds necessary
The point of the demonstration is not only to distance connectionism and classicism, but to
show that the particular connectionist networks do not 1nvoke the rules they scem to obey.

It is not entirely clear that we should understand classical mechanics as an idealization
of a more realistic quantum theory, but it is best not to push the analogy too hard. The goal
here seems Lo be to acknowledge the predictive success of classicism, while proposing that
the processes it attributes to cognition are at base more complex than classicism atselfl
recognizes. Some networks may behave as though they were manipulating sentence-like
representations according Lo processes sensili ve to their structure, but that does not mean that
there are sentential representations in the network, or structure sensilive processes, or

whatever else the classical view might see there.

A system that has, at the microlevel, soft constraints satisfied in parallel, has
at the macrolevel, under the right circumstances, to have hard constraints,
satisfied serially But it doesn’treally, and if you go outside the Newtonian
domain, you see that it's really been a quantum system all along 2

Frequently, the quantum theory analogy 1s accompanied by the proposal that connectionism
provides a unifying account of behaviours that were previously divided into “rule governed”
and “exceptional” cases. Connectiomsm 1s concerned with the underlying process that
accounts for both sorts of behaviours.

It seems best to understand the quantum theory analogy as only an illustration of the
relationship between the classical and connectionist approaches, rather than as the basis for

preferring one aver the other, although the analogy 1s clearly meant us part of an arg ument for

! Rumelhart and McClelland (1986 125) Rumelhart and McClelland credit the example
to Smolensky, who first discusses it in his (1988)

2 Smolensky (1988: 20)




the superiorily of connedionism over classicism. Chapter one discussed some of the ways in
which connectionism recognized us complex some of the things the classical approach took to
be simples But by being more detailed in this sense, it does not necessarily follow that
conneclionism is somehow unifying in a way that classicism is not. An argument of this sort
will need more than analog y for support

Butil 1t is unilying, underlying processes that we are looking for, why stop at the
level of connectionism? Certainly a half decent physics will study the processes that underlie
all cognitive behavior, What is needed here 1s some reason - putting aside “unification” and
being more “fundamental” to the extent that we can - for preferring one cognitive theory over
another Tt will not help connedionism to be somehow more fundamental and unifying if that

means that it 1s therefore not an account of cognition

Since folk psychology has yet to appear in the debates between connectionism and
classicism, whatever alliance there might exist between connectiomsm and eliminative
materialism is all bul hidden. But, as hinted above, it may turn out that a proper
understanding of both connectionist and folk psychologies may uncover insoluble conflicty
between them

Such a view of connectionism and folk psychology is advocated by William Ramsey,
Stephen Stuch, and Joseph Garon (1991). They claim that if several particular psychological
hypotheses presented by connectionism turn out to be right, then the prospects for folk
psychology seem rather poor. In their paper, Ramsey, Stich and Garon defend only this
condional claim; they defend neither connectionist psychology nor eliminative materialism
Their arguments depend for the most part on the understanding of folk psychology that [
gave in the introduction; we are to consider folk psychology and connectionism as
competitors. While Ramsey et al do not explicitly discuss this view of folk psychology, 1t is
evident that they hold it.

The conflict between connectionism and folk psychology occurs over an alleged
leature of cognition that Stich calls “ propositional modulanty” (see below). Folk psychology .
gousthe argument, is committed to propositional modularity, while connectionism presents
psychological models that do not employ it Connectionist psycholegy, we are Lo understand,

does not involve propositional modularity, while folk psychology 1s commutted to . So if the:




relevant aspects of connecttonism tum out to be right, folk psychology must be wrong, and i
folk psychology is correct, then it is connectionism that is doomed

Propositional modularity iy a feature of a belicf or memory store Such a storage
system is modular Lo the extent that “there is some more or less isolatable part of the system
which plays (or would play) the central role 1n atypical causal history leading to the utterance
of a sentence. *3 Folk psychology seems to make claims of this sort concerning propositional
attitudes' that they are functionally discrete states that play a causal role in the production both
of behaviour and of other propositional attitudes

Propositional modularity springs up all over folk psychology Consider a typical
belief-desire explanation: I opened the window because T desired to make the room cooler
and T believed that opening the window would make the room cooler Accounts of inference
are equally flavoured by modularity: If T believe “if your lights are on then you are home”,
and come to believe “your lights are on”, then T will typically come o believe *you are
home”. Consider also the principle that people who sincerely assert “p” generally have “p”
somewhere in their store of beliefs, or are at least capable of producing it sincere speaken of
English who say “snow is white” generally have the belief that snow 1s white  And so on for
all of the different roles played by the propositional attitudes within folk psychology Note
that the interrelatedness of beliefs is not at issue here, bul rather thew functional discreteness,
propositional maodularity is happily consistent with the view, for example, that aequinng one

particular belief often leads to having a set of related beliefs

Ramsey, Stich and Garon’s arguments depend also on a further, related feature of

folk psychology. Folk psychological generalizations like the ones hinted at above (eg people
who say “p” generally believe that p) are couched in terms of the semantic properties of the
propositional attitudes they involve ILis by virtue of being the belief that p that 4 particulu
belief has the profile of cause or effect that 1t does. So, for folk psychology, predicates of the
form “believes that p” are projectable; they are predicates appropriate for use in nomological
generalizations.

The view of connectiomsm that Ramsey et al present depends largely on the
distributed nature of connectionist representations; their arguments do not apply to localist
style connectionism. Their view that connectiomism does not involve propositional
modulanty relies on two points First, they endorse the view that connectionist models
properly understood, are cognitive level maodels and not accounts of implementation Second,

they emphasize the distributed nature of connectionst representations

3 Stich (1983. 237-238) 1 shall relay here Such’s warning against confusing
propositional modularity with the altogether different notion of modulanty discussed by
Fodor, notably in The Modularity of Mind.




Ramsey et al see distributedness as inconsistent with propositional modularity in two
ways First, itis often impossible to localize a particular connectionist representation, at least
beyond the input and output layers. Second, the mode of representation is such that it does
not lend 1tself Lo modularity, there is no part of a network that can be comfortably seen as a
symbol; “1t is often plausible to view such networks as collectively or holistically encoding”
information The authors reinforce their position by discussing a simple connectionist model
of their own They present a simple model of memory that judges the truth or falsity of a
given set of propositions The propositions considered here are quite basic' “Dogs have for”,
“Fish have scales”, and so on The network Lakes the propositions as input (encoded across
_ the sixteen input units) and outputs the judgment “true” or “false” by level of activity of the
single output unit. A four unit hidden layer lies between the input and output layers

Trained up Lo give the appropriate responses Lo input, one can fairly say that the
network stores information concerning the truth or falsity of the propositions that make up
the 1nput, 1nsofar as it produces the correct response for the given propositions But there is
no distinct part of the network that plays a role in producing the right output for any given
proposition. The information stored by the network is distributed across all of 1ts units, and
cach particular unil or connedtion weight is involved in storing information about muny
different propositions.

These are basically the same lessons about distributed representation and
superposilional storage thal we leamed in the previous chapter. But notice how these features
of connectionist models conflict with propositional modularity; there is no functionally
discrete part of the network implicated in producing a response from a particular 1nput
proposition All of the umts and all of the connection weights are involved in processing a
single 1nput vector As well, it 15 important Lo remember that, in accordance with the
arguments of Ramsey et al, we are considering their network not as just a physical
connectionist device, but as a cognilive model, making no claims as to its implementation To
claim that a particular system 1s modular is to make a claim about its operation at a functional
level, if the connectionist network under consideration were merely an account of the
implementation of some cognitive model, then claims about its distributed nature would be of
doubtful relevance Given the view of the status of folk psychology given in the mtroducuon
to the thesis, and given also the claim that folk psychology requires propositional modularity,
the assumption here is that connectionist networks must have functionally discrete subparts

that satisfy propositional modularity 1n order for connectionism to be compatible with folk

psychology

‘4 Ramsey, Stich and Garon (1991. 104),




As discussed earlier, connectionism invokes a distinction between representation and
information storage; at least these are the terms that are commonly used to describe two
distinct features of connectionist networks. It would seem that in this first argument for the
inconsistency of connectionism and propositional modularity, Ramsey et al have glossed
over this important, though perhaps for their purposes not crucial distinction. In making the
above point about the non-modularity of their model, they have this to say:

...there is no distinct state or part of Lhe network that serves Lo represent any
particular proposition. The information eacoded. .. ts stored holistically and

distributed throughout the network.

The authors make a number of claims, as they seem to here, in which they apparently
confound distributed representation and superpositional storage Indeed, the two claims in
Lthe above quote are quite distinct, although the argument proceeds as though they were
equivalent. The second claim above is clearly about the nature of information storage, while
the first is somewhat more ambiguously a claim about representation This quote is not
unique in presenting this impression of the views of Ramsey et al; nowhere do they attemplt
to distinguish these two claims, nor dothey leave the impression that any such clarification 14
necessary.

With regard to information storage, it should be fairly clear that nothing like
propositional modularity is in operation in this case. All of the sixty-cight connection weights
in the model are involved in producing the proper output from each particular input, the
particular connections are differently weighted, but the weights do not change once the
network is trained. The information necessary Lo produce the desired output 15 encoded in all
of the connection weights; there is no isolatable subpart of all of the connection weights
responsible for producing the proper output. It is not in the nature of connectionsst networks
to store information in specific locations, and so it is not 1 the nature of connectionist models
to store information in a functionally discrele manner.

The status of connectionist representation is not as clear as that of information
storage. Ramsey et al claim in the quote above that there 15 no distinct part of the network that
serves Lo represent a particular proposition This claim is surely false, for that 1s exactly what
the input layer of the network does It represents, in a vectorial code, the input proposition.
The representation is of course distributed across the sixteen input units. But should that
deter us from seeing the input layer as a functionally discrete subpart of the network that

plays just the role that propositional modularity demands of it? The same units are involved in

5 Ramsey, Stich and Garon (1991, 108-9).



representing other propositions, but, unlike the superposition of information storage, Lhe
units represent only one proposition at a time, so appeals to distributedness will not keep
propositional modularity from the door.

Surely Ramsey, Stich and Garon are aware of this feature of the input layer of their
network No doubt they have ignored it because it is unclear that the nature of the input layer
15 enough for the network itself Lo satisfly the demands of propositional modularity. Since it is
unclear, there is a burden of argument Lo demonstrate that the representational nature of the
input layer, and it 1s a burden that Ramsey et al have not met. As one might expect, it is the
role of the input layer of a network to encode the input to the network. If the network takes
propositions as input, then the input veclor (the pattern of activity of the input layer units)
will represent a proposition. If not, not Apant from the nature of their input, there is no
significant difference between connectionist networks that evaluate propositions and those
that do not. So no significant conclusions aboul connectionist psychology are forthcoming
from a network that takes propositions as its input.

The propositional nature of the input is, however, not really the issue here If the
network we are considering took something else as its inpul, then questions about the status
of the input layer would remain. The input layer (any therefore any representation therin)
would still be functionally discrete, at least in the sense of being functionally distinguishable
from the (representations in) the remainder of the network.

If there is a reason that the nature of the representation of the input does not justify
judging the network as modular, it is perhaps that our concern with the network is with what
happens after the input layer, and perhaps because there seems to be no alternatuve to
representing input in a functionally discrete way. The input layer is just that: the area of the
network reserved for representing the input. There is a sense in which it secms inevilable that
the input Lo a system should be functionally discrete; the input has to be presented somchow,
and there seems little option but to present it in a way that allows it to be functionally
distinguished from information already in tlie network . So to the extesnt that input is both
represented in this fashion and plays a role in the production of behaviour, propositional
modularity is true - trivially true - of almost anything that represents and has an input-output
profile.

1t should be clear that propositional modularity is meant Lo be a substantive thesis
about the nature of information storage, the functional structure of a system, and the etiology
of behaviour The nature of a connectionist network is such that, beyond the input layer, it
does not operate in a fashion that satisfies the demands of modularity. There is no
Functionally discrete part of the network of Ramsey et al in which the information needed for

the proper operation of the network is stored. Apart from the trivial claims about input just




mentioned, there is no case in which an isolatable part of the system plays a central role in the
production of the output of the network

Those hoping to find room for folk psychology in connectionism might want Lo argue
here that the claims about the nature of the representaton of input hinted at here are suflicient
to viewing connectionist networks as modular But to the extent thal we mean to have a
substantive debate about the nature of connectionist processing, representation and storage,
one is best advised to take a closer look, rather than ignoring wholesale the radically non
modular features of connectionism

So Ramsey, Stich and Garon may be correct 1n saying that connectionism s non
modular, but they reach their conclusion by ignoring some features of connectionist
networks. Their second argument fares much better They introduce a second network,
trained to judge the truth values of the same propositions as the first network, plus one more
proposition Call the first network A and the second B Both A and B were trained up on the
original sixteen propositions and produce the appropriate output for each, and both employ
the same number of units with the same pattern of connectivity The difference between the
two networks is that the training set for network B included one additional proposition; so 1t
encodes information concerning seventeen propositions, although hoth nctworks are
minimally capable of generalizing beyond thesr respective training sets

Networks A and B are quite similar, but where they differ, they differ substantially
The two networks have the same patiern of connection of units, but no connection weight in
B corresponds to any of the weights in A All of the connections in B are weighted
differently than their counterparts in A, the two matrices of weights are not even similar. The
two networks are given the same vectorial encodings of propositions as input, but it1s safe to
say that in the hidden layer - where we find the only units not involved in representing iput
or output - whatever representing is occurring is nol done the same way in B as itisin A

In more traditional cognitive madels, it is a fairly straightforward matter 0 sdenufy
what role is played, in a particular case, by the information about an added proposiion But
clearly this is not the case with the networks we are constdering. We have seen how adding a
proposition to the original training set makes a difference Lo the resultant network, but nonc
of the differences between A and B qualifies as a functionally discrete or semantically
interpretable state of the network Ramsey et al have alrcady made this point about
connectionist information storage in their first argument, but this feature of the difference
between A and B permits a different strategy for arguing for the incompatibility ol
connectiomsm and folk psychology.

Both A and B store the information necessary 1o give Lhe proper response “true” Lo Lhe

proposition “Dogs have fur” If we so desired, we could construct a third network and train it



on the original set of sixteen propositions, plus the one added to B, plus one more. This third
network would also store the information necessary to judging true the proposition “Dogs
have fur”, and it would be as different from A or B as they are from each other. The point
here 15 that there gre indefinitely many connectionist networks that can store information
regarding the truth value of “Dogs have fur”. And while there are indefinitely many such
networks, they have no projectable features in common that are recognized by connectionist
theory The class of networks that (model an agent who) “believes that dogs have fur” or
“remembers that dogs have fur” is, for connectionism, not a kind at all, but a disjunctive sel

Folk psychology, on the other hand lreats the class of agents who believe that dogs have fur
as a psychologically natural kind; it takes “believes that dogs have fur” as a projectable
predicate Connectionism and folk psychology are incompatible, on our original, robust
sense of compatibility.

It's not immediately certain that this difference belween connectionist and folk
psychologies will result in the two theories making different predictions about behaviour,
even 1f it is clear that they will describe behaviour differently. But we are understanding folk
psychology and connectionism as competitors, and the substance of the difference between
connectionism and folk psychology makes it a safe bet that the entities and processes
recognized by connectionism do not cohere with those recognized by folk psychology
Further, as we discovered in the first chapter, the laws of connectionism are not inlentional in
character, again significantly unlike folk psychology.

It1s again clear that Ramsey, Stich and Garon share the view of folk psychology that
[ advocated in the introduction to the thesis. The view of folk psychology that I advocated
there proposed that, if we are to retain folk psychology, then the kinds (kind predicates) it
recognizes must be roughly coextensive or smoothly reducible to the kinds recognized by the
best account of cognition. So again my claims (as well as those of Ramsey et al) are
conditional on this view of folk psychology.®

As they present both connectionism and folk psychology, the conditional claim that
Ramsey, Stich, and Garon argue for seems well founded: if connectionism is correct, then

b Those who find my conditions too restrictive may wish to side with Jaegwon Kim.
Distinguishing between predicates and properties, Kim argues that psychological properties
might be multiply realizable in eg, different species. In this way, Kim can grant that
psychological states supervene on physical ones, but without making psychological
properties reducible to physical ones (because of multiple realization). So one might want to
employ Kim’s view in order to claim that folk psychological kinds need not be reducible to
kinds recognized by an account of cognition. However, Kim does grant that we might have
“local reduction” of psychology, and eg, reduce human psychology to physical states, and
llllgt 8vamssilnlity might prove problematic for those who want to use Kim in this way. See Kim
( )
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folk psychology is not. This conditional aside, Lhere are basically two broad areas in which
Ramsey et al may have erred: in their characterizations of connectionism and of tolk
psychology.

T have already devoted much of the exegesis of Ramsey el 4l to constructing a
coherent view of connectionism. But there is one feature of conncclionism not mentioned
above that we should not overlook in our search for propositional modularity. The proposal
that Ramsey et al anticipate here is that the sorts of states that propositional modularity
demands can be found in the hidden unit activation space of the network considered in their
arguments.

Hidden unit activation space 1s an abstract multidimensional space used 10 anatyze the
manner in which the hidden layer organizes the information that it processes [or the
proposition judging network, each input vector produces a different hidden unit vector So
on an analysis of the hidden unit activation space for the network, each input proposition
given produces a hidden unit vector that picks out a point in weight space. So states of
activation space are the functionally discrete, semantically interpretable and causally active
states that we have been looking for.”

It is here that Ramsey, Stich, and Garon finally exhibit an understanding of the
distinction between connectionist representation and storage. They de not think, however,
that those things normally referred to as connectionist representations are deserving of the
name. Folk psychology, they argue, sees beliefs and propositional memories as things that
endure; “ .. .they are the sorts of things that cognitive agents generally have lots of, even when
Lhey are not using them.”8 An activation pattern, on the other hand, is a fleeting state of a
network, and a particular hidden unit activation pattern will occur only when the network 1y
given the appropriate input. Folk psychology understands people as having myriad beliefs,
many of which may have been around for years. But one cannot say of a network that it has
many activalion patterns continuously over a long period; that is simply not how thcy
operate. So il activation patterns are not the sorts of stutes Lhal can count towards
propositional modularity, then points in hidden unit activation space - which are merely
activation pailerns presented in a different manner - are just as bad of{

The strategy Ramsey et al adopt here is to go beyond the hunt for functionally
discrete, semantically evaluable and causally active states, and look further 1nto a folk
psychological account of belief in order to find other ways of keeping a safe distance between
connectionism and folk psychology So Ramsey, Stich and Garon in fact leave open the

- For an extended discussion of aclivation space, and the relaied weight space, sec
chapter four,

8 Ramsey, Stich and Garon (1991: 114)
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possibility that hidden unit activation patterns are the sort of states needed Lo satisly
propositional modularity, and this is a much larger concession than they admit. If they are
correct about the features of connectionist representations versus features demanded by folk
psychology, then their final conclusion regarding the incompatibility of connectionism and
folk psychology is quite safe. But they specifically draw that conclusion because they can
find no states 1n connectionist networks that satisfy propaositional modularity.

We have already explored, in chapter one, the extent to which connectionist
representations fail to sausly the demands of classical cognitive modeling, one of folk
psychology's ideological allies. But it may nol be necessary to nitpick about what sorts of
states, beyond those that satisfy propositional modularity, can sausly the demands of folk
psychology, because it is not immediately clear that hidden unit activation patterns are the
sorts of stales demanded by propositional modularity. Hidden unit activation patterns cleardy
play a causal role in the operation of a network, but their semantic evaluability and functional
discreteness are not obvious.

Concerning semantic evaluability, the simplicity of the network we have been
constdering may be misleading. The hidden layer, in a very real sense, is the intermediary
between the input and output layers. The hidden unit activation patiern, together with the
weighted connections with adjoining layers, are responsible for the proper transformation
from the input to output vectors There is some sense in which one might view a hidden unit
activation pattern (and therefore a point in hidden unit activation space) as a representation of,
for example, “ ‘Dogs have fur’ is true”, insofar asil is the only intermediale representation in
a network that behaves as though it believed (or whatever) that claim about “Dogs have fur”
That the network behaves in that manner, however, is not evidence enough to claim that the
hidden layer activation pattems are representations of that sort.

If we look to more complex connectionist cognitive models, the suspicion that hidden
fayer vectors are functionally discrele or semantically interpretable should disappear. In
models that have more than three layers, and therefore more than one hidden layer, it will be
more difficult to conceive of a representational role for the hidden units. As well, some
connectionist models, Lo varying degrees, lack the layered structure found in the network we
have been considering, so whatever activation space analysis may be possible will be even
more obscure than in more straightforward networks

If these considerations are not conclusive, consider another. Many connectionst
models take as input a somewhal wider range of perhaps more complex input than that of
Ramsey et al In these sorts of networks, the areas of hidden unit activation space relevant to
understanding how the network proceeds from input to output will not be particular points,

but rather broader regions It is, for many networks, the partitions of hidden unit activation
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space that are relevant to understanding what role the hidden units play between input and
output.

It will require significant argument to claim that regions of hidden unit activation
space play a functionally discrete role in processing There are, firstly, no gusrantees that
such regions will have distinct boundaries, so the role played by such regions may not
always be clear. Given a hidden unit activation space with a number of partitions relevant o
the processing done by the network, the complexity of the mathematics of attractors
necessary for understanding the role of parutions in vector transformation may be such that it
leaves little room or profit for talk of functional discreteness At the least, it is not at all
obvious that regions of hidden unit activation space can count as lunctionally discrete states
of a connectionist network, so someone who wished to defend the modularity of
conneclionist networks in this manner has considerable work to do The final chapter will
consider further the functional role of activation space

As we saw above, Ramsey, Stich and Garon dismiss the proposal concerning dden
unit activation patterns by looking further into folk psychology and disqualifying the states
considered as examples of propositional modularity. That brings us to the second possible
area in which the authors may have erred: in their elicitation of commonsense psychology It
may be, for example, that Ramsey et al are simply wrong when they claim that folk
psychology is committed to propositional modulaniy. Perhaps it is possible to have a
psychology that is faithful to the intuitions of the folk, bul does not demand of the
propositional attitudes that they be functionally discrete, semantically evaluable, and causally
active.

One should note with caution the extent to which one must go 1n order Lo present an
account of folk psychology consistent with the connectionism that Rumsey et al present
There are many reasonable arguments that find propositional modulanty underlying many of
the folk’s intuitions about belief, about the interactions of beliels, inference, and the
explanation of behaviour. Propositional modularity aside, remember also that connectionism
does not recognize the same kinds as folk psychology, this is a genuine problem for their
compatibility if we are to understand them as competitor theories None of the alleged
inconsistencies between connectionism and folk psychology are problematic for the view that
connectionism is good only for an account of the implementation of folk psychology, but that
is because such a view does not consider connectiomsm as a cognitive level account, and so
does not see connectionism and folk psychology as competitors.

In his rebuttal to Ramsey, Stich and Garon’s paper, John Heil (1990) suggests tha
conneclionism is quile consistent with a view of folk psychology in which beliefs and desires
“function holistically”. Apart from tipping his hat to Donald Davidson, Heil does hittle to
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explain what functioning holistically means for the relation between propositional attitudes
Here Herl has two problems  First, it is not at all obvious that functioning holistically is
inconsistent with propositional modularity. Sentences, propositions, and things in general
can be interreluted and logically interdependent and yet still be functionally discrete in just the
sense we have been discussing. So at the very least Heil has more argument to give on this
1ssue

IHeil's second problem here is that he seems to have equated “functioning holistically”
with the global, superpositional encoding of information in connectionist networks. It is in
this equivalence that he finds consistency between connectionism and folk psychology, but
the relation between the Lwo is entirely obscure. Whatever functioning holistically may entail,
its relationship to connectionist information storage is especially strained if we consider
connectiomst networks that are concerned with input other than propositions Does a
distributed connectionist network that globally stores the information necessary for
distinguishing squares from circles and triangles therefore function holistically?

In closing, I should note some dissent here concerning the commitments of folk
psy«hology. T noted in the introduction to the thesis that I was considering folk psychology
to be 1in competition with other accounts of cognition. I noted also that if folk psychology
was (o ultimately escape elimination, it must prove to be compatible with our best account of
the activity of the nervous system This 1s not the universal view of folk psychology and its
fate There are some, for example Dennett, who acknowledge that our best account of
cognition 1s unlikely to posit anything that looks like beliefs or desires, yet for various
reasons think that it would be mistaken to therefore reject folk psychology

On such a view of folk psychology, the arguments of Ramsey, Stich and Garon are
of doubtful relevance If you don’t think that folk psychology has to be compatible with an
account of cognition, then it should not really matler to you that folk psychology is
incompatible with a connectionist understanding of cognition. T note this view without
arguing against it: the gap that lies between my understanding of folk psychology and this
view is altogether too large to fill here. Suffice it to say that there is substantial disagreement
here about the nature of folk psychology and about the philosophy of science, and that on
either side of the gap there need not be complete agreement on related issues.

Nnte however that we can have an understanding of cognitive modeling on which the
am of connectionist models is the description of behaviour, with no mention of the
mechanics of cognition Recall that connectionism and folk psychology recognize different
kinds; “believer”, for example, 15 a disjunctive set for connectionism. As compelitor
explanations of behaviour, the conflict between connectionism and folk psychology remains

However, this too involves sneaking in assumptions about the status of folk psychology and
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of the philosophy of science. But it is worth noting that we need not restrict ourselves to
discussing the details of the nervous system in order to find some difficulties for folk
psychology in connectionism.

If connectionist psychology is inconsistent with folk psychology, then of course
connectionism is consistent with eliminative matenialism. As well, evidence for connectiomst
psychology is therefore evidence for the claims of eliminative materialism So whatever
eptstemological claims there are to be gained from connectionism, they are claims that
eliminative materialists should pay attention to, even though the direction of implication is
such that they need not think the claims are correct The mere prospect of an epistemology

that owed nothing Lo the categories of folk psychology should be enough to arouse interest
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Chapter three
Interfude.
Naturalized epistemology and the proper relation between epistemology and psychology

The goal of this chapter is to establish the relevance of psychology for epistemology,
via a discussion of naturalized epistemology. Naturalized epistemology 1s the scientific study
of cognition, perception, learning, and anything else that may tell us whatit is to know, and
how we come to know what we know While many welcome the programme of
naturalization, there is disagreement over the extent to which a naturalized epistemology can
sauisly the demands we have always made of epistemology. The different views within the
naturalistic approach are based on, among other things, different views of the relevance of
psychology for epistemology Quine, for example, thinks that psychological questions hold
all of the content of epistemological questions, while Alvin Goldman thinks that there are
epistemological questions that psychology cannot answer. Both Quine and Goldman, Lo the
extent that they see an epistemological role for psychology, welcome naturalization. But
Goldman does not think that epistemology can be completely naturalized; he thinks that there
are epistemological questions that cannol be answered by empirical inquiry alone

Since the goal in this chapter is Lo defend the relevance of psychology for
epistemology, my emphass will be on defending the entire programme of naturalization,
rather than defending a particular position within the naturalistic camp. I will however reveal
my Quinean biases and argue against the view that epistemology poses questions that

psychology cannot answer

Epistemology has been traditionally conceived of as an a priori enterprise Further,
the emprrical details of psychology were thought to be largely irrelevant for epistemic
inquiry It was permissible for science to inquire about descriptive psychological details -
they could study the psychology of knowledge acquisition and of belief perseverance and so
on, but epistemology proper, viz, normative epistemology, was strictly the philosopher’s
domain Psychology can tell us how we come Lo know things, but if we also want an account

ol how we should come to believe, what the best means of belief acquisition is, then we have
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gone beyond the realm of the descriptive epistemology that psychology gives us Normative
epistemology tells us how beliel acquisition should proceed, and so it 1s here, and not Lo
psychology, that we look for epistemic guidance This traditional view of cpistemology
leaves it in somewhat the same situation as ethics Just as knowing how people act will not
alone tell us how people should act, s0 oo 1s knowing how people acquire knowledge
insufficient for knowing how peopie should acquire knowledge. Empirical inquiry simply
can’t tell us everything we want 1o know. We need Lo go beyond the empirical if we hope to
have a normative epistemology, or a normative ethics, and so on Since actual practice and
justified practice need not be the same thing, looking at adual practice will not tell us what
Justification 1s

Recently this traditional view of epistemology and its proper relation to empirical
science has come into question Some have proposed that empirical science (specifically
psychology) 1s relevant to epistemology, while others arguc that psychology can answer all
of the questions that we previously expected only from a priori emistemology. The refevance
of the alleged a priori status of epistemology is the way in which it conflicts with the hope for
an empirical epistemology, and the ways 1n which empirical and a priori investigation differ
I take it that the difference between the two styles of investigation is just the difference
between the laboratory and the armchair. Both approaches endeavor Lo answer the same basic
epistemological questions, but in different ways. The present debate finds sts beginnings,
largely, in Quine’s “ Epistemology Naturalized” (1969). What follows is a brief exegesis of
Quine’s view, my argumentive emphasis in this chapter lies in the next secuon, which
concerns the proper relation between psychology and epistemology.

In his (1969), Quine argues not just for the relevance of psychology for
epistemology; his position was that epistemology could be replaced by psychology. On his
view, all genuine epistemological questions turn out to be psychological questions  Quine
expresses the motivation for such a view like this: all of the evidence that anyone has for their
understanding of the world is the stimulation of their own sense receptors So why should
we not settle for psychology to answer our epistemological questions?

Quine is often described on this issue as advocating the replacement of epistemology
with psychology, but this characterization is not entirely fair Quine does not advocate the
death of epistemology. Epistemology is a field of inquiry, a serics of questions; Quine’s
proposal is that psychology (and perhaps additional relevant sciences) can give us the sort of
answers (and questions) that we have generally expected, or should expect, of epitemology
It 15 not that epistemology is replaced, 1t 1s rather that we locate epistemology within emmrical
psychology:



.epistemology still goes on, though 1n a new selting and a clanified status
Epistemalogy, or something like it, simply falls into place as a chapter of
piychology and hence of natural science. It studies a natural phenomenon,
viz, a physical human subject. This human subject 1s accorded a certain
experimentally controlled input - certain patterns of iradiation in assorted
frequencies, for instance - and in the fullness of time the subject delivers as
output a description of the three-dimensional external world and its history.
The relation between the meager input and the torrential output is a relation
that we are prompted to study for somewhat the same reasons that always
prompted epistemology; namely, in order to see how evidence relates to
theory, and in what ways one’s theory of nature transcends any available

evidence. |

For Quine, our beliel in the external world is a hypothests, we posit the existence of
phystcal objects based on the data of our senses The ordinary human situation is therefore
very much bike that of the scientist the difference between ordinary and scientific positing is
only that the former is “archaic”, “unconscious”, and “shrouded in prehistory”.> Just as
atoms and molecules are posits, $0 Loo are tables and chairs. The epistemological question

concerning the proper relation between our picture of the world and our sensory data is,
properly understood, a psychological question, answerable by psychological means.

There are a number of perceived problems with a naturalistic epistemology that have
previously kept psychology and epistemology in separate arenas The first concerns a
problem of circularity: if epistemology is concerned with validating the foundations of
science, then it cannot look back Lo the very same science to validate itself Quine’s view on
this point 1s that the alleged circularity should not worry us His argument to this end is
somewhat nebulous; he paints the history of epistemology as largely that of the
foundationalist programme. The problem Quine wishes us to see in the foundationalist
programme s not simply that foundationalists did not have the correct eptstemological
answers, but that they were asking the wrong sorts of questions. He urges that, in
recognizing the stagnation of the foundationalist programme, we should also recognize that
the only legitimate epistemological questions are psychological ones. “Once we have stopped
dreaming of deducing science from observations,” says Quine, “such scruples against
circularity have little point”. Quine is characteristically enigmatic on the reason for granting
this point, but part of the problem is the lack of a sense data language Because we cannot
characterize our observattons in a theory neutral way, building science up from observation is

nevitably circular. The point then seems Lo be that we should embrace the circularity that

! Quine (1969 2
- Quine {1960: 22
i Quine (1969, 19).
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epistemology presents us; we get epistemology that s continuous with science, rather than
building science up from neutral observation. We are not building pyramids, but rather
repairing the same raft on which we stand, to recount Neurath's metaphor Quine’s
naturalistic epistemology 1s contained within science, as a branch ol psychology But
previous relationships between science and epistemology remain 1Uis sull the task of
epistemology to study the refation between theory and data, between science and observation

So the relation between epistemology and science 1s not one of circularity but rather one of
mutual dependence. The goal 15 to understand the “1nstitution” or " process™ ol science, and
not to obtawn an epistemology thal 1s any better than the science that 1s 1ts object. ™!

Another traditional bammer to naturalizing epistemology is the percerved distance
between descriptive and normative epistemology alluded to previously Here the problem 1y
not simply the traditional distance between psychology and epistemology that we have been
discussing, but further the difference between descriptive and normative claims “Is cannat
imply ought,” goes the familiar slogan the problem here 1s that things are often not as they
should be, and that the way things are does not itself indicate how things should be

Returning to the analogy with ethics, most will agree that people often do not act as
they should So if we want Lo know how people should act, we will need something more
than an understanding of how people do in fact act So for epistemology, the problem s that
the way people do acquire knowledge does not by itsell tell us how we should come to
acquire knowledge We expect of epistemology an account of the way our epistemic hives
should be, not merely how they are: psychology can tell us only the about the latter

The short way to deal with this objection is to nole that epistemology must have some
relatton to our actual abilities Lo be of any use to us An epistemology that makes
recommendations that humans cannaot follow 15 of little use to humans, we cannot expect Lo
employ an epistemology that advises the use of cognitive equipment we do not possess 1L 1s
of benefit to normative epistemology, therefore, that it be kept in check with our descriptive
understanding. Most in the naturalistic camp seem to go further than this in therr
understanding of the relation between descriptive and normative claims The standard
naturalistic approach to this problem, and the one Quine seems Lo be hinting at, 1$ Lo argue for
the view that the processes by which we ought to acquire beliefs are the processes hy which
we actually acquire beliefs. With Kornblith (1985b), 1 will refer to this view as
“psychologism™ If psychologism is correct, then the distance between 1s and ought

disappears

o Quine (1961: 24),




IL1s 1mportant to note that believing psychologism, as Kornblith and I use the term,
does not commit one Lo thinking that people always reason perfectly. We can make «
distnction, as faras reasoning 1s concerned, between competence and performance. On this
move, psychologism becomes a thesis about competence, and apparently non ideal reasoming
can then be explained as errors of performance. Given this move, psychologism 1s quite
conststent with erors in reasoning, so long as such errors can be believably cast as errors of
performance

Quine’s position concerning epistemology seems to commit him Lo psychologism
Suppose psychologism were false. Then, ex hypothests, there are epistemic processes that
we ought Lo be using but are not (or there are processes that we are using but ought not to
be) Butif this were so, empirical psychology could not hope to replace epistemology
outright, as Quine says 1t must, because psychology is impotent to discover processes thal
we do not in fact use. So Quine’s insistence on replacement commits him to psychologism

We should note however that there are a number of different views possible within
the naturalistic approach concerning the relation between psychology and epistemology
While replacement does imply psychologism, the converse does not hold: one might arguc
for psychologism without therefore being committed Lo replacement. Psychologism atlows
for strong links between psychological and epistemological concerns, but it does not follow
that 1t psychoiogism is correct then we can simply “read of f” epistemology from psychology
FFor psychologism says nothing about the nature of epistemological and psychological i nguiry
or of the content of the questions they ask, and it is over these issues that much of the debate
within the naturalistic approach occurs. One might, for example, argue for psychelogism but
understand epistemology as an autonomous enterprise, with its own subject matter and its
own questions distinct from psychology On this view psychology and epistemology are two
different means of achieving the same goals. Psychology and epistemology study the same
phenomena, but employ different approaches

In his taxonomy of positions within naturalsstic epistemology, Kornblith (1985b)
refers Lo this weaker view of the relation between epistemology and psychology as the “ weak
replacement thesis” But this view does not promote replacement; it grants psychologism and
grants also that psychology and epistemology study the same processes, but it understands
them as distinct frelds. A correct epistemology will describe the same processes as a correct
psychology, but ina different manner. One way in which they may differ, as Alvin Goldman
argues. 15 n ther level of description' it may be that some epistemological questions require
answers tat are at a different level of generality than empirical psychology can provide

What divides Quine’s replacement view from this weaker view concerns the

autonomy of epistemology Quine holds that empirical psychology can answer all legitimate
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epistemalogical questions  psychological questions hold all of the content to be found 1n
epistemological questions. The weaker view we have been discussing holds that there are
epistemological questions that in principle cannol be answered by psychology. which s to
say Lhat there are epistemological questions disunct tn content from psychological ones The
difference between the two views concerns the autonomy of epistemology The weaker view
sees epistemology as an autonomous enterprise, while Quine and those of his itk are radically
opposed Lo autonomy. (In the literature covering this debate, epistermolaogy 1s consudered
autonomous if it can pose one legitimate question distinct in content from the questions of

empirical psychology.)

o

Let us now consider Goldman’s arguments concerning the autonomy ol epistemology
and the proper relation between epistemology and psychology. My concern here 1 not with
the entirety of Goldman's epistemological views, but rather with his particular arguments

concerning the 1ssues presently before us, as they appear in his 1985 article, "The relation

between epistemology and psychology” (Stmilar points appear n his Epistemology and
Cognition (1986). )

Goldman reasonably proposes that the correct rules of epistemology will be that total
set of rules such that conforming with it would maximize the attainment of epistemically
valued ends. He finds ample room for psychology in epistemological pursuits and finds
much psychological content in epistemological questions. But he does not argue for
replacement; he instead finds thal there are epistemological questions for which psychology
has neither an answer nor an equivalent question

Goldman finds three reasons for thinking that epistemology will never be fully
absorbed by empirical psychology, because the latter cannot address all of the questions
asked of the former. First, psychology alone cannot tell us what the "night-making
characterisuc” is for epistemic rules, where we understand epistemic rules as involving
cognitive processes. A right making characteristic is that feature of (aset of) rules that makes
them the right ones to use Psychology can tell us what sorts of cognitive processes we have
access to, but it cannot tell us what feature 1s shared by the “right” set of rules involving
those processes; it cannot tell us what 1t1s that makes the right sct of rules rght So even f

psychology can tell us which processes or combination of processes are the right ones to usc,
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it cannax tell us what characteristic they (or rather the rules concerned with them) share that
makes this so

Second, if - as many might suspect - the nght making characteristic involves truth and
falsity, then we have again gone outside the realm of psychology On its own, psychology
cannot tell us which cognitive processes best promote ends involving these sorts of
characteristics

Third, the correct set of cognitive operations will not be obvious even when given a
complete account of elementary operations. Ingenuity will be needed to design optimal
combinations of operations with an eye to promoting the ends desired Goldman’s view here
15 that the complexity of this task - determining the right set of cognitive operations from a
base set of available elementary ones - istoo complex for psychology alone, and would need
to involve a mix of disciplinary contributions, “both logical-philosophical and
psychological”. S

With regard to the third point, epistemology and psychology are indeed both
complex, and certainly there may be relevant contributions to be had from outside the usual
domain of psychology Linguisucs and computer science may have things to tell us about
cogmtion, along with other fields Logic will indeed be involved 1f we are to set about
ivestigating inputs and outputs and combinations of processes. But none of this goes
against the understanding of epistemology as an empirical pursuit, not even if we allow room
for “philosophy”. Quine himself made no demands that a naturalistic epistemology involve
only that work now done in psychology departments. If Goldman's point here 1s that the
complexity mentioned is such that not all of the old epistemological questions can be
answered or recast by a naturalistic epistemology, then thatis another matter. But there is no
obvious link between the complexity of cognition and the autonomy of epistemology:; if there
15 such a connection, Goldman does not present it for our consideration

The most serious concern here is Goldman's worry about right making
characteristics Certainly if there is any sense to talk of the “right set of rules”, it is a
reasonable epistemological question to ask what it is that makes one set right and another not.
And psychology, while it is suited for the investigation of cognitive processes, would seem
Lo stumble 1f asked to go beyond an analysis of processes or of their outputs and explain
what makes some outpuls special and others not.

We should first note that Goldman does not seem to accept psychologism, judging
from his discussions concerning how we are Lo pick out the cognilive processes that we

should be using from among the ones available to us Certainly arguments against

S Goldman (1985 56)
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replacement will be much easier if we do not allow psychologism. But since Goldman's
objection here concerns the nature of a particular type of epistemological question, and since
he makes a common complaint about the relation between psychology and epistemology, let
us see how his objections fare both with and without psychologism  For, if epistemology is
such that Quine’s viston of naturalization cannot be realized given psychologism, 1t plainly
cannot be realized without it.

It is easy lo overemphasize the significance of psychologism in this context Recall
that psychologism is a thesis about which psychological processes we should be using, and
not a claim about the relation between the disciplines of epistemology and psychology One
might see fit to draw significant conclusions about the relation between epistemology and
psychology from the thesis of psychologism, but such conclusions are not forthcoming
withoul suitable argument and appropriate additional claims. Psychologism 1s of course
important, if psychology 1s to tell us anything about how which cognitive (epistemic)
processes we should be using.

Let us turn now to Goldman'’s ob jection about right making characteristics, and grant
psychologism. Ex hypothesis, the cognitive processes we are using are the ones we should
be using. So psychology, since it means to lell us what cognitive processes we are using, can
also tell us what processes we should be using. Goldman’s epistemology consists of rules
that involve cognitive processes, he 15 undecided as to whether or not all of the rules of
epistemology are concerned with cognitive processes Given the nature of psychology, and
understanding that it can tell us (ultimately) what cognitive processes we should be using,
can 1t also tell us what the rules of epistemology are? All of the processes together will not
determine what the rules are, particularly since the rules may mention more than cognitive
processes We do not have Lo gi ve ourselves the impossible task of building up “the right set”
of rules from the cognitive processes that they involve, in order for psychology Lo answer all
of our epistemological questions. Given a rule along the 1ines of “in this situation and given
these ends, use these processes”, it1s not immediately obvious that we have somehow gone
outside of the domain of psychology. If we are to determine a correct epistemology from
psychology alone, certainly we are going to need psychologism or something likeit Butto
clatm here that we can learn all thal there is to learn about epistemology by doing psychology
would be Lo go beyond psychologism and make some assumptions about the nature of
epistemology So we should avoid begging the question by first hearing Goldman out about
the domain of epistemological questions versus psychological ones

We should note beforehand that it is unclear that there 1s a prohlem to be found here,
if we grant psychologism. If epistemology 1s to outline the processes we should be using (hy

studying the ones that we do use) then 1L 1s at best unclear what role there 1s for epristemsce
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rules 10 addition to an account of the proper epistemic processes. That 1ssue aside, however
the problem of what counts as the right epistemology falls away With psychologism, the
right epistemology 15 the one that we use, there is no mystery asto which epistemology is the
right one to use

Determining a right making charactenstic 1s necessary, Goldman tells us, for
choosing the correct epistemic rules from « sea of possible ones One might also say, as
Goldman does not, that aside from its utility in determining rules, we can reasonably ask of
eprstemology that it tell us what it is that makes epistemic rules the right ones to use It is here
that psychologism will fail us; psychologism alone will not telf us what it is that makes the
processes we use the right ones, psychologism is not a thesis about what makes the rules
right

Recall that Goldman claimed that determining the right making characteristic 13
beyond the reach of psychological questions. Goldman’s view here seems to be that
psychology can ask different questions about the nature of cognitive processes, but guestions
that go beyond the domain of cognilive processes cannot be psychological questions
Speaifically, yuestions concerning the rules of epistemology, which mention cognitive
processes, cannot be completely addressed by psychology The role of psychology is to
determine which cognitive processes we use, but questions about epistemic rules are not
entirely psychological in content. Further, questions about the right making characteristics for
eprstemic rules, since they are questions about epistemic rules, are twice removed from the
concerns of psychology.

Goldman's clasms regarding the limats of psychology are crucial to his views of the
proper relauon between epistemology and psychology, but he leaves them undefended Why
exactly 15 determining the rnght making characteristics of epistemic rules too large a task for
psychology? Goldman stipulates that such a task is beyond the reach of psychologicul
inquiry, but why should we think that 1s so? We need here to understand just what the
boundaries of psychology are, we nced Lo know what makes particular questions
psychological ones (or not) We need to know, 1n other words, what psychology is

We already know, for example, that psychology is concerned with human behaviour
and not stellar evolution. There are clear cases of psychological and non-psychological
questions, but our present problem is that some questions are not clearly psychological or
non-psychological. In a sense, we already have a clear understanding of what psychology is:
it's whatever 18 studied by people in psychology departments But with the aimt of arguing
uganst Goldman's claim regarding the limits of psychology, this ostensive understanding of

psychology does not present us with a solution to our problem. Rather, we have a new name




forit how far can psychologists stray from the questions they presently (or usually) ask and
remain psychologists?

It may help here to constder some other aspects of philosophy as they relate to
psychology For example, the issues concerning the nature ol mind, as understood by
dualists, behaviourists, functionatists, and so on - 1s this not a psychological debate? [tas a
debate aboul psychology, no doubt, but what reason is there Lo say that this is a debate that
psychologists cannot enter into without straying outstde of therr field, or without being cast
as overly “philosophical”? The division between disciplines is at best fuzzy, particularly
when philosophers are involved, because they often have their noses in other people’s
business, and since many have abandoned the view that there is no empinical content to
philosophical talk

There are many different reasons for the present divisions between disciphnes,
understood as the divisions between umversity departments The world is not
compartmentalized in the way that university departments are; it could be, therefore, that the
divisions between psychology and epistemology are a result only of fuzzy borders and not of
the content of their respective questions. It 1s here that Goldman faces a dilemma Fe needs
an argument that proceeds from the proper division between disciplines (based on an
understanding of the nature of psychology) Lo the autonomy of epistemology. But if such an
argument is to be of any interest, it must find some tangible difference 1n the content of the
two fields; and if it is difference in content that justifies the original premise regarding the
divisions between disciplines, then we have come, viciously, full circle, if the intention s to
argue for the autonomy of epistemology. It seems that Goldman has already decided the
issues in the baggage he has brought to the debate. By imposing undcfended limsts on the
domain of psychological inquiry, Goldman has already committed himsel(l Lo the autonomy
of epistemology. Of course, there may be a good argument to be had for the autonomy of
epistemology from the nature of psychology. But what Goldman needs is some justification
for his understanding of psychology, and perhaps through that there might be a non-circular
argument for the autonomy of epistemology. He needs to do more than just stipulate that
psychology cannot be normative in character. There may of course be an understanding of
psychology on which it cannol play a normative role, but Goldman's makes no connection
between some understanding of psychology and his largely negative claims concerntng its
domain.

The other horn of this dilemma is the possibility for an argument for the autonomy of
epistemology based on some reason for the divisions between disciplines that does not
involve the content of their respeclive questions But 1t 1s the content of questions that 15

central to the debate concerning the autonomy of epistemology If the divisions between
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disciplines is a result only of, say, the need to divide up office space, it is hard Lo see how
that could be relevant to the present debate

One should not think that this dilemma is uniquely Goldman’s problem. It 1s faced by
anyone who hopes to present a view of epistemology based on assumptions about
psychology The debate concerning the autonomy of epistemology and its proper relation Lo
psychology 1s as much a debate about psychology as it is about epistemology, so it will not
do to simply stipulate what the limits of psychological inquiry are. The only way out of a
vicious circle 1n this debate is to defend one’s views about psychology

Granting psychologism, Goldman's negative conclusions about the relation belween
psychology and epistemology are cast into doubt. Goldman himself does not rely on
psychologism, but I have involved it in the discussion of his views, for he makes a complaint
common to the camp that disagrees with Quine but welcomes the relevance of psychology for
epistemology the complaint that epistemology and psychology are at different levels of
generality, and so epistemology asks some questions that psychology cannot answer. Within
that camp one may find those who grant psychologism and those who do not. Without
psychologism, as we have already seen above, the fate Quine imagines for epistemology’

cannol be realized.

As we can see, the problems raised by the naturalistic approach are not easily solved
One of the questions raised by the debate concerning naturalizing epistemology involves the
relevance of psychological data for present work in epistemology; but there are also questions
concerning the relation between the final complete psychology and the final complete
epistemology. Our present understanding of psychology and epistemology makes the second
question much more difficult to answer than the first, no matter how interrelated they may be.

Given our present understanding of the two fields, there are reasons - discussed at the
end of this chapter - for thinking that there is room for psychological data in epistemological
theory, even given a traditional understanding of epistemology. But with regard to a
completed epistemology and a completed psychology, we have nothing that looks remotely
like either of them, how are we to decide the relation between them? There are, it seems, no
candidates for a “complete” science of any kind, so what sense is there to talk of the proper

relation between two completed sciences?
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This is a caricature of sorts, but it is not without its merit. Therets of course a long
history of epistemological and psychological inquiry, and that there 1s any debate at alt on the
proper relation between them is evidence of some understanding of what we expect from
both of them. And talk of a “complete” science is of course atool meant to help in deciding
the present status of disciplines. The point here is that a debate concerning completed
psycholegy and epistemology threatens Lo exhaust our understanding and our capacity Lo
decide the issues; if my intuitions regarding the domain of a complete psychology differ from
yours, then there is little we can do but agree to disagree. We can be honest about the
baggage that we bring to the debale, but there is only so muchbaggage that onc can be rid of

If we are to decide against Quine concerning the non-autonomy of epistemology, we
need Lo be shown an episemological question distinct in content from one that can be asked
by psychology, or at least be convinced that such aquestionexists. The work here ts not so
much finding such a question, but in establishing its non-psychological nature. Goldman
purports, above, to have presented such a question (the one concermng right making
characteristics); I hope 1o have demonstrated how his view depends on undefended
assumptions about psychology. For every such question proposed, there is a debate tobe
had concerning its being distinct in content from any psychological question

With regard to psychologism, there is ample scienufic and everyday cvidence that
people often reason in ways that are not as good as they could be; but one can stif! defend
psychologism by casting errors in reasoning as performance errors, rather than evidence of
an imperfect competence. This is abigger programme than it sounds, and there is not room
enough to begin it here; suffice it to say that it is not an unreasonable defense. It seems that
the status of psychologism is a matter for further conceptual and empirical investigation, If
the best account of psychology and epistemology includes psychologism, then so be it In
this way, the most profitable direction to take in order to properly decide on the relation
between epistemology and psychology is to keep on doing epistemology and psychology,
and hope to pull ourselves up by our own bootstraps

It seems to me that Quine is correct on these matters, but T do not have the room o
undertake an adequate defense of his views, which would, as with Goldman, involve
defending a host of psychological assumptions. We have already scem some of Quine’s
assumptions at the beginning of this chapter. If, however, inthe process of investigating the
nature of psychology, we uncaover a legitimate epistemological question that psychology
cannot address on its own, then so much the worse for Quine Just as with the 1ssues of
autonomy and psychologism, the extent to which we can or should “ naturalize™ epistemology
is a matter for further inquiry; and inquiry not only of the conceptual sort, but of the

empirical, scientific sort as well.
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Psychologism and the autonomy of epistemology are the two major issues dividing
those who agree on Laking a naturalistic approach to epistemology. Quine, as we have seen,
is committed Lo psychologism, and fervently denies the autonomy of epistemology If
Quine’sarguments concerning epistemology are sound, then he gets psychologism for free.
But one might argue the other way around, from psychologism to the non-autonomy of
epistemology, and certainly there are those who have argued for psychologism (1 never
ustng that term) for reasons other than worries about the autonomy of episemology.®

A second position within the naturalistic approach admits psychologism but
understands epistemology as autonomous. This view was discussed above in considering a
third position, the one inhabited by Goldman. This view denies psychologism and argues for
the autonomy of epistemology. As defenders of the naturalistic approach, Goldman and
others in this camp see much relevance for psychology in epistemological pursuits, but it
should be noted that to deny psychologism and propose the autonomy of epistemology 1s
also the preferred position the “traditional approach”, which sees no place for psychological
findings 1n epistemological work There is a fourth position possible in this spectrum of
views - Lo deny both psychologism and the autonomy of epistemology - but thal does not
seem a viable positon

A few closing considerations may serve Lo justify the project of subjecting
epistemology Lo empirical analysis, no matter what one might think of the arguments above;
there are sigmficant reasons for recognizing the relevance of empirical data for epistemology
even when it 1s understood 1n a traditional manner First, there is room for a healthy
relationship between psychology and epistemology without psychologism. One might
understandably suspect that not all of our epistemic processes are ones that we should be
using. If we grant instead that the processes that we in fact use are roughly like the ones we
should be using then there will be some useful contact between the disciplines. The contact
possible here is clearly not as rich as that given psychologism, but it does allow for the
possibility of psychologists and epistemologists each discovering something of significance
to the other, and so for the mutual relevance of psychology and epistemology

Second, and more significantly, there is reason to believe that the traditional view of
emstemology as astrictly a priori discipline 15 not inconsistent with recognizing the relevance
of psychological test for epistemology The reason, as Kornblith (1985b) tells us, 1s quite
stmple: a prionty does not imply obviousness. The disciplines often ciled as examples of 4
priort knowledge (eg: mathematics) are often quite difficult. So subjecting a priori claims o

testing can only help determine the correct account. How do we test a priori claims? By

o The concerns here include intenttonal ascription, translation, and evolution' those
concerned tnclude, for example, Dennett  See Stich (1984)
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conjoining them with relevant empirical and theoretical claims. If' a desired logical result
consistently fails to appear from such a conjunction, we might come to accept the a posterion
claims while rejecting the a priori claims

Kornblith’s example to this end concerns the theory of probability, granting lor the
sake of argument that it 15 knowable a priori: Hilary wants Lo start a hife insurance agency  In
order to determine how much he needs to make a profit, he needs to make the appropriate
actuarial calculations. He does so by writing out the relevant part of the probability calculus
and gathering data about mortality rates. Data in hand, Hilary goes out to sell policies, but
eventually loses a great deal of money. e may have simply been unlucky, or he may have
erred 1n determining mortality rates or made a trivial error 1n calculation. But it 1 also
possible that he erred in his formulation of the theory of probability, certainly not an unusual
mustake.

The morat of the story is that empirical test is uniquely suited for discovering crrors,
even errors made in the process of an a priori, non-empirical armchair investigation 1t 1y
possible that further a priori investigation would have uncovered [lilary’s mistake, but that 1
litte reason not to subject it to a posteriori test. Some may consider it hereucal 1o suggest that
a priori principles can fall victim to empirical testing Kornblith's example is indeed not
without epistemological baggage of its own, but no more than Duhem’s point that an
unexpected test result does not falsify any one particular claim but rather a group of theores
“It is not that we propose a theory and Nature may shout ‘no,”” sard Lakatos, “rather, we
propose a maze of theories, and Nature may shout ‘inconsistent.’””

So, on even the most traditional view of the nature of epistemology, there is room for
empirical data. We will not, on this view, be able to “read off” our epistemology from our
psychology, but that too is the case for many of the different understundings of u naturalized
epistemology. Only in the most ideal, Quinean world can we hope to do anything of this sort
Whatever the debate among those who advocate naturalizing epistemology, there s
agreement amongst them all concerning the relevance of psychological data for eprstemology
And there is reason, as we have seen, to think that a more traditional view of epistemology 15
not necessarily inconsistent with this relationship between epistemology and psychology  So
let us turn now and see what a connectiomst understanding of cognition can tell us about
epistemology.

Lakatos (1970. 130).
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Chapter four

Conclusion Features of a connectionist epistemology

We should now have sufficient background to address the goal of the thesis, which 1s
to explore, with the assistance of connectionism, the prospects for an epistemology
consistent with eliminati ve materialism There are two related roles for connectionism 1n this
drama The lirst has already been played out, it involves establishing a link between
connectionism and eliminative materialism. As well, to the extent that such a link can be
established, then evidence for connectionism s, ceterts paribus, evidence for eliminative
matenalism

The second role for connectionism in our inquiry is in presenting the means for an
account of epistemology. Connectionssm allows us Lo present a model of cognition quite
different from the classical understanding, so it seems worthwhile to investigate its
epistemological consequences If there is reason Lo think that connectionist models are good
psychological models, then there 1s reason to think as well that connectionism can tell us
something about the epistemology employed by humans. These two roles are of course
related, the first concerning psychology and the second epistemology.

None of the epistemological morals outlined below are new The contribution made
by connedionism here is not Lo present particularly new ideas about epistemology but rather
to provide support for a particular epistemology by presenting a model of mind that employs
it Inthat way, recalling the lessons of the previous chapter, evidence that connectionism
presents a sound model of cognition is evidence for the epistemology it employs.

As well, to the extent that connectionism presents a means for investigating neural
fevel representation and processing, 1t can further contribute to a proper understanding of the
sont of epistemology employed by humans An adequate epistemology will no doubt prefer a
level of description somewhat above that of the neural level, just asan adequate psychology
will But a proper understanding of the goings on at the neural level will inform our
understanding of epistemology, and serve as well to restrict the field of candidate theories to

those epistemologies that canbe implemented in extant nervous systems.

L
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Since we have found that psychology and epistemology are intertwined to some
extent, many of the epistemological fealures of connectionism have been tharoughly
discussed in the first chapter. The centerpiece of that chapter was a discussion of what is
perhaps the most significant epistemological aspect of connectionism. the nature of
connectionist representations A basic demand of epistemology is to #ccount for how a being
represents the world to isell; connectionist models are but the latest i along line of answers
that begins with wax tablets and aviaries

Without revisiting the debate of chapter one, consider bricflly the epistemological
sigmficance of connectionist representations. Of immediate interest is their non-propositional
nature This makes connectionism a likely ally for eliminative materiaism  Whether or not
one thinks folk psychology is committed to an account of the operation of the nervous
system, eliminative materialism will certainly be 1n trouble if the structures and processes of
the nervous system do in fact respect the generalizations of folk psychology, and having
propositional representations is the easiest way Lo do just that

A clarification regarding the relation between eliminative matenalisi and the nature ol
conneclionist representations is in order. Recall that the aim of investigaung connectiontsm ts
to find an epistemology consistent with elimnative matertalism. The argument here 15 not that
connectionism is non-propositional and therefore supports eliminattve materialism  What
matters is the extent to which connectionism and eliminative matertalism are compatible,
insofar as connectionism can tell us something about psychology, then st can Lell us also
about the fate of folk psychology. If that means that the sort of epistemology one gets after
rejecting folk psychology involves non-propositional representations, then so be it. The
issues here are more complex than simply the structure of representations, even if the mode
of representation in connectionist networks is at the heart of many of the differences between
the classical and connectionist approaches

Chapter one dealt largely with the low level details of network operation. the nature of
representations, the details of information storage, and so on. It will be important, for an
understanding of connectionist epistemology, to have a grasp ol the global activity and
dynamics of connectionist networks. Twao different mathematical analyses are useful for this
purpose. Both represent states of a network in a multidimenstonal space. The first snvolves
representing the all of the various connection weights in a network by a point in “ weight
space”, while the second involves representing the activity of a particular layer as a pomtin
“activation space”.

Weight space is an abstract muludimensional space, it has one axis for cach
connection in a network, with an additional axis for a global error measure The global

configuration of connection weights al a particular ime is represented by a point in weight
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space the weight measure for each connection serves as a coordinate Al of the connection
weights, together with a measure of the error, determine an individual point in weight space.
Weight space presents an interesting basis for understanding the global change a network
undergoes as a result of learning  As we learned in chapter one, “learning”, in
connectionssm, 15 the modification of connection weights over time as a function of
experience. The expected resull of learning is a reduction in error  In weight space, we can
understand learning as a change in position in weight space: since cach possible global
configuration of connection weights determines, error aside, a unique point in weight space,
then any change in the weight of the connections will appear as a change of position in
weight space Since, over time, the result of learning is a reduction of error, we can
understand learning as a descent 1n weight space, where the position of the network in weight
space descends relati ve to the error axis.

The second analysis of interest here represents not connection weights but the activity
of a group of units in a network, usually a hidden layer. Activation space has as many
dimensions as there are units to be analyzed. If we are analyzing the hidden layer of a
netwark, the hidden unit vector will determine a particular point in activation space. Since
dsfferent input will often produce different hidden layer vectors, the hidden units will often
occupy different positions in acuvation space. So, on the activation space analysis, there can
be a change in position without the global change of learing.

The interest in activation space lies not so much in the location of the individual points
determined by the hidden layer, but in the overall structure of the space. The different hidden
unit vectors lie in various regions of activation space. During training, what the network is
scarching for is a way to partition its activation space in order to make the discriminations
demanded of 1t. A network Lthat makes a binary discrimination (discriminates two types of
1nput) needs to partition its activation space into subvolumes in such a way that one type of
input will fail on one side of the partition, while a second type falls on the other side

Connectionist networks produce graded responses to discrimination tasks The
activation space of a successfully trained network will be organized in such a way that input
that is unambiguous or prototypical will produce in hidden layer activation space a point in
the central region of a subvolume, while atypical or problematic input will be found on or
near the partitions between the subvolumes. The discrimination tasks demanded of
connectionist networks need not be so simple as a binary discrimination. Activation space 1
quite large; only the complexity and size of the network serve to restrict the number of
partitionings of activation space that a network can produce. The partitoning of activation

space 1s determined by the global configuration of weights together with the structure of the
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network So for a particular network, its point 1n weight space determines the structure ol 1ts
‘ activation space.

We should note the intriguing nature of the structure of activation space belore we
enter the debate concerning the epistemological significance of these two analyses The
hidden units 1n a connectionist network allow it to make discniminations based on gher
order statistical features of the input set, while a simple two layer network is sensttive only Lo
its first order statistics.! The hidden layer, 1n a very real sense, is responsible for
categorizing the input. As a result, the partitioning of hidden unit activation space olten
reflects substantive differences in the world that are only partially or imphatly present in the
Input.

A dramatic example of this feature of activation space involves the network NETtalk
(Rosenberg and Sejnowsk: 1987)2 NETtalk outputs a string of phonemes given seven letter
word segments as input, with the appropriate vectorial codings for cach. The network 1s
trained up to output the appropriate string of phonemes for a given word or word segment, it
does not parse sentences or “understand” words When properly tratned, there 1s a icrarchy
of partitions in the hidden unit activation space of NETtalk, with two major regrony
themselves divided into smaller regions, with subdivisions of subdivisions and so forth In
all, there are 79 subdivisions of the NETtalk’s acuvation space It is no comcidence that one
must master 79 different letter-to-phoneme associations in order to properly pronounce
English spelling; when the network 1s properly trained, 1t produces a distinct hidden unit
activation pattern when making each of the 79 possidle associations

If NETtalk’s activation space partitions seem of only minor significance, consider
another feature of the partitions If, in the course of experimenting with the network, one
takes the ume to determine which hidden unit vector is involved in each letter phoneme
association, il 1s possible to map all the 79 subdivisions of activation space onto distinct
letter-phoneme associations Recall that there is a hierarchy of divisions of NETtalk’s
activation space; il turns oul that, at the top of the hierarchy, the broadest division of
acuvation space represents the division between vowels and consonants As well, looking
into the consonant region, there are subdivisions of the principal consonant types The
activation space is structured so that similar letter-to-phoneme associations are proximal in
space, while dissimilar ones are more distant

Surely this feature of NETtalk’s activation space is of sigmficance Tramed to
produce the proper sequence of phonemes from the input word, the network has learned not

only the intricacies of the phonological significance of English spelling, but as well the

‘ ‘ Sejnowski et al. (1986).
: My discussion of NETtalk follows 1n part that of Churchland (1989a)
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complex organization of the phonetic structure of finglish. It has partitioned its activation
space in a way that will allow 1t Lo make the different letter-to-phoneme associations, and it
hus organized ils aclivation space in a way Lhat reflects substantive real world differences
When tramed, NETualk is well equipped to go beyond its training sct and pronounce new
words

NETtalk’s activauon space is 4 quality space or “similarity metric” of letter-to-
phoneme associations, the network has developed categories that respect differences 1n the
domain of 1ts task Its task domain 1s far too small to say that the network has the same sorts
ol concepts that human speakers of English do. But, over the course of training, NETualk
develops a system of categories that allows it to deal with its (nput in a way that reduces the
crror substantially

If we can view the nervous system as an immense network of interconnected
processing units, then we have before us the beginnings of a rich understanding of human
conceplual frameworks. An individual’s activation space for a particular layer will he
partitioned 1nto distinct categories in such a way that they can make sense of thetr sensory
input - including noisy, incompiete or ambiguous input - and the partitioning is such that it
keeps error Lo a minimum. Through an analysis of the similanty metric of activation space,
the brain reveals its categortes There is of course a substantial jump here from connectionism
to neuroscience, but the jump is quite deliberate, we want connectionism o tell us about what
humans are up to. But it is unclear how faithful the connection weights of connectionist
models arc to the synaptic weights of neuroscience The differences between synapses and
the weighted connections between connectionist processing units are 100 numerous Lo
mention.

Connectionst models are not usually intended as models of neurons, but that does not
mean thal the jump here should be disturbing. We have already discussed the merits of
models that simplify neural function in the manner of connectionism; an understanding of the
global storage of information in the brain will be overwhelmingly complex unless we are
employing a model that simplhifies neural activity to a great extent. It is just this sort of jump
from connectionism Lo neuroscience that was recommended at the end of chapter one, where
it was suggested that we set aside somewhat the aims of those working 1n connectionism and
see what their work can tell us about neuroscience when we employ connectionism in
constructing simphfied neural models

Belore dealing further with the above grand claims about activation space, we should
constder first the views expressed in the only other openly epistemological discussion of
connecttonism, due to Paul Churchland Churchland wants to employ connectionism in an

account of the nature of theories  Since connectionism gives us a non-propositional account
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of knowledge representation, then we may have the basis for a non-propositional account of
theories The analysis of aclivation space reveals that, in a properly tramed network,
connectionist activation patterns (representations) are such that they respect real distinctions
and structures, and they allow the network to make sense of thesr input in a way that keeps

»

the error to a minimum. “These,” notes Churchland, " are the functions ty pically ascribed to
theories. " Churchland recognizes the potential for an account of human categorization i
activation space analysis, but he is caught between the two different analyses  Variously
using the terms “conceptual framework” and “ global theory”, Churchland wonders out loud
how which of the two abstract analyses we have been considering should be used o identifly
an individual's global “theory of the world”

The similarity metric of neuron activation space and the manner in which it 15
responsible for categorization makes it the more obvious choice for global theory But the
partitioning of activation space is determined by the brain’s location in synaptic weight space,
so should we not ultimately identify giobal theory with the brain’s position is synaptic weight
space? So begins this rather odd debate about the possible implications of connectionism.

The case for adtivation space lies largely in the uransparent manner in which 1t does its

categorization. In his (1989¢), Churchland makes this defense of acuvation space:

People react to the world in similar ways not because their underlying werght
configurations are closely similar on a synapse-by-synapse comparison, but
because their acuvation spaces are similarly partitioned

If we use the partitioning of activation space as our understanding ol an individual’s globul
theory, then we retain a similarity measure that would be lost if we idenufied global theory
with a point in synaptic weight space. Certainly we should never expect two individuals to
ever occupy identical points in weight space; indeed, there is no reason Lo think that an
individual’s point in weight space will be the same from one day to the next Further, the
structure of weight space is such that proximity belween two pornts is of little significance,
one has to look to the activation spaces that they would respecti vely determine in order Lo
understand in what ways they represent a simgdar understanding of the world

Churchland’s case against activation space and for idenufying global theory with a
point in weight space goes like this- It 1s the point 1n weight space Lhat determines the
partitioning of activation space. The laws that govern cognitive evolution (“learming” ) do not

recognizZe the partitioning of aclivation space, they mention only connection weights

3 Churchland (1989 177).
4 Churchland (1989¢ 234).
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Icarning will of course affect the parutioning of activation space, by virtue of changing the
brain’s posiLion 1n synaptic weight space. But because different points in weight space can
partition their respective acuvation spaces quite simuilarly, knowing where the brain is in
synaplic weight space presents a fuller understanding than a knowledge of activation space |
partitions. To return for a moment to explicitly discussing connectionist networks, consider
two networks that have similar activation space partitions but occupy different points in
weight space These two networks will behave 1n a similar fashton given similar input. But,
so long as the networks are undergoing learning, given a large enough set of 1nput with a
sufficient amount of problematic or atypical input, these Lwo networks may come to behave
differently  Knowing the original points 1n weight space for these lwo networks, we are
better cquipped Lo understand and predict the dynamics of their behaviour To this end

Churchland has this Lo say

Accordingly, if we want our “unit of cognition” to figure 1n the laws of
cognitive development, the point 1n weight space seems the wiser choice.. We
need only concede that different global theories can occasionally produce
identical short-term behaviour. 5

Is it really that important Lthat accounts of cognition and of cognitive development be
defined over the same enhiies? It's not at all clear that thas is crucial. Cognition and cognilive
development certainly invol ve some of the same sorts of things, but no one need deny that,
and it does not count against understanding global theory as the partitioning of activation
space The best case for weight space points has already been made- the point in weight space
both determines the activation space partitions and gives a better understanding of network
dynamics and so of long-term behaviour.

The complexity and sheer size of brains may bring into question the relevance of this
debate But let us first try to resolve the dispute that Churchland seems to be having with
himsell In a sense, he is quite right to flip from one view to the other, since the point 1n
wetght space determines the partitioming of activation space. The problem is that the relation
does not hold in the opposite direction. a particular partitioning of activation space does not
determine a umque point in activalion space Churchland thinks that we can overcome this by
acknowledging that different global theories can produce the same short-term behaviour
While the synaptic weight space analysis does indeed present a richer understanding of
cogmtive dynamics, identilying global theory with a point in weight space 15 of doubtful
utlity If we are to identify an individual's global theory or conceptual framework 1n either of

these analogues of connectiomist analyses, it should be in the partitioning of activation space

S Churchland (1989a 177-8)
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The best case for points 1n weight space was that they both determined the partitioning
of activauon space and offered a better understanding of cognitive dynamics and so of tong
term behaviour. But the point about long term behaviour has no relevance for the deciston
between the two candidates [or global theory Reverting again to lalk of connectionst
networks, consider again two networks that have similar activatton space partitions but which
occupy different points tn weight space. The reason that these two networks will come (o
diverge 1n their behaviours, when given enough time and problematic enough input, s
because both of their global theories will come to change They will come to partition thew
respecuive activation spaces differently, simply because their respective points in weight
space change The point of the original example was that by viewing global theory as
activation space partitions one will miss subtleties to which the “point 1n weight space” view
15 sensitive. But on either analysis of global theory, this supposed divergence of short term
behaviour is 4 result of a change 1n global theory. Tt is sull correct Lo say that the weight space
analysss presents a better understanding of cognitive dynamics, change in theory results 1n a
shift 1n weight space but a global restructuring of activation space  But in terms of a given
global theory, there are no subtleties recognized by the weight space analysis that the
acti vation space analysis misses

Viewing global theory as a point 1n weight space also leads to a few problems To
judge any similarity between global theories (ether the theories of different individuals or of
one individual at different Limes) one will have to appeal o the activation space partition
analysis. If we employ only the weight space view, no two individuals will ever share the
same global theory. Some may not find this point disturbing, so T will add two rather more
ominous ones. Viewing global theory as a point in weight space means that one particular
individual can never have the same global theory at two different tmes, not even in two
consecutive seconds. Synaptic weight change occurs all of the Lime in the bratn, and a change
in the weight of one synapse is enough for a change 1 global theory, on this analysis  As
well, the stmicture of weight space, unlike that of activation space, 1s such that, except along
the error axis, Lhe distance between points (theories) is of little relevance The distance is u
measure of how much global weight change must occur to get from one theory to the other
Of what use is an analysts of global theory in which everyone, including one's one past and
future time stages, has a different theory and there is no basis for recognizing similantics
between theories?

The activation space analysis gives us some hope for an ability Lo recogmze
individuals who have sumilar global theories The demand here for 4 recognition of simitanty
15 quite weak; 1f you and I recognmize all of the sume categories and have all of the same

beliefs and so on, bul yet one of us thinks that tomatoes are frust while the other takesthern to
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be u vegetable, should that mean that our global theories are forever incomparable? One
hopes not, although 1t depends on how one understands “global theory”; perhaps the fairest
understanding of global theory committs one Lo saying that you and I (and all of my previous
ume stages) employ incomparable global theories [am not sure, however, that that would be
a particularly useful concept To be fair, one can understand global theory Lo be a point in
weight space and employ activation space in an analysis of similarity But it seems there 15
Iitle reason left to prefer the view of global theory as a point in weight space over ils
compettor

How much substance is there to this debatc? The jump here, from Lalk of
connectionist networks to talk of brains, is no small one. Connectionist nelworks are
typically ssmulated on ordinary serial computers, so knowing the weight of all of the various
connections 15 a simple matter of having the proper programming. Determining the point 1n
wuight space for a particular network is a fairly simple matter. Ordinary brains, however, are
not so forthcoming with the details of their synapses On a quite conservative estimate, the
human brain has on the order of 104 synapses. A corresponding synaptic weight space
would be immense it would have 10'4 axes (plus an error axis) and on each axis would be
as many possible positions as there are funclionally distinct weightings of synapses. We will
never be able Lo determine the point in synantic weight space for a human brain. Nor, at least
with present neuroscientific knowledge, will we be able to narrow down to any significant
degree the region of weight space that the brain may occupy Synaptic weight space 1s
altogether oo large a space to deal with when one cannot even narrow down the possibilities

Similar but not as dire problems hold for the view of global theory as the partitioning
of neural activation space. There simply are too many neurons, even 1f we acknowledge that
aclivation space is concerned only with a particular layer of a network. But therein lies
another problem; although the brain, in many areas, is structured in layers, the divisions
hetween layers are not as distinct as the divisions usually found 1n connectionist networks
And 1t 15 important, at least in connectionist analyses, that there be agreement on which units
are in which layer As well, to the extent that the brain is layered, it has many layers So 1f
we are o idenufy an individual's conceptual framework or global theory with the partitioning
of thewr aclivation space, there are several, rather than just one, activation spaces to be
considered Thus 1s of great help to the brain, but complicates somewhal the view of global
theory as the partiioning of activation space.

These problems are real but not insurmountable The differences between
connectionsst networks and biological brauns are many and well worth remembering, but they
should not deter us from finding some neurological sigmficance in these two analyses of

connectiomst processing  The importance of these two analyses is the manner in which they
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aid the understanding of the global behaviour of a network, and the global change that results
from learning. It is this sort of understanding that one hopesto have of bratns.

The “too many neurons” problem may be less of a problem for activation space than
for weight space. In the activation space analysis, the concem ts less with particular points in
Lhe space than with the overall structure of the space, although the way Lo determine the
overall structure is to see where various individual vectors are located in the space. On the
other side of the debate, while it is true that we will never de.crmine the point in synaptic
weight space for a particular brain, that does not mean that there is no utility in talk of such
space An investigation of the learning rules employed by the brain may tell us something
aboul the mathematics of learning driven changes in weight space. So there are thingsto be
learned about synaptic weight space, sumply because there are things to be learned about
synaptic weights.

To the extent that these connectionist anatyses are applicable to brains, it would seem
that the activation space analysis presents the most profitable conception of an individual’s
global theory But if our interest is in learning and the global change involved in 1t, then we

may find 1t more illuminating to think of global theory as a point in synaptic weight space

My own concern with connectiomsm is for an investigation of quite basic features of
epistemology’ the nature of representation, the relation between the world and
representations, and so forth Before exploring further these aspects of connectionism, we
should consider some conclusions, drawn by Paul Churchland, that arc more 1n the realin of
the philosophy of science.

We have already seen that Churchland thinks that connectionism presents the basis for
a new, non sentential understanding of theories However, f connectionssm has anything to
reveal about the nature of theories, we have so far only learned aboul the nature of global
theory. At any rate, Churchland thinks that an understanding of connectiomsm can tell us
something about a number of issues in the philosophy of science | consder three of
Churchland's conclusions below. They concern the nature of simphcity, of conceptual
unification, and the potential for a vindication of Thomas Kuhn's views on the pmlosophy of
science

Churchland thinks that a connectionist understanding of the nature of theories allows

us to have a better understanding of simplicity, and how it might count as a genuinely
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epistemic virtue of theories, rather than a merely pragmatic or aesthetic virtue The
explanation involves the partitioning of activation space and the role of hidden units in
processing Tlow well a network generalizes depends partly on how many hidden units it
uses to solve the problems that it does. For any given task, there 1s an optimal number of
units for the processing required. Below the optimum, a network never learns to respond
properly Lo the training input. Above the optimum, a network will respond well to training,
but will perform poorly with new input.

It 15 during training that a network comes Lo organize ils hidden unit activation space
1n a way that, when successful, allows it Lo recognize relevant features of the 1nput. A
network with oo many hidden units develops too many partitions in its activation space
Instead of recognizing the categories required for the task at hand, this sort of network will
recogmze too many categories, it will develop a distinct activation space subvolume for each
1nput vector (or a small group of such vectors) from the training set At the end of training, a
network of this sort has learned Lo associate each input vector with the appropriate output, but
without developing the activation space partitions that allow it to deal with input outside of
the training set The network has organized its activation space as 4 result of learning, but in
an “ad hoc, unprojectable” way.® It has too maiy partitions for the task at hand, and as a
result farls to recognize features of the input suitable for generalization.

So as long as a network develops the minimum partitions suitable for its task, then the
fewer partitions (and the fewer hidden units) the better “Ceteris paribus,”
Churchland at this point, “the simpler hypotheses generalize better.” Simplicity is a genuinely
epistemic virtue because it facilitates superior generalization. 7 Lurking not too far in the

interjects

background of this argument is an account of simplicity. It seems fairly obvious that
Churchland wants us o think that simplicity is a matter of the number of activation space
parutions. Or rather, it is the number of subvolumes produced by the partitions that matter,
because that determines the number of different features of the input set (or kinds) recognized
by the network Churchland makes no claims to have provided an account of simplicity, but
clearly his concluion that simplicity counts as an epistemic virtue depends on an account of
simplicity, specifically the one alluded to in the previous paragraph But by using activation
space partitions us a measure of simplicity, I'm not sure that we have an account of simplicity
rather than just a new name for it. I'm not sure, in other words, that we have learned
anything

The conclusions that Churchland draws about the virtue of simplicity may not apply

in the places where we most need them To this end, I'm not sure of the relevance ol the

o Churchland (1989a: 180)
h Churchland (1989 181).
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story, recounted above, about learning with too many hidden units. The reason that the
network with the oplimum aumber of units ts better suited to generalize over input outside of
the training set is because it recognizes projectible features of the input. The network with too
many unils never latched on to the relevant features, it just memorized the right output for
each inputin the training set. So the optimal network generalizes betier to new 1nput than the
non-optimal one But why should this tell us anything about simphicity? I there s any sense
to talk of these networks having theories of their task domain, then what we have here 15 just
a bad theory versus a good one. 9

The real curiosity with simplicity arnses when we have the opportunity 1o give up a
reasonably successful theory for a simpler one that describes the same phenomena. Should
we prefer the more complex theory to the simpler one? If so, why? Churchland’s story about
learning and the optimum number of dden units sheds lite light on these questrons 1 he is
correct in saying that, ceteris paribus, simple theories generalize better, then, ceteris paribus,
we should never get into a situation where we even have Lo constder the simplicity of a theory
when choosing between theories, because the simpler theories will generalize better My
remarks here may be somewhat unfair. But the point is that Churchland’s story about
learning is itself unfair. In a contest between a good, simple theory and a complex, ad hoc
one, the former 1s bound to win We will need more of a fair contest if we are going Lo learn
anything about simplicity.

Churchtand’s second, related finding from connectionism concerns conceptual
umification. He has us suppose a lowly creature that must employ whatever understanding of
the world will allow it to survive to the next meal. What n.atters Lo it 15 gelting its nervous
system output at least roughly right, so the creature may have 1o be satislied with employing
a distinct sumilarity space for each sort of situation it meets Where it is possible, we are o
suppose, it is advantageous Lo generate a single similarity space that unifics the two distnct
spaces. In this way, the creature has conserved its conceptual resources and oblains Lhe
means for dealing with phenomena tha fell in between the two previous spaces and was deall
with poorly by both of them.

Conceptual unification and simplicity are related, and Churchiand thinks that they
share the same virtue of superior generalization. But his story hereas rigged in the same way
as Lhe discussion of simplicity. Apart from the pragmatic point about doing more with the
same resources, we are presented with a situation where we have no choice but to prefer the

unified theory over the two distinct theones, because ex hypothesis the unified theory 1s more

8 I should emphasize here that nowhere 1n thas chapter is it claimed that connectiomst
networks have or use theories One should not conciude from the connectionist flavour of the
account of theories discussed in this chapter that there exists a commitment to such a claim
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successful. Again | am being somewhat unfair, because Churchland means to show that
conceptual unification results in superior generalization, so it isin a way inevitable that the
story will be ngged in this way But there is little in the story to demonstrate that conceptual
unification will result in supenor generalization in other cases.

Theories that are simpler than their competitors, or which unify their predecessors,
may certainly be more successful. And the relationship between the simplicity or unification
on the one hand and superior generalization of the other need not be accidental But we
should not be convinced that simplicity and conceptual unification need always be empirical
virtues  After all, it is fairly easy to have a theory that is too simple and fails to deal
adequately with the phenomena with which it is concerned. No one has denied that, but it
serves Lo demonstrate that we come out of Lhis debate knowing as little about simplicity as
when we came in If simplicity and conceptual unification always produced superior
generalization, then they need never have beenthe object of debate in the history of science
(both the discipline and the actual past); theories could have been judged on predictive
success alone

The third of Churchland’s findings regarding connectionism and the philosophy of
science 1nvolves a defense of Thomas Kuhn. In a brief passage?, Churchland proposes that
connectionism gives us the means for explicating Kuhn's notion of paradigms. ! Kuhn is
notoriously vague about what he means by “paradigm”. Masterman (1970) finds no less than
twenty-one different senses of the word in Kuhn's book, from “scientific achievement” and
“analogy” to “a successful metaphysical speculation” and “a set of political institutions”. |
will not attempt Lo interpret Kuhn here; for his purposes Churchland understands a paradigm
as a prototypical application of some set of resources, be they mathematical, conceptual, or
instrumental.

Churchtand finds a very strong connection between Kuhn's prototypical applications

and Lhe prototypes that are found 1n the centre of activation space subvolumes:

For a brain to command a paradigm is for it to have settled into a weight
configuration that produces some well-structured similarity space whose
central hypervolume locates the prototypical application(s). 11

This understanding of paradigms explains, for example, why even the most reflective and
sell aware persons are unable to fully articulate the relevant factors for applying a paradigm to

4 particular case.

Y Churchiand (1989a. 191-2)
L Kuhn (1962).
' Churchland (1989 (91),




This is very queer stuff indeed, but there are perhaps reasons better than queerness to
reject Churchland's understanding of Kuhn Previously, I noted the many parallels between
activation space subvolumes and kinds. While Kuhn's paradigms do not seem Lo be kinds 1n
any useful sense, that alone should not deter us from Churchland’s reading. For humans
have several vast neural activation spaces, which allow for activation space subvolumes lor
many fiendishly complex categories, as well as wholly unnatural kinds, such as speech,
thermal equilibrium, glaciation, political corruption and space flight.

Churchland’s view allows us to explain some features of paradigms; it captures some
of the ways in which paradigms are supposed to guide or govern one'’s perception or
understanding of the world But paradigms play many roles, and Churchland’s proposal
seems ill suited to many of them. To this end, consider another parallel that Churchland
draws between paradigms and prototype applications. Much of Kuhn’s discussion of
paradigms concerns scientific revolution and the resistance to change or displacement of a
paradigm. Churchland proposes that this resistance is the result of the way in which
networks (brains) learn. In terms of weight space, the goal of learning is to reduce the ervor
Lo 4 minimum At times, a network will get “stuck” in a lacal error mintmum, where the error
18 high, or at least not as low as 1t could be, yet any small change 1n the network results in
more error than remaining in the minimum The network gets stuck because it is, overull, 10
its advantage not to increase the error

From this story, Churchland concludes that the resistance to an increase 1n error 15 at
the heart of the resistance to paradigm shifts. I think Churchland is way off the mark here |
just don’t see that all of the socio-epistemological stories that Kuhn tells about the response o
crises can all be explained as the result of this feature of learning Were those who advocated
the shift from Ptolemaic to Copernican astronomy simply better learners than those who did
not? A tendency to avoid error can, in a variety of situations, lead Lo conservatism of this
sort. But there are a variety of reasons for the affiliations that scientists and ordinary folk
draw during a crisis of Kuhn's sort. Doublless there are many reasons that have hittle to do
with error avordance, and [ do not see that Kuhn recognizes anything special about those that
do.

In the remainder of this chapter, I want Lo explore further the implications of the

connectionsst inspired account of Weltanschauung developed earlier




Recall that the aclivation space analysis proved Lo be a more profitable analysis of
global theory than that provided by an analysis of weight space. Essenuially the same
partitsonings of activation space can be achieved by quite different global configurations of
connection weights So note, as mentioned previously, that this implies that the same global
theory or conceptual framework can be shared by individuals with different global
confligurations of synaptic weights. Also, Lo make basically the same point, it means thal
people will not suffer from global conceptual shifts at every negligible synaptic weight
chuange

This is basscally a point about implementing an epistemology, rather than a claim
about some feature of a particular epistemology. There is something of the
funclional/implementational distinction in distinguishing activation space from weight space
The difference between the two analyses is not that one is a functional analysis while the
other physical; the difference lies in the fact that for many of the possible organizations of
activation space, there are a number of points in weight space that can achieve that
organization The global configuration of synaptic weights has important functional and
developmental consequences but, at any particular time, the difference between two brains
with the same activation space partitions but different global weight confligurations is
epistemologically uninteresting

There is a feature of weight space, only hinted at previously. that is of enormous
epistemological interest I am thinking here of the error surface in weight space: this feature is
of interest because it gives us some understanding of the relation between the organization of
networks (brains) and the world. The error surface is in fact a multi-dimensional
hypersurface in weight space. For each possible global configuration of connection weights
for a particular network, there will be a particular global ervor value. Adding together all of
the points representing global weight configurations and global error, the sheet one winds up
with is the error surface The error surface has one fewer dimensions than the weight space
in which it resides.

With some altogether minor caveats, we can view the error surface as a powerful and
intriguing analysis of the relation between different global theories and the world. The first
caveat involves the conception of global theory considered earlier. In order to view the etror
surfuce in that manner proposed, we will have Lo understand an individual's global theory as
a point in their synaptic weight space Previously it was decided that the organization of
aclivation spuce analysis was, for many reasons, the preferable analysis of global theory
However, at the end of that discusston 1 did leave room to revert Lo an understanding of
global theory as a point in weight space, should such a change be appropriate given one’s

tterests A discussion of the error surface will lead us 1o considerations of learning and
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weight change, just the sorts of considerations thal make the analysis of global theory as a
point 1n weight space a useful one

The second caveat here involves the role of the world T am assuming that, for
humans (but perhaps also for networks), the world often plays an important role 1n errvor 1
erred in reaching out to my cup because my actual hand fell short of the actual cup When [
say “ Windsor is north of Detroit”, T err because the world is infact not as I describe it 1 am
promoting here a realist flavoured conception of error, but that is what we are lead tof we
want to discuss the relation between global theory and world external to our minds  Those
queasy with this view of error might otherwise think of error as simply empirical adequacy
inverted. For the moment, I leave this (the first) view of error as an undefended caveat, [ will
discuss later the appropriateness of this and the related connectionist conception of error

Caveals in place, we can now consider the error surface as a representation of the
varying adequacy of the universe of global Ltheories that humans can possibly implement
This allows us to ask a thoroughly epistemological question: what is the shape of our error
surface? Some global theories are better than others, so there will be varrations in the height
of the surface (relative to the error axis): it will not be flat, in other words

So the error surface is bound to be bumpy. A simple thought experiment should
prove that a large part of the error suface should have a high altitude. Recall that there are a
vast number of synapses in the human nervous system, at least 1074, but perhaps even
greater than that in magnitude. Now consider how well an ordinary brain will perform with
its synapses all randomly weighted. There is an extraordinarily good chance that a brain
frazzled in this way will perform dismally, producing only noise as output To say that there
is a very bad chance of getting a working brain by a random configuration of weights s just
Lo say that most of the points on our error surface are quite high in altitude Choosing a
random configuration of weights is, after all, Lo choose a particular point 1n weight space So
if we are correct in thinking that a random configuration of weights is hikely to produce a
great deal of error, then a randomly chosen point in weight space 1s likely to be igh in crror;
Lthat is, it will be high up on the error surface.

We do know from our own experience that the global theory we use is successful, at
least to the extent that it allows us Lo survive. For the moment, [ want only to suggest that the
sort of survival that humans enjoy implies that our nervous system output is low in error, al
least when compared to the alternatives on the error surface [ do not intent here to make a
connection between success and truth. We know as well that for survival value (crror
avoidance), a number of different global weight configurations will be similarly successful
So not all of the error surface will have a high altitude
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Frror surfaces fur connectiomst networks (or rather their three dimensional
analouges) often look something like valleys or caverns. They have a high region, a low
region (the global error minimum) with sloping sides between Often, regions of the error
surface will have local mimima regions that are less errorful than the surrounding
alternatives, but yet are higher than the global energy minimum Local minima are of interest
hecause, Lo escape them, a network’s weight space point must first climb the grade of the
error surface. So a network must Lemporarily increase its global error in order (o eventually
reduce 1ts global error to an effective minimum. An adequate learning rule does much more
than simply force a weight space point downwards. It must in a sense “shake” a network out
of local minima in order for 1t to function as best it can.

As 1t turns out, the more dimensions there are (o a particular weight space, the smaller
the probability of there being troublesome local minima of this sort. But apart from
probabilities of this sort, there 1s no guarantee that our brains are not presently stuck in a local
minsmum that is both low enough in altitude to permil the survival that we enjoy, and deep
enough that no amount of “shaking” would allow us to escape. Further, our error surfaces
may fail to have a unique global error minimum. There may be several equally or at least
similarly errorful minimain our error spaces. There may be, in other words, ways of sceing
the world that are different from our own, yet are equally successful

At the outset of this chapter, I warned that I would endeavor to put new wine into old
bottles. There 1s a longstanding debate concerning the possibility, and indeed the very
coherence, of there being alternative conceptual frameworks or “ conceptual schemes”. 1 do
not tntend to enter this debate, except to point to all of the previous argument of the thesis
My aim in the thesis is, from the perspective of naturalized epistemology, Lo see what
connectionism has to say about epistemolfogy. If it says that alterative conceptual schemes
are possible, then so be it. My epistemological claims are largely the consequent of a
conditional, with an assertion of the adequacy of connectionism as the antecedent. To the
extent that T do in fact make claims about epistemology, I can and do point to the evidence for
the adequacy of connectionism elsewhere 1n the thesis. Insofar as [ am approaching
epistemology from the naturalistic camp, 1 have already made all of my arguments for the
coherence and possibility of alternative conceptual schemes, in demonstraling that
connectionism finds nothing incoherent or (logically) impossible in the possiblility of
alternatauve conceptual schemes

Churchland notes briefly the two possible [eatures of error mentioned above, and
tosses the wand to Stich (1990) 1n the hope for a pluralistic form of pragmatism While [
share hus hopes, Tdo not think, with regard Lo pluralism, that our present understanding ol

neuroscrence has quite got us to this point The connectionist inspired understanding of




global theory and error discussed does give us some way of understanding how it might be
possible for there to exist conceptual schemes different from our own But at the moment,
possibility 1s all we have. We got 1nto this discussion by wondering out loud about the shape
of our error surface. Throughout this thesis T have posed empirical questions in the hopes of
finding epistemological answers, and this 15 just another such question The shape of our
error space is 4 matter for empirical investigation, rather than conceptual speculation [t may
turn out that there is in fact a unique global error minimum in our error space, and $o we are
left free to judge different conceptual schemes as sub-optimal, depending of course on our
conflidence that ours is the optimal viewpoint. Whether or not we should think that there 15 a
uniquely good way of seeing the world - whether or not we should be epistemic pluralists - 1s
an empirical question. Note further, however, that different individuals may n fact have
different error surfaces; so whatever danger there 1s of pluralism in the views being
discussed, it appears twice over

The potentral for pragmatism here 15 more clear. We are lead to something hike
pragmatism, not because of inevitabiliues, but because 1t allows us Lo make the most sense of
what connectionism seems to have told us. Epistemic pragmatism 1s somewhat nebulous a
view, my immediate interests are 10 tymng pragmatism to the claims already made rather than
specifying exactly what pragmatism should look like Pragmatism 1s [irst of all a
consequentialist view. Epistemological (ie. cogmtive) processes are judged as we might judge
other processes by their ability to help us achieve valued ends Thus, pragmausim is
relativistic, 1n that we judge systems of reasoning (conceptual frameworks, cognitive
processes) relative to the ends desired: should different people or different cultures desire
different ends, then they may not find the same system Lo be equally valuable. 12

This last point leads us Lo Lhe connection between pragmausm and epistemic
pluralism Should different individuals value different things, then it 1s possible that they
might employ, with equal success, two wildly different conceptual frameworks It 1s thrs
potential for pluralism that produces much of the distaste some have for pragmatsm, because
it seems to lead to skepticism If there are equally good ways of reasoning that would lead o
different beliefs given the same evidence, then there seems Lo be litlle connection between
good reasoning and reasoning that leads to the truth Or so goes the argument

With regard to truth, Stich thinks that the conclusion that we should draw from

pragmatism is that truth 15 not something that should really concern us This conflicts

12 Stich (1990) argues thal any consequentialist accounts of reasoning, even oncs

appealing to truth, lead to relativism ina second way The output of a cogmtive process he
argues. depends on the social environment in which it functions. So evaluations of the out put
of such a process are bound to be environment relative (pp 136-8)
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womewhat with the views of other pragmausts, for example Rescher (1977), who hope (o
give @ pragmatsst account of ruth Stich’s argument - the argument of his whole book (1990
- has two parts The first part is a defense of consequentialism in epistemology, while the
second mvol ves a series of slories meant Lo demonstrate that truth or the generation of true
heliefs 15 1 many cases not a valued end  Stich’s argument is too lengthy to evaluate here
Suffice 1t to say that he thinks that we should prefer cognitive processes that best allow us to
achieve ends that we value, and on a close enough examination, truth is actually not
something that we value. Inessence, therefore, Sitch's response Lo the skeptical challenge
above 15 not that 1t 1s wrong, but that it should not worry us. Stich is quite happy to say that
we should not worry about a connedion between good reasoning and reasoning that leads to
the truth 13

Returning to the connectionist style account of epistemology developed above, the
hest sense we czn make of connectionst learning and connectionist processes is judge them
by their comsequences So a connectionst epistemology 15 at least a consequentialist one The
avordance of error in output has throughout been understood to be the principal virtue of
connectionst processes. What then might this account tell us about the desired relation
between head and world, between theory and data? Again, this is an empirical matter, and an
unresolvedone at that Tt may be that there are equally successful global theories dolting our
error surface, but it is also possible that there is only one global error minimum. It should be
clear that the existence of alternative conceptual schemes is inconsistent with the “One final
true theory' conception of truth. But it is not new to suggest that this is an outmoded
conception of truth

What does connectionism tell us about our epistemically valued ends? Throughout the
above discusston, and throughout actual work in connectionism, output has been judged by
its distance from the ideal output, and this measwe is called “error”. [ have already discussed
the general nature of the sort of epistemology that connectiomsm gives us, but now there 15
sulficient background for a statement of it- The activation space partition (or weight space
point) to be preferred is the one that has the lowest point on the error surface

This proposal has been discussed at length |, but the pragmatist contribution regarding
the retevance of epistemically valued ends is recent Lo the discussion There are two {oibles 1n

H There 1s an illuminating parallel between Stich’s pragmatism and the views of the
anctent sceptic Pyrrho. Pyrrho, finding that certain, genuine knowledge could not be
atained, reccomended that onc act on what seems most plausible or probable For Pyrrho,
this 15 a matter of working with what we have: a second best version of knowledge
Recogmzing much the same distinction and « similar epistemic situation, Stich embraces the

second best” and finds that it is the only conception of knowledge that we need ask for The
“proto-pragmatist” reading of Pyrrho ts due Lo Rescher (1977).
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the above stalement with regard Lo viewing error avoidance as an epistemically vatued end
Fird, there 1s a sense in which it borders on the tautological to say that error avordunce s an
epistemically valued end. Or perhaps the problem 1s really that error avoidance isn't an
episiemuc end at all, error 1s the distance between actual output and output that best serves
ones epistemic ends  So error avoidance 1s everywhere desirable 111015 an epistemic end at
all, it 1s one that everyone values End or not, this means some trouble for the proposal to
judge global theories by their location on an error surface The second (oible with crvor
involves a response Lo the first As noted earlier, the connectiomst conception of error (s a
wholly realistic one: measuring error involves measuring the distance between the actual
output of a network and the right answers to the problem the network s given The low fevel
sorts of problems usually considered by connectionist networks are usually such that the
right answers are not 1n doubt. If, because of its realist character, there are situations 1n
which we cannol measure our error, then an epistemology that depends on such a measure
will be of no use to us

There is a sense, alluded to before, in which this realist understanding of ervor s hard
Lo avotd, 1f we accept that there 1s a world external 1o our minds It you really are standing on
a precipice, the actual error 1n your nervous system output will be crucially important The
importance of the first foible of error should be noted Tt may be that even the measurement
of error requires one Lo have some (other) epistemically valued end But this 1s not a real
difficulty for connectionism. It is only a sign that there is more work Lo be done; we need Lo
investigate what sorts of epistemic ends people value.

With regard to what a connectionist epistemology can tell us about truth, [ have
suggested that this 1s a matter for further investigauon. Tt may be, for whatever reason, that
human error surfaces inevitably have a unique global error minimum If that were o, then
there would be no need to worry about a conflict between connectionism and the narve realist
conception of truth. There 15 however the possibility for a such a conllict, because there 1s
nothing in connectionism that dictates that error spaces must have 2 unique minimum
Churchland and Stich, both beng prone to the elimination of troublesome concepts, seem Lo
think that the solution to a possible conflict 1s W remove one of the aggressors, namely truth
They seem Lo ignore the possibility of finding a middle ground. Stich, for his part, has gone
Lo lengths to try 1o demonstrate the advantages of his pragmatism, but sces, unlike many
others, little room for truth in pragmatism.

While Stich sees truth as ummportant, Churchland, even the carly preconnectionsst
Churchland, seems to think that truth 1$ just a bad concept Truth, he ells us, s bound up in
folk psychology, folk eprstemology, folk semantics, and so on, just as there has heen

progress 1n the domain of these theortes, solo can we come Lo better understand what truth s




invoked to explain These are not new proposals, but Churchland thinks that we can still
keep a brand of saientific realism without truth, because we can still assert the existence of a
mind independent world, and we can stifl assert the rationality of commitment to the ontology
of thebest avaifable theory !

I menuon Stich and Churchland’s views of truth in part to take some parting shots at
therr haste, but mostly Lo note the feature of connectionism most significant to for the fate of
truth That there might be many equally good ways of viewing the world is not the worst
obstacle to finding a place for truth in a connectionist epistemology, if indeed that 1s an
obstacle The real twist to connecuonism 1n this respect 15 that truth and falsity are features of
proposiions If states of a connectiomst device cannot be mapped onto propositions in any
useful way then it will bea mystery how brain states might come to have truth conditions. If
connectionsm leads us to non-propositional knowledge and non-propositional theory, then
we will have to have a non-propositional understanding of trath Whether such an account of
the relation between the world and our understanding of 1t would deserve Lthe name “truth”

remains Lo be seen Unlike Stich and Churchland, T am somewhat walling to wart

L

In closing, | want 10 note again the use of connectionism that I promoted at the end of
the first chapter [ recommended there, for a number of reasons, that the most fruitful
application of connectionist models was Lo limit them to modeling phenomena al a level such
that findings 1n connectiomsm were applicable to neuroscience This is not the only good use
of connectiomst models, but it produces a useful Lool for invesugation, and avoids many ol
the overblown claims of central members of the connectionist camp

Throughout this chupter, T have employed this view of connecuontsm. But I need not
have There would still be epistemological lessons 1o be learned from connectionism on its
standard interpretation But, for reasons discussed in the first chapter, the lessons are far less
mystertous on the recommended view If we keep in mind the simplifying nature of
connectiontsm with regard Lo neuroscience, then 1t is far easier to transplant findings of
connectionssm Lo our understanding of biological brains. We can, for example, hope to draw
conclustons about synaptic weight space from the findings concerning netwark connection

werght space Without such a view of connectiontsm, 1t 1s far less obvious what lindings
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about connection weight space tell us about actual brains, other features of connectiontsm will
prove equally troubling.

In establishing, with the help of Ramsey, Stuch and Garon, @ connection between
eliminative matenalism and the adequacy of connectionist models, the recommendations ol
the first chapter were ignored But the matter is not at all crucial, my recommendation
concerns only the level of organization (or complexity) at which connectionsm atms to modet
the functional activity of the nervous system As for those who find the difference between
the connectionism of this chapter and that of chapter two disturbing, 1 canonly direct them
buck 1o the discussion of the possible misunderstandings of my recommendation at the end ol
the first chapter.

As noted previously, my epistemological claims are for the most part conditional,
based on the adequacy of connectionism. In the first chapter I expressed some misgivings
about the present use of connectionist models, and of their alleged ad vantages over classical
models. But overall [ hope to have given some reason for preferring a connectionist style
understanding of cognition over the classical symbolic view Thus, wherever there are
reasons for preferring connectionism, there are also, via modus ponens, reasons for thinking

that epistemology is the way that connectionism portrays it.

Y
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