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Ah <:.tt1llt 

"f ht: Ulm of lhl<; es ... ay 1) lO exp!on .. > the potcnlutl for an epl.,wmology c()n~l'itcnl with 

elrmlnatlve matenalr .. m ha .. ed on work in connecttoniC;l modeltng 

J prl' .. cnl a revll'w of Lhl' conm~CLJ()nist approach Lo p~)ycho10,gical rn()dC'l~, that 

contra .. l <; Il wllh Lhe da .. sical symbolic appl'Oach, focu'ill1g on the nHlurl' of thl'ir rcspeClt Vl! 

J'cprl' .. cnlallOn ... Whlle dl'fcndmg the JcglLmacy of the conneCllOl1I~t approach, 1 flnd thal it'i 

mO"1 uscful appltcallon l'i a'i a hasl'i for ncuro'icienlifJc tn\'e~ttgauol1 

DI'icu .... lng connecllOnist psychology, 1 find Il incon'ii..,teI11 Wllh folk psychology ,and 

tht:rcforL' con"l'ilcnt wnh cll/ntnallve matertalism J argue also for th(~ naturaJizatton or 
'" 

l'pl~lcmol()g)' and thus for the rclevance of psychology for episLemoJogy The concluslOn of 

tht: l~ ... ay IS aIl oULhnc of conneclloni'iL cpl!'ltemology, whlch centres around t wo maLhematic,11 

analy'>cs or the global activIl)' of connccttonist nclworks l argut~ lhat conncct1()m~t 

p"ychoJogy lead'i to a version of epislemlc pragmaw.m. 

Resume 

T.e hut de celte etude e .. t d'explorer te potential pour une epmcmologie compatible 

avcc Il' mmerialisme elimtnalionlUSle base sur les modeJs p!)ychologique de connectioni'ime . 

.Je prc!'ICnte un sommau'C de l' approche conneclioni~te qui etude les difference'i entre 

COl1l1CCUOlmme el l'approche classique Je défends la leglumite de l'approche connecuoniste, 

l11al~ Jl' trouve que l'utilisation preférable de connecltofllsme est comme un outil pOUl' 

l' 1 nvcsligation neuroscientifique 

Je trouve que la p~ychologie conncctio' liste est incompatible avec la po;ychologie des 

gcn!'l (<<folk psychol()g~», donc compatible avec la materialisme éliminattonniste. Je défend'i 

la naluraJizalion de l'eplslémologie et ainsi la perllnence de la psychologie pour 

l' cplstemologlc. J.a conclusion de l'essai est une sommatre de l' épistemologie connectioniste, 

qUI 1 mpl iquc deux analyses mathcmallqucs de l'alti vile globale des appareil connectionistes' 

.lt..' trouve que la psychologIe connec;t.ioni'ilC suggere une version de pf"tIgmallsme ept!)tcmique 
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• IntroductiOn 

The gœl of this theslS is to explore the potcntial for an cpistemology consIstent W1Lh 

eliminative materiahsm based on work in connectionisl modeltng. EltmlntlltVe matl'rlalism IS 

the thesis that (1) our commonsense understandrng of psychology COllSlttutcs a thl'Ory, ("folk 

psychology"), (2) folk psychology is a false theory, WhlCh (3) will bc l'cplaccd by, rathcr 

than smoothy reduce t'o, amalure cognitive theory. 1 

There are vanous arguments for climinatlvc materialism: folk psychology IS li 

"stagnant research programme" , it is not ilkely to cohere with well eSlablished theones 1 n 

adjacent and ovedapping domains, it tells us nothing about learrung, language ucquisilion, 

sensorimotor coodination, sleep or rnenLallllness. 2 My projcct here is not to undettakc Il 

defense of eliminative materialism, but rather to dcvelop a compatible epistemotogy. 

Eliminativism conflicts witb traditional epistemologtes, because the latter arc typicully bascd 

on the entities and proce~es posited by folk psychology 

Beliefs, for example, are central to both folk psychology and traditional 

ept stemol ogy. Most accounts of epistemology see knowledge as justified truc beLief, thcrc an.' 

many variations on tbis therne but very liule real deviation from il. Since the eliminatton (a!l 

opposed to m ece revision) of folk psychology will inevitably include the elunination of bellef, 

eliminativism will require a significant shtft in epistcmology. A new undcr~tanding 01 

cognition requires a new understanding of epistemology. Ilut wc do not cllminalc 

epistemology because, like psychollJgy, it is a field of inqwry, a senes of questions; those 

questions, or most ofthem, remain. 

In the thesis 1 explore the epistemological implications of .. connectiontsm", (l 

, relatively recent approach to cognitive modeling. In Investigating cphtcmology ln lhl<; 

manner, 1 am. practicing what is referred ta as "naturahzed" epistemology this IS un approach 

that sees empirical inquiry as relevant to epistemology. Tbere arc a variety of VJCws of 

epistemology that count as natura11StiC in this sense; 1 discuss thls approach ln the third 

chapter. 

On the psychological side, 1 argue in the second chaptertbat connccuonism and folk 

psychology are incompatible. Sa whatever wc learn about epistemology from connectio1ll.srn, 

1 This statement of eliminativc materialism largcly follows that of lhe Ch urchlanch , ID 

cg: Paul Churchland (1981), or Patricia Smith Churchland (1986). Sorne may know 
eliminative materialism underthe difft.'renl name "San Diego Impcnalism" 
2 AIl from Churchland (1981). 



• Il should prove to b~ compatible wlth eliminative materiahsm. To thls end, J should note al 

the outset my assumptions regardlng the fate of folk psychùlogy. Throughout the thesis, 1 

wiJJ aO;'iUme that, m arder ultimately ta escape elimination, folk psychology must prove 

compatible with our be~t account of the mechanisms of cognition By "compatible with" 1 

mean ~omething ltke "smoothly reducible to" or "equl"J.lent". If the structures and processes 

posllcd by our be~1. accounl of cognition are significantly unhke tho~e posited by folk 

p~yehology, then we must reject folk psychology and adopt the superior theory. 1 have left 

the reùding of compa' lbllty open, becausc my aim here is not to give an aecount of inter­

theorelic re1atlOns, but rather to view folk psychology as a nval of other accounts of 

cognition 

This view of folk psychology seems ta me quite reasonable, bullt is not universal 

There are a number of people who share this view of the vindication of folk psychology, 

inc1uding those who think thatfolk psychology will ln fact be vindicated (eg, Jerry Fodor, 

William Lycan), as well as those who do not (eg, Stephen Stich, Paul and Patricia 

Churchland). As well, tbere are a variety of views of folk psychology amongs'c those who 

dlsagrec with these rcquirements for the vindication of folk psychology, although tbis view is 

lypically he1d by people on friendlyterms with folk psychology (eg, Daniel Dennett, Donald 

Davidson). So, properlyunderstood, my daims concerning folk psychology are conditional, 

based on the adequacy of this view ()f vindication. 

Similarily, l will throughout the tb~S1S understand cognitive modeling and cognitive 

'iClence in general to be concerncd with describing the mternal mechanisms of cognition, 

rather than (merely) the explanation of behaviour. My imerest in connectionism is in the 

Implications it may have for an understandlng of cognition. Such a view of connectionism. is 

important, hut perhaps not crucial, for the cunnectionist epistemology developed in the last 

chapter, as weB as for the diScussion of folk psychology. 

That leaves us with the ftrst chapter, which is a review of connectionism; it contalns 

ail of the connectionist background! necessary to understanding the rest of the thesis. 3 l 

conccntrate on contrasting connectionism with the classical sentential approach to cognitive 

modellng. and on justifying Its legitimacy as amodel of cognition . 

. i Whilc ail of the neccssary information can be found in the fust chapter, connectioru~t 
Ill!ophytes may fIOd my overview somewhat opaque. Those seeking a more involved 
IntroductIon should look to Bechtel and Abrahamsen (1991), presently the only book length 
mtroduction ta connectionism. The first four chapters of Rumelhart, McClelland and the PDP 
Rl!scarch Group (1986) arc rusa helpful. 
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• Chapterone 

An anatysls of connectionism 

The goal of tbis chapter 15 to present a review of connecttontsm, ln order to hoth 

provlde the background necessary to understanding the rest of the thc'i1s, and lO anal)'ze the 

vanous features of connectionist models with tle aim of contrasting lhem wlLh more ~Landar" 

approaches to cognitive modeling. Recall that ~y conccrn \Vtth cogmLivc modcltng and 

cogmtive SCience is the description of the internaI mechanisms of cognition Thts WIll hl' 

more important mlater chaplers, but Il 1S best repcated as we venture into conncctioOlSI1l 

Connectiorust modeltng aims to model cogmtion by using clementary processor\ 

organized in networks, where each unit has connections with severa! other umts. The unals 111 

a connecl1onist model employ oruy the barest imitations of sorne of the gro5S fUIlCl10ns of 

neurons. Tbe elementary units in a connectionist network are stmple proce~sors, cach of 

which computes a (positive real number) activation value from the actIvatIon vuluc 01 

œighboring units together with the (real number) wcight nf the connection betwccn the umts 

The input to a connectionist network is provided by thc activation of .nput umts (unllS that 

COYal)' wlth sorne feature of the envü-onment). The networks are structurcd 50 that aCllvation 

propagates through a network ta the output units, whose activation values constituLe the 

output of tbe system. Different sorts of connectionist models will differ in the propcrLICS of 

thelr units, and in the means of propagation of activation (di l'fer ln lhc structurc of 

connectivity between units). 

Connectionism in its present farm has its genesis ln the lale 19505 and carly 1960s, 

particularly in the work of Frank Rosenblatt (eg. 1962), although its emphasls on parallcl 

processing and self-organiztng netwarks owes many debts to earlier work, Including the 

Assoclationist school and to the work of Donald Hebb. Rosenblau' ..... perccptron'i" wcrc 

networks of Simple, neuron-like elements given sunple cl a'i'iificati on ta.-,ks Perccptrons wcrc 

simulated on digital computers and subjected [() fcxma.l mathematical analyses, two Lcchmque .. 

baste to modern connectionism. Rosenblan' s aim in hIC; work was not to mode! any \pcClfic 

part of the nervous system, but rather to 

study ... lawful relationships betwecn the organtzation of a nerve net, the 
ocganization of its environment, aud tbe "p~ychological" performances of 
which it is capable ... The modells not the termInal result, but a struting [lOI nt 
for explocatory analysis of Its behavlOr. 1 (1962' 28) 

Rosenblau (1962: 28). 
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RO'ienbJatt's anaJY'lI!lled hlm to the "perceplron convergence theorem": given any 

"world" (a stnng of data) and a cJas'iificatlon task for which a solution exlSts, a perceptron 

WIll yteJd a solution ta lhe task in a fifille rime 

Perceptrons fell out of favor in part due to the work of Minsky and Papert (t 969) 

The problem with perceplrons was not that lhe convergence theorem was false, but rather tbat 

the abtlitlcs of perceptrons were such that there were many ordinary classification tasks for 

whlch no pcrceptron solution existed By organizing perceptrons tnto multiple layer's, 

.. olutlons for these La<;Jlc; could be achieved, butonly WiLh astronomlcal complication (Later, 

WILh connectlOni sm, such restrictive complication vanished with a slight modification of the 

pl'rceptron morlel.) The c1imate of the Arttficial Intelligence community at the rime was such 

that the fall of the perceptron was generatly taken to spcll defeat for any SOIt of quasi-neural, 

parall~'1 proce~ng approach ta Artificial Intelligence, in favor of the seriai, program writing 

approach favored by Minskyand others. 

The Il new connectionism Il began to rear its head in the early 19805. Somt;; of the 

l'arlier work is exemplified by Feldman and Ballard (eg 1982). The units in their networks 

were each used to represent a particular concept· "redness" or "largeness" for example. This 

use of units is known as local representation. In contrast, most of the more recent work in 

connectionism employs a group of processing units to represent a single concept or entiLy 

Connectiontst work of this sort is known as "Distributed Connectionism ' or sornetlmes a'i 

"ParalJel DtsLributed Processing" ("PDP"); in distributed connectionist network", the ta<;ks of 

l'l'presentation and of processing are distnbuted across the units in a network. A parttcu]ar 

representation is fully distributed if every unit of the network is involved in the 

representation. 1 wiJJ reserve discussion on how states of a connectionist network ma)' 

quallfy as representations untillater in this chapter 

The representations in a distributed conncctionist network invotve sets of units; they 

are usuaUy referrro ta as acll ve represemations because representatlOns involve the activation 

Icvels of a particular set of 'llnits; when the network is dormant it do es not represent. Which 

units are involved in a particular representation depends on the particular representation and 

the 'itructure of the network. In sorne neLworks, the active representation will be the pattern 

of activation over ail of the units at a particular time. In feedforwrud networks (networks 

structured in distinct layers) different levels are active at different times, so the active 

rcprcsentatlon will usually be the pattern of activation overtbe units in one layer. The active 

l'l'presentation of a nctwork i5 a product ont y of the given input anô the various wetghL<; of 

the connectIOns between the umts 

4 



• Connecttorust repre'lentattons of this sort arc said to be (hstnhuted hecausl' Il I!o. lhc 

pattern of activation itself that constitutes a representation, rather lhan the activation of 

mdividual units, or of the activation of groups of units at dtfferent tlmes As pattern~ of 

activity in a network, distnhuted representattOlls of this sort muy he analyzcd as an ordercd 

set or vector. Further. since the actlvlty of an indi vlduat unit nced not he non-zcro (0 he part 

of a set of aclÏvatlon values, parltcular units neecl nOl be Clctl 'le 111 order lo pl uy 11 

representational role 

In connectionist networks, represcntation and informatIon stnragc are two dlsttnel 

tasks While representation is left to the activiLy of unlts, the task of infonmltlon '\lol-age l' 

left to the weights of the various connectIOns hetween processing untls Whl'n a nctwork l'i 

dormant, rece:ving no input and doing no processing, tt rl'presents nOlhing. Wc have seen 

that the active representation is a function solely of Input and the welght of the connectlOn, 

between the units. So while connection weights are not part of any partlcular rcprC\cnluuon, 

lhey medtate representation by the role they play in producing the propcr activation patterns 

for a given input Connection weight'i are the moiliflable aspect of a connccLÎonlst network., Il 

is oy altering the connection weights that an experimenler. or Lhe network Itsclf. may im prove 

the network's accuracy in terms of providlng lhe appropnate output for the givcn input 

The moral of all of these opaque comments about connection wClghts IS thal 

dl stributed connectionist models blur the lme between representatlOn and procc'i~iJlg 

Representation in connectionist networks 1S more of a proces'i than a lool of procc'islng 

(rhat 15, "representation" is more of a verb lhan it IS a noun ) Mcr.lclland, Rumclhal"l and 

HUlton put it this way: 

The representation of the knowledgt! is set up 10 such a way that lhe 
knowledge necessarily influences the course of fX"ocessing USlI1g knowlcdge 
in processing i~ no longer a matter of finding the relevant mformatton ln 

memory and bringing it to bcar; it IS part and parcel of the proces'iing tlsclf ~ 
(1986: 32) 

One cannot read the literature explatning the advantages of conncCllonlsm (WhUL 

Fodar and Pylyshyn call the" polemkalliterature") wlthout being weil prcparcd to dl~nouLe u 

few grains of salt where necessary, and the preceding quotc is agoûd examplc It IS, dC'ipile 

the confidence of its authors, rather uncIear what geLs to count a~ knowledgc at ail, a furtlOr: 

what counts as knowledge in a connectiontst nctwork And furthcr, most llf whal 

McClelland, Rumelhart and Hinton 'iay above can be 'latd of cJa\'llcal, program wrtllng 

2 McClelbnd, Rumelhart, and IIinton (1986: 32) 
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model'i "knowledgc" necc'isarily influence, processing, and knowlt..>dge access (infonnation 

rctricvaJ) i S " Jil:IrL and parcel" of processing 

Par examplc, an "expert sy!ltcm" j:., a sentcntial AI program, the purpose of which is 

to cmbody a ba.,e of knowledgc in ~ome domain, and usually conStst'i of a large basfi of if­

then "production rule'i". Thcre are expert systems for medica1 diagnosis, for example. If il 

know'i anything, an expert. system knows hy virtue of il'i production roles. (Wc could 

Imaginc a nilher simplistic medical diagnosis production rule like "IF COUGH THEN 

COLD" ) Since an expert system embodies its knowledge in rules of inferencc, one could 

make lhe same clatms about expert sy~1.ems that McClelland, Rumelhart and Rinton make 

about PDP mexlels in the quote above. the representaLton of the knowledge is set up in !luch a 

way that knowlcdge necessarily influenccs processing, and the information relevant to the 

.,ltuatlOn is part and parcel of the processing 50 the differcnce betwecn connecLiomst and 

.,cntenlial AT doesn't seem ta be the relationship between representation and proce~sing. 

Tf thcrc is sorne genuine difference between classical and connectionist models that 

Me.:Clclland, Rumelhart and Hinton have captured in the quote above, it concems the mode of 

represenLalion in the two types of models (J will Lake this daim for gmnled here, for the sake 

of introducing the unique method of representation used in distributed connectionist 

networks taler seclions will address the debate a'i to whether connectionist representations 

arc genuinely different from those of symbol systems) 

ln conneclionist models, representation is srud to be distributed across the units of the 

network As we saw above, features of the world are represented by patterns of activattOn 

OVt.T many unils, and an individual unit can be involved in different representattOns. Most of 

lhe advantagcs lhat connectionism daims over symbol systems can be seen as a producl of 

lhis mcthod of representation. 

There is a sense, hinted al above, in which the connection weight'i play a 

rcprcsentational role, insofar as they store information by having one weight instead of 

another But again, it IS a queer sort of repre'ientation. Not onJ y is the representation 

dislribuled in the same sense a'i the active representation was (by involving more than one 

Unit), but the weight of a single connection is also involved in (the mediation of) representing 

more lhan one entity. This sort of information ~orage is called superposiLional storage. 

For example, in a network lhat can (earn ta associate the terms .. dog", "cat" and 

"bagel" with tbree different types of input, 3 the connection weights are set wiLb the wetghts 

uppropriaLe Lu such a task. One might a'ik, rcasonahly enough, as to where the information 

I1CCCS.,US)' for lhe proper recognition of dog" is stored The anSWL~, us wc should all know 

Mt.,"Clclland and Rumelhart (1986). 
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now, is lhal it is stared in (or by) the conncction weights - ait of them. Rut wherc thcn is the 

addttional information necessary for rccognizing cats and bagels? ln the very same 

connection weights - atl of them. Connectionist networks can use ail of the same unils for 

variou~ functions. If it makes any sense at alilo ~l'eak of the conneclion weighls a." sloring 

information, then they must be said ta store in a superpo~'Îtional fushion. lnfonnation is nnt 

starcd in specifie locations or at addresses: 1l is smearcd logethcr and sprcad over Lhe 

nctwork 

This ~tyle of information storage is importantly dtffercnt from thaL of the standard, 

program-writing approach to ArtifiCta1lntcl1lgence (AI) The prohlcm of ucccss tn rclevutll 

knowledge, which is a particular instance of the frame prohlem, has proved li scnoU'l 

stumbling block for the "Good Dld Fashioncd AI" approach la cognitive modcltng The 

problem, basically, is that there is far too much information to go around, and hehavion.ll 

efficiency (and survival!) requircs determining the information relevant to a gi ven slLuatlon 

quickly, white ignoring thf' rest, so long as lt remain.'i irrelcvanl When one is bping chasccl 

by a tiger, for example, it's best not to concentm'c on the coloUl" of Lhe leaves Of the 

classical AI systems that try to deal with this problem, ffiOSt arc painfully slow, and equally 

slow organisms would make a nice meal for lhe slowest of predal.Ors. 

It is an unfair caricature of both the frame problem and sentcnlial AI ln say that lhe 

frame problem cripples classical AI, but is nol a problem for connecLÎonism. C()nnccli()nt~t 

networks, at least as they have been used so far, usually de~l wlth much smalll.'r domains 

th an those tackled by sentential AI; with less information lo deal wilh, the frame prohlcm is 

Jess likely to be a real problem Yet there is sorne difference bctween the lWo approachcs in 

terms of the frame problem, and the difference seems to lie in the differcnl meuns of 

jnfonnation storage employed in the lwo models. But an artic;ulation of the diffl.,-encc is wanL 

of an explanation of exactly how "knowledge" Îs more implicatcd in proccs'itng III 

cannectionist naworks than il is in scntenLiaJ models 

§ 

The debate over the nature and ~ufftciency of c()nnectioni~l rcpresenLat10m IS atlhc 

heart of much of the debate over the adequacy of c(}i1nectionist models of cognition. There 

are some, particularly Fador and Pylyshyn (1988). who think lhal conncctioni<;t modcJ., of 

cognition are untenable because c{)nneClioni~'t rcpresentalions do nol mect ccrUun 
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reqUJremcnl~, lhcy keep connettioni'it models from meeting certain architectural constrainls 

rcq uired of any accounl of cognition. 

The cJassical, .. symbolic" view of cognition holds lhat mental repre'ientations are 

.,lruclured. Therc ean be atomie or unstructured representations, but most useful 

rcpre!)cntation'i, on this view, will be molecular. MolecuJar representations are made up of 

OthL'f' l'l..-pre'ienLations, whieh are lltemselves either momic or molecular, and the different parts 

can bc puttogether in different ways: representations have a combinatorial syntax. The 

!)c..manLic content of these sorts of represent8Uons is a function of the synLactic structure of the 

represenlatian and the semantie content of iL'i eonstituenl'i. lncluded in this view of cognition 

IS the thesls of the correlation of syntax and semantics of mental states: differences in the 

content of mental states are mitTored in differences in their syntax 

Computation, on lhis view, is the manipulation of mental representations. Cognitive 

processes are structure sensitive. they apply to repre'ientations by virtue of tbeir syntactic 

!ltructure, content does not play a role in computatton. But once again, the correlation of 

'iynlax and semantics if, al play here: syntactic tran~formaLions of representalions will make 

!lense from a semant;c point of view Just as "Q" can be denved from "P&Q" (where 

"deri ved from" is undersLncxl as a synLaetic relation), so Loo does the lauer truth-funcLionally 

entail the former. 

Gcnc..>rc:t.lly, lbis .. clas!\'Ïr:a1" senlentialist view of cognition is of a materialist stripe the 

!lymbols that are the eon.'ilituen:s of structural representations are seen as physical states of 

whatever system is being con~ldered. They may be fairly complex, scatlered sorts of state!l, 

hut they must be synlaclically and semantically atomic in order to count as the sorts of 

!lymbols with which thi~ vicw is concernee!. The view of computation lhe classical 

conception of cognition presents us with is not so mucb a view of the pby~lcal process of 

computation. bUl rathcr a demand for a cel1ain mapping function: a physical system can be 

'ieen as compuLational if it is possible to map states of the system onto formulae in a 

compuling language so tbat semantic relations among the formulae are preserved by 

computation. 4 Computation on the c1assical view is basically a cbange of state from one 

·.tring of symbols LO anolhcr' it is the manipulation and transformation of struclured 

representations There is no shortage of reasons for adopting the c1assical, symbolic view of 

cognitIOn Om' can appeal to the constituent structure of mental states in order to explain what 

swm lo he featun.~ of cognition; it allows us to cxplain the productivity of thought; to explain 

how unbounded expressive powcr arises from finite means. Tt explains the coherence of our 

mfc..'f'cnces and lhc ~}'stemaLi(:lly of cognition 

'f Fodor (1975' 73). 
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ConnecLionisl repre'ienlations and processes differ considct'tlbly from lhosc involvcd 

in the classical symbotic V1CW They lack, al lea!l1. on fit'Sl analysis, the combinutoriul 

structure and semantics of symbolic representations; and cerlalnly if conneclionist 

representations (or whalever wc might callthem) lack structure, then the proccsscs hy which 

lhey are manipulated musl be defined over something olher than 'ilructure, unlike symbolic 

processes. 

Fodor and Pylyshyn (1988) think lhat aU conneclionisl rcpre'iCnlalions urc atomic, 

atomic in the sense that lhey have no structure, and no constituents. ConneclÎo/list rroccsscs 

therefore must be sensitive to something other than structure, again going againsl classicism. 

This leads Fodor and Pylyshyn to the conclusion that a connectionist account of cognition is 

inadequate, because, unlike classicism, such an accoun! would be unahle lo explain ohvious 

features of cognition such as the productiviLy and systemaliclLy of lhought, i nfcrcntial 

coherence, etc. 

Con.~der, as Fodor and Pylyshyn would have us, two machine'l thuL draw the 

inference from "A&B" to "A" and " B": one classical and one conncctionisl. \ The cl~ical 

machine has a tape upon which differenL expressions are wriuen; the machine is con. .. trucled 

~o Lhal whencver a token of the form .. A&B" appears that will cause lhe machine lu wrile 

tokens ofboth .. An and" B" onto the tape Simple enough. Fodor and Pylyshyn's jdea of a 

conneclionisl network thal performs this infercnce involves three nodcs: one ascrihcd the 

content" A&BU, another "A" and a third "Bu. The nelwork is arranged so thal whcn the 

"A& Bn node is actiVaLed, so too are the" An wld "Bn nodes 

In the cl as si cal machine, tokens of CCA&B" lilemlly have a,; their constituent., I1>kcns of 

bOLh "Au and "B", and it is because of this that lhe semantics of Lhe exprcsslOn "A&Jl" IS 

delermined .. in a unifonn way" by the semantiQi of iLS consliluenls. Neithf. .... of lhese lhings is 

truc of the imagined conneclionisa. device Thal. device is construclL'<.! so lhal. lbere 1., a causal 

conneclion between tokenings of "A&B" and of" AU und cc BU, but lhere is no 'ilructural (t.'g 

part-whole) relalion between them. The connectionist Lokenings of cc A&Jl" are, despitc lhe 

arnpersand, momic and not molecula.r; they have no constituent parts and no ~lrucLUrc; Lhey 

are "syntactically and semantically atomic. 

Because connectionist representalions are all atomic, connectionist devices, il is 

argued. cannot account for the obvious features of cognition lhal arc so smoothly expJ3ined 

by the symbolic view . 

.. [S]ince the ConnectionisL architecture recognizcs no combinatorial structure 
in mental representations. gaps in cognitive competence should proliferatc 

Fodor and Pylyshyn (1988: 15-16). 
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arbitrarily .. , [Conncctioni~l8rchitecture BoeRls mental representations] not as 
gcncraLcd selS but as Jjsts. But lists, qua lists, have no structure; any collection 
of Items iCi a possible li st. And, cOlTcspondingly. on Connectiomst principles. 
any coll cetian of (eausally connectee!) representational states is a possible 
mind Sa, as far as Cannectionist: architecture is concerned, there is nothing to 
prcvent minds that are arbitrarily unsystematic. But that result is 
prcpostcrous. (, 

Surpnslngly liule 10, saül about the nature of representations in the connectionist 

liu.n1Lurc Mmt of l1w liLcrd1.ure conœrning connectionist represcntations concerns thetrcausaJ 

role in the opt.>fation of particular connectionist models. The extenlto which states of a 

connccuonist device merit the name "rcpresentation" is usually ignorcd Paul Smolensky is 

rcsr()n~ibl(.' for much of lhe work in which the nature of connectionht represcntations is 

gi ven duc cOllsidt. ... ation. To properly understand Smolcnsky' ~ ~ccount of connectionist 

rcpresL'nlations and how that conwclsts with the undecslanding of Fodot" and Pylyshyn, wc 

.. hould firsl con'iidt.,- the levels of anal}")is 1hat Smolcnsky takes 10 be rdevant whl'n ~udying 

(l conncùionist device 

Smolensky thinks Lhat there is level of analysis (of connectiot1ist devices) that lies 

hel WL'cn the ~ymb()lic levcl (the level aL which cognition is described illlhe manner of ~ymbol 

lheoric'i) and the neurallevel (the level of the operation ofindividual neurons). He caUs lhis 

leve/thc subsymbolic level. The approach 10 cognitive modeling that lakes the ~ubsymbolic 

lcvc/ a" ilS prcferred levcl of analysis Smolensky calls the subsymbolic paradigm This is the 

approach that Smolensky auributes to connectionism, properly trcated. The traditional 

approoch, which prefers the !'ymbolic Jevel, is the symbolic paradigm 

The significance of the difference between the symbolic and sub~ymbolic paradigms 

(and 1heir particular levels of analysis) lies in the ~ynlactic and semanLÎc status of symbols 

The symbol level view understands symbols to be simple; they are semantically and 

synLactically alOmic. Not so for the subsymbolic view At this levcl, the symbols (of the 

symholic lcveJ) are complex, both syntat1ically and semantically. Atomic !o/mbols, on tbis 

vicw, urc composed of sub~ymbols. The semantic role of subsymbols, as we explore beJow, 

involvcs Lhe representaLion of "microfeatures"; entities typically represented by a single 

symhol atlhc symbolic level are typically represented by aJarge number of sub~ymbols. 

The "yntactic hfc of sub'iymbols is further unJike that of their larger cousins 

Subo,ymbols. as thc OpCl"'dtion of individual processing unils, are manipulated in a numerical 

f,l.,hlOn 

F odor and PyJysh)'n (198R. 49). 
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[Subsymbolo;] partlCtpate 111 l1umencal - not symbolic - computation, 
Operations in the symbohc paradlgm that con.~:it of a single discrctc operation 
(e.g. a memol"j fetch) are often achteved in the subsymbalic paradigm as the 
result of a large numher of much finer-grained (numcrical) operations,'" 

Before exploring further the nature of Smolensky' s conncctioru'il rcprc~cnlHti()ns, 

cOl1sider again Fodor and Pylyshyn'~ view Their connectionist nctwork had thl'CC l1odcs' 

one for CI A& B", another for" Ali, and a third for" Jl" A nctwark of this SOl1 IS nol a 

distributed connectionist nclwork; yet il is diMributed cOl1nectionism whcre most inlcrest is 

focused So the shOlt way with Fodor and Pylyshyn is lo say thut their crilictsm IS jusl 

misplaced; theyare ailicizing Fcldman and Jlullard ~1ylc "loC3list" conncctioni'im Ilut rodor 

and Pylyshyn ~ee disldbutednc'is as a l'cd herri:,~. Their A&B network, lhe)' ctmm. couicl 

very well be distributed if lbeir simple nodes were complcx al a lowcr lcvel. Ilut a 

represenLation' s being complex cloes nol means thal il ha'i constilucnts. A reprc\cntiltioll hu~ 

constituent structure only when its parts arc 'iemanLicu1ly cvaluablc So distrlbutcdnl'~'i is 

irrelevant. The compositionaliLy of mental states is a "wilhin Il'vel" issuc (within the 

"reprcsentationa11evel") whi1e distributedness is a "betwccn 1evel" issue. ~ 

Smolensky agrees tbat the distribulcdness (or not) of a repre~cnLaLion is a "hclween 

level" issue, bUl he admonishes Fodor and Pylyshyn for Lhinking thaL Lhis rncuns that 

distributedness has no bearing on is\"Ues within the reprcsentationallcvcl. Sm()lcn~ky thinh 

that the dhlributedness of represenLalions has implications for thl>Ïr corn positionuli lY. 

On Smolensk)" s analysis, white" subsymbols" in a conllcctionist dcvicc ure the 

activity of individual processing units, "symbols" are the patlerns (vec1Ors) of activatiGn of 

units, Subsyrnbols represent "microfeatures", which are at bcst cxpluincd U'i 'Iow Icvel 

o;emantic deLails', for exampte, the symbol for "applc" might involvc the subsymbols of 

"redne~s") "roundness", and so on. A more dctailed cxample should hclp tn cxplainlng how 

Smolensky sees the relation betwcen symbols and suhsymbols, and how disu-ihule<lnc!)s 

affects the composition of mental represcnlaLionc;, 

Smolensky gives this example in a numbcr of places (including Smolensky 19R7. 

1988); il involves a hypothetical connectionist representation of c()ffce. The dcLails of the 

example are rather close 10 the sensory level, and the mlcrofeaLUl'cs involved arc no/. very 

micro, but suffi ce il to say Lhal this is not an essential fcature of the example Typically. 

microfeatures are meant lo be somewhaL le'is compte x than those in the cxample 

Smolensky (1988: 3), 
Fodorand Pylyshyn (f98R 19) 
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Wc are to consider fir~ a dtstrihuLcd connectionist representation of cup with cofft~e . 

Thl .. woulcl be a pauern of activation i nvol ving many diffcrent microfeatures' "brownness", 

"hcat", "cylindncaJ container", "liquid conlacting container". and sa on. Consider a separ-dœ 

reprc'>Cnlalion of cup (without coffee). This would lr.volve the microfeatures "cylindrical 

. "" 1··.J" te conta! ner, porœ am Sw lace, e '. 

Given this, how then are wc to understand the connecLiorust rcpresentation of coffee? 

The preliminary answer is thUL the repn~sentation of coffee is jusL the representation of cup 

wllh coffee WiLh ail of Lhe microfeatures involved in the representation of cup without coffee 

'iubtrdcwd away So we are left with a distributed represenLation of coffee, but it is of coffee 

ln il part.icular conlexl. Lhal ofbcing in a cup. Even without the microfeatures involved in cup 

WllhouL coffce, the contexl remains in the shape of micmfeatures desclibing the interaction of 

cup and colfee. "Jiquid conLacting porœlain" , ., liquid in cylindrical mape" , and so on. 

Sinee there IS nothing slicred about coffee in cups, we could have easily !larted Wilh 

can of coffce. or trec with coffee, and subtracted away feaLures in order to produce a 

rcprescnlalion of coffee. But we would again find context creeping ln; coffee in cans is 

gencrally a brown powder, on boees it is beans. The examples here are unneœssarily extreme, 

hUllhc poinl should be emerging: There i<; no one distributed conn€'ctiorust represenlalion­

no one symbol - of coffee, tlmre is inst~ad a farnily of related repœsentations. Smolen~ky 

makc., much of this claim (;oncl;.'fning the conten sensitivity of connecliorust representations. 

His fuost moral from the coffee example is the claim Lhat c()nneClioni~1 representations do have 

con~tiLuenl" 

fodor and Pylyshyn have argued that a repre~entation has con~LÎluent structure on.ly 

whcn iLS constiluenls are lhemselves semantically evaluable. Smolensky and others in the 

CO/1/1cclÎonist camp have not disputed lhis view, and SmoJensky himself seems to have laid a 

lot of groundwork lOward the claim that c.:onnecLionist ~ymbols have constituent ~tructure, 

'1ince they have semanLically evaluable subsymbols as their conslituents. But that is not the 

daim lhat he makes. Smolen'iky does propose that eonnectiorusL representations have 

constituent structure, but thf~ constituents he has in mind moe vectors The representation 

(vector) cup with coffee, for lexample, is composed ofrepresentalions (veLtors) of L'Up and of 

coffet! The relation between cup with coffee and cup is within the representationallevel. 

Smolensky concedes to Fodor and Pylyshyn that the relation between a vector and its 

Indlvidual clements (the relation between a symbol and a subsymbol) is a "between level" 

rduLton. 9 He ignores herc the possibilily of an intcre~ing debate concerning the nature of the 

rclulion oClwcen symbols and !ilIbsymbols. IL is ruso somewbat surprising tu wade through 

Smolensk)' (1987- 148). 
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accounts of lhe semantic conlent of subs)'mbols, onl)' 10 find lhat the relatIOn hl'lween 

"ymbol., and subsymbols is not wiLhin the represenlationallcvcl. AtlUl)' rate, the concession 

1<; made, and consequent1y most of Fodor and Pylysh)'n's arguments against Smolensk)' url' 

irrelevant. bccausc they portray lum as denytng Just the point that he concL>dcs. 1 () 

So the vectors that arc conncctionist rl'presentations have smaller Hnd l'qually 

representational vectors as lheir constiLuents This of course has lO botlom out somewhcre, 

vectors cannot be divided into sma11ervedors ad infinitum. But recall utso that thc clus'iical 

o,ymbolic account has atomic !lymbols; that someLhing has only one cOIt'iLitucnl docs not mean 

that it Jacks constituent structure Latet" wc will explore the eXlcnl to WhlCh Smolensk)"., 

account satisfies the demand for constituent structure 

Smolcnsky's account of connectionist representations scrves to highlight sorne of 111l' 

differenccs between connectionist and symbolic systcms. Firstly, whde the constituent)' of 

mental 5tate'i is useful for the analY!Jis of the behaviour of conncclionist deviccs, it is Ilot" 

part of their causal mechanism. The processcs by which connectionist rcpresentation'i arl' 

manipulated are not defined over structure; illS the individuaJ unilS that matter And whul.ever 

arbilranness and ambiguity there is in what counts as a locpresentatioll of cup or of coffee 1\ 

an arhitrariness and ambiguity of analysis, not of processing. The rcal heurt of Lhe rn)'~el'ic'i 

of connectionism, and wbat serves to separale it from classical symboJ views, is that thL' 

entities manipulated by tbe equations that define connectionism (the aCl1vation 1cvcls of 

individual units) are not the same entities that gl.'l semantically evalualed (activation prull'rns) 

This teads to a furtber view of Smolensky' s, that the decomposition of compositl' 

connectionht representations inlO their con~Lituents is not precise, but approximatc. Aguin 

one encountl'fS ambiguity in lhe composition of conneclionht reprcscnlations, but élgain Lhl' 

ambiguity is one of analysis and not offunctioJ1 

Although Fodor and Pylyshyn misreprcsent Smolensk)' on this topie, wc "ihould not 

too soon commit all of their arguments to Lhc fire. Jn particular, they eriticize Smolensky (a" 

they undersland him) for having a mistakcll notion of consLiLUency, they portruy him no, 

mio;using the term "constitucncy" to refer to a semantic relation betwccn prcdicaLcs Thc)' 

argue that white "tbe florist" is a constituent of the "icntence "Joun luvcs the f1orist", onl' 

would not nocmally say that "has a handle" is a constituent of CI CUp" any more than one mighL 

say that "the Englisb phrase 'is an unmarried man' is part of the English phrase 'is a 

bacheloc' ". 1 J 

10 Fodor and PYVshyn (1988. 19-28). 
11 Fodor and Pylyshyn (1988: 21-2) Jn the lntere~t of avoidlng exampJcs of thc "John 
loveo; Mary" sort (the one actually used bl' Fodor and PyJyshyn), T have borrowcd "Joan 
loves the florist" from Bechtel and Abrahamsen (1991). 
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Fodor and Pylyc;hyn arc of course correct to demand !hat "real eonstitueney" involve 

parts and wholc') and nOl (jUSl) ~emanlic relations But what Smolensky takes to be 

c{)n~liLUents rcatly arc parts of a whole representation, and the relation between the two is 

wÎthln the reprc'ientational level Ta the l'xtenL that wc understand eups as being the sorts of 

lhing'l thal havc handles, therc is Cl semanlic relation betwecn ha') a handle and f..~ but on 

Smolcnc;ky's aecount of connectionist representations, the former representation really is a 

part of the laller. The complex rcpresentation cup is composed of diffcrf'nt representations 

'auch as has a handJe Fodor and PyJyshyn have again misunderstood SmoJensky; he does 

IlO( mcan for ')cmantic reJiltion'i ta constitute eonstituency; his interpretation of constituency is 

g uile 'I1.andard. 

Rcturning 10 rodor and Pylyshyn's analogy, whiJe it is true that "is an unmarried 

man» is not part of the English phrase "is a bachelor», the analogy simply doesn't fit with 

Sm()lcn~ky's rl'presentationc;. From the beginning, Smolensky and other eonnectionist 

advocates have emphasized the differences between connectionist and symbol style 

rl'presentations, and a naturallanguage expression is an exemplar of the 1 aller sorL. That the 

conncctionist representaLion eup has as a constituent the representation has a handle, while a 

panillel expression in Engli'ih would not, is just the difference betwccn the two styles of 

rLT,:-cscnting, rather than an indication of sorne elTOr of Smolensky' s 

The misunderstanding here might arise also from worries about the processing of 

~ymhols, but we have secn already how Smolensky embraces the ambiguity involved in 

dec()mp()~lng a comptex representation into its constituents, and how connectionist 

proce~isesing involves only the individual units. Smolensky's representations are more tools 

of analysis than items to be processed; Lhey are more outcomes of processing than tools 

implicaled in proccssing But white Fador and Pylyshyn's criticisms of Smolcnsky's 

undcrstanding of eonstltuency may he wrongheaded, there is reason to believe that 

Smolcnsky has misunderstood the nature of the constituents involved in connectionisl 

rl'prcsentations, as we will see below. 

Smolensky conc1udes lhat his account of connectiollism satisfies the demand for 

rcpresentations with eombinatorial syntax and semanLics and yel does not implemenL a 

language of thought. While his representations, he c1aims, meet alt of the criteria demanded 

of them by the classical symbol view the context dependency and ambiguity involved in 

conneclionÎst processing mak:e~ it cJear that processing operates in a manner signifieantl}' 

difft.'renl than il would if il werl' implementing a language of lhoughl Il is unc1ear exactly 

wh)" Smolcn~ky should wanL to devole space to establishing constituent structure for 

conncctionist rl'presentations whel1 he goes on to deny lhat they are not sim ply impletnenting 

a lung uage of thoughl. He sœm'i 10 \Vant to daim for connectionism a11 of the advantages tbal 

14 
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the classical view claims for constituent structure but, if that is his goul, he docs so without 

making a clear con Rection between his undcr.,tanding of connectioOtst rL'presentations und the 

~upposed advantages 

White Smol ensky has made a good case for the position that c()nnecLi()lli~t 

representations have conc;tituents, he has largely ignored the cla')sicat ~ymbolic demlUuJ for li 

combinatoriat syntax and semantics for representations. He is correct tu say lhut his 

connectionist representations have con!ttÎlucnts, bUl it is Ilot at ail clear thllllhis is the sort of 

constituenc}' demanded by the "ymbolic vicw. Since the)' arc divisible into parts, 

connectionist representations do have constiluents. But the s)'mbolic view of cognition 

demands not simply constituency, but constituenc)' of a ccrtuin type, il c1emund'i of 

representatio~ Lhm they have a combinalorial syntax and 'iCmantics 

Smolensk)' and other connectionists make few attempts to convince us thui 

connectionist representations have a combin.atorial synulx and semanttc'i. And therc is am pIe 

reason to think thm they do not. To begin with, connectionist represcnLations are nol or<fl>red, 

ut le~t not in the same manner as symbolic representations. The two symbolic expressions 

"Rab" and uRba" are importantly different (as expressions in first order logie), the role of 

order in connectionist represenlalions is not as clear. Smolensky' s reprcsentatiol1s are 

conglomerates of different representations where the order is largely irrc1evunl Le> prc>t:cssing. 

Connectiorusl representations are proce'ised by virtue ofbeing composcd of indivldmd units, 

over which the equalions goveming processing are defined. Conncctiol1ist processing pUy'i 

no direct attention lo structural properLies sucb as order. As vecLors, conncCl!onist 

reprcsentations are ordered; there is a difference between the vectors . 0,1 > and < 1,0)., bUl 

the difTerence between the two is manifested by the structure of connec.tions betwcen unjt~ in 

the network, nol by processing alone. 

The result of this fealure of conneclionist represenLal.ion'i is lh~lllt becomes tricky 1.0 

have representations of relational properties. We mighl reasonabty demand of a meuns of 

representation tÎlat we be able 10 represent both "Joan loves the florist" and "The flori'illovl.''i 

Joan Il and be able to distinguish between them, but it is nOl immediately obvious how lo do 

~o if one clumps togetbt:r ail of "Loves", "Joan" and "The floriSl" without using order Lo 

indicate the direction of the relation. 

One solution ta this problem, and the solution employed by Mcr.Jelland and 

Rumelhart in their past-tense acquisition network (McClellancJ and Rumelhart 1986), is LO 

account for order by mulLiplying representations The propo::aal here is tù have a differenl 

repre'ientation for each relatiomhip; one for "Joan loves the flori'iL" and anolhcr for "The 

floriM loves Joan" A problem wilh this ~olution is the shecr gro\s tonnage of reprc~cntalj()n'i 
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rcq uircd Lu rl'present the most ha'iic relational propenies. But this is not the only approach 

po<,.,lbJ e to the problem; the point hcre is th:dt the problem is not. insoluble 

We have seen alrcady sorne of the r,ea'ions that the symbolic view cites for demanding 

repre<:.enlatlon'i with constituent !'lructure; but Smolensky' s representations simply don' t meel 

the demand They are not ordered in the way that the !'ymbolic view demands. The symbolic 

vicw dcmand., of representations that lhey have a particular sort of order, in arder tn accouru 

for fealures of cognilion such as systematicity and productivity; the relation between 

conneclionist representations and Lhese features is not al ail c1ear. Ta cry that connectionist 

representations are vectors and lherefore ordered is to playon two different sorts of order 

nuher than le) 'lave connectionism 

fiecau!'e connectionist represemations are not Qrdered in the same manner as standard 

'iymbolic expressions, it is doublfulthat lhey will prove lo have the combinatocial synlax and 

\cmantics alsa demanded by the symbolic view. Different connectionist representations can 

he pUllogelher in differenl ways, just as 9!R can be combined with coffee a with tea, but we 

have seen how introducing relational properties muddies these waters significantly What roll.' 

OI"CJE!r plays in !'yntax and semantics will depend on what solution one uses to the problem of 

rclational properties. The one solution hinted al above involves eliminating order altogether 

and employing only atomie symbols With oruy aLomic symbols, there is Httle for a 

combinatorial ~yntax and semantics to do. 

It is at best nol obvious that connectionist representations have a combinatorial "yntax 

and semantics. And no one, Smolen'iky inc1uded, has done very mueh to try to convince us 

that lherc i~ reason lo think otherwise Smolensky has devoted a 10l a {:ffort and text to 

puJling consLituents oUl of connectionÎst represenlations, but they simply are not the sort of 

constituent'i involved in the !'ymbolic view. They don't do the things that the symbolic view 

dcmands of lhem sa there is Iittle basis for Smolensky La daim that they do 

It should now be fairly easy 10 argue, as Smolensky does, lhat his connectionism 

doc'i nof. operale by implementing a language of though1. To this end, Smolensky points ln 

.the contexl dependency of the constituents, the interactions tbat mu!!.t be 
accommodated when they are combined, the inability to uniquely, precisely 
tdentify constituents, the need to take seriously the notion that the 
representation of coffee is a collection of vectors knit together by family 
resembtance ... 

10 argue that h'îs otherwise quile symbolic connectionism does not (necessarily) implement a 

language of lhought. 12 l will not cvaluate what liUle argument Smolensk)T provides for this 

12 Smolensky (1987: 149). 
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• point, it should suffi ce ta say herc that his position bccomes much more certain wh en WL' 

rccognize Lhat his conslituents are nat al aH a'i he imagincd. 

§ 

Connectionist models, particularl)' thase in the Parnllel Distrihulcd Proce~"lng vci n. 

present the beginnings of a new and exciling npproach La the underswnding of cognttinn nUL 

the classical symbol - processing appronch has successcs of ils awn, and wc .,hould Ilot he 

Loo quick Lo dismiss them In the final section of this chapter, l will argue thallhc grcalcsl 

contribution connectiorusm can make is Loward a better understanding of neW"osclCnce. Bul 

we 'ihould first understand that man)' of the daims for the superiority of connecltonism ove\' 

symbal proce~ng are not as weil grounded as sorne might have u<; think The Undl'r.ilamltng 

here i'i that the debate between the two appraaches conccms which of them provldes the hc." 

account of actual mental representations. 

There are in general three sorts of ~uperiorilies c1aimed for conncctionl'im 111 the 

literature: (1) processing strategies intrinsic tu connectionism that make il an appropnule 

chai ce far certain tasks (content addressahlc memary, default ussignment, spollluneou., 

generalization, satisfaction of "SOfl" constraints, etc.), (2) more gencral advanlug{'~ not 

related ta a particular processing strategy (grflceful degradation and spccd), and (3) bi%gicctl 

plausibility. AU three sorts of advantages emphasize the distancc bclwcen the c1assical and 

conne(.tiorust approaches. yet all three have .. heir difficu/ties 

(1) 

A11 of the first set of advantages ulllmalely concern the capacily to have a certain 

input-output profile. The details of the particular advanLagcs are not import.ant hcrc (and r 
have liSled only a few), but consider as a brief example the content addrt .. ~~abihly of memory 

In connectionist modeis of memory, memories are addressahle by lheir conLcnL'i, white thi" i., 

often not the case with c1assical mode1s. Content addressability is the ability to rctrieve or 

otherwise "caU up" stored information by virtue of its contents For cxample, my memory of 

"cat" might be retrieved (recalled, activated, or what have you) by ac;king me LO name li. 

pointed-eared furry fourlegged animal. Content addressable memory has the vlrt.ue of 

factltlating reca11 with incomplete or confllcling information Memory in classical model" l'i 

u\ually addressed hy asc;igning each set of information ("'iel", in the .,cmc that my mcmory 

of "cat" i~ a o,et of information) and a-;sigmng it a numerical addre.,~ III mcmory. Orten lhl'i 



• addre .. ~ will he mapped on Le> one of the particular contents of memory. so that memory Ï\ 

conl.enl addre .. sahlc for ont: of the content~ of memory ([his would be Lhe case where. for 

cxarnple. ail of the information on your bank account IS accessed by your account number ) 

At any rate. despitc the hmitaLÎons that it might put on the processing necessary to 

ohtam It. content addre~sabllity of memory is just the ability to output a set of mformation 

gl wn one or more of it .. contents' .. 0 the content addressability of memory 1S a matter onl)' of 

the abdity tu maintain a certain inpuLlo.Jtpul profile. The same is true for ail of the other 

fcaturc'i in (1) 

Thi .. feature of all of 1 he advantages in (1) -thatthey demand onlya certain input­

output profile· proves 10 be their undoing. We know, if the Church-Turing thesi'i is correct. 

that any \:omputablc input/output profile can be lhe profile of a Turing machine. and Turing 

mHchincs arc the archetype of cla'istcal architecture. So any input/output profIle of a 

c()nl1ecti()ni~1 model can be the profile of a clas.'iical model. 50 the advantagt's in (1) are reaU)' 

not <ldvantage'i al ail 

As is typical of the !iterature debating the ml>rÎLs ofconnectionist models, the fatcof 

the fcature~ in (1) tie!l somewhere betwcen the claims of connectionists (the feature~ of (1) 

arc reason ta prefer connecLionisL models) and c1assicists (classical models can exhibil aU or 

lhc fcatures in (1 ». Tf connL.>(;tlOnists arc guilty of ignoring the Chul"ch-Turing thesis, th en il 

m<ly he that cJassicisiS that make the sorts of daims 1 am attributing to them may be guilly of 

taktng IL tao scriously. l:i The problem hcrc is tbat while the Church-Turing thesis tells u~ 

about t11C computati<lnal capacitics of Turing machines, it sa ys nothing of the time required 

for computation If the lhesis is correct. then there can be Turing machines (and therefore 

d<ls~ical model'i) that exhibitthe feature of content addressable memory. But such modeh 

Will he inadeq uUle as models of. for exampl::, !':llman memory, if they take an inordinate 

umount of Lime to compute the funct.ion demanded of them. 

To be charitable, the motivation in the connecLionist camp for maktng the daims that 

the}' do about (l) seems to be that the advanlages scem to be nalUral features both of 

connc(:tionÎst models and human cognition. but which are, at best, features of that have ta be 

forccd on dassical modl'ls. But this is harclly rl'ason enough ta daim that a connectiooot 

~tylc accounl of cognition would be somellow belter than a classica! account Therc ure 

\0 arious sphercs of our cognitive performance for which classical models seem pl ausible. 

whlle connl'clionist models seem forced' this is true for almost anything involving ltnguistic 

hchavIOJ' And it is fallacious to think lhal hccause sorne fcatures of cognition seem to us lo 

1 i 1 prc'it.'nt Fodor und Pylyshyn (19~R' 54ff) as cl a'isicists who 'icem to mnke lhi., sort 
of claim. althought without exp li city invoking the Church-Turing thests 
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• he natura.! and hastc Wipects of our cogniuve life, that the hest accoul1l of cogl1lllOn will ,Ils,) 

have lhc!:oc capacit1es a!' "ba'iic" 'dn<J "nuLUral" ft.."atures. 

The fate of the connecuonist daims of advantage in (t) shoulcllhercfol"e hc cuullOU .. 

rejt:ction There may be spectflc 1Oput1outpul profiles which arc caslCr tu n:atll.C ln .1 

cOl1nectionisL machine (easier, for example, 10 terms of the Lime requircd for procc~'ijng) BUl 

many of the alleged adva.l1tages 1hat would qualify as type (1) advanwges m-l' just H'i t'H':ill) 

realized in c1~ical machines. (Which capacitics thesc LUI11 out ta he i'i an emplrlcal qUC'ilton, 

it' s !:oimply H matter of designing a c1assical ffiuchine that will mHlntain the appropnalL' 

mpul/oulput profile.) And furthcr, if the advantages in (1) are meant lo he reaSOI1'i for 

preferring connectionist models oVt!!" ChL'iS1Cal ones, il ~eems lhat there Hre !TIHn)' dt ffel"cnl 

advantages that c1as~1cal models can daim ovcr conncctionist onc~ 

( '? ' -) 

Tht.'1'C are a few advantages that connet:LÎonists cl...im for thetr mmlcls lhat involw 

more than the abitity to maintain a certain input-output profile Two of the more con~pi cuou .. 

daims involve speed and graœful degrddation 

Graceful degradation involve'i the degradatlOn of performance and lS of Lwo SO/1" 

degradation from noisy data and from physical damage A good case can he made l'or thl' 

position that degradation from noisy data involves ont y the HhiliLy Lo mainlUtn a c'~t1ain 

1I1put/output profile - in lhat lhis sort of graccful degrddation is the cHpacily tu produce LI 

certwn sort of output given a certain sort of input - so T will ignore il here 

('Jl<lcefut degradation from phy~ical damage involves the ahtlity of a nelwork or hmi n 

10 maintain coherent performance given minimal physical damage A., the amounL of damagl' 

1I1creases, sa does the distance belwœn the normal and damagcd bellav/or'i ~)j()m~ machtnc~. 

like ordinary von Neumann computers, do not degrade graccfully. The mo"t mtnimal 

physlcal damage to most areas of a von Neumann compuler will re'iUll in a full·.,ca\e 

breakdown of performance, or no perfonnance at alL 

The connectionist claun is thereforc Lhio;' C'rraceful dt'gradalJOIl from ph)'\lcal dmnagc 

l~ reasan to prefer connectiomst over classical models, 'iince holh brain\ and cOllllectl()l1I~l 

models degrade gracefully, white classical mûJels do nol 

Again tl"e truth about the wholesale advantagl'S of connec,.iOntSl models i~ not qutle Gl'" 

... im pIe as con.nectioni~t advocates would have U'i bclicve W hile II i'i Lrue Lhat COllllcctiofJ\',l 

modrls gracefully degrade and thal cla~ical modcJ~ gcnl'l"ally do flol, Lhe connecLlOni'il daim ... 

concerning grdcefut degradation arc confu'ied on twc> poinLs F/r'il IL t'i nOll: ... "enttal lo 

c1a.,sical modeh that they degrade a~ poorly a~ they orten do Second, the connccllOIl 
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• betwecn the gracefuJ degradation of eonncctionht machines and that ofbrains is somewhat 

weak 

noth problcms lnvolve the time-honoured functionali!l1 distinction belwecn mental 

"ilatcs and the physical swfT in which they are implemented' the same algorithm ("same" in 

functionaltenns) can have diffl.>rent phy'iical implemenLations Clas~1eal model"i, as presently 

Implemented on von Neumann camputers, are not very resistanl to damage. But given li 

cliffcrcnt implementation (cg: on a computing device wilh Many, rathcrthan one, proces"ior). 

él cla.,slcal modcl may degrade in a manner similarto that of brains and of connectionist 

dCVICL'S. 

The .. ccond and more interesting misunder!Jtanding in the eonnectionist position as I 

have ~tatcd it involves the rclationship beLween the degradation of brains and of connectioni~1 

machinc"i Brain"i degradc gracefuUy after physical damage, and wc might reasonably ask of 

H model of cognition that it exhibitthilS phcnomenon. And ingeneral, cannectionist models 

do exhibil thi~ phenomenon But here the status of the units in a connectionist modd cornes 

Into question The reeieved view among core connectionisl advocates like Smolen~ky, 

Rumelhart and McClelland is that the units in a nelwork are not meant la be identifiable as 

l1eUrOI1S, nor as !lome larger part of the nervous system. They play sorne unidentificd 

funetional role in proeessing. This view goes hand in hand wiLh the posilion lhal 

c()nnecttoni~ models are meant to be accounlS of lhe algorilhms of cognition, rather lban of 

the physical irnplementatian of sorne algorithm. 

We are coneerned h~re wiLh graceful degradation follawing physical damage BUL lhe 

.,talus of "ph)/sicaJ" is very different beLween brains and conneetionist models Physical 

damage to brains is physical damage. BUL physical damage to the 'iorts of connectioni~t 

modcls we have becn discussing is damage la an identifiable prut of an algorithm, where no 

commitment is made ta the implementatian of the partieular aJgorithm These two types of 

physical damage are very different, even though they boLb resull in damage at the algoriLllrnic 

Je"cl (alle .... dl.ion of the algariLbm).The difference between them is just the difference belwcen 

the ImplcmentatlOnal and algorithmic levels. Damage to phy~;icaJ brains is damage to 

implementational hardware. The cognitive level damage that may or may nOl oc<.:ur depends 

on how the algorithm is implemented in the br-din. Damage at the implementatian level is 

oflen not C'dsily mapped onlo sorne aJgorithmic level damage. But damage in a connectionht 

modc1 is directly mappable onto nlgorithmic damage beeause the damage done is exactly al 

the algoolhmie, and not the implementationallevel. 

.1U'll us grHcefuJ degmdatiof1 depends in part on the details of implementalion, 'iO dOL..., 

thl' 'irecel of processing Sinee the sume algorithm can have different Implementations, the 

"pccd al which an a.lgorithm IS excculcd IS a quile dependent on iLS implementalion. So wllh 
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• both gnlceful degradaLion and speed, connectiorUst models can daim superioriL)' ovc!' 

c1as'iical ones, bUllhere is tlothing intrinsic lo the classical symbot processing vicw that 

makes lhis SO. Il is only the present implementation of both sorts of models that makcs thi!, 

so. 

\Vhat does il mcan Lo say that a cognitive model is bioJogically plausible? Thc daim 

secms not to be lhal biologically implausible models are not biologlca.lly pos'iihlc (whatcvcr 

that would mean) but that. given the actual biology of brains. a purticular modei i'i more 

plau'iible as an account of how brains work By the use of the tcrm "biologieal" hl'fC wc 

seem to be taking for granted that the goal of cognitive models (and theoric!I) is Lo providt.' an 

account of the operation of the nervous system. 1 have already eX(I"cs!lcd sympa1.hy with Lhis 

view, but we should nol jump the gun on competing views; il will probubly noL muLler to 

someOJ1e who daes Dot mean to modelthe ki nematics of the n~IV()US !lyslcm thallhcir model 

is not biologically plausible. 

\Ve know sa little about the biology of br'dins lhat it sim ply ISfl' t dear whal sorts of 

things make a model more plausible. Further, even if wc had a more thorough understancling 

of the biology of brains, il <;ti11 isn't clcar what would make one model more biologlcally 

plau!''Ïble than another. Ali of this is just to 'my thal il isn'l clear what bialngical pluusibi 1 il)' 

is 

If hiological plausibilily concerns plausibility giVl'n sorne specifie hélrdwarc, thcl1 

perhaps a biologica11y plausible cognitive model is jusl one that involve'i the same sort of 

hardware as actual brains. This seems LO be something like what conneetionl<;l advocatcs 

have in mind. Brains use elementary processing units Iinked in parulie!. ConncctionÎM 

models. like hrains and unlike classical models, use elementary proeessing unils Imked in 

parallel. Therefore connectionist models are more biologically plausible than cla.'ISI cal 

models. 

This would be an odd view la take of conneclionism if one held. in accordancc with 

the recieved view of connectionism, lbat conneclionisa. unÎts are nol meant tu corrcspond 10 

neurons in the brain and are not meant ta be understood a.<; operating allhe ncul"dl levcl If wc 

inslead view a connectionist unit as some sort of higher lcvel funclional con'ilrucl Wilh nC) 

commilmenL'i to its implementation, 1t i!J difficult to .. cc in whal sense wc are tn unclerstand 

connectionht networks as being more biologically phsusihle than c/a.,sical model<; (on thl .... 

understanding of biological plau!libility). If connecLÏonisl unils do nol have sorne idcl1lifiahlc 

corrclaLe in the brain then any daim ta biological plaUSlbility needs to he supplcmenLcd with 

sorne account of how conncclioni~ nctwork .. arc Lo be implementecl in hrain .. The crux (Jr 
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lhl~ point is thal daso;ical models can rusn be supplemented with an account of their 

ImplementatIOn, and there i'i aL the moment little re,ason to think that classical rnodels plus 

Implementation will be an)' lcs., biologically plausible thru1 connectionist models plm 

implementation. 

On thlc, basic undero,tancJJng of whal might be meant by biological plausibllity, 

rlc,u'aibility, like .,peed and graceful degradation, is a feature of tht! implementation of an 

algorithm, rather than a cognitive level feoature. But if this is really what connectionists me an 

hr hiological pJau'iÏbility, theyare jU& contradicting themselves by ~aying that connectionism 

is bOLh biologi cally plausible and is not concerned with the detailo; of irnplementation. An 

alternative i'i to conceive ofhiological plau'iibllity as a cognitivc level fealure, but it is unclcar 

Just what sort~ of features would count as biologically plausible. ft 1S also unclear, again, 

that connectÎonj o,L modeh would rare any hetter than classical ones on Lhis view of 

phluslbiltty. fJowcver, this Vlew uf biological plau~'Ïbility s(.-'Cms to be lurking behind some of 

the conneetionistliterature, alleast when given a somewhat Jess eharitablf' (Jet defensible) 

l'eaeling One cannot hclp, upon hearing phrases like "brain style processing" that wc are 

o,upposed to think of conneetionism as more (biologically) plausible because conneetionist 

network'i, like br'dins, proGess in paralleL flUL it is ~"Ïmply a mistake Lo tbink that c1a'isic~l 

Jnoclels ip'iO fucto cannŒ employ parallel proce~ing a"i weil. 

Tf we arc ln judge cognitive models (and tberefore cogniuve theories) by their 

cmpirical successes, then what morn is therc for daims of biological plausibility, which 

.,eems Ln be a di'ltinctly non-ernpirical feature? The vague understanding of biological 

plausibility in the connectionist liLer-dture scems not to involve a superiority in empirical 

o,ucccss niological plausibility is not meant to be an empirical virtue of cognitive theories or 

mexlcls. So why then all of tbis talk about plausibility? 

The shon way to deal Wilh thi~ question is to point out aIl of the other non-cmpirical 

lheoretical virtues lhat have arguahl)' played a roll' in the practice of science Simplicity i~ 

orten invoked (atleast on ~ome readingo; of the history of science) tn the justification for 

prefclTÏ Dg one theory over anolher. The capadty to unify predecessOl'theories is another non­

cmpirical virtuc that looms large in the history of science. And both of these virtuel) shart~ 

\Vith biologie!!1 pJausibility thcir degrce of vagueness. (cg: When is one theory more simple 

than <U1l>lher?) 

For .,ome reason, theoretical simplicity ~eemed to sorne people lo be a reason 10 think 

lhal when given two lhcones, approXimaLcl) equal in lbcircmpiricaJ adequacy, the simpler 

Olle had captured somelhing thai the more compl~x one missed, or tht! simpler one was at 

leu.,t lo hc preferred. Conncetiorùst'i, for whatever rcasons, have the same idea about 

hlOloglcal plausibilily. Givcn lwo cognitive thcorics lhat make approximately the ~amc 
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predictioJl~, the more biologically plau~1ble one shoulc1 be preferred and 1S likel)' La huvl.' 

captured somelhing thal the less plausible one mi~ed. 

Il is then, nothing new or my~erious that someonc might invoke sorne non-t.'mplricul 

quality of a Lhem!, as a reason to prefer it over it'i compeÜlors. But daims abOUl biotogicul 

plaustbility cr)' out for an articulation of jusl what 1S being claimed, and, given thal, for somt: 

account of what good it will do us ta choose "biologically plami1blt:" theorics over their 

corn pt!lilOrs 

Il should be clew"therefore that there is il slgmficant gap between lhe symbolic und 

connectionisl approaches, despile whal one mightlhink ofthe respective rnerits of the two 

Thi'i gap leads Smolensk)' lO propose that an aim of connectionisl research s!tould be to 

"develop new fonnalizations of the Cundamental computaLÏonal notions thal have becJl gi\-cl1 

one particular shape in the traditional symbolic paradigm". Iii Fodor and Pylyshyn, on the 

other band, tbink that there is some place for work in connectionisrn but it is in support of, 

rather than in competition with. the symbolic approach 

Given their dissatisfaction with connectioni,t rn odels as mndels of psychofogicuJ 

phenomena, Fodor and Pylyshyn propose thatthe propcr roll' for conncctlOnism is lO providt: 

an account of how classicaJ cogmlive an.hiLectures might be implerncl1led in connectionisl 

'ityle devices, specifically the brain. Since connectionist deviccs are capuble, Hl a functlOnal 

level, of behaving in accorclance with c1assical architecture, one can rejeclthe possibiliLy of a 

connectionist style psychology but employ connectionism (or something like il) to explain 

how the brai" realizes a c1assical architecture In this way, one may sU Il granlthe virt.ucs CIl 

sorne connectiorust models ~U1d yCl reject conneclionism mi a p!lychologü:ul hypOlhL'SIS 

§ 

The cognition - implemenlation di'itinction is grounded in the funcLionaJlsl di~ti nction 

between mental states and the particular physical slUff in which they are reuhzecl A 

functionalist menlal state is delineated by lhe 'iet of causal relations it hL"dr'i to environmenL~ll 

tnput, bodily behavior and ta olher menlal states. Mental states, like mouset ..... clps. arc 

functional kinds: they can be realized in dlfferenl ways, using cJifferclll rnatenaJs The 

cognition half of the cognition - implemenlaltOn dl~linclion concems thenrie'i that involve 

14 Smolensky (1987. 137). 
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• mental ~atc~, Lhl'ir manipulatIOn, and sa on, ail without providing the rJl'Lails ofLheir physical 

realizalion Tl is Jcft to lhcories of Implementation to give an account of lhe phystcal details of 

cogmlJon 

The ~Ignificancc of the dl'iltnction I~ found in the percei ved aims of psychology 

Âmong iLs wms, we are La undt.'1"~and, is the elic..itation of cognitive level theory Accounts of 

Implementation are vaJued tn the psychologtcalliterature, but usually only to the extentlhal 

lhey o,l'fVe lU distinguish correct. cognitive level accOUnL'i from incorrect ones. 

The majoriLy of lho'ie working wilh distributcd connectionisl model'i are quitc 

adamant lhal lhey are working loward an accounl of cognilion; their models of particular 

cognillve ahililil'S are meantlo he Inlerpn .. 'led allhe cognitive level, des'!)1le occasiona1 polcmic 

lo the l'ffect lhal lhe boundary belwcen cognition and implementation IS not as clear as one 

might like it 

[T]hc daim lhal our models address a fundamentally diffl'renl level of 
deSCription than other psychological models is based on a failure to 
acknowledge the primary level of description to which much psychological 
theorizing is directed. At this level. our models should be considered as 
compctitors of other models as a means of explaining psychological data. 1') 

We heard above an opinion from lhe cla'isical camp on the potential for a 

cor1i1ectioni~t style cognilive leveltheot)'. connectionism provides inadequate means for an 

accounl of cognition, and ilS beSl: hope is in providing an account of the implemenLaLion of li 

clao,sical cognitive lheory. Two difficulties arise from this proposaI for connectionism The 

fll~ is Il'Ss pressing: it involves a nl'Cd to rewrite the literaPJre of connectionism, editing out 

ail claims conceming supposcd cognitive level fealures of connectionism and of the potentutl 

for" connccùonist psychology". 

The 'iccond probJem is more serious: if connectionism is to tell us 'iomething about 

lhc implementattOn of a cla~1cal (or any other) psychology, in what sorL') of things are wc to 

Imagine lhe implcmenlalion? For whaL sorts of thing~ would a connectionist accounl of 

Implementation he appropriate? The immediale answeris lhat connectionism is best suitcd 10 

gi \'c an accounl of implerncntation in connectionist devices. But 'iurely this is of doubtful 

utilil)'. lhcI~ arc simpler me~U1S forreali7Jng a device that opera tes in a classical mannl'r The 

hint here from Fodor and P)'lyshyn is that connectiorusm may have soml'thing to lell us about 

h()w cla'isicaJ symbol-crunching goes on in the brd.În. 

How m uch can a conncct.ionisl stylc accouru of implemenLaLion tcll us about the hrain? 

\hun'ilrCHm conned,lontSls (cxcmplirlcd by McClelland, Rurnclhart, Smolensk)', HIIlLon, and 

1') Rumclhurt and McClcHancl (1986b. 124). 
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• ';0 on) makc much ado about taking "brain slyle processing" and thc deluils of 

Implementation seriousI)'. bUlthcy do mc.ut for lheir work in connectionism lo be inlelllrcted 

allhc cognitive Ievel: they mean. eventualty atlcast, to be offering ps}'chological hypothc!-te,> 

lO corn pete wilh lhose from the classic.û camp. With regard lo implemcntulion. lhe)' chtim 

onl}' lO be paying attention ta il, III 'iomc sense, ralht'f tlum providing an account of Il. Thus, 

they come to say thal lhey are engaged in "ncuraHy Înspired" model ing ruther than lhl' 

modeling of neurons 

So il tS perhaps lhe "ncurally inspired" fcaturc!'l of cannectiont~m lhul mighl rnake il 

tcmpting as the means for an account of the 1mpiementalÎon of sorne cognitive theor)' But 

one should recognize both thal connectlcmism as praclÏl'cd 1S meant tu be inlerpreled at thl' 

cognitive Jevel and that as a madeJ of the nervous~ystem, ccmneclionism involvc,> cl1ormous 

simplifications For a11 of the doubts aboullhe status of connectionist. or c1assical account .. or 

cognition, the simplifytng nature of connecLioni'irn can serve us weil in al Jea\)t onl' respect· Il 

can tell us something about the nature of neLworks of real neurons Wc have sct.'1l lhut thl' 

processing unit') involved in connecLionism, white" ncurally i nspired". are not meanllo hl' 

models of actual neurons. But we should not be deterred by the prcvailing vicw of thc alm~ 

of connectionism. Connectionism borrows many of ilS ha!l1c fe-&.ures from neuro~cIL·r.ce. and 

il has the potential to retum the favour by providing insighls on how large groups of vagueJy 

neuronlike processing urUts might operale We need not dcvelop specifie connecltOl1iSl style: 

neural models to team the lessons conncctiorusm might have for us; the vaguely neun~ nature 

of connectionist processing uniLs means Lbal many of the insights providcd hy work in 

conne(.tionjsm may be applicable tCl neuroscicnce and, to an extent, vice versa 

In drawing neuroscicntific tessons from conncctionism. wc arc to an cxtent vicwing 

connectionist models as simplifying neural models. There are. in generat, two !-ttralegles in 

modeling. 16 In the first, caUed "reahstic" modchng, onc incorporaLe~ as much of the known 

features of the object of modeling as is possible, One of course wanLs models Lhat arc as 

accurate as they can be, but the danger wlth rcalistic mndels is that, because of the hreadth of 

variables and parameters included. their complex1Ly and the compuwtional dcmands of Il 

computer ~1mulation may leave the models as poor/y understood as lhe thlng~ modelcd 

There is a danger. in other words, of Iearning nothing. A'i weil, Lhe compulational dcrnanch 

of realistic models immre that ooly the smallcsl networks of neul'Ons can he modcJed in Lh ... 

fashion 

The other general strategy in modeling is tu ')implify Sirnpllfying mndel\) ignore 

\ome feature'i of the object ofmodeling, while emphaslzing othcr!l ln Lhl\) way. one rJ'ik .. 

16 Sejnowski et al (1990) 
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inaccuracy in order LO ovcrcome sorne of the difficulties and disadvantages of realistic 

mode'" nut with the ri')k of ignoring relevant features or incorporaLing irrelevant one'i 

come'ô. with experimenlatÎon, Lhe reward of the pOLenLial of simplifying moclels lo distinguhh 

relevant fcaLurcs from irrelevant ones. 1'"1 It is probably only through models that simplify the 

opera1ion of neur'on'i lhal we can gai n sorne understanding of the basIc computaLional fealurt.'S 

and constraint'i of the nerv()u~ ~)l'ilem. 

There arc many aspect~ of conneclionism relevant to an understanding of the 

workings of reaJ neuron~ The arcas in which conneclionism is most heJpful are, not 

'Iurprisingly, those in which il ha') borrowed sorne feature from neuroscience and buÎlt on il 

For cxamplc, one of the Lenets of connectionist psychology is that Jeaming is the moclification 

of (~}'naptic) conncction wt!ighls over time as a function of cxperience This idea goes hack al 

Jca~t lo Donald Hcbb (1949) Hebb's basic idea was lhat when two neurons werc 

o,lmullaneously excltcd. the lI1.rcngth of the connection between them should be increased. In 

lhis way. a nerv()us system could m()diry itself as a result of the particular experiences il had 

(thus "Icarning") Early work ln connectionism applied Hebb's idea~ lo lhe operation of Ïl'i 

prex,essi ng unit." so thal connecLÏonist Iletworks would modify lhemsel ves according tn their 

Il1pUl along the fines of Hebb's hunch about real neurons. 

Conneclionism borrowed the Hebb rule from neuro!lcience, but ln relurn, 

con11l,"Clionism is beuer ~"UiLed for an investigation of its particular potentiaJ and limitation'i 

TOylng wilh Hebbian connectionist networks has demonstrated, for example, that the Hebb 

rule is excellent for pattern assoc..'Îation lasks but not so much for tasks unrelated 10 pattern 

associalion Work in conncctionism has also lead to the developmenl of more powerful 

"learning rules", as they came to be called; tllese are new formulae ror the modification of 

conncction weights: the underlltanding of learning as lhe modification of connectioll weights 

O\'cr lime as a function of cxpcrience has not changed 

Tt would be further possible, given the superficlal simiJarities between networks of 

conncclionist processing unils and those of real neurons, ta turn back La neurosCÎence lo 

allcmpt lo find real instances of the newer learning mIes developed for work in 

conncctionism As one mighl expect from the grand psychalogical aims of conncctionüt 

rC'icarch, the emphasis in connectionism has not been on developing le-.:trning rules that might 

arpl)" to real neurons. Sorne of lhe more popular rules employed in the lnlÏning ()f 

cOl1ncctionisl networks involve a mcasuremenL of error, which requires a "teacher" l() both 

,- f:or rea<;ons of brevlLy. T discu~ here only the "amount of information incorporated" 
c?n~eptl?n ?f what makes a .model realistic or simplifYlng. My immediate concern is with 
ctl'ittn~utshlng two strateg1e'i of neural modcling and not with the epistemological 
commlttrnents of refetring to one as "realistic" and anOlher "simplifying". 

26 



• 

• 

know the desired result and measure the disparity between the actual and dcsired results . 

([e-.!chers are usually the experimenters lhemscl vcs or the computer on which lhe net work is 

simulated.) Although we often do leurn things from our te-dchers. wc cannat expl'Cl leurning 

always to depend Cln a foreknowledge of the corret.l answCt'. cspcclally al the mO'it ohscure 

COrner!i of OUI" nervous systems. 

Ao; il is wiLh learning. so it goes for ~torage ~onncctjonisl network!l. among other 

things. give us the means to illVeSl1gale lhe way in which a group of lleun)f1~ might ~l()rl' 

information. and how they mighl come 10 retrievc and roodify the information storcd Sorne 

of the more fruitful conldbutionli La be made by connccttonist thcory Involvc an analysis or 
the operation of networlk.s at the level of the entire nctwork. This is Ilol an arca foreign tn 

neuroscience. but does present it with the dual restrictions of spacc und complcxily. nClther 

of whlch presents much of a problem for conneClionist networks. 

The!"" are two analyses of lhe global activily of connecüoni'it Ilctworks. one involve'i 

an analysis of unit uClivity. the othcr the global configurruion of c()nncction weighls. These 

are stat.e-space analyses: the state of a partlculur nt.'lwork aL a pruticular lime is represented hy 

a point in an abstruct mullidimensioJ1al space. Both lhcse analyses. as il lurns oul, are 

important for learning lhe epislemologicallc'isons that conneclionism has ln Leach us. Those 

1 essons. together with an extended discussion of boLh aCli vatioJ1 ~pacc and wcighl spacc. 

appear in the IWJt chapter. 

§ 

We have seen Ihe doubtful nalure of the daims made for the superionty of 

canneCl.ionisl models over c1assical ones. The connectionist and symhol proccssing 

approaches a:e each we'lI suited tu diffcrcnl cognitive lasks. 1 ha vc proposed thal Lhe real 

advantage connectionism may have averthe c1assical approach lics in its potclltial as il tex)1 

for the ~.dvancement of l1.euroscience; but il is important lu recognizc the distance hetwl.'Cnthls 

proposaI and that of Fodor and Pylyshyn. Their proposai banishes connectionism from the 

cognitive re-alm and restricts il to providing im plemenLation levcl acC()unL'l. 

These Iwo fates imagincd for connectionism may seem Iclentical. but in fuet that is nOl 

the ca'le To propose lhaL canncctionism can play a role in a beLtcr under..tanchng of the 

nervous ')yMem. at the levci of neurons and groups of neurons. is nol 10 rcslrict 

connectionism 10 the jmplementationaI Ievel. OrLen neural levcl account~ are undl'rstoocf lo he 
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J ~o fac.1o al the irnpkmeflLalion Icvel, bUL this is simply nouhe case; what counlS as the level 

of implemcnlallon is a functlOn ofinLer~t 

Vicwing the lcvel of fleurons or Lhereabouts as the level of implementation is te> 

confuse levels of organization Wilh levels of analysis. The nervous system has Many 

diffcrcnl Jevcls of organization, r'cUlging from the system as a whole on down through circuits 

of ncurons Ln the lever of ion transport. There are as well differentlevels of analysis of the 

nt.T'VOUS system. Above we discussed the cognitive and implementation levels; lhere may also 

be pl..'11inent subdi visions of thcse Jevehi, if not ones in addition to these two, but it is 

primarily the functional - physical distinction that is important here. 1 R Il is a mistake to think 

thêtllhcse two differenL ways of understanding the nervous sylitem are somehow congruous 

Each Icvel of orgallization of the nervous system can be viewed through functional or 

physical Jensl..'S. 

Con';idcr, for example, an action pOlential. If one is tnteresLed 10 communication 

belwccn neurons, lhen the delails of an action potential are implementational, since what 

mêtUcrs to nt!urons is really only the presence of a binary evenl If the interest. is inSlead al the 

1 evcJ of ionk distribution, then an action potential is a functioruû sort of thiog, the result of an 

inlcgralion of Many sources of Informalion. At any level of organization of the nervou') 

system, one may ask functional or implementational questions. 19 To view the "neum11evel" 

us !'lomchow more implcmentulionallhan other levels of organization is to make a category 

misLakc, as with other such levels, we can reasonably ask both functional and 

lin plcmentaLional questions. 

SimiJarly, one should not confuse the cognition - implementation distinction Wilh the 

distincllOn bctween simplifying and retllistic models. Just as levels of analysis and of 

organizalion arc OI1.hogonal, sa too are lh,~se two ways of undlerstanding models. Realistic 

style models nccd be no more or less implementationallhan thase thal are more simplifying 

The ~tandard view of conneclionism, for example, is that it presents simphfying models 

m canl to he i ntcrpreted al the functional (cognitive) level. BUl one can at lea"il concei ve of a 

1 ~ In what foUows, as elsewhere, the discussion involves the cognitive-implementational 
di 'itinction of neural level phenomena. 1 have chosen to flip between cc cognitive" and 
"functional" for the quite benign reason tbat many of the functions carried out by smalt 
groups of neurons do na; qualify as cognitive as that term is usually understood. The present 
significance of lhe distinction between cognition and implementation is that "cognition" is 
characterized functionally white implemenation is not. 1 have used the term "cognitlve­
implementational distinction" elsewhere in the discussion in the interest of confonning Ln 
~Landard terminology. 

19 In Chis example, and 10 the point it is used to make, 1 am borrowing from Churchland, 
Koch and SCjnowski (1990). Both the point and the example reappear in Churchland and 
Sejnowskl (1992). 
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• cognitive level model that was meant to be a "realistic" mode1, or of modcls tbal. Wl't'C rneanl 

to be simplifying implementation lcvel accoullts, and sa on. 

Fodor and Pylyshyn properly understand conneetionist modcls as simplifying. bUl 

propose that they be understooo at the implementationallevel. 1 propose no such rcvisÎol\ of 

connectionism; the work donc in connecLionist the ory and on partiel.llal" models is clcurly tUI'" 
!Jomething to sayat the cognitive level. Tbe nature of connectionism is such thut it mu)' hl' 

able ta provide sorne insights iJlto the "cognitive" (ie, func:tional) lcvcl features of nctworks 

of real neurons, without being conceived of as account~ of imptementalion. As well, if Wl' 

keep in mind the simplifying nature of conneelionism (simplifying with regard lU neural 

function), then we need noL even view partieular connecLioni~t modcls as ncuntl modcls in 

order lo learn something of neuroscience from them. Wc can learn, ll" just noted, sorne of the 

'itreogths and weaknesses of the Hebb rule. Tl is the ~'Ïmplifying nature of connectionism in 

general from whieh we learo this tesson; wc needn't have vicwt.>d any pUrlicular conneCltOniSl 

model as a neural model IL is more the simplifying nature of the hasic fentures of 

connectiorusm lhat mallers here, rathl1'" than the intcnded c10main of uny parliculur model 
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ChapLt..'r two 

CormcctÎoni'im ~U1d folk psychology 

Equlppt!d with an underslanchng of the nature of connectionü,t models, wc can noYl 

explore lhe pos~ibililics for an epislcmology consistenl with eliminaLive materialism. 

Chapll:rs thrt..'C and four addre.,s lhe explicitly ephtemological issues; the goal in thi'i chapter 

l'i to L~tabli~h a 'iUpport forclrmimllivc matcrialism from connectionism, by arguing fOl' the 

Inconsi.,tcncy of connectionism and folk psychology. 1 will repeal here my posItIOn on the 

\L"tu~ of folk psychology discus'icd in the introducllOn: in order ta ultimately escape 

elimination, folk psychology mU'it be compatible WJlh our besl <lccounl of lhe acti viLy of Lhe 

ncrvous syslL'm. 

Smolcl1sky and oLher'i wO"ktng in conllt~Clionism are clearly tempLed by the view lhat 

lht..' gcnt..'raltzations and categories of folk p~ychology ignore important features of cognition 

ln the le.,s philosophical conncctionisL literalurt!, the debate involve'i neüher folk psycholog}' 

nor el imi nati ve malerialism Vlhat discussion thl1"e is on these matlers conccrn'i the extenllO 

which (Ias'iical and connectionist modeling differ, an" how classlcal descriptions or 
connecLÎonist devlces may makt! ~ome correct. predictions about their behaviour, whlle al the 

.,,,me lime heing altogelher wrong about the Internai mechanisms il posits. Bec<luse lhe)' 

present no account of folk psychology, Smolensky and his allies are nol commiucd to iL'i 

rCJcction, but for those who sec some conncction between folk psychology and the classical 

'iymbollc view of cognilton, they present a basi'i for argument for the c1iminaLion of folk 

p"ychology based on Lhe 'iuccess of connectionism. TL is partIy on Lhis hasis lhat William 

Ramsey, Stephen Stich, and Joseph Garon present their arguments, chscussed below, for the 

II1COn"'l'itcnC} of connectionillt and folk psychologies. 

The flr.,1 chapter di'icus'ied in detailthe extent to which the distribuled connectionism 

di'icusscd by thosc su ch as Smolensky, Rumelhart., McCletland and others differed from the 

c1as .. ical VICW of cognition and cognitive modeling. From the succes'lCS of connectioJ1Jst 

modeling and will! n greaL denl of oplimism for its future, Smolensky and others concludf.' 

lltal connectionism is somehow more faithful to the delails of cognition than the das'iical 

view They acknowledgc the predictive successes of the classical approach, but the)' 

undl'r~land cognition a'i fundamCnlall} connectiolllst To lll1~ end, this camp of 

COllnectlOnlsls SL'CS the relalJC)Il betwecn clas~ica1 and connectiomst Jnodeling a., analogoU'ilCl 

lhal hetween clas.'iical and quantum mcchanic., 
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It might be argued lhal conventional symbol proccssing modcls arc 
macroscopie accounts, analogous to Newtonian mechanies, whercas our 
models offer more microscopie account'i, analogous to quantum them·y 
... Tltrough a thorough understanding of the r'elationshtp betwecn lhe 
Newtonian meehanics and quantwn thcory w(.' can unclcrstand that the 
macroscopic level of description may be .Q!1!x...an apprmomalion ta lhe more 
microscopie theory. 1 

Thcrc are slmitar examples in the conneclionist ltlCmture meunl Lo present a .,lInilur 

VICW of the relation belween clas'ilcal and cOl1ncttionist uccounts One ft nds also u numher of 

I~nglhy anal)ses of connectlolllsl modc1s of parltcuhlI" cognttive la!'lks meant lo dcmoll!'ltnllt' 

lhat such models nowhere employ the mer;hanisms that the clas!'Iical view fll1ds neCl'.'i'iaf") 

The point of the demon.\tratlOn 1S nol <mIl' lO distance conncctionism and cla'isicism, hut lo 

~how tbat the particular con nectioni sl networks do nOl lflvokc thc rulco; Lhey sccm to ohey. 

Il i5 not entirely c1ear that we should understand c1ils!'Iical mecluU1ic'i as an idealtzallon 

of a more realistic quantum theory, bUl il is besl not lo push the an[~()gy too IHU"d. The gmll 

here ~eems Ln be to acknowledge the predicti ve success of classtclsm. whtle pl"Opw.lng thllt 

the processcs it attribules lo cognition are at base more complex lhan chl'>~tcto;m !l'idf 

rccognizes. Sorne nelworks mal' behave as though lhey wcre ttlêlnrputating ~entence-hkc 

representalion\ according lo proces'ies sensitive lo lheir .,tructurc, butthaL doc~ nol meml lhal 

there are sentential represenlalions in the network, or 'itrucLure 'iensÎtlve proce,>scs, or 

whatever eise the classical view might see lhere. 

A system tbat has, al the microlevcl, soft constralnLS satisftcd 111 parait cl , ha'i 
at tbe macroleveI, under tbe right circumstances, lo have hard cOl1straÎnts, 
satisfied serially But il doesn't really, and if you go oULside the Ncwtonian 
domain, you sec that if\) reatly been a quantum system all nlong 2 

Fn.'quently, lhe quantum theory analogy IS accompanied by lhe propo,>al that connccllont'iJn 

provides a unifying accounl ofbehaviours lhat wcre previollsly (livide!! mto "rull: govcrned" 

and "exceptional" cases. Connectiontsm IS conccrncd with the undcrlYlng PI"OCC"~ lhnt 

accounts for both sorts of behaviours. 

Tt seems be'it to undersland the quantum lheary analogy as ol1ly an IllU,>Lntllol1 of lhc 

relationship belween the classlcal and connecliomsL upproaches, rat.her than ao; the ha~l~ fur 

preferring on~ over the other, a1lhough the anal ogy IS cle-cuiy mcanl as part of an argurncnl for 

1 Rumelhart and McOelland (1986' 12'5) RumelhW1. Wld McOcJland CrL'(llL lhe cxwnple 
ta Smolensky, who ftrSt discusses it in hi., (t 988) 
2 Smolcnsky (1988: 20) 
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the 'iuperionly of conncctionism over cJassicism. Chapter one discussed sorne of the ways in 

which connectionism recognizecl as complex sorne of the things the cla'isical approach Look tl) 

he sImples But by bl'ing more detailed in thi'i sense, it does not nl'cessarily follow Lhut 

c.:onnccllOnJsm is somchow unifytng in a way that c1aS!)'Ïclsm i~ not. An argument of Lhis sort 

WIll nced more than analogy for support 

/Sut if Il is unifying, underlying pro cesses lhat we are looking for, why stop al the 

1 cvcl of connectiorusm? CertalJlJy a half decenl physlCS will study the processes Lhal. und~rlic 

ail cogniti vl' hcha vi or. What is nl'L-'ded here 1S sorne reason - putting aside "unification" and 

hClng more "fundamenLaI" to the extenL Lhat we can - for preferring one cognitive theor)' over 

anoLht.'r TL will not help conncctionism 10 be 'iomehow more fundamenlal und unifying if that 

ml"'d.flS that il 1" lhereforc noL an account of cognition 

§ 

Since folk psychology has yet 10 appear in the debates between connecllonism and 

cla"'ilcism, whaLevcr alliancc Lhere mighL exist between connecLionlsm and elimtnal1ve 

maLcnalism is aH but hiddcn. But, HO; hinted above, it may turn oul that a propel" 

unclcrstanchng of both connectionlst and folk psychologle~ may uncover insoluble conflicL,> 

hetween them 

Such a view of connectlOnism and folk psychology is advocated by William Ramsc)', 

Stephen SLICh, and Joseph Garon (1991). They daim that if severa! particular psychoJogical 

hyp()lhesc~ presenLed by connectionism lurn out to he righL, then the prospecLs for folk 

psycho1ogy seem ralher poor. In their paper, Ramsey, Stich and Garon defend ont y thiS 

condiuonul daim; they dcfend neilher connectionist psychology nor elimjnalive maLerialism 

Thelr arguml'nls de pend for lhe most part on the understanding of folk p!)ychology that r 
gave ln the introduction; we arc to conslder folk p!)ychology and connectionism al) 

compclltors. White Ramsey et al do nol cxphcitly discuss this view of folk psychology, It is 

cvidentlhallh<.'Y hold iL. 

The conflict between connectionism and folk psychology occurs over an alleged 

rCHlure of C()gnition that SLich caJIs "propO!l"ttlOnai modulant y" (sec helow). Folk p!)ychology, 

gOl" LhL' argumcnt, is commiued to proposittonal modularity, while connecuonism present~ 

p"ychologi CI~ models that do noL emploI' It ConneclionÎ\1 psychology, we are lo undel'sLand, 

docs not involvc propositional modulant y, white folk p"ychology IS commtLled to Il. Sn IflhL' 
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relevant aspects of conneCLtonism tum outlo he right, folk p!I)'cholog)' muS!. he wrong, and If' 

folk psychology is correct, lhen il is conncctiotlism thut is doomed 

Propositional modulant y i<; a fealurc of a helicf or mcmory .,lore Sueh a .,tonlge 

",stem is modular ta the extent that "therc is some more or less iso)atuble patt of lht.' 'iystelll 

which play" (or would play) the central role ln a lypical causal hi~1ory leading to lhe ullcnUlce 

of a sentence. ".i Folk psychology scems to makc daims of this SOIt conccrning pr()POsili()lU~ 

auitudes' that they are fum,1Îonally dis(.Tele sLHles lhat play H cauo;al role ln LIlL' produc11on holh 

of behavlOur and of other proposillOnal alltludes 

Propositional modularity spnngs up all ove)' folk psychotog)' COI1'ildcr a l)'pll.:al 

beltef-desire explanation: 1 opened lhe wtndow because J destl'cd lO mukc tht.' room cook" 

and T helieved that opening lhe window would make Lhe mom cook.' Accollnt~ of Inft.'renee 

are l."'q ually flavoured by modularity: If 1 believe ., if your Iights ure on thcn you arc home", 

and come to believe "your lights are on", then 1 WIll typicatly come to bclieVt.' ")'ou url' 

home". Consider ruso the principle lhat people who slncerely as~ert .. p" gcnerall)' have" p" 

~omewhcre in Lhclr store ofbelief!i, or are at !east capable of produel ng Il ~mct.'n.' spcakt.·r, or 
Engli!lh who say "snow is wh1le" generally have lhe bcllef thal ~now 10, whitc And "0 on for 

a11 of the different raIes played hy lhe propositional altitudes with," folk p~ychol()gy Nole 

Lhallhe interTelatedness of beliefs is not al issue herc, but rather !helr fUl1cl1onaJ (lJ"crel.cnc'i'i, 

propositional modularity is happily consi~tenL with the VH.!W, for CKam pic, lhut acqulI1 ng one 

particular belief often leads lo huVtng a sel of relatL--d bcliefs 

Ramsey, Stich and Garon's arguments depend al .. o on a furthcr, rc1atcd fl'alun.' or 
fol k psychology. Folk p"ychological generati zaLtons ltke the one'i hl nted uL above (l'g pcople 

who say "p" generally believe that p) are couehed in lcrms of the semanltc propcrLll'o.; of lhl.' 

proposilional attitudes they involve Il1S by virlue of hemg lhe heltcf thal p that a parttLulur 

bdlef has the profile of cause or effeel that It does. So, for folk p"ychology, prccllcale., of lhl' 

fonn "betieves Lhal p" are projecwblc; Lhey arc prcellcate'i appropnaLe for U'ie in nomologlclll 

gem.'l"'.di zati ons. 

The view of connectiontsm thaL Ramsey ct al present depcnds largely on Lhl.' 

distnhuted nature of conneeLlonlsL rcpre .. entatlOn~; thcir argument,> cio n(Jt arrl)' Lo localt"L 

'iLyie conneCLtonism. Thetr vtew that cOl1nectiofltsm doe'i not I1lvolve propo!'llliol1id 

modulartly relies on two poin~ FII'St, they endorse Lhe VH!W thUl connecllOOIo,l mode,", 

properl)' under'itood, are cognili ve levcl modeb and nol accounLs or 1 m plemenlallOn Second. 

they emphaslze the distnbutcd nature of conm:ùlOnrsl repn .... cntation .. 

;; Stieh (1983. 237-238) l shaH l'clay hcrc Stlch'., wélrOlng ugUln')t c..onrU'ilng 
propositional modularity with the altogethcr differcnt notton of modulant y dtscuo,sed hy 
Fodor, notahly in The Modulant y of Mind. 
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Rüm\Cy et al see di~tributedness as inconsistent with proposiLional modularity in twC) 

ways tINt. il is ofLen impoc,sible to 10ca1ize a particular connectionist repr~enta1ion. al: lea!Jt 

heyond the input and output layers. Second, the mode of representaLion is such that it does 

nol lend ILo;elf ta modularity. lhel'c is no part of a network. that can be comfortably seen as a 

~ymboJ; "Il is often plausible to vicw such nctworks as collectively or holistically encoding"" 

information The aulhors reinforce thl,>Ïr position by discu~"Sing a simple connectionist model 

of thelr own They pre~ent a simple model of memory that judges the truth or fal'iity of a 

glven SI..1. of propo'iilion'i The propositions coru,"Ïdered here arequitc basic' "Dogs have fur", 

"Flsh havc !Jcales", and so on The network takes the propositions a~ input (encoded acroso; 

thc c,;xtccn input umts) and outputs the judgment "true" or "faIse" by level of activity of the 

'iinglc output unit. A four unil hidden layer lics betwecn the input and OULput Jayers 

Traincd up to give the appropriate responses to input, one can fairly 'iay that the 

nctwork stores information concerning the truth or falslty of the propositions Lhat make up 

Lhe Input. lnc,ofar as il produce~ the corrcL1 respon'ie for the given prop~'itiom But lherc is 

/lO cJio;tinct part of the network that plays a role in producing the right output for any givcn 

proposition. The information Slored by the network is distributed acro'iS all of ILs uniLo;, and 

cach particuJar unit or conneaion weight is tnvoJved in stonng information about many 

differcnl propositions. 

Thc~c are basically the same lcssons about dlstributed representation anu 

'iuperpositional !l1or-c1ge thal we Jearncd in the previou') chapter. But nOlice how thesc fealures 

oC connectionist models conflict with propositional modularity; there is no functionall)' 

dlscrete part of lhe network implicated in producing a response from a particular lnpul 

proposilion AJl of the umts and aH of the connectian weights are involved in processmg a 

!llflgle .nput vcclor As weil, il IS important lo remember thal, in accordance with the 

arguments of Ramsey et al, we are considering their network not as just a phys1cal 

connectionht dcviœ, but as a cognitive model, making no daims as la ilS Implementation To 

daim lhat a particutar ~ystcm IS modutar is ta make a daim about iLo; opcl"'dLÎon at a functlOnal 

Icvel. if the connectionist network under consideration were mereJy an account of the 

IInplementauon of sorne c~nitive mode!, then daims about iL'i diSlribulCd nature would be or 

clouhtCul rclevancc Given the vicw of the Slalus of folk psychalagy given 10 the tnLroducuoll 

to the thesis, and given alsothe daim that folk p~ychalogy requires propositional modularity, 

tlll' ussumption here is that connectionist networks must have functionally discrete subparts 

lhHl satisfy propositional moduJarity 10 order for connectionism to be compatible wllh folk 

p"iychology 

" Ramsey, SLich and Garon (1991. 104). 

----------- -------
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As discussed eartier, connectionism invokes a distinction between represenlation and 

information storage; at teast these are the lerms that are commonly used 10 descrihe [w() 

distinct features of connectionist networks. IL would seem that in this first argument for the 

1 nconsislency of cOMection.ism and propositional modularity, Ramsey ct al have glosscd 

over Lhis important, though perhaps for lhelr purposes nol crucial distinction. ln muldng lhe 

above point about the non-modularily of lheir model, they have lhis to say: 

... lhere is no distinct state or part of Lhe network lhal serves 10 rcprcsenl uny 
particular proposition. The information encodcd ... IS slored holisticully and 
distnbuted throughout the network. ') 

The authors malee a number of daims, as they seem LO here, in whlch they appul'cntt)' 

confound di~1ributed representation and superpositionul slorugc 'mlced, lhe lwo daims in 

the ubove quote are quite distinct, allhough the argument proceed~ as though they wcrl' 

equivalent. The second claim above is clearly about the nalure of mformation 'ilonlgc, while 

the first is somewhat more ambiguously a daim about l'cpresentation This <junte i~ lloL 

uniq ue in presenting lhis imprcssion of the views of Rumsey ct al; l10wherc do Lhey allcm pl 

to disLingui'ih these lWo daims, nor do they leave the unpression lhat iUly ~uch clari ficalÎoll l'; 

necessary, 

WiLh regard to information stocage, lt 5hould he fairly clear that nOLhing like 

propositionru modularity is in opentlion in this case. AH of the sixty-cighL connecLion weighls 

ln the model are invoJved in producing the proper output from each particular input, the 

particular connections are differently weighted, but the weights do nol change once the 

network is trained. The information neccssary te> producc thedesired output lS el1coded in ail 

of the connection weights; there is no isolatable subpurt of ail of Lhe connectlOn weighLs 

responsible for producing the proper output. Il is not in the nature of conncctiOlusl nctwork'i 

to store information in specific locatioR'i, and so il is not ln the nature of connecLioni'it mode'" 

lo store information in a functional1y discreLe manner. 

The Slatus of connectionist representation h not as clear as lhul of information 

slOrage. Ramsey et al daim in the quote above that there 15 no distincL part of the Ill>lWOrk Lhal 

serve'i to represent a particular proposition This daim is surcly false, for thalls cxaclly what 

the input layer of the network does Il repre~ent'i, in a vcctorial code, Lhe input proposition. 

The represenlation is of course distnbuled across the siJ,teen input unilS. BUL should lhal 

deter us from seeing the input luyer as a funcLionally discrete subpurt of lhe neLwork Lhat 

plays JU~1. the role that propo'iiLwnru modularity demand'i of il? The \Ume unils arc involved in 

Ramsey, Stich and Garon (1991. 108-9). 
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rcpreSCnling olhcr proposition,;, but, unlike the superposition of information storage, lhe 

ullil~ rcpresent (Jn/y one propcJ<iition at a time, c;o appcals to distributcdness wtll not keep 

propo~luonaJ modu/arity fmm the door. 

SurcJy Ramsey, SLich and Garon arc aware of this fcature of the input layer of their 

nclwork No doubt they have ignored .t because it is unclear that the nature of the input layer 

IS enough for lhe network iLc;e/f to c;alisfy the demands of propositiona/ modu/arity. Since it is 

unclear, there is a burden of argument to demonswdte that the representational nature of the 

Inpul/aycr, and it IS a burden that Ramsey et al have not met. As one might expect, il is the 

ro/e of the input layer of a network ta encode the input Lo the network. If the network takes 

propo .. itions as input, then the input vector (the pattern of activity of the input layer umts) 

WIll represent a proposition. If Ilot, not Apan from the nature of their input, there is no 

.. igntl'tcant difference between connecttoni<;t networks that evaluale propositions and lhos~ 

thal do 1101. SC) no significant conclusions about connectionist p!tychology are forthcomtng 

from a nctwork that takes propositionc; as its input. 

The propositional nature of the input is, however, not really the is~'Ue here If the 

network we arc considering took something e1se as its input, then que!tLÏons about the slatus 

of the input/aycr would remain. The input layer (any therefore any representation therin) 

wou/d sU 11 be functionaHy discrete. at least in the sense of being functionally distinguishable 

from the (repreo;entations in) the remainder of the netwock. 

lf therc is a reason that the nature of the represcntation of lhe input does not justify 

Judging the network as modular, it is perhaps that our concern wtth the netwock is Wilh wh al 

happens after the input layer, and perhaps because there seems to be no alternaltve to 

rcprcsenting inpul in a funclionaUy discrete way. The input layer is just thaL: the area of the 

nd work reservcd for repre~enting the input. There is a sense in which it scc"ms inevilable that 

the I1lPut to a s~1em should be functionally dis<'Tete; the input has to be prescnled somchow, 

and there sccms linte option but to present it in a way that a1lows it to be funcLionally 

dlstinguishcd from information alrcady in tlie network . Sn to the eXlent that input is both 

rcprescnted in trus fashion and plays a role in the production of behaviour, propositionat 

modularity is true - trivially truc - of almost anything Lhat represent'i and ha'i an input-output 

profile. 

Tt o;hnu/d be dear that propositional modularity is meant to be a substantive thesis 

about the nature of infonnation storage, t/te functional structure of a system, and the etiology 

of hchuviour The nature of a cOl1nectionht network is such that, beyond the input layer, il 

doc .. n(lt operate in a fashlOl1 that saLisfies the demands of modu/artty. Therc i .. no 

funcllonally discrt.te ~lJt of the network of Ramsey l!t al in which the 11lfonnation nceded for 

the proper opcnltion of thc network is !ttored. Apart from the trivial daims about inpuL Just 
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mentioned, there is no case in which an isolal1lble part of the syslem plays a cenlf1l1 role in the 

production of the output of the network 

Those hoping ta find raom for folk psychology in conneCllOnism might wunllo argue 

hlTe that the daims about the nature of the represenlatlOn of input hintl'ti at here ~IrC sunïdcnl 

to vlCwing connectiomst networks as modular But tn the cxtcnt that wc mean tu haVl' Il 

'iUb~1antive debate about the nature of connectionist proce~ing, Il!prl,.,cntation und storagc. 

one is best advised to Lake a closer look, rather than ignoring whole~alc the rachcully nOi1 

modular features of connecttonism 

So Ramsey, 5lich and Garon may he correct ln saying thal c(lOnecltol1tsm I~ nOIl 

modular, bUl lhey reach lheir conclusion by ignoring sorne fealures of conm'ctioniM 

networks. Their second argument fares much beller They inlroduCL' a 'iecond nt.'twork, 

trained to judge the trulh values of the same proposilions as the fir~t netwu-k, plus one mm!.' 

proposition Cali the first network A and the second B BOlh A and B Wl-'fl'lraincd up on thl' 

original ~ixteen propositions and produce the appropnate output for each, and both cm plo)' 

the satne number of umts with the same pattern of connecti VJty The dlffel"Cllce bctwl'en the 

two networks is thal the training set for nelwork B inducled one addillOnul propositIon; 'i0 Il 

encodes informalion concerning seventeen propositions, although bOlh nctworh un.! 

mtnimally capable of genera1i7jng beyond thelf respecli ve lrd.Ïning sels 

Networks A and B are quite similaf, hut where they diffl'l"', lhey differ" .,ubstanttally 

The two nelworks have the same pauern of conneclion of unit." bUl no connection weighl in 

B corresponds to any of the welghls in A Ali of the connecllons in n arc wClghlcd 

dtfferently than their counterparts in A, the lwo matnces of wt.'Ïght'i are nUl even 'iimilar. The 

two networks are glven the same vectorial encodings of proposition~ a'i input, bUl il I~ .,afe to 

'iay that in the hidden layer - where we find the only units not involved ln represcnting mpul 

or output - whalever representing is occurring il) nOl donc the same way in n a'i il IS in A 

In more traditional cognitive models, it 1s a fairly straighlforward matll'l'" to Idenuf)' 

what role is played, in a particular case, by the information about an acJded propollltlon nUL 

cll'afly this il) not the case with the networks we are conll'ldcring. We have seen how addlng a 

proposition to the originallraining set makcs a difference to the resuflant nl'lwork, but nonc 

of the differences between A and B qualifies as a functÎonally discretc or .,emtlnlically 

interpretable state of the network Ramsey el al have alrcady made this point ahout 

connectionist information slorage in their first argument, hUllhis feature of the dlfferencc 

between A and B permits a differenl 'itrategy for argulng for the incompallhillty oJ 

conneaiomsm and folk psychology. 

Both A and B ~1Ofe the informatIon nccc'iswy tu gl vc the proplT rc'ipon.,e .. truc" to the 

proposition" Dogs have fur" If wc so desirccl, wc could construcL a thirct ncLwork and tnun II 

'1 .., 
• J . 



• 

• 

on lhe original set of sixtccn propositions. plus the one added to B. plus one mere. This third 

nel work would aJso store the informalion necessary to judging true the proposition" Dogs 

have fur", and it would be as different from A or B as they are from each other. The point 

hl're • ., that lhere are indefinile!y many connectionisl nelworks that can store information 

rcgarding the truth value of Il Dogs have fur". And while there are indefinitely many such 

nelworko;, they have no projcct.abJe fcatures in common thal are recognized by connectionisL 

theory The clao;s of networks thal (mode! an agent who) "believes that dogs have fur" or 

"remcmber., lhat dogs have fur" is, foc connectionism, not a kineJ al alt, but a disJunctive sel 

Folk psychology. on the olher hand Lreats the class of agenls who believc that dogs have fur 

as a psychologically natural kind; it takes "believes lhat dogs have fur" as a projectable 

predicate Connectiorusm and folk psychology are incompatible. on our original, robusl 

St.'OSC of compatibility. 

Jt's not immediately certain that this difference belween connecLionist and folk 

psychologies will resull in the two lheories making differenl predictions about behaviour, 

l'ven tf il is clear thal lhey wtll describe behaviour differenLly. But we are understanding folk 

po;ychology and connectionism as competitors, and the substance of the difference between 

connectionÎsm and folk psychology makes il a safe bet that the enlities and proces'ics 

recognizcd by connectionism do not cohere with thoCie recognized by folk psychology 

Furthcr, as wc discovered in the first chapter, the laws of connectionism are not intentional in 

chantctcr, again significantly unlike folk psychology. 

Tt IS agaio clear that Ramsey, Stich and Garon share the view of folk psychology that 

r advocated in the introduction ta the thesis. The view of folk psycholagy that 1 advacated 

therc proposcd that. if wc are lo reu.tÏn folk psychology, then the kinds (kind prcdicates) it 

recognizcs must be roughly coextensive or smoolhly reducible 10 the kinds recognized by the 

bCSl account af cognition. So again my daims (as well as those of Ramsey et al) arc 

condiLional on this view of folk psycbology.6 

As they present both cannectionism and folk psychology, the conditional c1aim that 

Ram!o.cy, Sttch, and G-dfon argue for seems weil founded: if connectionism is correct. then 

6 Thosc who find my conditions too restrictive may wish to side with Jaegwon Kim. 
Dtstinguishing between predicates and properties. Kim argues that psychological p-operties 
might be multiply realizable in eg, different species. In this way, Kim can grant that 
psychological states supervene on physical ones, but without making psychological 
properttes reducible to physical ones (because of multiple reahzatian). So one might want to 
cmploy Kim' s view in arder ta daim that folk psychological kinds need not be reducible ta 
kinds recognized by an account of cognition. However, Kim does grant that we might have 
"local reducLian" of psychology, and ego reduce human psychology ta physical states, and 
lhat possibl1ity might prove fl"oblematic for those who want to use Kim in lhis way. See Kim 
(1984) 
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folk psychology is not. This conditional aside, there arc basicaUy two broad arcas in which 

Ramsey et al may have erred: in lheir characlerizulions of conncclionism and of folk 

psychology. 

l have already devoled much of the exegesis of Ramsey ~t al ln cnnstructing H 

coherent VlCW of connectiomsm. But therc is one fcature of connectionism not rnentioncd 

uboYe that we should not overlook in our seurch for propositional modularity. The proposai 

that Ramsey et al anticipate here is thalthe sorts of states that propositional rnodularit)' 

demands can be found in the hldden unit acLivation space of the network cotlsidcred in Lhcir 

arguments. 

Hidden urut activation ~l'acc 15 an abstract multidtmensionul spacc used lO analyze lhe 

manncr in which the hidden layer organizcs the information thut it processes rOI" the 

proposition judging network, cach input vector produccs a different hidden unit vector 50 

on an analysis of the hidden unit activation space for the nelwork, cach input proposition 

glvcn produces a hidden unit vector lhat picks out a point in weight spuce. So states of 

activation space are the functionally discrete, scmantically interpretublc and causally acti \le 

states that we have been looking for.'" 

Il is here that Ramsey, Stich, and Garon finally exhibtt an understanding of the 

distinclion between connectionist representation and storage. They cJe: not think, however, 

that thase things narmally reft!n"t!d ta us connecttonist representatÎon .. are dcserving of the 

name. Folk psychology, theyargue, sees beJiefs and propositional memones as things thaL 

endure; ..... they are the sorts of things that cognitive agents generally have lots of, even wh en 

theyare nOL using them."8 An activation pattern, on the other band, is a flccting staLC of a 

network, and a particular hidden unit activation pallern will occur only when the network 1') 

given the appropriaLe input. Folk psychology understand'i people as having myriad hclicfs, 

many of which may have been around for years. Rut one cannoL say of a nctwork that il hu'i 

many activation patterns continuously over a long periocl; that is ~imply lloL how they 

operate. So if activation patterns are not the sorts of states that cun counl towurds 

propositional modularity, then points in hidden unit activation spa.:c - whlch arc mcrcly 

ac:ti vation patterns presented in a difTerenL manner - are ju.'lt ao; bad orf 

The ~tratcgy Ramsey et al adopt here is to go beyand the hunt for functlOnally 

discrete, semantically evaluable and causal Iy active states, and look furthcr mto a folk 

p~yçhologica1 account of belief in order to find other ways of kl.'Cptng a o;ure di'ilance bl1.WCf..'J1 

connectionism and folk psychology SC) Ramscy, Stich and Garon in fact Icave open the 

For an extended discussion of activation space. and the rt:lutccJ weight ~pl;tce. sec 
chapter four. 

~ Ramsey, Stich and Garon (1991: 114) 
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pos.,iblJily lhaL hidden unit aCLi vaLion patterns are the sorL of states needed LO satisry 

propo.,itional modularity, and this is a much larger concession than they admit. Iflheyare 

cOITt.'CL ahOUllhe feaLures of conneclionisl representations versus features demanded by folk 

p,,}'chology, lhen their final concJu~ion regarding the incompatibility of connectionism and 

folk p .. ycholngy i .. quite safc. But they specifically draw Lhat condm~10n because they can 

J'incl no lItal.es ln connectionist networks that satisfy proposiLional moduJarily. 

We have already explored, in chapter one, the extent to which connectionÎ'>t 

reprcscntalions fail Lo satlsf)' the demands of dassical cognitive moc.:eling, one of folk 

p"ychology's idcological allie<;. Bul il may not be necessary ta nilpick about what sorts of 

'ilalcs. beyoncl those lhat salisfy proposiLional modularity, can saltsfy the demands of folk 

p'iychology, because iL is not immediately clear that hidden unit activaLion pauerns are the 

ior1S of states demanded by propositional modulariLY. IIiddcn urul aCl1vation patLern'i clearl)' 

play a causal role in the operation of a neLwork, bUL thetr semantic evaluabtlity and funcLional 

dtM:rcLenes~ are not obvious. 

Conccrntng semanlic evaluability, the simplicity of the network we have been 

consldt.'rÎng may be misleading. The hidden layer, in a very real sense, is the intermediary 

hl'lween the input and outputlayers. The hidden unit activation pattern, together Wllh the 

weightcd connectIOns with adjointng layers, are responsible for the proper transformation 

from the inpulLO oUlput vectors ThL"rl' is sorne sense in which one mlght view a hiddctl Untt 

aCllVaLton pattern (and Lherefore a point in hidden unit acLivalton space) as arepresentaLion of, 

for example, "'Dogs have fur' is true", insofar as il is the ooly intermedial.e representation in 

a nelwork Lhal behaves as though it believed (or wbatever) that cluim about "Dogs bave fur" 

That the network behaves in thal mannl-'f, however, is not evidence l'l1ougb to daim th al the 

ludck-Jllayer uctivation patterns are represenluLions of that sorL. 

If wc look ta more complex connectionist cognitive modeh, lhe suspicion thm. hidden 

la)'l'r veclors are funcLionally discrele or ~emanlically interpretable should disappcar. In 

modds thal have more tban threc layers, and tberefore more than one hidden layer, iL will be 

more difficull to conceive of a represenlational rote for lhe hidden units. As well, sorne 

connectioni~l models, lo varying degrees, lack the layered structure found in the network. we 

have hecn considering, so whatever activation space analysis muy he possible will be even 

more ob.,cure lhan in more 'ilraighlforward networks 

If these considerattons are not conclusive, consider another. Many connectioDl~t 

models Lake a'i input a somcwhat wider range of perhaps more complex input lhan Lhal of 

Rurmcy t.1. ur In thesc sorts of net works, the accas of hidden unit acti "mion spuce relevant 10 

unde'-.;tanding how the network proceeds from input ta output will not be partlcular points, 

hut ralher hro<tder rcgions Il is, for m~U1y networks, the partitions of Illdden unit activatIOn 
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space that are relevant to underslanding whal role the htdden UniL'i play hctween input and 

output. 

Il will require significanl urgumentlo claim lhal regions of htddell unit aCLlvutiol1 

space play a functionally discrele role in proces~'1ng Thcre are, firslly, no guurantccs lhal 

such regions will have distinct boundaries, so the role played by 'iuch rcgions ma)' nol 

always be clear. Given a hidden unit activation space Wllh a numhcr of partitions rclcvunllo 

the processing done by the network, the complexily of the maLhcmutics of ultruclors 

nece'isaty for understanding the role of parutIons in vector transfonmllion may he such lhal il 

leaves Hule room or profit for talk of functional discrcleness Al the tC8.'il, it is not ut ait 

obvious that regions of hidden unit activation space can count as functlOnally (I!scrctc Shllc'i 

of a connectiorust network, so someone who wlshed la dcfend the modulurity of 

connecLionist networks in this manner has considerahle work ta do The rinul chapter WIll 

con'iider further the funaional raie of activation ~paœ 

As we saw above, Ramsey, Stich and Garon dism1'iS the propo.,ul concermng hlddcn 

unit activatiOn patterns by looking further Into folk psychology and dlsquaJifying the states 

considered as examples of proposition al modularit)'. Thal brings us lO lhe second pOSSIble 

area in which the authors May have erred: in their elicitation of commonsense psychology Il 

May be, for example, that Ramsey el al are simply wrong whcn thcy daim that folk 

psychology is committed to propositional modulart~)'. Perhnps iL is possible LO IUiVe a 

psychology lhat is faithful to the 11ltuitions of the folk, but docs nOL demand of the 

propositional auitudes that they be functionaUy discrete, semantically evaluable, cuul causait y 

active. 

One should nole wilh caution the extent to whlch one mu.,t go JO ordcr to present iln 

account of folk psychology consistent with the conneclionism th al Ramscy etuI present 

There are many reasonable arguments that find propositlonal modulant y underlying many of 

the folk's intuitions about belief, about the interactions of belicf'l. inference. and the 

explanation ofbehaviour. ProposittOnal modularity asidc, remcmber ulso that conncctlOnism 

does not recognize the same kinds as folk psychology, this is a gcnuine problcm for thcir 

compatibiltly if we are to understand lhem as competilOr theorle" None of the allegcd 

inconsistencies between connectiorusm and folk F-»ychology are problcmalic for the vlew thut 

connectionism is good only for an account of the implcmentation of folk pSfchology, bUlthm 

is because such a view does not considcr connectiomsm as a cognitive /cvel account, and sn 

does not see connectionism and folk psychology a'i compl-'litors. 

In his rebuttal to Ramsey. Stich and Garon's paper, John lIell (1990) 'Iuggests thal 

connectionism is quite consistent wilh a view of folk p~ych()logy in whlch bellcf~ and deslrc'i 

"function holiMically". Apan. from tipping his haL 10 Donald DavlC!son, Hell dncs !Jule lrl 
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ex phil n whaL functioning holi~icaJJy mcan.'; for the relation bclween proposition al attitudes 

/l'-,re /let! has two problems Firsl, iL is not al aU obvious lhat funclioning holisticatly is 

Inconslstent wnh proposilional modulanty. Sentences, propositions, and things ingeneral 

can he loLen-clalet! and logica1ly interdependenl and yel still be functionally disaete injust the 

.,en.,e we havc becn dJscus~tng. So atthc very lea'it Heil has more argument to give on this 

IS'iue 

Jh..>il '., ~c()nd probJem hf.. ... e is lhal he scems ta have equated "functioning holistically" 

wilh the global, supcrposilional encoding of information in connectionist networks. It is in 

thi" t;'qutvalence lhal he finds consistency belween connectionism and folk. psychology, but 

the relalion betwcen the two is enltrely obscure. Whalever functioning holistically may entait, 

Il~ rclaliono;hip 10 eonncctionist information storage is especially strained if wc consider 

connecliontst networks that are concerned with input other than propositions Does a 

dl~lrlbuLcd connectionist network lhaL globally stores the information necessary for 

clt .. tinguishing ~uares from circles and triangles therefore function holistically? 

In clostng, J should nole some dis~ent here concerning the commÎlments of folk 

psy';hology. 1 noted in the int.-oduction to the Lhesis that 1 was considering folk psychology 

ln be Jll competilton with other accounts of cognition. 1 noted also that if folk psychology 

wa ... to ultimately escape elimmation, il musl prove to be compatible wilh our best account of 

lhe aClivily of the nervous system This IS not the universaJ view of folk psychology and ilS 

fale There are some, for example Dennett, who acknowledge th nt our best account of 

cogniuon tS unlikely lO posit anything that looks like beHefs or desires, yet for various 

rCHsons think that il would be mistaken to therefore reject folk psychology 

On su ch a view of folk psychology, the arguments of Ramsey, Stich and Garon arc 

of cfouhlful relevanee If you don'L lhink that folk psychology has to be compatible with an 

Hecount of cognition, then it should not really maUer to you that folk psychology is 

incompatible with a connecLionist understanding of cognition. 1 noLe this VICW without 

m-guing agatnst iL: the gap lhat lies belween my underslanding of folk psychology and this 

view is altogcthertoo large to fill here. Suffire it to say that there is substantial disagreement 

here about the nature of folk psychology and about the l'hilosophy of science, and Lhat on 

l'Ilher sicle of the gap there need nol be complete agreement on related iS!llles. 

N'lle however lhal we can have an understanding of cognitive modeling on which lhe 

atm of cO/lnectionist models is the description of behaviour, with no mentton of the 

ml'chanics of cognitton Recall thal connectionism and folk. psychology recognize dlfferenl 

kIJ1<h: "bclicvcr", for example, tS a disJunctive sel for connectioJ11sm. As competÎlo/" 

l'XplalUlllOns of bchaviour, the conflict bctwcen connecltonism and folk psychology rl'mains 

Ilowevl'r, lhls too involves slleaking in assumptions about the status of folk p~ch()logy and 
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of the phiJosophy of science. Elul il is worth noting th8l wc need not restricl oursclvcs lu 

discussing lhe details of the nervous system in order to find some difficulLies for folk 

psychology in connectionism. 

If connecttonist psyeholagy is ineomistenl wilh foJk psychology, th en of COUrsl' 

eonnectlOnism is consistent with eltminativc malenaJism. As weil, evidcncc fnr COnnl'ClÎol1ls1 

psychology is therefore evidence for the daims of ellminalive mutcflatism So whulcver 

eptstemological c1aims there are to be gaincd from conncetionism, they arc daims t hal 

ehminative materialists should pay auention ta, cven though the dIrection of implication i, 

<;uch lhal lhey need not think the daims are cOITeel The mere prospecl of an cptslemology 

lhat owed nothing lO the calegories of folk psychology should be cnough te> amuse intl,-csl 
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(lIapter Lhree 

Interlude. 

Nmurahzed epi!l1.emology and the propcr relation bclwcen epistem 01 ogy and psychology 

The goal of thi~ chapter is to eSlablish the relevance of psychalagy for epistemology > 

via a dl.,CUSSlon of naturalized epl!11.emology. Naturallzed epistemology IS the sLientific 'iludy 

of t:Ogllllioll. pl1"ception, Icarning. and anylhing else thal may tell U'i whal il is ta know. and 

how wc come to kllow what wc know While many welcome the programme al' 

IH.llUrah zaUoll > lhere IS disagreemcnl over the extenl te> which a naturalized epislemology can 

.,atlsfy the demands wc have alway" made of epistemolugy. The different views within the 

naluralislic approach are based on, among other things. different views of the rdevance al' 

p"ychology for epistemology QUine. for example, thinks lhat psychological queslion~ h()ld 

ail of the content of epistemologlcal quesltans. while Alvin Galdman lhinks thal there are 

epistemological questions thal psychology cannot answer. Both Qume and Galdman. lu the 

extcnl lhallhey sec an eplslcmalagical roll' far psychalogy, welcome naturalizatioll. nut 

Goldman dues not think that cp!!I1.emology can be campletely naturalized; he thmks lhallhere 

are epislemological q ue!l1.ians lhat cannot he answered by empirical inq uiry alone 

Since lhe gaal in lhio; chapter is La defend the rdevance of psychology far 

l'pl ... tcmology. my emphasl~ will be on defcnding the cnlire programme of naturaltzation. 

rmher than defendtng a particular posItion within the naturali!Jtic camp. 1 will however rev~a1 

my Quincan biascs and argue against the vicw lhat epistemology poses queslions lhal 

p ... ych%gy cannOl an!)wer 

§ 

EplstclTIology has heel1 lr,\(htionally conceivcd of as an a priori enterprise Further, 

the empulcal dctatls of psychology were thought la be large!y irrelevant for ephtemic 

inqulry ft w" .. permissihlc far SCtence lo inquire about descriptive psychological dClails -

they could ~udy the psycholog) of knowledge acquiSlLtOn and of bc1ief perseverance dnd !JO 

on, but epIstcmolagy proper, VIi'., narmati Vt' epistemology, was strictly the philos()phet" ... 

dOlnmll Psychology can tell us how we come Lo know lhlng~, but if wc also want an account 

of how we 'ihould come 10 hclievc, whallhc hl...,l means of bclief acquisItion is, lhen wc htlVl' 
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gOlle beyond the realm of the descriptive cpislemology lhul psychology gi vcs u') NOrmall\'l' 

epmemology tells us how belief acquisition should pmceed, und so il IS herc, und nol lo 

psychology. lhat we look for epistemic gUidance ThIs lradltional VICW of epislcmolog}' 

leave., il in somewltat the 'iame ~ttuation as ethics Just as knowing how people <lcl WItt not 

alone tell us how people .,hould act, ~o too IS knowing how pcople acq ru!"e knowlcdgc 

insufficlenl for knowing how pcopîe sbould acquirc knowlcdge. Emplrical inqully simply 

can'lteJl us evetything we wanllO know. We need to go beyond the cmpincal If we hope 10 

have a normalive eplstemology, or a normative ethics, ~U1d so on Sincc aclOnl practlce und 

jUMiflcd pr<lctice need nol be the same thlng, loo1ting al actuul practicc will not tell u') whal 

jU~llfication L., 

Recently this traditlOnal view of epislemology and ilS propcr relatlOl1 ln emplrical 

'.icÎence has come inlo que~tion Sorne have proposed lhat cmplrical science (speciflcally 

p"ychology) IS relevantto epistemology, white others argue that psychology can answcr ail 

of the questions tbat we previously expeclCd only from a priori eplstemology. The relevnnce 

of the alleged a priori slatu'i of epistemology is the way in which il confhcls wilh the hope for 

an empirical epl~temology, and the ways III which empincal and a priori JOvc<;ligaLlOn cllfrcr 

1 take it that the difference beLween the lWO sLyle'i of investigatIOn Îs jU<;Lthe dlfrercl1cc 

between the laboratory and the armchait, !loth approaches endeavor Ln Hl1.'jWer lhe '.iarne Im')lc 

~pl!>lemological que~tions, but in differenL ways, Thc present deoate fll1ets ILS bcgillOlngs, 

largely. in Quine' s "Epistemology Naturalized" (1969). Whal follows IS a bricf cxegcsÎ') of 

QUlne's Vlew, my argumentive emphasis in this chapter Ilc., in Lhe next sccllon, which 

concerns the proper relation betwcen p!lychology and cpislemolog)'. 

In his (1969), QUIne argues noL jusl for the rclevance of psychology for 

epi~tcmology; his position was that epislcmology coulet hc replaccd by p ... ychol()gy. On hl'> 

Vlew, ail genuine epistemological questions turn oulto he psychologlcal quc')Llons QUine 

expresses the motivation for !l'Uch a view like lhis: ail of the evidenee thul anyonc hae; forlheir 

understanding of the wortd is the stimulatIOn of lhelr own sense reccptors So whl' .. hould 

wc not setde for psychology to an'iwer our cplstemologlcaJ questions? 

Quine is often described on this issue as advocating the replacement of cpislCmology 

wlth psychology, but this characterization is not entirely fair Quine doee; nol ad vocale lhe 

death of epistemology. Epistemology is a field of inquiry, a seriee; of qucstlOns; ()UIllC'~ 

proposaI is lhat psychology (and perhap" addiLional relevant sciences) can glvc U~ Lhe sort of 

an~'Wers (and questions) that we have generally expccted, or ~h()uld expcct, of eplSlemology 

Tt Jo, not that ephtemology is replacee!, Ille; mlher that wc locate eplSlcmology wilhin emptncal 

p'.i)'chology: 
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.epJ~Lcmology sti1l goes on, though ln a new seuing and a clanfied status 
EpistcmoJogy, or something like it, simply falls into place as a chapter of 
p'iychology and hence of natural science. It studies a natura! phenomeno~, 
viz, a physical human subject. This human subject IS accorded a certain 
experimental1y controJ1ed input - certain patterns of irradiation in assorted 
frequenctcs, for instance - and in the ful1ness of lime the subject delivers as 
output a description af the three-dimensianal externat.worM and. its hist0:Y. 
The relation between the meager mput and the torrenttal output IS a relatIon 
that we are prompted to study for somewhat the same reasons that always 
prampted epistemolagy; namely, in arder ta see how evidence t'elates to 
lheory, and in what ways one's Lheury of nature transcends any avrulable 
cvtdence.1 

For ()ulne, ourbeltef in the externat wor1d is a hypothesls, we pO!llt the cxi'itt!flce of 

phy~lcaJ obJects bascd on the data of our senses The ardinary human situation is therefore 

'vcly much hke Lhat of the 'iClenttst the difference hetween ordinary and scientific positing is 

only Lhat the former is "archaic", "unconscious", and "shrouded in prehistory".2 Just a~ 

HlOm~ und molecules are pOSltS, ~o too are LabIes and chairs. The eplstemological question 

concerntng the proper relation between our picture of the world and our sensory data is, 

propcrly undcrsto(xf, a psychologicaJ question, answerable by ~ychological mcans. 

Thl'rf~ are a number of perceived problems with a naturalistic epistemology that have 

prcvlou~ly kcpt psychology and epistemology in separaLe arenas The first eoncerns a 

prohJem of clrcularity: if eptslemology is concerned with validating the foundatlOns of 

'Clcnee, then Il cannot look back to the very same science to validate Itself Quine's vicw on 

Lhls point ts lhat lhe alleged ctrcularity should not worry us His argument tu this end is 

~omewhat ncbulous; he paint~ the history of epistemology as largely tbat of the 

foundationaltst programme. The problem Qume wishes us to ~ee in the foundationaliM 

programme tS not simply that foundationalists did not have the correct eplstemologlcaJ 

answcrs, hut that they wcre as king the wrong sorts of questions. He urges lhat, 111 

recognizing the !UgnatlOll of the foundationalist programme, we should ruso recognize lhal 

lhe only lt.ogÏltmatc epistemologtcal questlOns are psychologieal ones. "Once we have Sl.opped 

dreaming of deducing science from obo;ervations," says Quine, "such scruples againsl 

circulant y have little point.." . .i Quine is charac.teristically cnigmatic on the reason for grarning 

LhlS point, but part of the prohlem is the lack of a scnse data language Because we cannot 

charactl'rlze our ooserva1lOns in a theory neutf".tl way, building science up from observation is 

tncvlLably clrcular. The point then seemo; tu be that we o;hould embrace the circulartty that 

()uinL' (1969· 24) 
QUIne (1960: 22). 
Quine (1969. 19). 
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epmemolagy presents us; wc gel epistcmology thalls contlnuous 'Nlth scicnce, nllhcr than 

building sCience up from neutral obsC!t"vatlOn. We arc not building pyramids, hUl rutber 

repalnng the same raft on which wc ,>Land, to recount Ncurath' .. melaphor QUI nc' '> 

naturaltstic epislemology IS contained within SCience, a'i a hranch or ps}'chology Rut 

previou') relatlonshlps betwcen ,;ciencc and cpistcmology rCmHtn Ill') ,>L111 the l~l!>k of 

eptstemology lo study the relmion betwcen theory and data, hetwœn 'icwnce and Oh'il'rV<ltIOI1 

So the relatIOn between eplstemology and science tS not one of cÎrcularlty hut "Ither onc of 

mutual dependence. The goal tS to understand the CI InsttLUtlon" or" procc.,'i" of SCience, and 

notlo obtam an epi~emologythat lS any bet.terlhan the science thut IS Ils OOJCCl.·' 

Another traditional bamer lU naturalizmg epi'ilemol()gy is the percclved (l1~tal1cc 

belween descnplive and normative epi~emology alluded to prcviou'ily lkre thl' problem 1 .. 

not simply the traditional distance between psychology and epl'ilCmo]ogy that wc have heen 

discussing, but further the differcnce bctween descriptive and normative c1alm~ ", .. cannol 

tmply ought, " goes the familiar slogan' the problem herc IS thatlhtngs Hrc oflen nol. a~ the)' 

.. hould be, and that the way things are docs not llsclf indicaLe how lhlngs should he 

Returntng to the an al ogy with ethic'i, mOSL will agrec Lhal people orten cio IlOl Hel ~I'> 

lhe)' should So if we want la know how people should acL. wc will nced 'iomclhll1g morc 

than an understanding of how people do in fact ael 50 for episLCmology, the problem 1 ... Lhal 

the way people do acquire knowledge does not hy ilsclf tell U'i how wc should come Ln 

acquire knowledge We expect of epistemology an aCCOUnL of the way our Cpl';telTIlC live .. 

should be, nol merely how they are: p~ychology can Lell us onJy the about the latlL'f 

The short way ta deal with this objection is to note that cp1stemology mu~1 have 'iOlTIe 

relatton ta our actual abitities to be of any use to us An cpistemology lhul make,> 

recommendallOns that humans cannat follow IS of ELtie use to humHl1s, we cannot cxpect Ln 

cmploy an ept'itemology that advises the use of cognitive equipmclll wc do nol pO'i'>c,>s It 1'> 

ofbenefit ta normative epi~1emology, therefore, thaL it be kept in eheck wlth our de'>tTlptlvl' 

understandlng. Most in the naturalistic camp seem Lo go furlhcr lhan thl ... 111 lhell" 

understanding of the relatIOn between descriptive and normallve daims The .. tandanJ 

naturalistic approach to this problem, and Lhe one Quine sccms lU he hinting aL, 1'> lo argue for 

the view that the processes by which we ought ln acq uire belicfs are lhe procco, .. cs hy whtch 

we actually acquire belicfs. Witb Kornblith (1985h), J wtlJ rcfer ln lh .... VICW a,> 

"psychologism" If psychologlo,m i~ correct, tben tbe dlstanœ bclwecn I~ amI ought 

disappears 
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• IL 10; ImportanL tu nOLt: Lh~t beltevlng p~ychologlsm. a'i KornblJth and 1 use the Lerm, 

cloc .. nol commit one Lo thlnking lhat people a1ways rea'ion perfcclly. Wc can m~ke a 

cll .. lJnCLlOn, a .. far a., reao;oning tS concerncd, bctween compeLenC(' and perfor"mance. On lhis 

movc. p"ychologlsm becomt:s a lhe'iis about compelence, and appurenlly non ideal rl>a .. omng 

can Lht:n he cxplained as elTor; of performance. GlYen lhls movc, psychologt'im 1') quite 

con .. t'>1.ent wilh crrors in rea~()mng, ~o long as such erroro; can be believabl)' ca"l a., errors of 

pl,-fonnanœ 

()ulnc's position cOl1ccrning epistemology .,cem .. La commit him Lo psycholagism 

Suppose p~ychol()gl'im were false. Then, ex hypolhesls, lhere arc eplMemic proces.,es lhaL 

WL' oughL Ln he u'iing but arc not (or Lhere are processcs that we are uSlng but ought not to 

!lI:) BUl if thls were so, empirical psychology could not hope to replace ept~lemolog)' 

oUlnght, a~ ()uine o;ays It muM, because psychology is Impotent te> discover processe'i lhaL 

WI.: do notm fact use. So QUIne's insi~ence on replacement commlls mm ta psychologtsm 

We .. hould note however that lhere arc a number of dtfferent Vlews po.,sible wtthin 

Lhc naLuralistic appro~ch concerning the relation bctween psychology and epl~1emology 

\\'hJlc replacemenL does imply p~ycholagism, the conver~~ does not hold: one mlghL argue 

for p .. ychologi~m wlthaut thercfore being commiued LO replac,ement. Psychologlsm allows 

for .. trong Itnksbctween psychological and ephtemological COllCl'fnS, bUllt does not follow 

that If p'ychoiogism is COITCc.1 then we can slmply "read off" epl!Jtemology from psychology 

For p .. ychologism says nothing about the nature of eplstemologlcal and psychalogical inqUtry 

or of Lhe content of the quc'ilÎom. they ask, and il is over thcse iS!iUeS thal much of the debate 

wlthl n the nat urall~ic approach occurs. One mlght, foc example, argue for psychologtsm but 

undcrSlal1d cplsl.emology as an autonomou'i enterpnse, with ils own subject mattcr and ils 

own q ue,ttons distinct from psychology On this view psychology and epistemology are two 

dtfferent means of achieving the same goals. Psychology and epi'itemology study the same 

phcnomcna, but employ dlffcrent approaches 

ln hls taxonomy of positions withtn naturalt'itic epistemology, Kombllth (1985b) 

rcfer'i lo thls weakcr vicw oflhe relation hetween epiMemology and p~ychology as the" wcak 

l'l'placement Lhe~1s" Rut this VICW does not promote replacement; il grants p~ychologism and 

gram .. aho that p'iychology and eplstemology study the same proce'ises, but il understands 

Lhem us chstmct flcld!>. A correct epistemology will de'icnbe the srune processe'i as a con-cct 

p,}'chology, hut ln li differellt manner. One way in which they may difft.'J", as AlVin Goldman 

argue!>. IS III thctr lcvcl of dcscnption' It ma)' he that sorne epistemological quc.,ttOI1'i req ulre 

an ........ er., LlUiL m"c at a dtfTt..TentleveJ of gencraltly than cmpttical psychology can provlde 

WhaL di vHle., Quine' .. rcplacement vicw from this weakcr vlew concern., Lhe 

aULonom)' of cpl~temology Quine hold., thaL empirical p~ycholog)' can t1llswer all lcglllmate 
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• ept!llemologlcaJ quclllions p'iychologtcal quc~tions hold ail of the conlenllo he round ln 

epl.,tcmologlcal questions. The weaker view wc have bccn discu'islIlg hotds thullhcrc arc 

epl'itcmologlcaJ quc~lions thal in pnnciplc cannot he answcred b)' ps)'cholog)', whlch l'; ln 

';a) lhat thcrc arc cplslemological queslions dlsllnct ln content from p'ôychotoglcal OI1l.'S The 

(hfl'ercnce bClween the two VIt.'WS conccrns the aUlonomy of epiSlcmology The wcaker ... lCW 

"(.'C!I l1HSlemology a'i an autonomOU!l enLl>rprisc, while Quine and thosc or hls ilk ml: mdically 

opposed ta autonomy. (In the lilerature covertng Lhis dehatc, eplslcmology 1., consldered 

autonomaus if it can pose one legitimate question distInct in contenl l'rom the qucMlOn., or 

emptrtcal pl))'chology.) 

Let u., now consider Goldman'!> arguments concerning the uutollomy or cpl'ôtcmology 

and the proper relalion bel ween l'pt!>lemology and p~ych()l()gy. My COll cern hell: ... nol wH h 

the cnliret)' of Goldrnan's epistcmological Vlews, bm rather with hi .. parllcular arguments 

concerning the issues pre'1ently hcforc LIS, a .. they appear in hls 19R5 article, "The relutioll 

belwcen epislemology and psychology" (Slmllar pOints appear ln hl'; Epislcmology and 

COirution (1986).) 

Galdman reasonably proposes Lhalthe corrcct mIe., of epi!>1l'mology Will be thallolal 

<icL of rule~ such thal conformtng Wllh it would maxim Îze the altaintncnL of epl~tcmlcaJl y 

valued ends. He finds ample mum fol' psychology in epislemologlcal pursUtLS and l'inch 

much psychological conlent in epistcmologtcal questions. BUl he docs nol m'gue for 

replacement; he in'Slead finds lhat Lhere arc epÏ!>lemological que!'iÎons for which p .. ychology 

ha<; neither an answer nor an l'quivaJentqucslÎon 

Golclman finds lhree reasons fCl" Lhinking Lhat cpistemology will never he fuJly 

absorbed by empincal psychology, because the latter cannoL addrcs'ô all of the question <i 

asked of the former. First, psychology atone cannnt lell u .. WIUll the "rlghl-m~\king 

characlenstlc" is for epistemic rule~, where Wc under~tand epilltemic rule'l a~ lnvoJving 

cognitive processes. A nght making characteri!lic is lhm feHture of (a o,ct of) rulco; lhal mukt..~ 

lhem the righl one'j to u<;e P~)'chol()gy can tell us what. sorts of cognil! ve procc~ .. e .. we havt! 

acccl,s LO, but il cannot tell u., what feature IS <;hared hy the "righl" ~el of rulc., Involvlng 

lhose proces'ies; il cannolLell us whalllls thal. makc'1 Lhe righL set of rules nghl Sn l'ven If 

p"ychology can tell Ull WhlCh proces~es or combinallon of pr(x:e'1"ie~ arc Lhe rsght one'i lo u.,e. 
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Il cannollCl/ u., whal chardClCri'itlc thcy (or rathcr the rules conccrned WILh them) share that 

make., lhls .,0 

S(.'Cond, jf - as many mlghl SUSpl'Ct - the nghL making chanlc,1t.'rI"ilic involvcs truLh and 

fahlLy, then wc have agaln gonc outside lhe realrn of psychology On its own, psychology 

cannot tell U'i which cogntLIVe proce~se'i he~l promote end:;; lOvolving Lhese sorts of 

characten~tic., 

Thlrd, Lhe correct set of cognitive oper:llÎons will noL be obvjous even when gi ven a 

complete account of elcmenlary opcnllions. Ingenuity will be needed to deSign opLimal 

cOmbtnallOlls of ope .... c:tLions wiLh an eye Lo promoting the ends desired Goldman' S view here 

1\ lhaL the complexity of thls task - determining the right set of cognill ve operations from a 

ha'iC "t.'t of avallablc dementary one'i - is Loo complex for psychology alone, and would need 

to involvc a mix of disciplinary contributions, "both Jogical-philosophical and 

p~ychologlCal". ') 

With regard to the third point, epistemology and psychology are tndeed both 

cornplex 1 and certainJy there may be relevant contnbutions to be had from outside the usual 

<lomain of psychology Linguisucs and computer science may have things to tell us about 

cogmtlOn, along wilh other fjelds Logic will indeed be involved tf we are to set about 

InvcsLlgattng inputs and outpUlS and comhinations of processes, Ilut none of this gocs 

agai nst the understanding of epistemology as an empiri cal pursuil, not even if we allow room 

for "philosophy". Quine him!lclf made no demands that a naturalisLÏc epi~1emology 1flvolve 

onJy thal work now donc in psychology departmenls. If Goldman's point here IS thaL the 

corn p/cxlly mcnLionecl is such lhal nol all of the 01 d epislemological questions can be 

answered 01' recast hy a naturaJhtic epistemology, then that is another malter. IlUl lhere i<; no 

ohvlOus link hl.'tween the complexily of cognition and the autonomy of epislemology; if lhere 

1 .. such a connectiofl, Goldman dœ'i not present it foc our consideration 

The masl serious concern here is Goldman's worry about righl making 

ch<U1tcten SllCS Cert.ainly if there is any sense to talk of the" right set of rules ", il is a 

reasonable epl.'item ological q ueslion ta a~ whal il is that makes one set right and another nal. 

And psychology, while Il is suited for the investtgation of cognitive processes, would scem 

to .,tumblc If asked lo go beyond an analysis of processes or of lheir outputs and explain 

whUl makc'i ~()rne OUlputs special and otht'rS not. 

\Ve should first note that Goldman does nol seem la accept psychologism, judgtng 

l'rom hl'i (ltscussions concerning how wc are to pick out the cogniLive pro cesses that we 

~hould he u.,lng l'rom Hmong the ones available lo us Certainly arguments again~l 

Cioldman (J 985 56) 
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• replacement will be much easit..'f' If wc do not allow psychologism. nut Since (JoldmHn's 

objection here concems the nature of a particular type of epistemologic~LI quc~lOn, and ,incc 

he make'i a comman comptrunl about the relation between psychology and epistelTIology, Il'l 

u., ~ee how hls objections fal'e hoth with and withoul ps)'chologlsm For, if epislcrnology i'i 

such that QUIne' s vislOn of naturalization cannot be realized gl ven p'ychologlsm, Il ptaint)' 

cannot be re-a.lized without il. 

IL i., easy to overemphasize the significance of p'iycholaglsm in thts contexl Recall 

that psychologism is a thesi~ about WhlCh psychological proccsscs Wl' should he usi ng, und 

not a daim about lhe relation beL wœn Lhe disciplines of ep,.,temology and psychology ()nc 

mlght see fit lo drdw significanL conclusions abouttltc relatIOn beLwl'cn epislelTIology und 

psychology from the thesis of psychologism, but such conclu!)iof1'i url' not forthcomlOg 

without suitable argument und appropriaLe addiLional daims. Psychologlsm t~ or course 

important, if psychology IS lo lell us anythlng about how whlch cogniLlve (epi~tcmic) 

processes we should be using. 

Let us Lurn now Ln Goldman's objectIOn about nghl making characteri~tics, and granl 

psychologism. Ex hypoLhesis, the cognitive processes we are UStng are the Ont.-'S wc shoulc1 

he u'iing. So psych 01 ogy , since iL means to tell us what cognitive proces'ies we ure usÎng, can 

al'io tell us what processes wc should be uSlng. Goldman's epi~tem()l()gy consist'i of rull'Ii 

that involve cognitive processes, he IS undecided as lo whcther or not ail of the rule .. of 

l'pl 'itemology are concemcd with cogniti ve processcs Gi ven the nature of p~ychol()g)', and 

understanding that il can tell U'i (ullimute1y) whal cognitive proce'ises wc should he U'ill1g, 

cau 1t also tell us what the rules of episLemology are? AIl of the proce'îses logethcr Will nol 

determine what the rules are, particular1y since the rules may mention more Lhan cognitIve 

pro cesses vVe do not have to gi ve ourselves the impossible task of hUllding up "the right ~t1." 

of rules from the cognitive processes thaL they involvc, in order for psychology lo an'iwcr ail 

of our epistemological questions. Given a rule along the !tnes of" in this situaLlOn and gl ven 

these ends, lise these processes" • it 15 nol immcchatcly obvious that we have somehow gonc 

oulSide of the domain of psychology. If wc are to detcnnine a correct eplstcmology from 

psychology atone, certainly we are going to need p~ych[)logism or somelhing like il BUL lo 

da1m here that we can learn allthat there is ta learn about epislemology hy doing p'ychology 

would be te> go beyond psychologism and make sorne a'iSUmptlOns abouL the nature of 

epi'itemology So we should avoid begging the questIOn by fu'St heanng (joldman oul about 

the domain of epistemological que!)lion~ vl.-'rsus p~ychologlcal one,> 

We shouid note beforchand thal il i, unc1ear that there IS a prohlem te> he found ber!.', 

If we granl psychologi~m. If episLemology IS to outltnc the proces'ie'i we ~h()uld he u"lng (hl 

'lludying the ones that we do u'ie) then lllS at best unclear what role lhcre 1\ for eplSlelnlC 

1\ 
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rule .. In additIOn ta an account of the proper cpistemic proces!lcs. Thal Issue aside, hawc\1er 

lhe prohlem of whal counLs a'i lhe rtght cpl~Lemology falls away WiLh psychologism, the 

righl cpl~em(Jl(Jgy IS lhe one lhaL wc use, there is no mystery a'i lo which cpislemology is the 

nght one tn use 

Delcrmlning a right maklng charactenstlc lS neces'ial)', Goldman tells U!l, for 

choo.,lng Lhe correct epl!ltcmlc rulcs from a sea of possible unes One might also say, as 

GoJclman does not, thal aside from it!l utilily in determining rult.'S. we can reasonably ask of 

epl.,tcmology Lhal il tell U'i what it is that makes eplstcmic rules the nght ones (0 use It is here 

that psychologi'im wIll rail us: psychologism alone will not tell us what it is that makes the 

proces,>e'i we u.,e Lhe right onf..'S, psychologlsm is not a thesis about what makes the ruk'i 

rtght 

Recall that (joJdman c1aimed that determining the right making characteri'itic IS 

hcyond the reach of psychological questions. Goldman's view here seems to be that 

p~ych()logy can ask difCL",,"cnt qucSlion'i about the nature of cognitive proces'ies, but question'i 

lhat go hcyond the damain of cognil1ve processes cannOl be p'iychological questions 

Speclflcally, ~'Jcslions concermng the rutes of eplstemotogy, WhlCh mention cognitive 

procL''i\es, cannot he corn pleteJy addressed by psychology The role of psychology i5 Ln 

dCLermlne whlch cognitive proceso;es we u~e, bUl questions about epistemtc rules are not 

enlirely p"ychological in content. Further, questions about the right making charactenstics for 

epl.,temic rules, since they are que'itions about epistcmic rules, arc twice rcmoved from the 

conœrns of p~ychology_ 

Gnldman's daims regarding the Iimlls of psychology are crucial to hls VICWS of the 

proper rel ail on betwœn epi stem ology and psychology, but he leaves Lhem undefended Why 

cxac.11y IS dclt.'rmming the nght making characleriSlics of epistemic rutes too large a task für 

p'>ychology? Goldman ~1ipulatcs lhal such a lask is beyond Lhe reach of psychotogical 

mqUlry, but why should wc thmk Lhalls so? We nced here lU undcrstancl jusL what the 

/1oundaries of psychology are, we nced Le> know whal makes parLtcular questions 

r~ychological ones (or not) Wc need lo know, 111 other words. whal psychology is 

Wc already know, for example) that psychology is concemed with human hehavLOur 

and nol stellar evolulion. There are clear cases of psychological and non-psychologlcal 

q Ut:'itt ons , but our present proolcm is thal sorne questIOns are noL clearly psychological or 

11()I1-p~)'choJ()glcal. In a sense. wc already have a clear undcrslanding of what psychology is: 

Il' ~ whalever l'i sludicd br people in psychology departments But wtth the atm of arguing 

agam.,l (joJdman's cJalm rcgm-ding Lhe Itmit'i ofpsychology, thi., o'ilCnsive under.,tandtng of 

p,)'Chology cloc~ nOL prt.'Scnt U'i wiLh a solulton le> our problcm. Rather, wc have a new name 
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for il how far can psychologisls Slray from Lh!! quesLion'i they pres!!ntly (or usually) usk and 

rernatn psychologisLs? 

IL may help here to comtder sorne other aSpeCL'i of phtlosophy 1IS th!!y rdute tu 

psychology For example, the issues concerning the nature of mlnd, a'i Und!!r'iLOod hy 

dualists, behaviourist'i, functtonaltsts, and so on - tS thts not a psychological dehale? (lIS H 

debate abouL psychology, no doubt, but whaL reason is 1hcre tn say 1lwtLhis is a dehalc thul 

ps)'chologists cannot enter into withouL sLraymg outstde of !hl'tr fil'ld, or WILhout helng Ul~l 

as overly "philosophical"? The dtviston heLwcen disciplines is at hl'~L fuzz)', particulurly 

when philosophers are involvcd, hecause Lhey oflen have Lhelr noses in othcr pcople' .. 

bU'iiness, and since many have abandoned the view that thcre is no cmptncal content to 

philosophical talk 

Therc are many differcnl rcasons for the pre~enl dlvistons heLwccn discIpline .. , 

understood as the dtvisions between umversity deparlmcnts The world is not 

compartmentalized in Lhe way tbat university deparlmems are; il coult! he, thcrcforc, LhaL the 

diVtsions between psychology and epistemology are a result onJy of fu'ay borders and nol of 

the content of their respectl ve qucstions. Tt 15 here 1hal Goldrnan faccs a dllern ma Hl' nL'Cds 

an argument thaL procceds from Lhe proper division betwcen diSCIplines (bu'lcd on ~1rI 

understanding of the nature of psychology) LO the autonorny of epislemology. But If such lin 

argument is ta be of any inlere~l, il must ftnd sorne tangible diffcrcncc ln the contenl of the 

twu ftelds; and if il is difference in contcntlhaL Jusuflc'i the original pn:ml~e regarding the 

di visions belween disciplines, then we have come, viciously, full clrde, if lhe tnLcnllon IS to 

argue for the aULonomy of ept~temology. Tl seems Lhat Goldman has already deci ded Lhl~ 

issues in the baggage he has brought to the debaLe. By imposing undcfcnded Itmlls on Lhe 

domatn of psychological inquiry, Goldman has already commiLLCd himsclf lO lhe aULonomy 

of epistemology. Of course, there may he a good argurnentlO he had for Lhe autonomy of 

epl'iLemolog)' from the naLure of p~ychology. But what Goldrnan needs is soml' JusLification 

for his under.,tanding of psychology, and perhaps through that thcre mlghL he a l1on-circuhlr 

argumenL for the autonomy of eplstemology. He needs to do more lhan j ust stipulate lhat 

psychology cannoL be normaLive in characLer. There may of course hc an under~Landing of 

p\ychol()gy on which il cannoL play a normaLive role, but Goldman's make'i no conncction 

belween sorne understanding of psychology and his largely negaLtvc daIms conccrntng tts 

domain. 

The other horn of this dilernma is the po~siblltty for an argument for Lhe autonomy of 

eptstcrnology based on sorne rea<;on for lhe division'l betwcen di~cjphnes Lhul cines not 

in\'olve the content of lheir re'ipective que~tions BUl IllS lhe content of quc'itH>ns lhat 1'1 

central Lo the debate concerning the autonomy of epistemology (f the (Jtvision., heLwecn 
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disciplines i., a rcsull only of, lia)', the need to divide up office space, it 1.'1 hard to see how 

thal could he relevant LO the presenL dcbale 

One should nOllhink lhat this diJemma 1.'1 uniquely Goldman's problem. IL IS faced by 

anyone who hopes to present a view of epistemology based on assumptions about 

p"ychology The dehatc concerning the autonomy of epistemology and ItS proper relation te> 

p"ychology I~ a') much a debate abouL psych010gy as il is about epi!ttemology, so it will Dol 

do to simply stipulate what the lim1L') of psychological inquiry are. The ont Y way out of a 

\lICIOUS circle ln lhis debale is LO dcfend one'~ views about psychology 

G ..... dl1ting psychologism, Goldman' .'1 negative conclusions about the rdation between 

p"ychology and epislcmology are cast into doubl. Goldman himself do es nol rely on 

p"ychologl!tm, but 1 have involved il in the discussion of his views, for he makeo; a complainl 

common la the camp that disagrecs wiLh Qwne but welcomes Lhe relevrutce of p!)ychology for 

cpi')lcmology the comp1aint that epistemology and psycho10gy are at differenL levels of 

gcnc .... .tIity. and so epistcmology a')ks sorne questions that psychology cannot answer. WiLhin 

lhal camp one may find Lhosc who g .... dnt psychologism and those who do nol. WiLhout 

psychologlsm, as we have already seen above, the rate Quine imagines for epistemolog)' 

canncJl he rcalized. 

§ 

As wc can st.'e, the problems raised by the natur'dlistic approach are not easil)' solved 

One of the questions l"alSt.>d by the debate concerning naLuralizing eptstcmolog)' involves the 

relevdnce of p~ychologicaJ data for present work in epistcmology; but there are also quesuons 

concernlng lhe relation between the final complete psychology and the fmal complete 

epistclnology. Our present understanding of psychology and epistemology makes the second 

question much moce difficult Lo answer than the firsl, no matter how interrelated they may be. 

Gi ven our present underslanding of the two fielcL'). there are rea')ons - discussed at the 

end of this chapter - for thinktng that thl'f'e is room for psychologicat dala in epistemological 

lheoJ')', cvcn given a traditional understanding of epistemology. But with regard to a 

COmpll'lcd epistemology and a completed psychology. we have nothing thatlooks remotel)' 

Itke l'lther of lhem, howarc wc to decide the relation between them? There are, il seems, no 

C~ lHlldatcs for a "complete" ')clcnce of any kind, so whal senile is therc LO tulk of the proper 

relation betwcen two completed !lciences? 
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This is a caricature of sorts, but il i'i nol withoul ilS merit. Thcl'c IS of cour'ie u long 

hi'itCX')' of epislemological and psychoLogical inquiry, and lhallhcrc is any debute <ll aU (ln lhe 

proper relation belwcen lhem is evidence of sorne undcrslanding of Whlll we cxpcct fl'om 

both of them. And lalk of a "complete" science is of course Il tool mcantlt> hetp in cleciding 

the presenl SLHtus of disciplines. The point here is that a dcbatc conccmtng complclcd 

p'iychology and epi<;temology threatens LO exhaust our undcrstandtng and our capacily 10 

dccide the issues; if my intuitions regardtng the domain of a complete p~ych()logy (hffer l'l'om 

)'ours, then there is little wc can do hUl agree to disagree. Wc can be honest "hout thl' 

baggage that we bring ta the debate, but there is only sa much baggage thal. one can he nd of 

If we are la decide against Quine conceming the non-auwnomy of epistemology, we 

need LO be shown an episa.emological question distinct in conlent from one that can he usked 

by psychology, or at least be convinced that such a question exists. The work hel'e IS not so 

much fll1ding such a question, but in eSlabhshing its non-psychologlcul nature. Goldmflll 

purports, above, lo have presented such a question (the one conccrnmg right mHking 

characteriSlics); l hope to have demonstrated how his vicw dcpcllds on undcfenc!L'd 

assumptions about psychology. For evcry such qucstion proposed, lhcrc is H dchHle lO hl' 

had conceming iLs being distinct in contenl from any psychological question 

With regard to psychologism, thcre is ample scienltfic and cvcryday cVldence lhuL 

people often reason in ways tbat are not as good as they could be; bUl one cun still dcfcnd 

psychologism by casting eITors in reasoning as performance errors, rather than cvuJenc:c of 

an imperfect competence. This is a bigger progr-dIllme than it sounds, and Lht.->re is noL room 

enough ta begin it here; suffice it to say lhat il is not an unreasonable dcfen')c. It secms lhul 

the status of p~ychologism is a matler for further conceptual and empirical investigation. JI' 

the best account of psychology and epistemology includes psychologism, tben so be il ln 

lhis way, the most profitable direction lu take in order lO properly dccide on the relation 

between epistemology and p~ychology is lO keep on doing epistem%gy and psychol()g~{. 

and hope to pull ourselves up by our own boolstraps 

It seems to me that Quine is correct on lbesc malters, bUl J do not have the room 10 

undertake an adequate defense of his views, which would, as wiLh Goldman, involvc 

defending a host of psychological assumplions. We have already sccm some of Quinc'~ 

assumpLions al the beginning of tbis chapter. If, howcver, in the process of invcstigating the 

nature of psychology, we uncover a legitimate epistemological question thm psychology 

cannot address on ils own, then so much the worse for Quine JUSl as with the Issues of 

aUlonomy and p~chologism, the extent to which wc can Of should "naLuralize" epiSlemology 

is a matter for further inquiry; and inquiry not (lOly of the conccplual sort, bUl of the 

empirical, <;cientific sort as well. 
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P'iychologlsm and the aULonomy of eplsLemology are the two major issues divuJing 

lho~c who agrce on Laking a naLurallstic approach lO cpi'ilemology. QUlne, as we have secn, 

i~ cornmllled LO psychologism , and fervently denies the aUlonomy of epistemology If 

()ume's arguments concerning eplswmology are sound, th en Ile gels psychologism for free. 

Bul one mighL argue lhe other way around, from psychologism to the non-aulonomy of 

epl.,tcmology. and certainJy lhere are those who have argued for psychologio;m (tf never 

U~tng lhat Lerm) for reasons oLher than womcs about the autonomy of epi !tem 01 ogy. (, 

A second position withtn the naturalistic approach admits psychologism but 

undcr.,1ands cpistemology ao; autonomous. ThIs view was discussed above in considenng a 

lhJrd po'illlOn, the one inhabiLed by Goldman. This vlew denies psychologlsm and argues for 

the aULOnomy of cpislemology. As defendcrs of the naturalistic approach, Goldman and 

olher., JO thi., camp sec much relevance for pltychology in epistemological pursuiLs, but it 

'!hould be notcd that to dcny psychologism and propose the autonomy of epistemology IS 

also the prcferred positIOn the "Lraditional approach" , which sees no place for psychological 

fJndmg':i JO cpistemoJoglcal work There is a fourth position possible in ihis spectrum of 

VICWS - lO deny bath p!tychologism and the autonomy of epistemology - but that doe'i not 

'!l'Cm a vutble posiuon 

A fcw closing considerations May serve lO juslify lhe projecl of subJecting 

cplst .... mology lo cmpirical analysis, 110 matter what one might th1l1k of the arguments above; 

lhf..'f"c Hf!! sigl1lflcant reasons fOf recognizing the relevance of empirical data for epistemology 

l'ven whcn it IS understood ln a tradilional manner First, there is room for a health)' 

relationship bctween psychology and epistemology withoUl psychologism. One mighl 

UndCf'itandably suspecl Lhat not ail of our cpisLemtC processes are ones that we should be 

u'!ing. Tf wc gr-,Ull instead that the proœsses lhat wc in fact use are roughly like the ones we 

':ihould be using then there wiU be sorne useful contact between the disciplines. The contact 

po .. sihlc here is c1early not as rich as lhaL given psychologism, but it does a110w for the 

posslbilily of psychoJogists and epistemologisl~ each discovering somelhing of signiftcancc 

ln the other, and 'iO for the mutual relevance of psychology and epislemology 

Second, and more significantly, there is reason to believe that the traditional view of 

cpistemology as a strictly u priori discipline IS not inconsislent Wilh recognizing the relevance 

(\1' psychologlcal test for epistemology The reason, as Komblith (1985b) tells us, IS quite 

slInple' a pnonty does not imply obviousness. The disciplines often cited as examples of a 

priori knowledge (cg: malhematics) are often quite difficult. 50 subjecting a priori daims t.o 

le'!ll ng can only help deLermine the correct accounL. How do wc leM H priori daims? By 

h The concerns here include intellttonul ascriptlOn, lt1ln'ilatioll, and evolutiou' those 
conccrncd mcludc, for examplc, Dennett Sec Stich (1984) 

-------------------- -- ~-- ~-~-
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conjoining them wilh relevant empirical und theorelicul daims. If a desired log lenl rC'iult 

conslstently l'ails to appear from such a conjunction, wc might come 10 acccpt thc a posteriori 

daims white rejecting the a pnori daims 

Komblllh'., exampte 10 tbis end concerns the theory of prohahility, gnmltng for thl' 

~akc of argument lhat it IS knowable a priori: Hilary wants to start a ltfc insurancc agcnc)' In 

order ta determine how mu ch he nl'eds to makc a profit, he necds ln mnke the upprnpnalc 

actuariat calcula1ions. He does 'iO by wriling out the relevant part of the protulhltÎl)' calclltll~ 

and gathering data about mortality rates. Data in hand, Hilary goes out 10 sell policte\, but 

l'ventuaJly loses a greal deal of money. lIe muy have simply bcen unlucky, or he may hu\c 

erred ln determining mortality rates or made a ln vial l'n'Or ln calculalion. BUl it 1 .. ulso 

possible that he etTed in his formutalton of the thenry of probabitity, cel1ainly nOL an unusual 

mt!1ake. 

The moral of the story is that emplricaltest 1S uniquely suitcd for discovenng eITOr'i, 

l'ven errors made in the process of an a priori, non-empirical lIrmchair inveslIgation lt I~ 

possIble that further a priori lnveSl1gation would have uncovcred rJilary's mi~tukc. hut Lhut I~ 

tinte reasan 110t ta subject it to a postenori tL'St. Sorne muy consider IL hL'rclJcalto suggc~1lhat 

u priori prindples can fall victim Lo empirical tesllng Kornblilh's cxamplc i'i indced noL 

wllhout epIstl:!mological baggage of iLs own. but no more than Duhem' s pOInt tha1 tln 

unexpected test result does not falsify any one particular daim bUl ruther u group of thCOI1Co; 

"It is not that we propose a theory and Nature may shoUl 'no,'" saut LakaLOs. "rather, wc 

propose a maze of thE'Ories, and Nature may shout . inconsistent. ' "7 

So, on even lhe most tradiLional VICW of the nature of cpiSlcmotogy, thl'rC is mom fè)r 

empirical data. We will not, on lhis view, be able le> "rcad off" our cpistcmology from (Jur 

p!Joychology, but thalloo is the case for many of the differenL undL'rstanchngs of u nu1.urahzcd 

epü.,temology. Only in the most ideal, Qutnean world can wc hope 10 do anything of thl~ sorL 

WhaLever the debale among those who ad vocale natuJ'""cllizing cplstcmology, Lhcre l'i 

agreement amongst themall concermng the relevance of psychologtcal data for ept~lcm()l(Jgy 

And there is reason, as we have seen, 10 think that a more lradiLlOnal vicw of cpi~lCmol()gy 1:-' 

not necl'~arily inconsistent wilh this relationship betwecn cpistcmology and p~ychol(}gy Su 

1el us tum now and see what a connecliont'it understanding of cognitIOn can Lell us ahoUl 

I:!pistemology . 

Lakatos (1970. 130). 
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Chaptl'r four 

\'ondU'llOn Pl'alUrC'i of a conneClioni~ epi~emology 

Wc should now have .,ufflclCnt background to addre<js lhe goal of the tht.'SlS, WhlCh 15 

lo ex prore, Wilh the a')slsLancc of connectionism, the prospects for an epislemotogy 

con'iJ!'.otcnl Wllh ehminati ve mmerialism There are two reJated mIes for connectionism tn this 

drama The first has already been played OUl, il involves establishing a link between 

cOl1necttonism and climinalive materialism. A!I well, lo the exlent Lhat such a link can be 

c'ilahIJ')hed, Lhen cvidencc for connecllOru')m IS, celeriS paribus, evidence for eliminalive 

mall'nahsm 

The second role for conneclionism in our inquiry is in presentlng the means for an 

account of cplslemology. Connectiofl!sm allows us ln present a model of cognition quite 

dlffcrent from the classlcal under.,tanding, so it seems wOlthwhile to investigate ils 

cpi"lemological consequences If there is reason Lo think that connection1st models are good 

p~ychological moders, then lhere IS reason to think as we11 that c01Ulectiorusm can tell us 

.,omcthing about thc eplstemology employed by humans. Thesc lwo roles are of course 

rclalcd, the fir-,t concerning p'lychology and the second epi~temology. 

Nonc of the epistemologicar morals outlined below are new The contribution made 

hy c()nnccti()ni~m hcre is not tu present particularly new Ideas aboul epistemology bUl ralher 

to pro vi de support for a particular eptstemalogy by prescnting a model of mind that employs 

Il ln lhal way, recalhng the les~ons of the previous chapter, evidence that connecLionism 

ptt,.,mls a sound modcl of cognition is evidence for the epi~emology il employs. 

As wcll, La the e"lCntthal connectiorusm presenls a means for invesligaLing neural 

IC\'l'1 reprc!lenlation and pr()cl~sing, 1t can further contribUle to a proper understanding of the 

.,ort of cphtcmology cmployed by humans An adequate epistemology wiU no doubt prefer a 

Ic\'c1 of description somewhal above lhat of the neural level, just as an adequale ~)'chology 

wi Il 11 ut a proper undcrstanding of the g oings on al the neural level will inform our 

ulldcrslanding of epistem 01 ogy , and serve a't weIl to reslnct the field of candidate theories to 

lho'le cpi~1Cmol()gies lhat can be implemenled in extant nervous syslems. 

§ 

58 



• 

• 

Smcc we have found thal p .. ychalogy and cpi 'itcmolog)' art.' tntcrtwlned ln 'iUlnl.' 

extenl, many of the eplstemologlcal [ealures of connectianism have bccn lhoroughty 

dlscussed in the first chapter. The centcrptcce of that chapter wus li discussion of whUl i ... 

perhap!l the most significant epl!1temologicat aspect of connccltOnbm. the nature or 
connectionislrl'presenlation,; A hasic demnnd of eplslcmology io; Lo HCCOUI1L far how u hcing 

represcn1s the worlel ta 11self; connectionisl models m'c but1he lalcSl III a long IlIle of amwcl':-' 

Lhal begins WiLh wax tablets and aviaries 

Withoul revislting the dcbate of chapter one, constder lmdl)' the cpt'ilemologlcal 

sigruficance of connectionbt repl'csenlaLÏons. Of immedlatc inlcl'CSl is lhell" non-pl'OpositÎonul 

nature This makes connecLionism a likely ully for dtmlllative malt'riultsm Whcthcr or not 

one thinks folk psychotogy is comm1Lted lo an accounL of lhe opcrallon of lhe ncrvou .. 

system, diminative materialism will certamly he ln troublc if the ~tructurcs and procc~~cs of 

the nervous system do in fact respect the genenlltzall0ns of folk psychology, Hncl havlng 

propo~'il1onal represemations is the easiest way to do Just that 

A clariflCaLÏon regarding lhe relatIOn belween cluninativc maLenali~H1 and lhe nulul\! ot 

connccllOru'it repre'ientations is in arder. Recall thalthe ttim of inveo,tigulJng conncctlOllI'im 1 .. 

to fincl an epistemology consistent wilh elimllUllÎve maLenahsm. The argumenL herc I~ n()llh~lt 

connectiorusm is non-propositional and Lherefoce supports elimlnmtve maLeriull'ilTI What 

matters is the extent to which connectionism and ehminativc matcrlalism ure C()mp~llible, 

lnsofar as connectionism can tell us somelhing about psychology, then IL can lell U<, also 

about the fate of folk psychology. If lhat mcans thatthe sort of cpi~cmology olle gels Unef 

reJecting folk psychology involves non-propositi onal reprcscnlaliol1'i. lhell so he il. The 

Issues here are mOt"C œmptex than !Jimply the structure of reprc!>cnl:aLlOn~, cven If thl' mode 

of representation in connectionill nelworks is aL the heart of many of Lhe diff<..>fcncc') hctwCL'1l 

the clas~lcaJ and connectioni~t approaches 

Chapter one dealt largely WiLh the low level det.ails of net,work operation. the nature of 

representations, the detaits of information 'itorage, and so on. Il will bc Important, for Hn 

understanding of connectionist epistemology, ta have a grasp of the global "cLI vit y and 

dynamics of connectionist networks. Two differeru ma.thematical analyse .. ure u'iCful for Lhl'i 

purpose. Both represent states of a network in a mUILidJmenslOnal space. The fll-.;t Jnvolvc'i 

representing the aU of the variou'i connection wClghts in a nelwor)e by a pOint 10 "weight 

space", whde the second involves represenling the activity of a particular layer as a pOIJll ln 

"actlwtion !.paœ". 

Weight space is an ab .. lract mullldimenslOnal 'ipace, Il ha .. onc <lXI'> for cat.h 

connection in a network, wlth an addll10nal axis for a global crror measure The glohaJ 

confIguration of connection weighl'i al Cl particular tllne is rcprc,>cntecl hy a pOInt ln wClght 
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"pacc' the wCIght measurc for each connection serves a'i a coordinate Ali of the connectioll 

weighls, togcthcr Wilh a mea\1JfC of the etTor, determme an individual point in weight space. 

WelghL space presents an lnleresting ba~is for underslanding the global change a network 

undergoc., a') a result of lcarning As wc learned in chapler one, "Icarning", in 

conncctionl sm, IS lhe modifIcation of connection wcights over time as a functton of 

expericnce. The expeclcd result of learning is a reduc..tion in error In weight ~pace, wc can 

under~tand Jcarning as a change in position in weighl space: ~1.ncc each possible global 

confIguration of conncction weighls determines, errar aside, a unique point in weight spa ce , 

then any change in the weight of the connections will appear as a change of posItion in 

wcig/ll spacc Since, ovcr Lune, lhe result of learning is a reduction of error, we ean 

unde,..,tand lcarmng as a descent ln weight space, whcre the position of the nelwork in weight 

"pace (!L"icends relati ve ta the error axis. 

The second analy .. 'is of intcrest here represents not connection wClghts but the acttvity 

of a group of units in a network, usually a hidden layer. Activation space has as muny 

dlmen'liofiS as there are units to be analyzed. If we are analyzing the hidden layer of a 

nCl.w()rk., the hidden unit vcctor will determtne a particular point in activation space. Since 

dlffcrent input will often produce different hidden layer vectors, the hidden units will often 

occupy different positions in acUvullOn space. Sa, on the activation space analySls, there can 

he a change in po')ltion without the global change of learning. 

The interest in activation ~pace lies not so much in the location of the individual points 

delermined by the hidden layer, but in the overall structure ofthe ~'Pace. The different hiddcn 

unll vcctors lie in various regions of activation space. During Lraining, what the network i., 

.. earching for is a way to partition ils activation space in arder to make the discriminat10ns 

dcmanded of Il. A network lhat makes a binary discrimi nation (discriminates Lwo types of 

mput) needs ta partition ils aCl1vation space lnto subvolumes 1fi such a way tbat one type (lf 

input will faU on one side of the partition, white a second type falls on the other sicle 

Connectionist networks produce graded responses ta discrimination tasks The 

HClivatlOn !tpace of a sucœ~sfully tmined nelwork will be organized in such a way that input 

lhal j') unambiguous or prototyplcal will pro duce in hidden layer activation space a point in 

lhl' central region of a subvolumc, white atyplcaJ or problematic input will be found on or 

Ilcur the partitions belwcen the 'lubvolumes. The discrimination tasks demanded of 

conneclloni!tt networks nced not be so ~i.mple as a btnary discrimination. Acti vation ~'Pace IS 

qUltt..> large; ont)' the complcxity and size of the network serve ta rcstnct the number of 

pmtlllOntngs of activation space tltat a network can produce. The partiLtOning of acllvalHln 

'pace tS dctl'fïl1incd by the global configur.llion of weights together with the stt"uclurc of the 
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network So for a partleular nctwork, its point ln weight space dcterm1Oc'i the structurc of Ils 

Clell valton !l'Pace. 

We should note the Intriguing nature of the struclure of activation space hefore Wt! 

cnter the debale concernlng the epiMemologlcal signlrlcanec of thc~c lWU analyses The 

hidden units 1fl a conneellOnist network allow it to makc discnmllUltlOl1s hased on hlgher 

ortler slatisltcal features of the Input sel, while a !JlmplL' two layer network is sl'nsilive ont)' lo 

Ils firsl order statisttes. 1 The hlddcn layer, 1fl a very rcal sense, is responsiblc for 

eategorizillg the input. As a result. the partillonang of hidden unit actIvation space orteil 

refieel':i 'iubstantive ditTerences in the world that are only parttally or tmpitcllly pn:.,ent 10 Lilc 

Input. 

A dramattc example of trus fca1.ure of activation space tnvolve') the nelwork NEf'lulk 

(Rosenberg and Sejnowskt 1987)2 NETtalk outputs a string of phonemesgivcn sevcn leller 

word segments as input. with the appropriatc veetorial cochngs for each. The lletwOl"k 1 .. 

tt"'d.Îned up to output the appropri:ne string of phonemcs far a givcll wonl or word .,cgmcnL, Il 

does not par.,e sentences or "understand" word'i Whcn properly trdlnccl, lhere IS a hlCnu"chy 

of partitions in the hlddcn urut activation space of NETlalk, wtLh lwo major rcglOll'i 

lhemsclves divided into smaller regjons, wlth subdivisions of subdlVI')jOI1S and su forlh ln 

ail, tht..>re are 79 subdivisions of the NETtalk's acUvallOn 'ipacc Il is no COlI1CI<Jcnce lhal olle 

must masler 79 dlfferent lelter-to-phoneme associal1ons in orcier to pro perl y prol1oum:e 

English spelling; when the nelwork 15 properly lrained, lt producc') a dlstlllcl hulden unll 

uct! varion pattern when making eaeh of the 79 pm;si:)le H SS() (,1 al 1011 !I 

If NETtalk's act!vatlOn spacc partitions seem of on1y mlnor "Ignificanee. cOIl'iidt'r 

another fealure of the partition~ If. in the course of cKperirncnting wlth lhe network. OIlC 

lakes the LI me to dctermtne whlch hidden unit vcetor is invol ved 1 n each leller phoneme 

a .... oelation. it is possible La map alllhe 79 !,ubdtvi .. ions of acllvatwn space onlO dl.,LI ncl 

Jetter-phoneme associations Recall that there is a hierarehy of dlVISlOn~ of NETtalk'., 

activatIon spaee; it turns out that. at the lOp of the hierarchy. the broadesl diVision of 

actlvatton spaee represents the divi'iion bClwecn vowels ruuJ con.,onanb A .. weil, look!ng 

into the consonant region. lhere are subdl vtsions of the principal comonanl type') The 

activation spaee is struetured sa that similar lettcr-lO-phonemc U'i'iOClalloI1S arc proximal ln 

space. whde dissimilar ones are morc distant 

Surely this feature of NETtalk's aCllvalton !Jpace is of 'ilgmflcancc Tralnl'd LO 

produce the proper sequence of phonemes l'rom the input worcl, thc nctwork ha') learned Ilol 

only the tntrieacies of thc phanological ~Ignificanec of English "pelhng, hUl a., weil the 

Sejnawski et al. (1986). 
My diSCUSSion of NETtalk fol!o'Ws 111 part Lhat of f:hurehland (19R9a) 
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complex organization of the phonellc structure of English. It has partilioned it~ activation 

"pélce in a way that will allow Il to make Lhe different letter-to-phoneme associations, and it 

h~ organized its actIvation space in a way that reftects substanLive real world dlfferences 

When lnllned. NETtalk io; weil eq ulpped Lo go beyond Ils training set and pronounce ncw 

worcls 

N~rLalk' .. actIvation 'ipace i5 a quallly space or "simtlanty meLrtc" of leLter-to­

phonemc a~.,ociatjons, the n(~twork has devcloped categories thal respect differences ln the 

domulO of Il., ta'ik It'ilask domain 15 far LOO small LO .. ay that the neLwork ha') Lhe same sorts 

(JI concepts that human speaker') of English do. BUl, over the cour~c of trairung, NETLalk 

dcve!op'l a ')y~em of catcgoril"i LhaL allows Il to deal wllh il') InpuL in u way that reduce~ lhe 

L'rror ~ubsLantîally 

If we can view the nervous system as an immense neLwork of interconnectccl 

proccsslng units, then we have before us the beginnings of a rich understanding of humun 

concepLUal f'rameworks. An in<Jtvidual'., activation space for a particular layer will be 

partllloned Into di!JttnCL categorie') in su ch a way that they can make sense of thetr semory 

Inpul - Induding noisy. incompleLe or ambiguous inpul- and the parLitlOning is 'iuch thaut 

kcepo; ClTOI" la a minimuOl. Through an analysis of the similanty meLnC of acLival10n spacc. 

the bralO rcvC'dh i~ caLegorles Therc i5 of course a substantial jump here from connettionism 

lo neurosclcnce. but the jump is q uitc dchberaLe, we want connectiorusm 10 tell us about what. 

humano; are up to. Ilut iL i .. unc1ear how faithful the eonnection wt:!lghts of connecLionisL 

m()del~ arc to the synaptic wClghts of neuroscience The dtfferences between synapses and 

Lhe welghted connections hctween conneCLtonist proecssing unit') are LOO numerous lo 

mentIOn. 

ConnectlOOlst models arc not U'iually intended a'i models of neuron~, butthaL doe~ nDl 

mcan thHlthe jump here ~hould be di,)Lurbing. Wc have already discussed the menlS of 

m<xlcls lhat SI mpltfy neural [u 11(,1. 1 011 in the manner of connectiorusm; an under~tanding of the 

global 'Itorage of InformatIOn ln the hrmn will be overwhelmingly complex unless wc are 

emploYlng a model Lhat ~1mphfies l1euml activity to a great extent. It is just thls sort of jump 

l'rom conned.\Onism Lo ncuroscLence lhal was recommended at the end of chapter one, where 

Il ~as .. uggested lhal we ~cl a'itde somcwhat the aims ofthose working in connecLioni'im and 

'ice whal lhelr wOl"k can lell us ahoul ncuroscience when we cmp10y connectlOnism il1 

cOn'llrUCltng 'itmpltfled neuml models 

llL'fore deahng furlhl'l· wllh the above grand daIms about uttivaLÏon space, we ')hould 

con~Hler fll"'IL lhe VICWS f..'xpresscd in the only other openly epi'llcmological discu'islon of 

connt.'ctlOnl .. m. duc to Paul Churchland Chul"chland wanl'i Lo employ connectlOntSm in ~1I1 

accoUnl orthe natUI"L' of LJwone .. SI nec c:onnl'Ctionism give~ us anon-propoo;illonal account 
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of knowledge representatton, thell wc may have the basis for a non-propositiunuJ account of 

theories The unalysis of acttvalion spuce reveals that, in a properly tratncd network, 

conneclloni'it activation patterns (repœsentaLions) arc such thut thcy rC'ipcct reaJ distinctions 

and structure'i, and they ullow the Iletwork lo makc 'ieme of theJr Input in a wuy lhut kecps 

the error to a minimum. "These," notes Churchland, .. arc the functlons typically ascnhcd tu 

theories. ",i Churchland rccognizcs the potcntial for an accouru of human catcgorizuLion 111 

activation space analysis, but he is caught hetwcen the two differcnl analyses Variollsly 

using the lerms "conceptual frcul1cwork" and ., globalthcory" , Churchlanû wOllcll'rs out loud 

how whicb of the two abstract analyses wc have hccll considering should he usect lO idenLi fl' 

an individual'sglobal "theory of the world" 

The <;imilarity metric of neuron activation spacc and the mannel' in WhlCh il l'i 

responsible for categorizatron makes it the more ohvious choice for global th l'ory Butlhe 

partitioning of activation ~'Pace is determined by the brrun'o; location in ~ynélptic welghl sp;1ce, 

so should we not ultimately identlfy globaltheory wlth the brain's position i5 synupllc welghl 

'ipace? Sa bcgins this "dl.her odd debat.e about the possible Implications of connl'Clionism. 

The case for activation space lies largely in lhl' transparenL manner in which It clOC'i Il'> 

categorization. In his (1989c), Churchland makes lhis dcfensc of activation 'ipacl" 

People react ta the world in simitar ways not becausc thelr undcrlying wClght 
configurations are closely similar on a synapse-hy-~ynapse companson. hut 
because their acuvation spaces are slmilarly partitioncd '1 

If we use the partitiorung of actl vatlon space as our undersLandrng or an 1 nclividual' s global 

thcory. then we retain a simi1arity mea'iurc that would he 10Sl if wc identlfied ~tl(Jballhc()ry 

wlth a point in synaptic weight spuce. Certainly wc should nl'ver l'xpcct two IIldlviduals ln 

ever occupy identical points in weight space; indeed, there is no rcason ln lhink Llmt an 

individual' s point in weight space will be Lhe same from one day 10 the nexl Further, the 

structure of weight space is such thut proximity between two P(lInL'i io; of liule o;ignlflcullce, 

one has ta look to the activation spaces lhat they would rcspccLi vcly dctcrmtnc 111 ordcr Ln 

understand in what ways they represenl a simtlar und<'''I"Standmg of the worlel 

Churchland's case againsl activation spacc and for idenl1fylng global Lheory wllh a 

point in werght space goes like this' It tS the point ln wcrght o;pace Lhut clclermlnes lhe 

pwtitiomng of activation space. The laws lhat govem cognitive cvollltion (" learntllg") cio noL 

recogntze the partitioning of activation "pace, they menllon only conneclion wClght" 

.i Churchland (l989u 177). 
Churchlund (l989c' 234). 
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Learning will of cour,>e affectlhe partttioning of activatIOn !'pace. b)' virtue of changlng the 

hruln\ pO'iILlOn ln synaplic welghl spacc. But because different point'i in weight spacc can 

partJllOn lheir respective aCllvallon 'ipaces quite simtlarJy. knowing where the brain i'i in 

'>ynapllc wClghl space pre,>ents il fuller understanding lhan a knowledge of activation space. 

partlllOn'i. To return for il momenL Ln cxplicilly discus'iing connecttoni'it networks, consldcr 

LwO nclwork., lhat have 'ilmilar acllvaLtOn !'pace parti lIOns but occupy differenL point'i in 

weighl space The'ie two nelwork'i will behave ln a 'iimllar fashlOn given Slmilar input. BUl . 

.,0 long as Lhe network'> are undcrgoing leamlng. glven a large enough set of Input with a 

.,ufflclent amoullL of problematic or atypicalmpul, lhesc lWo networks may come to behave 

chffcrcllLly KnowlIlg the original points ln weight space for the'ie lWo network'i, we arc 

heUc!' cq Ulppcd la understand and predicL the dynamics of thetr bchavlOur To this end 

Churchland has lhls lO say 

Accordtngl}'. if we want our "unit of cognition" ta figure ln Lhe laws of 
cognitive developmcnt, the point 1fl wcight space seems the WISl'f choice .. \Ve 
necd on1y concede lhat different global theories can occuslOnally produce 
idenlical short-lenn hehaviour. ') 

T., il really that importantlhal accounls of cognition and of co,gnitive development be 

deflncd over the same enttLtes? It's noL at aH clear thm trus h crucial. Cognition and cogniLi\t.! 

devclopmcnt certalllly involve sorne of lhe same sorts of things. but no one need deny that, 

and il does not counL against understanding global theory as the partittoning of activation 

"pace The he~ case for weight spacc pomts has already bœn made' the point in wClght space 

hoth dclcnntneS the activation !'pace partitions and give'i a better understanding of network 

dynamic'i ~Ifld sa of long-Lel"m behavlOur. 

The complex1ty and sheer size of brains ma)' lmng into question the relevance of tlll'i 

dl.'halC Tlul lel us fir'it try to resolve the dispute thal Churchland St!ems to he having with 

hllmelf In a sen'ie, he is quitc right Lo flip frorn olle view to the olher. slncc the pOlnll1l 

Wl.'lghl "pace dClennines the partitiorung of activaLton 'ipace. The problem is that the rclauon 

does Ilot hold in Lhe opposite ch rcct i on. a particular partltioning of ac:uvation space docs not 

ClL'lermlfll' a umque point in activallOH space Churchland thinks that we can overcome LIli'i by 

acknowledging that different glonal theories can produce the samc short-Lerm behaviour 

Whtle the synapttc weight space analysis does indeed present a richer understandtng of 

cognItive dynamics, tdentifYlng global theory wllh a poinl in weighl space 15 of doubtful 

uu lit)' Tf wc ure to Identity Wl Illdlvldual's global Lheory or conœptual framework ln elthl1' of 

thc~l' analogue., of conneCllOI1I.,t al1al)'st.~, ilC,hould he III the partltlOnlllg of activdltOn "pace 

ChurchlwuJ (J989n t 77-P.) 
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Tht! bCSl case for points 111 weighl spacc was thalthey holh determincd lhe plu1ltion1l1g 

of activation \ïpace and offered a better Undel'Slanding of cogniuvc dynamtcs and sn or long 

term behavlOur. But the point about long Lerm behaviour has no l'devance forlhe decistOn 

bel ..... een Lhe two c~l11didaLes for global Lheory Reve!'ting again lO lalk of connecllontM 

nctworks, con~lder again two networks lhat have similar activatIOn spm:e pru1lllOn'i bUL whlch 

occupy different POtnts ID weight 'ipace. The reason thatthese two neLworks will come lo 

dl\erge ID Lhelr behaviours, when glven enough ulm' and problcmatlc enough input. 1'> 

bccause both of their glohallhcorics Will come to change They will come lo partlllOn theu· 

re'ipecttve activation spaces differently, simply becau'ic thel!' re~pecllvc poinls in wClghl 

"pace change The point of lhe original cxumplc wu!> that b)1 vlewing glohallheor)' a .. 

uctivallon !:I-pace partitions one will miss subtlcties lO whlch the "pOll1lln weighl"pace" VICW 

IS 'ien'iitive. But on eitht.'r analY'ii'i of global them)', lhis suppo!Jcd di vergence of short term 

behavlOur i!> a re.1l1t of a chrulge U1 globaltht'Ory. Il is Sltll corrccllo suy tJultlhe ~vcight srac!' 

analysls presents a betterundef">tandmg of cognitive dynarnics, change Illthcory 1-e~ulLo; III a 

.,h,ft1n weighL space but a global restructuring of activaLÎon ~racl' nUL ln termo; of a gl Vl'II 

global lheo!)', there arc 110 !.ubtlctles recognizcd by the weight ~pacc analysl'i llwt lllt' 

aCli vallon space analysis mc,ses 

View111g global theo\)' as a point 111 wClghl space aho Icad!. 10 a few prohkms '1'0 

judge any simiJarily between global theone'i (l'llher lhe thcories of diffen!l1tllldividuals or of 

one individual at different lime'i) one will have to appeal LO the activation .,pélce partitIon 

analysts. Jf we employ only the weight space V1CW, no two inch vieJuah. will cver shurc l/W 

.,ame global theOlY. Sorne ma}' not find this point disturbing, so TWIll add l wC) ruthcr more 

ominous ones. Viewing global LhcOl)' as a point in weight spac:c means lhal one pm1.lcuhw 

individual can nl'ver have the same globallheory ~It two differcnl lIme'i, not l'ven ln LWO 

con'iecutive seconds. Synaptic weighl change occurs all of the lime ln the Imun, and u change 

in the weight of one synapse i'i enough for a change 111 global thenry, on thl.., analyo;ls A'i 

weB, the Slr'lcture of weighL space, unlike Lhat of activatIOn spacc, 15 'iuch that, exccpt aJong 

the elTor axis, the distance between pOln~ (theories) i5 of liulc re/l'vance The dlslance 15 H 

measure of how much global weight change mUSL occur LO gel from one lheOty lo the other 

Of what use i'i an analySls of global thCOl'Y jn which evcryone, including one's OIlC pa'it mld 

future Lime stages, has a different thcory and thcre i5 IlO ba'il'i for recognizing !.Imtlantics 

bel. ween thL>ories? 

The activatiOn o;pace analysls glve~ us !.omc hope for an ahtlily LO rcwgnlilc 

Incll vtdual'i who have sunilar globalthcones The ùemand hen.! for a rl!cognltlon of 'ilmllanl)' 

IS qutte weak; If you and J recogntzc ail of thc ..,ame categories and havc ail of Lhe .. ume 

beh cf s and ~o on, but yel one of U'i lhlnks lhaL tomatoe., an.! frull whrlc the olher Lakt"i them LO 
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he a vegetablc, ~hould lhal mean lhal our global theories are fore ver incomparable? One 

hopc') nOl, alLhough Il dcpendo; on how one unde~1ands "globallheory"; perhaps the falresl 

under.tandmg of global lheory commius one lO saying lhat you and J (and a11 of my previou~ 

lime ... lages) employ Iflcomparablr~ global Lhcorles 1 am not. sure, however, thal lbal would be 

a partlcuhlrly useful concept To be fair, one can understand global theory Ln be a point in 

wClghl "pace and employ actival10n space in an ana1y~'i'i of similarity BUl il seems there l'i 

IIttle reason left te> prcfer the vicw of global lhcory as a point ln weight space ovcr ils 

(;um p«..1.ll<lr 

How much .,ubstancc i., thcre to this debute? The lump here, from lalk of 

connectlOnist nclworks tu talk of brain,;, is no small one. Connectionist nctworks are 

typlcally simulated on ordinary seriaI computers, so knowing the weight of all of lhe variOU'i 

conneCllOn., 1 ... a simple maller of having the proper programming. Determining lhe poinl tn 

wl'lght space for a particular network is a fairly simple matter. Ordinary brains, however, arc 

nol 50 forthcoming with the delalll) of lheir synapses On a qUlle con'iervative esLÏmate, the 

human brain ha!. on the order of 1014 !.ynapses. A corresponding ~ynaptic weight spacc 

would be immense' it would have 1 014 axes (plus an error axis) and on eacb axis would be 

al) many po.,slble positions as th('''l''e are funclionally dhtinct weightings of synapses. Wc wiU 

never he able to determine the point in synantic weight space for a human bram. Nor, at lea'il 

wllh present neurosclenlific knowledge, will wc be able to nrurow down to any significam 

degrcc the rcglOn of weight ~'Pacc that the brain may occupy Synaptic welght space IS 

allogcthcr too large a !»pacc lo deal wiLh when one cannot even narrow down the pos~1bi1ities 

Similar but not as dIre problems hold for the view of global theory as the partitioning 

of neural activation space. Thel"e slmply are LOD many neurons, even If we acknowledge thHl 

acllvatlOn "pace is concerned onJy with a particular layer of a network. But therein lies 

unolher problem; although the brain, in many areas, is structured in layers, the divi,;ions 

het y,een la}t. ... s are not as distinct as the divisions usually found III connectionist networkl) 

And IllS Important, atleast in connecLionist analyses, that there be agreement on which units 

are in whlch layer As weil, to the eXlcnL that the brain is layered, it has many layers So 11' 

y,~ arc to idenufy an indtvi dual , s conceptual fnunework or globallheory with the partitioning 

of lhelr acllvation space, lhere are sevet""dl, rather than just one, activation spaces to be 

considercd ThiS IS of greal help to the brain, but complicates somewhat the view of global 

llwor)' as the partlltOning of activation space. 

Thc'ic problems are real but not insurmountable The difference~ bel w{'p.n 

C()l1l1l'CtlOl1I~ network. ... and blologlOll brams are Many ~Uld weil wath remembcnng, but they 

.,hould Ilut dcter us from flndl ng !»ome neurological !l'Îgruficance in thesc two analyse~ of 

c()nnl'ctlOnt~ proct.'S!\lng The Impatancc of these two analyses is Lhe manner in which the)' 
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atd the understanding of the global behaviour of a network. and the global change lhatl'l'sulto; 

from Ie"dl"ning. ft is this sort of understanding that one hopes to have of bnuns. 

The "too rnany neurons" problem may be less of a problcm for acti wtlOn space lhun 

for weight ~;pace. In the activation spaœ analysis, the conœm tS tc~"i with partlcular points in 

the space than with the overall ~tructure of the space, alLhough the wHy to delerminc the 

overall structure is to see where various incltvidual vectors are localed in the spacc. Onlhe 

other side of the debate, white il is truc that wc wIll never de.l.:rminc the pOInt 111 o;ynaptic 

wetght space for a particular brai n, that does not mean that therc j., no uli lIt Y in tul k of such 

"pace An lflvestigation of the learmng rules employcd hy the hrain may tell U'i somcthtng 

about the mathematics of learning driven changes in wClght spacl'. So llu.'I"C m'e tJung'i ln hl' 

leamed about synaptlc weighl space, stmply becausc Lhere arc thing., to hl' learncd "bOUl 

synapLic weights. 

To the extent that these connectionist analyses arc applicable 10 hnul1s, IL ~()uld .,ccm 

that the activation space analY'iis pre'ienlS the mosl profitable conccptlon of UI1 IIldi viduul' 0; 

globaltheory Rut if our interest is in learrung and the global change involveclln Il. lhcl1 wc 

ma)' lind lt more illuminating to think of global theory as a point in ~ynHpLlc WL'lght "pm.:C 

§ 

My own concern Wtth conneCllomsm is for anlnve~tlgation nf qUtLC baSIC l'cHlUre., of 

l'pl Memology' the nature of represenLallOn, the relation hetween the world und 

rcpre'ientaLion~. and so fOl1.h Before cxplortng further lhe~c a'ipCCL~ of conncctlOni~m, wc 

~hould consider sorne conclUSIOns, drawn by Paul Churchland, thaL arc more Il1lhe reHlm Cli 

the philosophy of c;cience. 

We have already seen lhaL Churchland thinks Lhal connectiom.,m presents lhc ha.,is for 

a new, non sentcntial understandlng of theories However, û connectiol1Jsm ha., anything lo 

reveal about lhe nature of theones, we have sc> far unly learned ahouL the nature of glohal 

them)'. At any rate, Churchland lhtnks lhat an understandlng of COnl1CCLlOllISm can lell u., 

~omethtng about a number of hsues in the phllo'iophy of sciencl! J comuler Lhrcc of 

Churchland's conclusion~ below. They cnncern Lhe nature of ~Impltclly. of conceptu.1I 

uOlflcatlOn, and the potenLiaJ fClr a vtndlcatlon of Thoma'i Kuhn's VICW., on the phtlo\ophy of 

~Ience 

Churchlancl thinks Lhal a connectlOntl)t unckr'llandtng or the nature of lhL'onc\ allo'l/" 

u., ln have a beltl'f under.,tandmg ()f .,implicity. and how Il tnlghl counl al) a gcnull1cly 
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cpl';temlc virtue of theorlCs, rather than a merely pragmatic or acsthetic vinue The 

l'xplanaLJon Involves the partiLioning of activation space and the role of hidden unit'l in 

proce~~lflg JJow weil a network generalizes depends partly on how many hidden units il 

U"C'i lO ')ulve the problcms Lhal it does. For any glvcn task, there IS an opltmal number of 

UI1lL .. for the processing req uired. Below the optimum, a network nl'ver learns to respond 

propcrly LO the u"cttning input. Above the opl1mum, a nelwork will respond well 10 training, 

hut will pt.,-fonn poorly with ncw input. 

Tt I~ during training that a nelwork cornes 10 organize ils hidden umt acltvation space 

ln a way 1haL, when successful, allows it ta recognize relevant fcatures of the Input. A 

neLwork wllh LOO many hidden unils devclops too many partition'i in its activaLlOn space 

Joo,tcacJ of rccognizing the categones requircd for the task aL hand, this son of neLwork will 

recogmze Loo many categories, It wtll develop a di!ltnct acLivation ~pace ~mbvotume for each 

Input Vl-'ctor(or a smalt group of such vectors) from the training seL At the end of training, a 

nctwork of thls sort has Icarned to as~ociate each input veClor with the appropriate output, but 

wiLhoUL developlflg the aeti valion space partitions that a1low it ta deal with input outsidc of 

the trallling set The network has organized its activation space as a result of learning, but in 

an "ad hoc, unprojeetable" way.11 It has tao mauy parutions fa the task al hand, and as a 

re'iUIL fru Is to recognize features of the input suitable for generalization. 

Sa as long as a network develops the minimum partitions suitable for its task, then the 

fewt>r parlill()n~ (and the fewer hidden units) the better Il Celeris partbu'l," illterjeets 

Churchland al lhis point, "Lhe 'iÏ mpler hypotheses generalize bener ... Simplictly is a genuinely 

t.:pl~lcmic VlrtuC beeausc it faeilitates superior gcneralization. 7 Lurking not tao far in the 

hackground of lhis argument is an aceount of simplicity. Il seems fairly obvious thal 

Churchland wants us lo Lhink LhaL simplicity is a matler of the numbcr of activation ~pace 

partItions. Or ralher, il is the number of subvolumes produced by the partitions that matter, 

hecause Lhat ckl.cnnines the number of different features of the input set (or kind~) recognized 

by U1C network Churehland makes no claims ta have provided an aecounl of slmplicity, but 

clL'Urly his conclu"ion that ~implicity counts as an epistemic virtue depcnds on an account of 

,)lmplJctly, spct:ifically the one alluded ta in the previous paragraph But by using activation 

'ipacc partitIons as a measure of stmplicity, l' m not sure that we have an accounl of sim.plidty 

rut her than just a new name for il. l' m nol sure, in other words, lhat we have learned 

anythtng 

The conclusions LI'al Churehland draw~ about the virtue of sim pli city ma}' not apply 

t n tht., place!' where we mo~t necd lhem Ta thls end, r m not sure of the relevance or Lhe 

h C"hw·chlund (1989a: ] 80) 

I:h urchhUld (1989a' 181). 
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story, recounLed above, about leaming with too many hidden UOItS. Thc reusol1 lhatlhl' 

Iletwork wtLh lhe optimum numbl'r of units tS better suited to genernli'l.c over Input oUlsidc of 

the training set is because it recognizes projectible features of lhe input. The nc..'twork with LOO 

many units never lalched on to the relevant reatures, it jusl mcmorized the right output for 

each input in the training set. So the opttmatlletworkgl'ner-dlizes beucr ta new Input than the 

non-optimal one But why should this tell us anything about simpltctly? If there IS any sense 

to talk of these networks having theories of their tn'il< domain, thcn whm we huw herc l'i ,lU!\( 

a bad thcory versus a good one. 1) 

The real euriosity with simplicity ames when wc have the opportuflIty to glve up a 

reasonably successful theory for a simpler one thal dcscribes the sume phenomena. Should 

wc pre fer the more complex lheory to the simpler one? If so, why? ChurchhUld' 'i stol)' ilbollt 

le-<trning and the optimum numbl'r of htdden unit':i sheds !ttLle light ol11hcsc quesuon'i If he is 

correct in saying that, ceteris pru-ibus, simple theonesgeneralizc beLLer, then. ct.'leris partbu~, 

we should never get inlO a situation where wl' l'ven have to commter the simplicily of a lheory 

when choo~-ing between theories, because the simpler theorics will gencrulizc helter My 

remarks here may be somewhat unfair. BUl the point is that Churchland's story ahout 

learning is itself unfair. In a contest beLween a good, simple theory and a complcl(, ad hoc 

one, the fanner 1S baund ta wm Wc wiU need more of a fair cante~t if we arc gOlng to Il'tlrn 

8nything about simplicity. 

(;hurchland' s second, rctaled finding from connectlOlllsm cOlleerns conceptual 

uruficatian. He has us suppose a lowly creature that must employ whateVl'r unclerstancling of 

the world will aJlaw il to survive to lhe ncxl meal. What n.aUcrs to it IS geuing Ils nervou'l 

system autput at least roughly right, su the creature may have to be sati'iflCd wlth cmploylng 

a d1stinct slmilarity space for each sort of situalion il mcets Whcre il is possible, we arc lO 

suppose, il is advantageous to generate a single similarity space thm. unifies lhe two disllncl 

spaces. In this way, the creature has conserved ils conceptual rcsources and oblaino; the 

me'dJlS far dt.>aling with phenomena that feH ÜI belween the lwo prcVlous spacc!I ~U1d was dcall 

with poorly by bath of them. 

Conceptual unification and simplicity are retaled, and Churchland thlnks lhallhcy 

o;hare the same Vtrtue of superior generalization. But his 'itory here IS riggcd in the ~ame WH)' 

as the discu':ision of simplicity. Apart from the pragmatic point about cJoing more Wllh Lhl' 

!lame resources, we are presented with a situation wherc we have no choicc but to prcfcr thl: 

uniftcd thea-y over the two distim.1Lheones, ht'cause ex hypothL'Si'i the umflcd theory IS more 

~ 1 o;hould emphasize herc thal nowherc 111 thlS chapter is il c1aimcd that conncctJ()m~t 
nctworks have. or use thearies One should nat canc1ude from the conncctionist flavour of the 
account of thcories discusscd in this ehapter that therc exio;t'i a commitmcnt ta such a daim 
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'iuccessful. Agaln J am bcing ~omcwhal unfair, because Churchland means to show thal 

concepLUal unificalion results in superior generalization, SC) it is in a way inevitable that the 

.. tery will he nggcd in trus way Butlhere is little in the sury ta demonstrate that oonccptual 

umflcation will rcsulL in supenor gcneralization in other cases. 

Theories lhat arc sirnplcr than their competitors, or which unify their predecessors, 

m~y ccrtainly be more succcssful. And the relationship belween the simplicity or unification 

on the one hand and superior generalization of the other need not be accidentaI But wc 

.. hould nol he convinccd that simpltcity and conceptual unification necd atways be empirical 

virtucs Aftcr aH, it is fairly casy to have a theOt)' thal is too simple and fails to deal 

adl'q uately Wilh the phenomena with which it is concerncd. No one bas denied that, but il 

'icrves lO demonstrate that we come out of this debate knowing as titde about simplicityas 

when wc came in If simplicity and conceptual unification always produced superio!" 

gcnt.'ral ization, then they nccd never have been the object of debate in the history of science 

(hoth the discipline and the actual past); theories coulcl have been Judged on predictive 

~uccess alone 

The lhird of Churchland's findings regarding connectionism and the philosophy or 

sCience lflvolves u defense of Thomas Kuhn. In a brief p~age9, Churchland proposes that 

connectlOnism givcs us the means for explicating Kubn's notion of paradigms. 1 Il Kuhn is 

notoflously vague about what he means by "paradigm". Masterman (1970) finds no less than 

l wcnty-one di fferent senses of the ward in Kuhn' s book, from "sciemific acbievemenl" and 

"analogy" to "a successful metaphysical speculation" and" a set of political institutions". r 
Will not allernpt to Illterpret Kuhn bere; for his purposes Cburchland understands a paradigm 

as" prolOtypical application of sorne set of resources, be they mathematical, conceptual, or 

mstrumental. 

Churchlanel flnds a very strong connection between Kuhn's prototypical applications 

and the prototypes that are f ounel m the centre of acti vation space subvol urnes: 

For a brain to command a paradigm is for il le have seuJed into a weight 
configuration tbat produces sorne well-structured similarity space wbose 
central hypervolume locates the prototypical appltcation(s). Il 

ThiS underManding of paradigms explains, for example, why even the most refleclÏve and 

.. dl' awarc pt.'rSOns are unable to futJy articulate the relevant factors for applying a paradigm lU 

Il partlcular case. 

111 

Il 

Churchland (1989a. 191-2) 
Kuhn (1962). 

Churchland (1989a: 191). 
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This is very queer stuff indœd, butlht..'f'c arc perhaps rcasons belle .. lluin quecrncss lO 

reJect Churchland' s understanding of Kuhn Prcviously, 1 noted lhe many plU1lltcls helwecn 

activation space subvolumes and kinds. White Kuhn' s paradigms do not seem lo he kinds III 

any useful !len.,e, that alone shauLd nat deter us fram Churchland's rl'adlng. For human~ 

have several vast neu["cÙ acLtvatian spaces, which aUow for activation ~pacc subvotumes for 

many flendlshly complex categories, as well as wholly unnalurul kll1ds, such H'i 'ipet.'ch, 

lhennal equilibrium, glaciation, political cOlTUpLion and spaœ flight. 

Churchland's view al10ws us to explain sorne featurcs of paradlgm'i; il capture'i ,ome 

of the ways in which paradigms are supposed 10 gUIde or govern onc's perception or 

understanding of the wortd But paradigms play many raies, and Churchland's proposai 

seems ill sutted to many of them. Ta this end, consider another parullcllhat Churchlund 

draws between par-ddigms and prototype applications. Much of Kuhn's diSCUSSion of 

paradigms concerns scientific revolution and the rl'sislance 10 change or di~placemcnl of a 

paradigm. Churchland proposes lhal lhis resistancl' is Lhe resull of lhe wny in which 

networks (br-ctins) learn. In terms of weighl space, the goal of ll'w"ning is lU rl'duce the en"or 

to a minimum At Limes, a nl'twark will gl't "slUck" in a 10call'1Tor mintmum, when: Lhc cm)r 

lS hlgh, or al least not as low al) il could be, yet any small change ln the network resuhs III 

more error than remaining in lhe minimum The net work gelS Sluck because il is, oventll, to 

its advantage not ta increase the elmr 

From this story, Churchland concludes lhallhe reo;istance to an incrcasc ln error 10; <Il 

the heart of lhe resistance to paradlgm shifts. 1 think Churchland is way off the mark here r 
jU'lt don' t sec that all of the socio-epistemological stones that K uhn tells abOUllhe rl'~ponse lU 

crises can aU be explained ao; the result of lhis femure of JC'ctrning Wcrc lhosc who advocated 

the shift from Ptolemaic to Copernican aSlronomy sim ply belle .. lcarncrs than lhosc who dlcf 

not? A tendency to avaid error can, in a varicly of situations, Il'ad ln cono;crvallsm of this 

son. But lhere are a variety of rl'asons for the affillalions that sClcntists and ordinary folk 

draw during a crisis of Kuhn's sarl. DoubLless thl're url' many rcasons that have bltlc 10 cio 

wllh ecror aVOldance, and 1 do not sœ thal Kuhn recognizes anythmg special ahaullh()~ lhat 

do. 

§ 

In the remainder of thts chapter, J want 10 explorc funher the tmpllcult 011'> 01 the 

connecLioru~t tn'ipired accouru of Weltanschauung devcloped cunier 

... \ 
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Recall that the activation ~pace analysis provcd to be a more profitable analysls of 

glohal theory than lhat provided by an analysis of weight !'pacc. E'isenttally the same 

paI1ILJonlngs of activation ~pélCC can be achwved by quite dlffercnL global configuration'i of 

conncction weights So note, a'i mcnLioned previously, that this implies that thc same global 

lhcOly or conceptual framework can oc .,hared by individuals with different global 

config uratlOn'i of o;ynaptic welght~. Also, to make basically the same point, it means that 

people will not sufft.>r from global concepwal shift'i at every negligible synaptic weighl 

change 

Thi~ is baslcally a point about implemenling an epislemology, ruther lhan a c1nim 

ahoul some fcalure of a particular epislemology. There is something of lhe 

funcLionallimplemcntational disLinCllOn in distinguishing activation !lpace from weight !lpace 

The difference belwecn Lhc two analyses is not lhal one is a functional analysis white the 

other physical; the difference lies in the facl that for many of the possible organizaLions of 

activation space. lhere are a number of points in weight space lhat can achieve thal 

orgamzation The global configuration of synaplic weights has important funclional and 

dcvclopmenlal consequences but, al any partlcular time, the difference between two bl'ains 

with lhc same activation space parwions bul chfft.>rent global weight confIgurations is 

cpiSlemologlca1ly uninLt'rcsûng 

There i~ a feature of weight space, only hintcd at prevtOusly. lhal is of enormou~ 

cplstcmologlcal interest 1 am Lhinking here of the errOl" surface in wcight space: Lhis {(~ature i<; 

of mtt'rcst because it gives us sorne unclL'rslanding of the relation belween Ûle organization of 

nctworks (brains) and the world. The elTor surfncc is in facl a multi-dimensional 

hypersurface in weight space. For each pos~'Îble global configuration of connection weights 

for a particular network. there wiH be a particular global error value. Adding logelhcr all of 

the pOl nls represenLing global weighl cOnfigUr'dLÎOns and glooal erra', lhe sheet one winds up 

with is the error surface The error surface has one fewer dimen!l10ns than Lhe weight space 

in which il rL'Stdes. 

W lLh 'iorne altogether minor caveals, we can view the em>r surface as a powerful and 

Inlrigulng analysis of lhe relatlOn belween different global theories and the world. The first 

cavcat involves the conception of global theory considered eartier. ln order lo view the error 

sUlfacc in lhal manner proposed, wc wiU have tounderSland an individual's globallheOly as 

a pOint in lhelr synaplic welght space Previously il was decided that the organization of 

uClivaLH>n space analysis was. for many reasons, the preferable analysis of global theory 

!loWCVCf, at lhe cnd of th al dISCUSSIOn l did leave room to reverL ln an understandinn of 
i::I 

globallheory ao; a pOlnl in welghl space. should such a change be appropriale glven one's 

Il1lcrcMS A dl~cussion of lhe clTor surface will lead us La considerations of learning and 
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welghl change, just the solts of consi derallons lhaL make thc amûy'iis of glohal thcory as a 

potnt ln weight space a useful one 

The ~econd caveat here Involves Lhe roll' of the wortd l am H~sumlng thaL, for 

human~ (but perhaps also for networks), the world orteil plays ~m lmpoltwll rote tn cn'O!' 1 

errcd in reaching out to my eup becau-;c my aetual hand fcH short of Lhe Helual cup Whcn r 
say" Wmdsor is north of Detroit", 1 crr bccause the wortd is in fuet noL as 1 dcsc!'lbc Il 1 am 

promoting here a realist flavoured conception of error, but thut is what wc ure tend to If wc 

want to discuss the relation between globaltheOl)' and world externullo our mtnds Tho'ie 

queasy with this view of error might otherwise think of error as simply empincat adequncy 

InverLed, For the moment, 1 leave this (the flrst) vicw of L'ITOr as an undcfended cavcut, ( wIll 

d1scuss later the appropriatene~ of this and the related oonJlectionist conception of cm)r 

Caveats in place, we can now consider the en'or !l'Urface as a representation of thl' 

varying adequacy of the universe of global theorics that humans can possibly Implement 

This allows us to ask a thoroughly epistemological question' whut is Lhe shape of our crror 

'iurface? Sorne global theories are better than olhers. sa there will be VHrtatlOn<; in thc hcighL 

of the surface (relat1ve ta the error axis): il will not be flat, in ather words 

So the error surface is bound ta be bumpy. A 'iimple lhoughl expcrimcnl <;hould 

prave that a large part of the ecror ~urface should have u high altitude. Rccallthat thcre arc a 

vast number of synapses in the human nervous system, al least 1 014 , but pcrhups cvcn 

greater than that in magnitude. Now considcr how wcll an ordinary bruin will perform with 

ilS synapses a11 randomly weighted. Therc is an cxtraordinarily gond chance that a brain 

frazzled in thiS way will perform dismally, producing only noise as output To ~Iy that therc 

is a very bad chance of gelting a working brain by a random configut"c.lLton of wcights IS jU'>l 

ta !lay that mosL of the points on our error surface are quite high in altitude Chooslng a 

random configuration of weights is, after all, lU choose a particular point ln welght ~pace Su 

If wc are correct in thinking that a random confIguration of wcighL" is hkely lo produce a 

greaL deal of error, tben a nmdomly chosen point in weight space 15 ltkcly lO he hlgh in (''!TOr; 

that is, it will be high up on the error surface. 

We do know from our own expenence thallhe globallhcory wc U'iC i'i succcs.,ful, aL 

te-dst lU the extent that it aUows us ta survIve, For the moment, 1 want only ln sugge~ thuL the 

~ort of survivalthat hum ans enjoy implie'i that our ncrvous ~ystem OULput is low III clTor, HL 

least when compared to the alternatives on the error sUlfacc r do nollnlcnl hcrc lo makc a 

connection between sucees,; and lruth, We know as well that for survlval value (crror 

avoidance), a number of different global wcight conftgumtiom willbe 'ümll~trly succc\'ifut 

Sa not all of the l'!TOI' !l1Jrface will ha~/e a high altitude 
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Error ~urfaces for conncctiomst nelworks (or rather their three dimenstonal 

analouges) ofLen look o;omelhing hke valleys or caverns. They have a high regton, a low 

rcgion (thc global error minimum) with sloping sides between Often, regl0ns of tlle error 

\urfar;c wlll have local mintma region'i that are less errorful than the surrounding 

alternatives, bUl yel arc higher lhan the global energy minimum Local minima are of interesl 

because, Lo escape them, a network's weight space point must first cltmb the grade of the 

crror surface. So a network must tcmporarily in(..Tease its global error in order to eventually 

rcduœ ILS global error tu an effective mimmum. An adequate learning rule does much more 

Lhan simply force a weighL space point downwards. IL must in a sen~e "o;hak.e" a network out 

of loc~û minima ln arder for IL ta funcLÏon ru; best it cano 

As It turns out, the more dimL-'J1~'Îons there are Lo a particular wetghl space, the smaller 

lhe probabil ity of Lhere bcing troublesome local minima of this sort. But apart from 

probabllJlics of lhis sort, there 1S no guarantee that ow' brains are not presently sluck in a local 

mtnlmum lhal is both low enough in altitude to pennit the survival that we enjoy, and deep 

cnough that no amount of "shaking" would allow us lO escape. Further, our en'or surfaces 

may fail to have a unique global error minimum. There may be several equally or at lf~a'it 

~imilarly errorful minima III our ClTOr spaccs. There may be, in other words, ways of 'ieeing 

the w{lrld thal arc differenl from oW" own, yel are equally successful 

Al the ouLset of thJ~ chapter, 1 wamed that 1 would endeavoc to put new winc into oid 

houles. There IS a longstanding debate concerning the possibiltty, and indeed thc very 

coherence, of therc being allernative conceptual frameworks or "conccptual schemes". 1 do 

nOL inLend Lo enter this debate, except Lo point to all of Lhe previous argumenL of Lhe thesis 

My aim ln the lheS1S is, from the pL"rspectivc of naturahzed eplstemology, to sec whal 

connecLionisrn has tn say about epistemology. If it says that alternative conceptual schemes 

arc possiblc, then "'0 be il. My epistemologlcal daims are largely the consequent of a 

conditional, wtlh an assertion of the adequacy of connectionism as the antecedent. To the 

cxtL-'J1t Lhal J do III fact makc daims about epistemology, 1 cao and do point to the evidence for 

the adl'quacy of connectionism elsewhere ln the thesis. Insofar as 1 am approaching 

cpisLcmology from the naturalistic camp. 1 have a1ready made all of my arguments for the 

coherence and possibility of alternative conceptual schemes, in demonstraLing chat 

conneclionism finds nothing incoherent or (logically) impossible in the possiblility of 

.ûlcrnalaUVc conceptual schemes 

Churc hland notes briefly the t wo possible fcaLures of error mentioned above, and 

toS\CS the wand 10 SLtch (1990) ln the hope for a pl uralistic form of pragmalism While l 

\h .. rt.' hls hopes, r do not th1nk, wilh regard LO pluralism, that our present understanding of 

flCUrO\Cll'nct..' has quite gul us to t111S pOint The connectionist inspired undcrstanding of 

74 



• 

• 

global theory and errOf discussed does givc us sorne way of understanding how il mighl he 

pO'isible for lhere to exist conceptual schemes different from our own Rut at the moment, 

posslbility lS aH we have. We got Œta this discu!l"Sion by wondering outloud Uhoullhe 'iha(X.' 

of our error 'iurface. Throughout tilis thesls l have posed empirical que'iltons in the hopcs of 

finding epistemological answer'i, and lhis 1S Just another such question The shupe of our 

error !l'Pace is a matter for emptrtcal tnvestigation, mthcr than COnCl'plual 'ipCCUIUlioll ft muy 

tum out thal there is in facl a unique global t.'lTor minimum in our error spaec, and 'iO wc ure 

left free to judge different conceptual schemes Cl'i 'lub-optlmal, dcpcnding of course on our 

confidence that ours is the optimal Vlewpoint. Whether or not we should lhillk lhat lhL'f"C tS a 

uniq uely good way of seeing the world· whether or nol wc should be epiSlem le pl uraliSls . I~ 

an empincal questIon. Note further, however, that different individuals muy ln fuel h~vc 

dlfferent error ~'Urfaces; "iO whatever danger there 1S of plurullo,m in the VICWS heing 

di!ICussed, it appears twlce over 

The potenual for pragrnaLism here tS moœ clear. Wc arc lead ta somethlllg hkc 

pmgrnatism, not because of inevitabiliues. bUl because tt allows us to make the mo~t sense of 

what connectionism seems to have told us. Epistem1c pragmaLism IS somewhal nehulou'i a 

Vll'W. m)' imrnediate interests are tn lytng pr'clgmalism to the cl.ums alrcady made mlhL'f lhan 

specifying exactly what pragmatism should look I1ke Pragmaltsm 10, fll'Sl of ail a 

conseqtlenualist view. Epistemological (il'. cogrutive) p\"oœsses are judged as wc mlghl Judge 

other processes by their ability to help us achieve valued cmls Thu~. pragmall'ilTI i'i 

rclativhtic, tn that we judge systems of rcasoning (coneeptual framcworh, cognlLI ve 

proce'ises) relative la the ends deslred: should differenl people or differcnt eulLw'cs dC'ilrc 

dtfferent ends, then they may not flnd the sarne system to be cqually vaJuablc. 1 ~ 

This last point leads us lo the conncction bclwecn pragmattsm and Cplo,lcmlc 

pluralism Should dlfferent individuals value different thtngs, lhen Il tS pO!lslblc thallhcy 

mtght employ, with equal success, two wtldly differenl concepLUal framework., Il 10, lhl .. 

potential for pluralism that produces mu ch of the disla~tc sorne have for pragmallsm. hecau~c 

it seems to lead ta skepticism If there are eq ually good ways of reasontng thal would lC'dd to 

different beliefs given the sarne evidence, th en there seem'i LU be litLle conncctlOn belwccn 

good reasorung and reasoning lhatle'dds lo the lI"uth Or so gœs the argument 

Wlth regard to truth. Stich thinks that the conclUSion that. wc ~h()uld draw t'rom 

pragmaltsm i~ lhal trulh l'i not 'iorncthmg that should really concern U'i ThIS confbel'" 

1.2 Stlch (1990) argues that any con~cqucntJalJ'il accounts of reasonlng, cvcn 011(:'i 
appealing to truth, lead ta relativlsm in a "iecond way The output of a cogmtlve procco,s he 
argues. depends on the social cnvironment in which it functions. Sa cvaluatlons of the OUI put 
of such a process are bound ta be environment relative (pp 136-R) 
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~oml'what wllh the vicw~ of olhcr pragmatl~t~, for cxample Rescher (1977), who hope lO 

gl Vl' a pragm aLJ.,L accouru of truth Stich' s argument - the argument of his whole book (1990) 

- ha.,lWO part.., The ftlost part is a dcfense of consequenLialism in epistemology, white the 

~ccond ,nvol vc., a senc,; of ~torics meant lO demonstrate tbat truth or the generation of truc 

hchcf., 10; ln man)' cao;cs not Il valucd end Slich's argument is too lengthy to evaluate here 

Suffice Il to .,ay that he thlnks that we o;hould prefer cognitive processes that bc~t allow us to 

achlcvc end':. that wc value, and on a close enough exarninat1On, trUlh i~ actually not 

\omclhl ng thal wc val uc. In c~~cnce) lhf..'l"efore, Siteh' s reliponse La the skeptieal challenge 

uoovc 1') nOl thal ILIS wrong, bUl that il should not worry us. Slich is q uitc happy LO say thal 

wc .,hould nuL worry ahOUL a conncùion bctween good reasoning and reasoning that lead'i to 

lhe lruth 1.1 

Relurning to the connecUoOlst ~tyle accounl of cp1sLemology developed above, Lhe 

hCO;l \Cn.,c wc can make of connf..-'(.1.iorusl learning and connectionist processes is judge Lhem 

hy lhclr con\l.'q ucnces Sa a conneCUOfil'il epislemology tS at least a con-;equentiali~ one The 

avoldancc of crror in output has lhroughoul been undcrstood LO be the princip~l vtJ1ue of 

conllccltCJnI'il processes. What tben mighl this aceount tell us about Lhe desired relation 

helWl'cn head and wa-ld, belween theocy and data? Agron, ibis is an emplricat matter, and an 

unre.,olvcd'(lJlc at thal Tt may he tbat there are equally succe~1'ulglobal theories dotLing our 

erJl)r ~urface, hUl it 1S also po!>slble thallhere is only one global error minimum. It should be 

c1em' thHllhe eXistence of alternati ve conceptual schcmes 1s inconsislenl Wilh the" One fi nnt 

ll'UL' thcory' conception of lruth. Bul il is not new lo suggesl lha1 tbis is an outmoded 

conceptIOn of lrUth 

WhaL dof..'s cOlmectlOlù~m teU uo; about our eplstemic.:ally V'cllued ends? Throughout the 

abov(.' d,scu~10n, and throughout actual work in connectlOnism, output ba'i becn judged by 

Il~ d,.,tancc t'rom the ideal output, and this m<..'asUl e is caHcd "error", l have already discussecl 

the gcncral nature of lhe sort of epistemology that eonnectiorusm gi IICS us, bUl 1l0W lhere JS 

..,uff,clcnt background for a 'ilalcmcnt of il' The activation spaec partition (or wcight spacc 

pO'llt) lU he prcferrcd is tlle one that has the lowesl pOU1t on the elTor surface 

ThIS proposai has hecn dl'iCusscd at lenglh , bUllhe pragmatisl contnhuLÏon regarding 

LIll' n,'kvancc of cpistemically valued cnd'i is recenl ta the discussion Thcrc are lwo foibles ln 

l, Thcrc IS an illumlnalll1g parulie! bclween Such's pragmatlsm and the view!. of the 
",nc~L'nt 'iceptic Pyrrho. Pyrrho, finding that cerlaIn, genUInC knowJedge could not be 
altlllncd, fl'ccomcnded that one !let on what scems rnost plausible or probable For P)'ll"ho, 
th,~ 1'> 11 matter of workl ng wlth what we have' a 'iecond besL verslOn of kJ10wledge 
Rccogntzing much the same dtsltnctÎon and u similar epistemic sltuallon, Stich embraces the 
'iecond tlest" and finds Lhut it i'i the onl> conception of knowledge that we need a!tk fer The 

.. pf'OlO-prugmIll1st " reading of Pyrrho l!. due lO Rescher (1977). .. 

, .... -,.: ..... \f~!;Ltp"~.,.!fiJr:rTt% .. ,_ .... 
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thl: ahovc statemenl with regard to vlewlllg error avoidancc as an eplsLemlcull)' valucd end 

FIN, there l'l a sense in which It borders on the luutologtcul ta say lhut l.'rrar uVOIdancc 1'> an 

CplSLetnlCally valued end. Or perhaps Lhe problem lS really that erro!" avoidunce isn'l flll 

Cpl.,tetnlC end at aH, error is the di'Rancc between aClual output and OUlputlhat best serve, 

ones eplstemic ends So errar avoidance lS everywherc dcsirable If !lIS un Cpl'itelnte cnd at 

all, ÎllS one thal everyone values End or nOl, this mcans some trouble for thl: P'"()p0'iul Ln 

Judge gl obat theories by their location on an error surfacc The ~ccond foi h Il.' wllh en·or 

Involve'i a response le> the [1I'St As noted earlter, the C('nnccltomst concepltoll of error IS a 

wholly realistic one: measunng crror involves mcasunng the dl'itance bl'tween the actuul 

output of a network and the right answers to lhe problem the nL'lwork 1 .. given The low lcvt:I 

sorts of problems usuaJly considered by connectionisl nctwork\ arc usually such thatlhe 

righl am~"Wers are nOl ln doubl. Tf, because of tlS realist chardcler, lhere arc 'illuatHln'i 1 n 

whlch we cannot mea'iure our CITor, then an epi~temology th al depend!' on !'uch a mea .. ure 

Will be of no use to us 

There is a sense, alludcd lo bcforc, in whlch Lhis realist uncknwnding (lI' cm>r 1" hard 

ta avold, If we accept that Lhere l'i a world cXLt.Tnatlo our mincis Tf you rcally arc ,>tandlng on 

a precIpice, the actuaJ error ln your nl'rvou., o;ystem output WIll be crucwlly IInportunl The 

importance of the [irst faible of error should be nowd IL may he llml even Lhe mea'lurcment 

of error requlres one 10 have sorne (other) epi'ilemically valucd end Ilullhl'J IS not Il l'cal 

dl fficulty for connectionism. It is Druy a slgn lhalthlTe is more work LO OC donc; wc nced LU 

invcst.igate what sorts of epistemic ends people value. 

Wtth regard to what a connectiol1isl epislcmology can tell u .. ahoUl trulh, ( have 

suggcsled that chts IS a matter for funher inve!'lIgallon. TL may he, for whatcver reuson. lhaL 

human crror surfaces lnevtlably have a unique global error mimmum Tf th<lt werc '0. lhen 

thert: would be no need to worry about a conflicl bclwecn Conl1ecLJont~m and the nHl vc rellll .. t 

concepLion of truth. There tS however the posslbifily for a such a confhcl, bl'cHuse Lhcre ,'> 
nothing in connectionism that cheLates lhal error SpélCe'i must have H unlquc minJ/num 

Churchland and Stich, bath hCll1g prone lo the elimll1ation of lrouhlc~()me concept .. , ,>ccm LO 

think that the ~olution Lo a po!'sible conflict IS ta rcmove onc or Lhe aggrc~\()r'i, namcly lrUlh 

They'icem lU ignore the po'isibihty of flnding a mldelle ground. SL1Ch, for hi'i part, ha .. gone 

to lengLhs to try LO demonstratc the advanLages of hi'i pragmati\m, bUl ~ecs, un Il kc mHny 

others, Little room for truth in pragmatism. 

While Stich <;ccs truth as ul11mportanl, Churchland, even Lhe carly prcconnccllolll'Jt 

Churchland, seems to think lhallruth JS jU~l a bad concept Trulh, he tcll\ u'), 1\ bouml ur 111 

folk p))ychology, folk epJ'itcmology. folk ~emanLlCS, and ~o on, JU"l a~ the,-e ha., heen 

pr{)gre~., ln the domaln of lhc\C theon C'i, so lU can wc corn c to hetLer under ... wnd whal trulh 1'> 



, 
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lnvoked to cxphlln Thesc are not new proposais, but Churchland thinks that we CM slill 

kccp a o .... ctnd of ... clentific realt .. m wllhoultruth, because wc can slill a~"iert the existence of a 

m Incl lndepcndenL wor1d, and we can still a~'iert lhe rationallly of commitment to the onwlogy 

of the bcst aVatlablc thcory l 't 

r mel1LJon 5li ch und Ch urchland' s vicws of truth in part tel Lake sorne parttng shots al 

lhelr ha..,te, hUl mO~1.Jy lO noLe the fe-dlure of conneclionism mo~1. signifIcant te> for the fate of 

lruth That Lhere mighl be many l'qually good ways of vlewing the world 1S not the W()r~l 

oh"LacJc tn flnding a place for truth in a connectioni~t eplstcmology, if indeed that lS an 

oh\lade The reallwisL ta connCCLtam-;m ln thi~ respect t<; that trulh and falsity arc fealures of 

propO'iltlOm If .,tatcs of a conncctiont~1. devlce canl10t be mappcd onLO propo'iltions in an> 

u\l'fui way then Il will be Il mystery how bram stales m Ight come 10 have truth conditions. If 

connecttonJsm leads us to non-propositional knowledge and n()n-propo~itional theol)', lhen 

wc will ha vc to have a non-propoSllional und~rstanding of lruth Whelher such an account of 

the relatIon betwcen lhe world and our underslanding of Il would de serve the namc "trulh" 

n:malll., tn he '\Cen Unlike Stich and Churchland, 1 am somewhal wllling 10 wall 

§ 

In CIO\lOg, 1 want 10 note Hgatn the u.,c of connectiolllsm thal J promoted atlhc end of 

tht.' flrM Ch~lpl(,'r r recommended lhere, for a numbcr of reasons, Lhal the mosl fruilfu1 

appltcallon of conneclioOlsl modeb was ln ltmiL them 10 modeling phenomena al a Jevel such 

lhal ftnding~ ln conm."CtioOlsm were appltcable ta neuroscience This is not the only good use 

or connectiOlllst models, bUL it producc,> a u~eful lool ror inVe'll1galion. and aVOlds many 01 

the oVl'rhlown claim<; of ccnlrcu memhl.>t"s ofthe conncctionist camp 

ThmughouL trus chapter", 1 have l.'111ploycd lhis view of conncClIOOI'iffi. nUL J necd not 

ha .. l' Therc woulcl still be epistemological les-;ons LO be learncd from conneclioni<jm on il., 

o.;lmHhlrd 1 nLerprclation Ilut, for reasons (lJscu~sed in the firsl. chapter, the tessons are far les,> 

lTIy'>tl'nou,> on the rccommended Vlew If wc keep JO mind Lhe simplifying nalurl' or 

connccllon, .. m wilh regard lO ncurascience, then It i'i far casier to trunc;plant findlngs or 

connecljonl'lm LO our umk'f.,tandJOg of b101oglca1 bl"'dlns. Wc can, for cxampJe, hopt:' to dra\-\ 

conclUSIOns ahout synaptic welght space l'rom the finding'i concerrung nelwork connCCl101l 

Wl.'lghl "pace \VllhoUl su ch H vlCW of cOl1neCllOI1l!lm, IL 1S far Ic-;s obvious wJWl r1nding~ 

1 t ('hw'chland (1985 1.11) 
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about connect.lOn weight spaœ lell us aboul aCLUal hrcÙn." <>lher feaLUres of conllL'ctlOI1I'im will 

pm\.'t.' <''quaHy tl''Oubling. 

ln establishlng, WiLh Lht.' help of Ramsey, Sllch and Garon, a connccllon helwecn 

elirrunaltve matenaltsm WHI the adequacy of con.neclionisl models, the recotnmendmlon .. or 

the fH"St chapter were ignored BUL Lhe maller is not ut all crucial, my recommcndulto(1 

conccms onl)' the level of organi7.ation (or complcxhy) aL WhlCh connectlOnt'im attns Lo modcl 

Lhe functional aCLiviLy of Lhe nl'rvous lty!>lem As for Lhosc who l'Incl Lhe dlffcrencc hCLwecn 

the connectioniw of chis charLer and thaL of chapLcr L wo disLurhmg, 1 CHn only (ltrcct Lhem 

back. ta the discussion of the pos'iible misundcl"'itanchng'i of my recommendaltot1 UlLhc l'nd 01 

thc fir'lt chapler. 

AI) nOLee! prevlously, my cpi~Lemotoglcal c1aims ure for Lhe mo.,t patt condtllOfwl, 

based on the adequacy of Connecltorusm. In the first chapter 1 cxprc~'icd somc mjsglvlng ... 

about the present use of connectionisL models, and of their allcgcd advanl.1tges ()ver c1a"slcul 

rnodcls. BUl overall 1 hope 10 have given sorne rca.'iOIl for prcfelTlng a connecllOni'it style 

understandlng of cognition over the clas~ical symbollc view Thus, whcrcvcr lherc are 

reaSOJ1S for preferring connectionism, therc arc also, vIa modus poneno;, rL'tl~()Jl' for lhlflk 1 ng 

lhaL epi "ilCm oJ ogy is the wa)' Lhat connccttol1t~m portrays Il. 
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