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Abstract 

Tltp gllling aJld tellbor product constructions of lattices are re­

vi(~w(>d. A thir<! COllst rllc:tioll, called bllifting, is defined and its re­

!atioll~ltip to gluing and 1 dlional equivalence is investigated. There 

followl> a di~ClIl>sioll of a rnethod, based on gluing, for systematically 

gpnertl1.iJlg 1.hpt.L fUII( tioll Idplltities. Gluing is used also dS a device 

fOi 1"01ll'>tl U( ti IIg phpJloJII(,llOlogically realh,tic supeIstring theories. Fi­

lIally, t.Il(>i'>(> I,üti«' Illpthodl'> art' applied to rec('nt work collceruing van­

ishillg cOl>lIIologic.L1 COlIl'>tantb in &tJÏng theories. In dddition, scattered 

tltlollghout tll(' th(>i'>i~ dl!' a nUJllher of f1maller Icsults on lattices. 

1,('1> (0111'>1,1 uctiolll> coll.tg!' et prod ui 1. tell SOI iel des 1 éseaux sont le­

v U('I'>. lJ Ile LI Oil'>l(~IIH> conl> tluction, appelé déplacement, est définie et sa 

(OnllPxi 1 é au (ollag(' cl la ~q IIi valence rationnelle est cxaminée. Suit 

IIlIe di~ClI~~ioll ~UI ulle lIlt'thode, basée ~ur le collage, pour engendrer 
::'ybtPIll.ttiq\I(>mcli1 des identités fonction thêta. Aussi, le collage est 

employé COIllIlH' UII ill~trument pour constluire des théories de su­

pt'I wrdcs qui bont. ré.tlibtes phénoménologiquement. Finalement, ces 

met hodefoo de r(.sPtl ux ~on t appliquées à des travaux récents regar dant 

la constalltp cosmologique dans les théories de supercordes. Nombre 

dp plUfoo pptiU, léfoolilttlts sur les réseaux sont éparpillés dans toute la 

thù:-.c. 
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PREFACE 

This thesis is concerned with latticf's, thcir constlUctioll, and tllt'ir apphl':ltillll" 

to theta function identities and superstrings. It is based primarily on fi \'l' PilJlI '1 ~ 

[GLl-5]. 

Four different ways of constructing lattices are at!(!rI'ssl'd' dl t't'ct ~\IlII~, d III" t 

products, gluing, and shifting, Direct surns are demelltary and !tt'llC,' P"1 \;'''\\1' 

enough to recur throughout the entire :,:ubject. On the ot.her hand, not. Illllt'it \\'( li 1-

has been done on direct products; 1 rcview sorne of what has hl'I'11 clow' aud 1 l,dl'! \\',' 

sorne of this from more elementary arguments. Central to most of the W01 k ('01\­

tained he rein are the gluing and shifting constructions, and their inü'I'-rdatÎo!l:--lllp 

Much of this material has been taken from [GL2], Gillillg is w('l1 kllOWII It) 111t' 

mathematical community, and played a pivotai role for examplt· in Ni('IlH'il'r\ ('!ï,:--­

sification of the 24-dimensional even sclf-duallatticcs, Shifting is ll'ss wl'll kU()\\,I1. 

though mathematicians have confronted a special case of it (uaIlH'ly, 1l('ig,ltl)()IU"') il! 

Borcherds' classification of the 24-dimensional odd self-dual latticps, ami phpll'i:-,to., 

working in string theory have for the last few years llsed what is call1'<l l!I'n' t Ill' 

self-dual shift to construct new string theories from old ones, One of tilt' lIIH.JO! 

accomplishments of this thesis (and of [GL2]) is the generali;mtion of titis :-'l'lf-dlUd 

shift and the derivation of a number of interesting results conccrning shiftill,!!, (wit.h 

consequences both for the theory of neighbours, and the self-dual :--hift) It 1,11111:-­

out for example that a lattice A can be constructed by shifting anot.her iff t.1lt! t.wo 

lattices are rationally equivalent, Moreover, the neighbourhood graph for splf-clllal 

lattices of any given dimension is connected. 

We apply these constructions to two different areas, The gluing ('omtI \11'1.1011 

is useful in finding systemati~ geometrical derivations of theta function i(iPIlt.!ti('~, 

This 1 cover in Chapters 4 and 5 - the results are taken from [G L3] and [G L4], 

The gluing construction can aiso be used in the construction of ~triIlgs -- 'il'I' SI'<,,3 
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of Chapter 6, which is condcnsed from [GLl]. Another application to string theory 

concerns the existence of string theorier; \Vith zero casrnological constant. Dienes re­

ccntly found in [DIEN] a class of partition functions which correspond to vanishing 

cosrnological constant; lattice techniques turn out ta be ideally suited to investigate 

whcther a htring thcory can be found with SL' ~h a partition function. 1 discuss this 

in Sf'c.4 of Chapter 6 - it cO\;ers material in ;'GL5]. 

Chapter 1 reviews basic properties of laU ices. Section 1 sets the stage for 

subsequent developrnents by including several important definitions and by proving 

reslllts such as the finiteness of the autornorph,"'m groups of Euclidean lattices. 

Section 2 is conccrned with the direct surn operat.\')n, and Section 3 discusses self­

duality. Section 4 establishes a munber of results" sorne of which do not seem to 

be generally known. Sections 5 and 6 discuss root la, .tices and introduce the gluing 

construction. Chapter 1 is intended to be prirnarily a ~mrvey of fundamental aspects 

of the theory of lattices - the rernainder of the theS\~l is built upon it. Although 

rnost of the theorerns may not be new, their proofs (wi t n few exceptions, and those 

are clearly identified in the text) are aIl my own. 

Standard references for Chapter 1 include [CSl], [CAS], [SER], [MH], and 

[GO]. 

Chapter 2 discus~s two other ways of constructing lattices: the tensor prod­

uct and shifting. Sections 1 and 2 coyer tensor products: Sec.l describes its basic 

propertiesj and Sec.2 investigates the question of the minimal norm of tensor prod­

uets. Tensor produets do not arise again in this thesis. Included in these sections 

is sorne recent work by Kitaoka (see [KITl-4]) - his tools are fairly sophisticated, 

and 50 1 have included there sorne of rny own material, derived from first principles 

and without knowledge of bis work, even though much of it is a special case of 

his. Shifting, on the other hand, recurs throughout this thesis. li is stated in its 

rnost rnost general form in Sec.3, and sorne basic results of the self-dual shift and 

of neighbours are given in Sec.4. 
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Relevant references for Secs.! and 2 are the papers by Kitnoka quoted in tht' 

bibliography. Most of Stcs.3 and 4 is new: see Chapter li of [CSl] for the tIlt'Ol)' of 

neighbouring lattices, and [GLl] for references on self-dual slufting l1s('d in string 

theory construction. Secs.3 and 4 were based on parts of [GL2]. 

A self-dualizable lattice is one whieh can be gluC'd to a self-dual Ollt'. Allal)'si~ 

of the properties of self-duali,mblc lnttices has lcd to the notion of .mmlanty dl'fhlt'd 

in Sec.! of Chapter 3. !ts close connections with rational f'ql1ivalt'l1C(' an' dis(,Il~.,t'd 

there. Sec.2 provides a recipe for determmmg whether two latticps are ~ill1ilar Dl 

not; it can also be thought of as a geometricai (as opposed to algebraie) dCI ivat iOIl 

of the analogous question for rational equivalence. See.3 reviews and extellcls SOlllt' 

work (on emhedding a lattice in sorne orthonormal lattice lm) 1 inclllded in Illy 

M.Sc. Thesis, and did independently of more far reaching research hy Conway and 

Sioane. This material is intelesting in its own right, but is aiso useful in Sec.4 will'It, 

1 use many of the results obtained in previous sections to find theorem~ of relcvall('(' 

ta similarity, neighbours, etc. 

The bulk of this chapter (except for Sec.3) came from [GL2]). Ref('n'uees 011 

rational equivalence (especially its p-adic analysis) include Chapter 3 of [CAS] and 

Chapter !5 of [CS!]. The relevant paper for Sec.3 is [CS4]. Although a littlp of 

Sec.4 also overlaps [CS4], most of it is new, obtained first in [GL2]. 

Theta functions are useful in the theOl'y of elliptie functions, the theory of 

rnodular and Jacobi forrns, analytic number theory, the study of Riemann surfaces, 

and the representation of affine Lie algebras. They arise in physics in the parti tlOII 

functions of strings and two-dimeusional conformaI field theories (see [GL3] for 

references). The theta functions considered here are exclusively of gCntlS 9 = 1 

(see [MUM] for definitions). However, to sorne extent the results and techniques 

obtained here should generalize quite naturally to higher g. 

In Chapter 4 we discuss theta constants - J. e. functions only of T E 11.. Sec.l 

reviews the basic properties of the Jacobi O-functions O2 ,03 ,0,, and tPlc. Scc.2 covers 
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t IJ(' t IlI'ta ('()lI~tallt~ of lat ti('('~ and thC'ir glue classes alld introduces the main strategy 

of (,1l1lpt('1~ 4 and 5: to ll~(' p,lu(' decompositions of lattic('s to obtain thcta functions 

id"IJtIt.i,'~. S"('.3 exphcit.ly c1o('!"> this, aft!'r di~('tlssillg some generalmaterial on thcta 

[11 III' t iOIl id"lIti ti"l>. III tIlI'l'!' for ('xampl(' wc filld al! IlllC'ar idellt i tics in the Jacobi 

flllll·l.ion:-. a~ W('1I a~ ail cl'wdratll' id"ntitiC':-. ill (}.1 clc'rivabk from this latti('(· lll<'lhod. 

\VI' a 1:-'0 di:-.('over tlmt tlu' famo1ls ( llllartic) .J a('obi identlty (}2 ( T ) 1 +(}4 (T) 1 = (}3 ( TrI is 

d"1 i va hl!' fI o III 0111' of tlll'!-!(' dq."1I'(' t wo i(!ellti tics. lu Sec.4 w(' invC'htigate polynomials 

that tlll' '/'1.. \ and tl1(' tlH'ta constants of g,hH' classes are 100ts of and we include 

s,'vc'ral iIlt!'I (':-.tilll!, cowwqllCllC(,S of the existe'ncc of thest' polynomials. 

Cllilpt('1 G di:-,cl\!'>!'>('~ tllC'ta !'>C'rics, whcre th" extra complcx variable::; or van­

abl,,!'> z iIlvo!v"d both n)lnplicat(· th(' analysis and strcugt!wll the conclusions. The 

:-.tI 1\('1.111'(' of thi~ chapt('l il> analogolls tu that of the pr('vious one (c.g. the famous 

<JlIaI tic Hi('IWlllll idelltity is d('rived from a quadratic theta series identity), cxcept 

that il. p,()(':-' f\lI tlll'i FOI ('xampl(\ It is shawn there that any thcta series ide!ltity 

1'1111 1)(' d(,l1\('<1 fWIIl tbis lattH'(' lllcthod. Also, whclcas it is possible for two latticcs 

((' • .11. EI'o t ft EI'o awl Dili) to have tll<! same theta constants, this is Ilot so for thcir 

th!'!a s('ri(':-, 

TIll' lllat('riai for Chaptcrs 4 and 5 camc mostly frorn [GL3] and [GL4]. Sorne 

of t III' basic n'sults III S"cs 1 and 2 of these chapters can be fOlmd in Chapter 4 of 

[CS!] and ill [MUM]. Till' id('a of using g,luillg dccompositions for theta fun('tion 

id('lItiti('~ i~ 1lot lII'W (S('(' hot.h ,hose references), but no source wc have found goes 

illto IlI'ally t IJ(' <h·pt.h \\'(. ha\'(' in Secs.3 and 4. In faet, wc have found only thrce 

Illd('p('lI<l('Ilt thl'ta (,07I,,~t(J.nt. and only Olle full rank theta Lqerze.~, (lUadratic identities 

in litt·} at un' s('mclll':-' (1111 tlll'~(' nUl be fmllld in [TM] and [KT]); included in Tables 

S and Il. n'~p('cti\'('ly, arc at IL'ast 33 and 24 indepcndent quadratic theta constant 

mul t hl't" ~(,l'i(·~ idelltiti"s. 

Chapt,('l' G disC\1sses the application of the previous work on lattices to string 

t hmry. S(·c' 1 pro\'ides a brief description of those aspects of string theory needed 
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in the remaining sections. Sec.2 treats the bosonic lattice string. At the t'Ild of 

it the shifting method used by string theorists is reviewcd and its matlH'matical 

limitations are discussed. Sec.3 introduces the 'bottom-up' construction of stnll,I!, .... 

a method giving physicists greater control over constructing ~tring th('ol'\<'s wlI Il 

phenomenologically correct zero mass partide ~pectra and gauge groups. St'c,-! 

discusses a rccent proposai by Dienes for finding strings wlth a 7t'ro t'OsIllolo)l;ical 

constant. The results obtained in earlier chapters help to show that his partitioll 

functions cannot be realized by a lattice string with ccrtam dcsirt'd propt'rtu's. 

The standard refercnce on strings is [GSW]. The lattiee formaht'llll of ~trill.l!,~ 

can be found in [KLT] and [LAM1,3]. Sec.3 is condensed from [GL1]. Our aIlaly~i!'> 

[GL5] of Dienes' partition function [DIEN] has not yet bcen completcd in compld!' 

generality, but we have shown that the most natural class of physically aC('eptabll' 

candidate strings (which muy or may not exhaust all possibilitics) cannot pOSM'S~ 

his partition functions. 

ln summary, scattcred throughout the thesis are many results which :-,('('m to 

be new. Also, even when the theorems arc familiar, the proofs are my own (11111(':-,.., 

clearly stated to the contrary in the text) - they may differ from the ~talldard 

ones by involving for examplc more elementary or more geometric (as oppo~('d to 

algebraic) arguments. The greatest concentrations of onginal resuIts are in S<'c.Q of 

Chapter 1, Sec.4 of Chapter 3, Secs.3 and 4 of Chapters 2, 4, 5, and 6, and the <'n<1 

of Sec.2 of Chapter 4. 

1 would like to thank Professor C. S. Lam - not only has he been rny advisor 

(with all that entails), but he has co-authored with me the five papers this thesis i.., 

based on. Also, 1 greatly apprcciate the assistance of Rudelle Hall in proof-rcudiug, 

typing, etc. Financial support for the research contained herein was provided in 

part by the N atural Sciences and Engineering Research Council. 
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Chapter 1 LATTICES 

1.1 Introduction 

'Latticc' is a mathematical homonym, a single term representing fundamentally 

clifferent mat.hematical structures. A lattice, to many mathematicians, involves 

two binary operations on a partially ordered set, obeying certain properties. This 

algebraic structure has absolutely nothing to do with the type of lattice considered 

in this work. 

Definition 1.1.1 A lattice A is a non-empty nowhere dense set of points in some 

finite dimensional real inner product space V = V (A) (called the background space) 

such that a, b E A and k, e E Z, implies ka + eb E A (we say A is closed under 

Z-linear combinations). 

In other words, a lattice is a discrete additive subgroup A of some Te al inner 

product space V. Equivalently, a lattice is a free finitely generated abelian Z-module 

on which is defined a symmetric real-valued bilinear form. Indeed, that is how it 

is usually defined. Although unfortunate, it will be necessary at times for us to 

explicitly include the background space V in our considerations. 

The trivial example of a lattice is the zero lattice, Az ~f {O} = V(Az) consisting 

of exactly one point. Unless explicitly stated to the contrary, by 'lattice' we exclu de 

t,he zero lattice. AIso, by 'lattice' we mean, in this work, 'non-singular lattice' -

sec later in this section for the definition. 

The familial' a· b will be used to denote the inner product=bilinear form=dot 

product, and a2 (~f a· a will be called the norm. It is weIl known that up to isomor­

phism, Rl,m is the unique indefinite l'eal space with dimension e + m and signature 

(e, m). R l ~f R l,O is the unique positive definite, or Euclidean, inner product space 

of dimension e. 
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.. Note that Def.l requires that F be C'Ollsid('red as a topolo~ical spac('. Tlti:- ('ail 

be done in a nurnber of (topologically) eqllival{'llt ways (r>.!I. by dlOosin.l!. a ha~is 

{VI, ... ,vn } of V and definiulo; Il L Q,I',II = La;). 

Theorem 1.1.1: Thcl'c exists a set, L1 = {b l , ... , bn } C .\. liut'ëIl'ly illdt'pt'l\(kllt 

(over R), whose Z-span (bl, ... ,bll)l~rZ0 d(~r{L:l=le,b, 1 (, E Z} t'quélls.\ 

Moreover, any such set (3 also has carninality n. 

Of course, !3 is called a basis, and n the dimenston, of the lattice. Tlw dilllt'Il­

sion of the lattice may be less than, but never more than, the dillH'IlSion of tilt' 

background space. The zero lattice is said to have dimensioll O. 

Thm. 1 can be proved in the following way. From the st.ructul'I' tht'()\'('lIl of 

finitely generated modules over a PID (see pp.2l8-22û of [BUN]), wC' kuow A is 

isomorphic (as a Z-module) to zn = rI Z for sorne n. So, there exists a fiuite slIhsd. 

!3 = {bl , ... , bn } of A whose Z-span equals A and whose clements b, are lillearly 

independent over Z. Suppose E a~b, = 0 for Q, E R. Then the foHowing IplllIWt 

tells us that because A is nowhere dense, aU al must be 0, thus cOllcluding Hl(' pro()f 

of Thm.1. 

Lemma 1.1.2: For any x E R let n(x) denote the integer satisfying x - 11(.r) E 

(-t, t]· Let al,.··, Qn be real numbers. Then for any f > 0, there exists an iuU'gr'l 

Nf f- 0 such that INEa, - n(NEa,)1 < f, for each i = 1, ... ,n. 

Pro of If aIl QI are rational the lemrna clearly holds - just choose Nf tn he t.l1I' 

greatest corn mon denominator of aU a,. 
In the remaining case, where at least one Q, is irrationai, define the Illap n : 

Z -+ Rn taking k E Z to the vector a(k) def (kal -n(kal)"'" kan -n(ko:n ». Sinet! 

la( k) - a( e)1 ~ la( k - e)l, the map is one-to-one. Because each a( k) lies in the unit. 

cube [-t, tl n , the image of Z contains accumulation points. In fact, any point ('t(k) 

is an accumulation point of a(Z) (again using the above inequality). Renee 0 15 an 

accumulation point. QED 
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" ... It is easy to show (see e.g. p.21 of [LEK]) that if x is any pnmitive vector of A 

(I.C. if :cjk E A for sorne k E Z hoids only when k = ±1), then there can be found 

a basis (J = {!JI, ... , bn } for A such that bl = x. 

A() is !-.aid to he a sublatüce of a lattice A if Ao is a lattice in its own right, and 

A() ç A; the bilinear form on Ao is induced by that on A. Note that any lattice 

has proper sublattices (in fact infinitely many) of equai dimension to it. If S is any 

:mbset of A, thcn (S) is a sublattice of A. 

For the Illost part we will be concerned here only with rationallattices, i.e. lattices 

whose dot products a· b are al! rational. A lattice is called zntegral (sornetirnes called 

classically integral- see [CAS]) if all of its dot products are integers. An integral 

latticc is callcd e ven if all norms a2 are even integers; otherwise it is called odd. 

Hence an odd lattice always has both even and odd norms. 

Because the background space V is isomorphic to sorne Rl,m, there exists a 

basis e, of V (called here an orthonormal basÏ3) such that 

e, . e} = { ~ 
-1 

z =1 j 
i = j $ f 
i=j>f 

Let j3 = {bl , ... , bn } be any basis of A, and suppose we have 

l+m 

b, = L MI) e) for i = 1, ... , n. 
}=l 

Then !vI is an n x (e + m) rnatrix with real entries and is called a generator matrix 

of A corresponding to;3. Thm.l tells us Mis always of rank n. 

Write A = !vI Gl,m !vIt, where 

Gl,m = diag{ +1, ... , +1, -1, ... , -1}. 
~~ 

l m 

(1.1.1) 

Note that A.I } = bl . bJ • In faet, let x = 2:~=1 xlbl and y = 2:;=1 y)bJ be any two 

vectors in A. Then X· y = x A yt, where x and y denote the row vectors (Xl"'" x n ) 

and (YI, ... , Un) respectively. Hence A, unlike M, is independent of the choice of 
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basis for the background space V (thoug,h i t is depcndf'nt on t IH' dlOÏ<'t' of basis fOI 

the lattice). 

Thus the dot product of A is encnpstùated in the syullu<'tric 1/ x 1/ lll,lt 1 ix A. 

which is called the Gram matnx of A corresponding to p. ,\ is rat.ional itr aU of tilt' 

entries of A. are rational, t. e. iff A. is a Q-rnatrix; A is intcgral iff aU of t he t'Ill rit'''; of 

A are integers, z.e. iff A. is a Z-rnatrix. A is cven iff A is a Z-matrix whose diap,onal 

entries are aU even; it is odd iff its Gram rnatrix is a Z-matrix with nt ll'ë\st. Ollt' odd 

diagonal entry. 

There is no unique Gram matrix corresponding to a givcll latti('c. In partit'Illar, 

let {3 = {bl , ... , bn } and {3' = {b~, . .. , b~} be any two bases of the lattiœ A, élll<ll<'t. 

Alj and A~} be their corresponding Gram matrices. Thm.1 tclls us n = /11 t'([lmb 

the dimension of A. Let bl = L::;=l U1) b~ and b~ = L::;=I V;)b). Then U and V' /ln' 

two n x n Z-matrices. In addition, they are inverses of each other. This implil's 

that the determinants lUI = IVI = ±1. Moreover, we get 

A.' = V A. V t , and A = U A' ut. (1.1 2) 

Ais symmetric, which means it can be expressed as 

A = B t GB, (1.1.3) 

where B is an invertibJe (real) n x n matrix, and where G is an n X n diagonal 

matrix whose entries are either 0, +1 or -1 (see [MH], p.6). When G (or A) fails 

ta be invertible, A is callen 3ingular (or null). For example, take V = RI,I and A 

to be the I-dimensionallattice generated by bl = el + e2. Then 

GI,l = (~ ~1)' M = (1 1), and A = G = (0). 

Hence in this case A is singular. 

SingtÙar lat.tices are briefly discussed on pp.27-28 and pp.108-100 of [CAS]. 

There it is shown that a siugtÙar lattice is essentially a non-singular lat tice of 

smaller dimension, in disguise. 
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From this point on, alliattices will he assumed to he non-smgular (or regular), 

'iO G will he of the form cq.( 1). Let n+ he the numher of +1 entries in G, and n_ 

the nmnber of -1 cIltries. Then n+ + n_ = n. The Sylvestor law of inertia (see 

[MH], p.61) says that n+ and n_ are well-defined, i.e. independent of the particular 

decompositioll chosen in cq.(3). This proves, using eq.(2), the independence of n+ 

and n_ on the specific choice of j3 (and hence A). If n+ and n_ are both non zero, 

A is said to be an mdefinzte lattice; if n_ = 0, A is said to he Euclzdean (or poszttve 

defimte). Most of the lattices considered here will he Euclidean. The szgnature of A 

is defined to be (n+, n_) (this convenient definition is from [SER] - most writers 

define the signaturc to be n+ - n_). 

The simplest examples of lattices are the cubic, or orthonormal, Iattices lm,n 

consisting of those points in R m,n with integral coordinates relative to sorne or­

thonormal hasis el," . , Cm +n of R m,n. These lattices are of dimension m + n and 

signat ure (m, n ). The vectors el represent one possible choice of hasis of lm, n, and 

corresponding to this basis the Gram matrix A = Gm,n = G. lm,n is an odd lattice. 

lm ~r lm,o is Euclidean. 

Define Vo = Vo(A) to be the subspace R0A of Vj its dimension and signature 

will equal that of A. By an automorphism of A we me an a linear map T : A ~ A 

preserving dot products: (Tu)· (Tv) = tl· v, Vu, v E A. Then each automorphism 

induces an orthogonal map on Vo. Define Aut(A) to be the set of aU automorphisms 

of A; it is easy to verify that it is a group. 

Theorem 1.1.3: Suppose A is a Euclidean lattice. Then: 

(i) for any e E R, the numher of vectors v in A with norm v2 ::; e is fini te (in 

faet odd for e ~ O)j and 

(ii) Aut(A) is finite. 

Pro of Vo will also he Euclidean, so the closed baIl in Vo of radius f. will be compact. 

Renee Thm.3( i) follows because A must he nowhere dense (ohviously the numher 
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of norm k i= 0 vectors is even since (- t')'~ = p..!). 

To show Thm.3(ii), first chao se some hasis,3 of.\ and lt't.V IH' tht' lal',f.!,l'l-t llllllll 

of the basis vectors. An automarphislll of .\ is llniqUt'ly spl'cifit'<l by its lH'ha\'ioI11 

on f3, and preserves norms; if wc let JU < 00 1)(' t}l(' Illunh('r of \'l'don, in .\ (lf 110\ III 

:-:; N, then there clearly cannat be more than .\12 automorphisms of .\. qED 

Thm.3( i) tells us that the St>t {u 2 
1 11 E A} of al! nonus of A is cOIlIlt.ablt' and 

has an enumeration nk, k = 0,1,2, ... , satisfying 

o = no < nI < n2 < ... --. 00. (1.1A) 

Moreover, if we let Nk denote the number of vectors in A with norIl1 11/" t1lt'n l'ach 

N k is finite, No = 1, and Nk is even for ail k > O. 

We caIl nI =min{ v2 1 V E A, v =1=- O} the mznzrnal norm of A and dmot.c it by 

/-L = p( A ). Note that if A is an n-dimensianal Euclidean lat tice wi th minimal BOfIll 

/-L, then the number of vectors v in A with norm v 2 :-:; r is at most 

[( 1 + 2r / /-L ) nI, (1.1.5 ) 

where [xl here denotes the greatest integer not more than x. 

The assumption in Thm.3 that A be Euclidean is necessary - in fad most. 

indefinite lattices serve as counterexamples to it. However, if A is inddinite and 

rational, it is easy to see that the set {v2 
1 v E A} of aIl norms of A is cOl1ntahle 

and has an enumeration nit, k = 0, ±1. ±2, ... , satisfying 

-00 +- ... n-2 < n-I < 0 = no < nI < n2 < ... -+ 00. ( 1.1.G) 

(The assumption here that A be rational is necessary, as the choice A = (c+, 7l'C _) 

shows, where {e+, e_} is an orthonormal basis of RI,l.) Indeed, let A he any Gram 

matrix of A, and choose a nonzero m E Z so that mA is a Z-matrix. Then v2 E ~l Z, 

Vv E A . 
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Definition 1.1.2: Two lattices A and A' are said to he integrally equzvalent, 

written A ~ A', if thcrc exists an orthogonal (z. e. dot product-preserving) trans­

formation T : Vo(A) ~ vü(A') such that, for any basis {3 = {bl, ... ,bn } of A, 

T( (j) d~/ {T hl , ... , T bn } is a ha&is for N. 

Note that if T {3 is a basis of N for one choice of basis j3 of A, T {3' will be a 

hasis of A' for any other basis /3' of A. It is straightforward ta verify that 'integral 

equivalence' is an equivalence relation. 

Theorem 1.1.4: Let A and A' he any two lattices. Then: 

(i) if they have Gram matrices A and A' satisfying A = A', we have A ~ N; 

(ii) if A ~ N and A is any Gram matrix of A, then A. is also a Gram matrix of 

N. 

For (i), let fb1, ... ,bn } and {b~, ... ,b~} denote the bases which produce the 

Gram matrices A and A' for A and A', respectively. The equivalence in (i) is induced 

by mapping b} to b~ for each j. The proof of (ii) is similar. 

Two integrally equivalent lattices can thus he thought of as being essentially 

idcntical: they have the same dimension and signature; they have the same set 

of possible Gram matrices (see Thm.4); one is rationaljintegraljeven iff the other 

is; etc. Of course, A ~ N does not imply the background spaces V and V' are 

isomorphic. In fact: 

Theorem 1.1.5: Given any lattice A of signature (n+, n_), there exists an 

integrally equivalent lattice N in a background space V' = V(A') of signature 

(n+,TL). 

Indeed, the simplest such construction is ta take A' = A and V' = Vo. Never­

theless, we will find that it is most convenient in some cases to choose a background 

space of larger dimension. For example, the root lattices An, E6 and ET defined 
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III Sec.5 me of dimcnhioll:.i 1/, () and ï respectiveIy, but an' llsnally ddhu·d Il:-'1ll.l!. 

background spaCt's of dilllt'usions 11 + L 8 and 8 n'sp(,cti\"t'ly. 

Historically, Iattices \VeH' often exprt'ssed in t.hp Iangllll.l!.(' of <illlHlratic fonllh 

Lattices have becn stlldicd in lltuub('r tlwory mostly iu thllt di~.I!.lli~t· GiwlI ally 

n x Il Grallllllutrix A, W(' l1wy t"Ollstruct the <}uadratÏt' [onu of Il vanablt·s .1"1," ,1"" 

by complltillg t.he produ(·t .rA.,·', where.1 = (.l'I,'" ,.1',,). For ('xampk, [111.11 ('()I­

respoIlds to the f01"111 .cf + ... + .1";/1 - :1';//+1 - ..• - .r;,,+II' m11()I1~ otllt'l"s. Th('n' 

is a one-to-one corrcspolldt'llCe between qlladrati(' [orms aud Gram malt i('(':--, so 

any latticc gcnerates several quadratic [orIlls and ally qlla<lratic [onu ('Oll't'~pOI\lls 

to severai Iatticc~. However, there is a olle-to-olle, outo COllt'spolldpw'(' \wt,Wt't'll 

integl al eqlllYalellCe clas:,(':' of lattice~ and illt<,p,ral <'<illivalt'luT cla~s('s of (l'UIIl! at il' 

fol'luS (:,ce TIllu....!). Thil::' t IH' t wo languap,cs ('élU 1)(' trt'il h'd as i~olllot phil'; t hilt of 

latticcs i:, pI('fcll<'d hcre bccaus(' it is Illon' p,(,()llH'tlic. 

IIldced, oftcIl ill the li tcrature 'lat tice' menus au 'iutt'grnl <'qui val('lu'(' claSh of 

lattices'. For rcasons that will bccome dearer iu the sub:-'('(l'It'Ilt t'hapt('rs, il, ih mOle' 

convenient, for our pl1rposes, 1,0 use the' e1efillitioll p,iV('ll in D(of.l. 

The jn1/da:mentn[ re!Jzon for a lattict', glV('ll Cl hasis {b J , ••• , b'l }, i~ t.Iw sllb:-.d 

of the background :,pace \' consistillg of aH points of th(' forIll fI hl + ... +- f /1 h", f( li 

i, E [0,1). It is a building, bloek for the lattice (or, lllore pn'cihC'ly, fOl \~d iIIltl W}H'II 

stackcd ad znfimtnm fills \'0 with precisdy 1 lattic(' poillt pt'r block (Ilill\lt'ly, at. 01\(' 

of the comers). 

Definc the detcmLZ7wnt (also calleel the dzscTZ7nina.nt) of 1\. t,o ))(' 11\.1(~r 110411, 

the absolu te value of the determillant of a Gram matrix A of A. W(' h('(' [lOIll t'q.(2) 

and the ub:-.crvatlOll giVCll thcre (namcly, that lUI = ±l) tbat. lAI i!> iud(·p(·ud(·ut 

of the choicc uf A (and heuce the basis). lAI i!'. simply the vo!tUIlP-:-.qIHllt'd (If auy 

fUlldamental regioll (shape, but Hot volume, of thc fUl1clamcutal rql,iou b aŒ·d,r·d 

by basis transformations). Note that the dctcrminant of a rationallattiCt, i:, in Q, 

and that of an integrallattice is in Z (however, wc shaH sce in Section TIlJ'('(' that. 
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the determinant of an even lattice may be odd). 

Df'flnc A'", the dual (or polar) of A, to be: 

A'" ~r {y E Va 1 X'!J E Z "Ix E A}. 

Then A and A'" are of equal dimension and signature, and (Va =) R 0 A = R 0 A". 

In faet, let {el} be an orthonormal basis of Va (t. e. el' e) = ±8IJ ), let G be as in 

('<{.( 1), and let M be the generator matrix corresponding to some basis {b l , . •• , bn } 

of A (expressed with respect to {el})' Then .U'" ~f (A/-l)t G is a generator matrix 

of A'" corresponding to the dual basts {br, ... , b~} of A'" whieh satisfies b; . bJ = bl }. 

In this dual basis, the Gram matrix for A· becomes A· ~f A -1. Henee IA·I = 1.\1- 1 

and (A·)* = A, and the dual lattice of any rational lattice is rational. Clearly, 

A ÇA'" iff A is integraL 

Finally, for any lattice A and positive number e, we will be oecasionally inter­

csted in the scaZed-up lattice A(/) ~f {Vëx l'Ix E A}. We may extend this definition 

to negative e by defining A(-I) to be A with the signature flipped (1. e. with the dot 

product multiplied by -1). 

Note that for f > 0 the minimal norms obey J.L(A(i») = fJ.L(A). Both lattices 

A and A (t) have equal dimension n, and for fEZ, A (i) is integral if A is, and 

A (12) is a sublattiee of A. The Gram matrices of A (l) are f times those of A, so 

IA(i)1 = IllnlAI. AIso, for any rational lattiee A, there exists a positive integer 

N (e.g. choose the least common denominator of the entries in a Gram matrix) 

Ruch that A (N) is integral - hence many of the results for integrallattices trivially 

ex tend to rationallattices. 

Because NI* = (M- 1 )t G is a generator matrix of A·, we immediately get that 

A· ç A (i) for integral A, where e = 1/IAI2. 

Let A and A' be two lattices with Gram matrices A and A'. Then if A = ÀA', 

we know from Thm.4(i) that A ~ N(À). 

Using this, we cau classify a1l1-dimensionallattices as such: Ais I-dimensional 

iff there exists a non zero real number r, such that A ~ I~ r) . 
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The classification of all 2-diIllt'llsionallattiCl's was tirst accomplishcll Ily Gall'-'-. 

using rednccd forms (sec e.g. [CSl]. pp 356-366; tht' da:-.:-.iticatioll cau also Ill' (·a:-.dy 

accomplished by gluing orthogonallattices). SOUle l111port aut 2-dillH'uslOuallat t i('('~ 

are shown in Fig.2. The classification of highcr dillH'llsiouallat t iCt's is lIufol't Il lia t d) 

more complicated and incomplete. Sec [CSl] and [CS2] for np-to-da!l' tahlt'~ (lI' tilt' 

lattices of small determinant and dimension. For examph', tht,te Hlt' plt'('i~dy 1. 

2, 4, ï, D, 13, and 18 integral Euclidean Iattices of dt>tI'l'minant 25 and dl1l\('II~i()1I 

1, 2, 3, 4, 5, 6 and i, respcctively. Howevcr, we do know that th('l'I' is il tillitt' 

number of integral equivalcnce classes of integrru Iattices with a p,i\'('u dt'tt'l'llllll:lllt 

and dimension. This is what wc will now proceed tn prov<' 

Theorem 1.1.6 (Mmkowsb's Theorem): Let A be any lI-dilllt'll!..;iollal l'il t iOllal 

Euclidean lattice. Then 

2/ '/ def /2 1 /1(A) ~ 4w~ niAI' H, where Wfi = rr n /r(l + 21l). 

r is just the gamma function and W n cquals the VOhlIlU' of the uuit ~pht'II' 

ln n dimensions. Thm.6 is actually a special case of Minkow:,ki's ('OIlV('X [3ody 

Theorem (cliscussed in detail in (,h.2 of [LEK]). Incidently, by Stirling\. fOl III Il la. 

for large n Minkowski's bound behaves like IAI1/n2n/27l'e. Rogers in [ROG] hah a 

much sharper upper bound: it behaves Iike IAII/fin/rre for larp,e n. ~iukoWhkl abo 

showed that there exist rationallattices A with J1(A) ~ w~:.!/IIIAII/n. 

A, raightforward inductive calculation (given on pp.36-7 of [MH]), and l1~ing 

the above upper bound for p, gives us: 

Corollary 1.1.7: Inductively define the positive constants C n , n = 1,2,.. by 

the formula Cl = 1, Cn = (4/3)n- 2Cn_1 + 4nw;2. Then given any n-diIlll'n:-.ional 

Euclidean Iattice A, a basis hl, ... , bn can be found which sati~fies 
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HolU COl.ï (It i~ also p()s~ihle to rea~on more directly from Thm.6) wc imme­

diatl'ly gl't au importallt 1 (':-'l1lt : 

Thcorem 1.1.8' For ('ach TI = 1,2, .. and d = 1,2, ... , there are only a fiüite 

1I111JJ1)(,1 of (iut('gral) cC{l1ival(,llc(, classes of Euclidean integrallattices of dimension 

1/ auc! clctC'lllllllilllt. d. 

(This u'sl1lt. apparently is originally due to Eisenstein and Hermite - see 

[MHJ.) III fnet, wc can I1se Cor.7 to find a (crude) upper bound for the number of 

:-.uch cla:-.sc'~· 

(1.1.7) 

Il:-'Illl!, t,}1(' Ilotatioll of COI'.7 alld Thm.8. Wc shall see ill Section Three that the 

a:-':-'I1l11ptioll t.hat the lattlccs he integral is necessary (e.g. there are infinitely many 

cla:-.:-.c's of mtw1/.al lattices of determinant 1 and dimension 2). However, the as­

Slllllptioll that the latticch be Euclidean may be dropped: a similar argument shows 

t.ha t the cla:-.s ll\llllber for inddillite lattices of fixed dimension and determillant is 

abo fiuile. III l'articulaI', Gauss (using cycles of reduced forms) and Eichler (using 

t 11(' :-.piuor W'1l11h S{'(' t.g. Ch. Il of [CAS]) have completely classified all indef­

illite- iutq!,ud fOllllS of giVC'1l dilllellsion (see for ex ample the discus&ion in [CS1], 

pp.352-405 ). 

1.2 Direct Sums 

Tll('U' au' thIl'c' basic ways of building higher dimensional lattices up from 

slIla lil'l' Oll<'h: 

(i) c1i1't'rt ,~Ilm,~ (discUhhCd in this section); 

(ii) dm'ct prodlLct,~ (discussed in Secs.2.1 and 2.2); and 

{iii) 1/L7nwatwn (not d('alt with in this work). 
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Lamination is discussed for exmnple in Sec.l.S of [GAN] and in Chnpt,t'r G of 

[CS!]. Tt provides an interesting construction of the 24-dillll'llSl<mal Ll'l'eh lat.t.in· 

A24 , which we diseuss in the following section. 

Two ways of constructing lattices from other ones of t'qI/III sip,natll1'l' an' .tllllzllll 

and 3hzfimg. This will be introduccd and investigated in 80111e <tet.ail lat.t'r 11\ t 111'" 

work. 

Let Al, ... ,Ak be lattices of signature (ml,nd, ... ,(mJ,,71d. Con~id('l' tllt· 

set A = {(Xl, ... ,Xk) 1 XI E AI}' For any two points x = (·l't, ... ,.Z:J.) aul!!J = 
( ) . A d fi def ( ) dcr Yl, ... ,Yk In , e nex+y= Xl+Yt, .. ·,Xk+Yk ,X·y=·t"l·Ut+"·+.I·J,·!lJ" 

and for À E R, Àx def (ÀX1, . .. , Àxd. 

Obviously this makes A a lattice of signature (rnl + ... + 1Hk, 1/1 + ... + nd. It. 

is called the direct wm of the component3 AI and is denoted by A 1 (B ... Il) AI... Note· 

that it is an orthogonal sum - i. e. loosely speaking AI 1- A J for l i= j. If VI is tht' 

background space for the component Ail V = VI œ ... œ Vk is the background Hpan' 

for A. Let II : V. -~ V and 71', : V -+ V. be the obvious embeddings and projeet.iolls. 

Then any x E A can be uniquely written as x = 2:~1 l,(XI), where XI = 7r1 (.r) E A. 

Let /3, be a basis for AI and let fil = t l (/31) denote the embeddiug of ;JI into V. 

A basis /3 for A consists of the union of these fil' For this basis, 

(

Ml 

M= 0 

o ) (Al 
and A = 

Mk 0 

using obvious notation. Thus A is Euclidean, integral, even or self-dual iff each 

component A, is. AIso: 

J1(Al œ··· œ Ak) =min{J1(At), ... , J1(Ak)} 
k 

lAI œ··· E9 Akl = II IAaI-
1=1 

(1.2.1a) 

(1.2.1b) 

Vie will orten write Ai (not to be conrused with the scaled-up lat tice A (1») for 
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A 4 ... lb A. ~ote also that the order of the summands AI do not matter: e.g. Al EV -------1 
A2 ~ A2 (fj Al' 

Snch a direct SUffi may be termed external. vVe will also be interested in the 

internaI dircet :mm: let A be any lattice and let Al" .. , Ak be sublattices of A. If 

evcry.x E A ean he uniquely written as x = L~l XI for XI E Ail and if AI' AJ = {O} 

for i f:. j, then we caH A the mternal direct sum of the sublattices A" and write (as 

before) A = /\.) EB ... if) Ak. It should he obvious from the context whether we are 

rcferring to internaI or external direct sumo 

Definition 1.2.1: CaU A mdecomposable if A = Al EB A2 implies either Al or A2 

is the zero lattice {O}, i. e. if A cannot be expressed as the (internaI) direct sum of 

proper sublattices. 

Hence, every one-dimensionallattice is indecomposahle. Indecomposable lat­

tices are the basic building blocks of lattices. Direct sums can be defined for vector 

space:o:; the only indecomposable (real) vector space is (up to isomorphism) R 1 • 

Lattices arc much less trivial in this respect. For example, aIl root lattices (see 

Sec.5) are indecomposaole (Thm.5.2). Clearly, Ik is indecomposable only for k = 1; 

in faet, the only indecol1'r'0sahle integrallattice containing unit vectors (i. e. vectors 

of norm 1) is Il: 

Theorem 1.2.1: Any integral Euclidean lattice A can be uniquely expressed as 

the (external) direct sum A ~ Ik œ1\', where the integrallattice A' contains no unit 

vcctors and where A has exactly 2k unit vectors. 

Proo fLet {b}, ... , bn } be a basis for A. Let 2 k be the number of uni t vectors in 

A (this number is even because U· U = (-u)· (-u» and let UI, •.. , Uk be k linearly 

inclf'peudent unit vectors in A (i.e. U I f:. ±uJ for all i =1= j). Then for z =1= J, U I • U} 

must be an integer (as A is integral) and also must satisfy -1 = -u~ u; < (u l' U J)2 < 

u~u; = 1. Therefore U I • uJ = 61J , SO (Ul"'" Uk) ~ Ik. 
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Note that if 

2: (l'lUI + X = 'E p) u} + y, where (l'l' p) E Z and x, y E (b;, ... , b~,), tllt'll dot.till~ 

this with Ut gives (l't = f3l for each e, and hence a180 .r = y. Finally, tilt' Z-

span (Ul,' •. ,Uk, b~, . .. ,b~) must equal A. Thus, .\ equals the (internaI) dired S\lm 

(Ul!"" Uk) EB (b~, ... ,b~), and so is integrally equivalent to the (external) dir('ct, 

sum Ik œ N, for A' def (b~, ... , b~). 

Of course, A' can contain no unit vectors, for such a vector (or it.s lH'p,at.iv<') 

wouid have to be contained in the list Ill,"" U k, and be orthogonal tn ail Sl1ch 

vectors, which is absurdo QED 

A similar praof (apart from the first paragraph) establishes t.he indcfinite case: 

Theorem 1.2.2: Any integrallattice A can be expressed as the (external) direct 

sum A ~ h,t œ A', where the integral lattice A' contains no vcctors of llorm ± 1. 

Of course, whereas A nowhere dense implies Euclidean latticcs can ollly have 

fini te numbers of unit vectors, this is not 50 for indefinite lattices. For example, [~, 1 

has infinitely many unit veetors. Moreover, k and f (and hence N) a.re not llniqucly 

determined, given an indefinite A (e.g. Thm.3.2 tells us that Es ED 10 ,1 ~ [8,1)' 

Of course, the hypothesis that A be integral is crucial. Thesc results are f!X­

ploited in the various enumerations of lattices. A slightly weaker theorem (Witt '8 

Theorem in Sec.5) applies to vectors of norm 2 (with the role of direct SUIllS beillg 

taken by gluings and with h being replaced by the foot lattices). 

We will conclude this section with a discussion of the uniqueness of the direct 

sum decompositions. 

Theorem 1.2.3: Let A be any Euclidean lattice. Then there exist indecom-

posable sublattices Al,"" Ak of A such that A equals the mternal direct sum 

Al EB ... EB Ak. Moreover, if A = A~ EB ... EB A~ is any other internaI direct sum and 

each A: is indecomposable, then k = e and there exists a permutation CT 5uch that 

AI = A~I' 
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Proo! Fil'st note that s1leh indeeomposable deeompositions are eertainly possible. 

Let Al f=fj ••• 1] Ak and A~ l'El' .. if! A~ be as in the statement of the theorem. We wish 

to find the permutation f7 with the desired properties. 

Fix i and let A., ~f A. n A~ Vj. Then A10 ~f Azl œ· .. EB A.t ÇA •. Enumerate 

aIl vcctOl'S v E A. in such a way that 

(this is possible by Thm.1.3(i) and eq.(1.4)). vVe will prove by induction that 

A.o = A •. 

Clearly va = 0 is in A.o. Suppose for induction that V m E A.o "lm < N. We 

wish ta show that v N E A.o. If v N E Al' for sorne j, then we are done. Thus (since 

A = A~ œ··· œ A~) we may assume VN = U1 + ... + Ut where u, E A~ and where 

2 2 u, < VN' 

Because A = Al œ·· ·EBAk, we may write each u, as 2::=1 ua"~ where Uh} E Ah. 

Then 7'N = (2:~=1 UI,) + ... + (E~=l Uk,), where each 2:~=1 Uh, E Ah and where 

u~, ::; u; < v~. But VN E A., sa for h i- i, 0 = VN • (2:~=1 Uhj) = (2:~=1 Uh))2j 

i.e. VN = E~=} ua)' Sinee u;, < v'Fv, by the induction hypothesis u" E A. implies 

u,) E A.o. Therefore, VN E A.o. 

Thus, A, = A,o. But A. is indecomposable by hypothesis, so aIl but one AI}' 

say A.)., must be the zero lattice. Therefore, A, ç A~ •. A similar argument ta the 

above will then give A~. ç A., sa we have A. = A~ •. Define f7(i) = i.. QED 

For example, the veetor space Rn does not deeompose uniquely in this strong 

sense: (R ® el) EB (R ® e2) = (R ® {el + e2}) œ (R ® {el - e2})' However it does 

satisfy the following easy consequence of Thm.3: 

Corollary 1.2.4: If Al, A2' A~ and A~ are all Euclidean, and both Al ~ A~ and 

Al EB A2 ::::.: A'} œ A~ hold, then A2 ::::: A~ aiso holds. 
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Both Thm.3 and Cor.4 fail for indefinite .\. An ('xélmplt"' l'an bl' l'Ollstructt'd 

from the equivalence 10.1 œ Il.1 ::::::: I l •0 dl 111,1 we gct from Thm.3.2 (II,I is odd and 

llt,t is even, so they cannot be equivalent). There are mally more comlt('rt'xamph's. 

Another important consequence of Thm.3 concerns automorphisIlls: 

Corollary 1.2.5: Let A~l ED A;'2 œ ... ED A~" be a decomposition of a Eudidt'lI11 

lattice into indecomposable lattices A., where A. and .\ } are (inLegrally) inequimh'llt 

for i #- j. Then the automorphism group Aut(A) = (Aut(A l ))"1 X Sil 1 X •.• X 

(Aut(Ak))n k xSn/c' 

Here Sn is the group of permutations on n clements and (Aut(A 1) )"1 =Al1t(.\ 1) x 

.. , xAut(Ad (nt times). This result tells us that it suffices to know only tlll' itU­

tomorphisms of indeeomposable lattices. For example, Aut(A) has IIAl1t.(A')112I.k! 

elements, where Ik ED A' is the deeomposition of Thm.l. 

Cor.5 also fails in general for indefinite lattices. For example, the automorphislll 

groups of 1125 ,1 (see the next section for its definition) and most other illden.Ilitc 

lattices are infini te, unlike those of 111 ,1 and aIl Euclideùn latticcs. 

1.3 Self-duality 

RecaU the definition of duallattice A * at the end of Sec. 1, as weIl as somc of 

the elementary results established there eoncerning duals. 

Definition 1.3.1: Ais called self-dual (or ummodular) if A* = A. 

Sometimes (e.g. [MH]) the term unimodular is used to denote latticcs with clc­

terminant 1 (whieh is a weaker condition than self-duality - sel' Thm.l). Through­

out this work only the term self-dual wiU be used. 

Since A ç A * iff A is integral, A is self-dual iff both it and its dual A * arc 

integralj i. e. iff both A and A -1 are Z-matrices for any Gram matrix A of A. 

Henee (by p.353 of [HUN]): 
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Theorem 1.3.1: A is self-dual Hf A is integral and lAI = 1. 

In other words, self-duallattices have one lattice point per unit volume. 

If an intcgrallattice A satisfies the relation A ~ A"', Thm.1 tells us it is self-dual. 

On the other hand, there o,re several examples of non-mtegral (hence non-self-dual) 

lattices A satisfying A ~ A"'. For example, for any two-dimensional Euclidean lattice 

A2 with detcrrninant d = IA21 and basis {b 1 , b2 }, it. is easy to verify that A2 ~ (A~)(d) 

(sec Thrn.6.10(iii) - the equivalence takes b1 -+ ,ldbi and b2 -+ -Vdbi). Therefore 

A def A~.jJ) satisfies the dcsired relation. A = D~l/.j2) (see Sec.5) is another example. 

Less trivial cxamples involve the 12-dimensional Coxeter-Todd lattice 1\12 (the 

densest sphere packing known in 12 dimensions; see pp.127-9 of [CS1]) and the 16-

dimensional Barnes-"VaU lattice A 16 (the densest packing known in 16 dimensions; 

see pp.129-131 of [CS1]). Let k = (IK12I)-1/12 = 729-1/ 12 and e = (IA16 1)-1/16 = 
256- 1/ 16 . It can be shown that A = Kg) and A = AW also satisfy the relation. 

Needless to say, it is not a propert.y shared by most lat~ices of determinant 1. 

Odd self-duallattices will usuaJly be called Type f; even self-duallattices will 

usually be called Type II. The cubic lattices Im,n are aU Type 1. There are no 

trivial examples of Type II lattices (but see eqs.(1 ),(2) below). There is no 'Type 

III' lattice, for example, corresponding to those self-dual lattices whose norms are 

aIl multiples of 3. In faet, it can be shown that if the norms of the veetors in a 

self-duallattice are aH multiples of sorne positive k E Z, then k = 1 or 2 (this was 

stated without proof on p.4S of [CS1]). More generally, suppose a positive k E Z 

divides the norms of aU vectors in an n-dimensional integral lattice A. Let e = k 

if k is odd; otherwise let e = k/2. Then a straightforward argument shows i must 

divide every element of any Gram matrix A of A. Thus lAI must be an integral 

multiple of en. 

The root lattice Es (defined in Sec.5) is a Euclidean Type II lattice in 8 di­

mensions. The lattice 111,1 is defined to have generator matrix and Gram matrix 
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(in terms of an orthonormal basis of RI.I) 

( 1 -_~l) AI = t and (1.3.1) 

111.1 is a Type II lattice of signature (1,1). Ddine 

Iln+8k.n de! 111,1 œ··· ffi 111.1 tflEs tfl··· t!) E.~., 
, av- ri' :ys " 

(1.3.2) 

71 k 

and Iln,n+8k ~!(Iln+8k.n)(-I), for n > 0, k ~ O. TheIl these Ilm.1I arC' all Typt' II 

of signature (m, n). 

It was rnentioned at the end of Sec.1 that aH indefinitc illt('gral lat,tices havI' 

been classified. The classification of aU the indefinite Jelf-duallattices is ILS follows. 

Theorem 1.3.2: Let m and n be any positive integers. Then A is au ilHlcfillit,p 

Type 1 lattice of signature (m, n) iff A :::::: lm,n, and A is an indefillitc Type II lattic(' 

of signature (m, n) iff m - n == 0 (rnod 8) and A :::::: Ilm.lI' 

Proof (due to Serre) vVe will prove only the Type 1 Cél,e (the Type II case is 

handled on p.57 -8 of [8ER]), and we will assume another rcsult establish('d 011 

p.55-6 of [8ER]: namely, that if Ais indefinite and self-dual, then it rcprc.~ent .• "-('1'0 

(i.e. there exists a nonzero x E A such that x 2 = 0). To prove this t.hcorcm, we will 

explicitly find vectors in A with norrn ±1. 

Let x E A satisfy x =/:.0 and x2 = O. We may suppose x is primztive (i. e. x / k E 

A for k E Z implies k = ±1). Consider the set N = {x· y 1 y E A}. Then N is 

clearly an additive subgroup of Z, so equals ez for sorne fEZ. Sinee x is primitiv(~ 

and A is self-dual, e = ±1. Therefore there exists a y E A sneh that x . y = 1. 

Now if y2 is even, take any v E A with v2 odd (possible since A is Type 1) and 

define yi = V + (1 - x . v)y. Then yi E A, x . yi = 1, and yi . yi is odd. Thus we may 

assume y2 is odd. 

Let y2 = 2k + 1, and put el = Y - kx and e2 = Y - (k + l)x. It is easy to vcrify 

that e~ = -e~ = +1 and el . e2 = 0, so we have shown A has a sublattice integrally 

equivalent to I l •1 . 
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Now use induction on the dimension m + n of 1\.. For m + n = 2, the ab ove 

argument shows 1\. :::::: I l •1 ; 1>uppose the thcorem holds for aU indefinite lattices with 

dimension $ l'v!, for M ~ 2, and considcr the case m + n = AI + 1. Then by the 

aboV(! argumf'nt, 1\. :::::: Il.1 !-BA' where A' is self-dual and of dimension M -1. Now A' 

IIlay he neither odd nor indefinite, but either Il œ A' or 10.1 EB A' must be indefinite 

(and both are Type 1) -- without 10ss of generality suppose Il EB A' is indefinite. 

Since its dimension is J\!, the induction hypothesis teUs us Il EB A' ~ Ia.b for sorne 

a, b > O. Thus 1\. :::::: 10 ,1 œ Ia,b :::::: la,b+l' QED 

(This proof was adapted from [SER], pp.53-8. Serre and many others use rs 
for Es and r n for what wc williater caU D7;.) 

Hence by Thm.2, 111 ,1 is the only indecomposable indefinite self-duallattice. 

The Euclidean case is more complicated (though vaguely resembling Thm.2) 

and hence a little richer. AU Euclidean self-duallattices have been enwnerated only 

for dimensions n $ 25 and, for reasons to be given shortly, it is doubtful mu ch more 

progress will be made along these lines. 

There is at least one Type 1 Euclidean lattice in each dimension (namely In), 

and Type II Euclidean lattices exist only in dimensions which are multiples of 8 

(two proofs of this are given in Sec.3.4). 

In 1938, L.J. Mordell proved Es = Dt was the unique Type II Euclidean 

lattice in 8 dimensions. In 1941 E. Witt showed Es œ Es and Di6 were the only 

such lattices in 16 dimensions and in 1968 H.-V. Niemeier found a11 24 such lattices 

in 24 dimensions (although the most important of these, the Leech lattice 1\.24, was 

found in 1965 by J. Leech). 

In 1957 M. Kneser enumerated aU Type 1 lattices in dimensions n $ 16. J.H. 

Conway and N. Sloane extended this to n ~ 23 in 1982, and in his Ph.D. dissertation 

in 1984, Borcherds handled n = 24 and n = 25 (see [CS1] for a complete list of 

references). See Table 1 (which is based on Table 2.2 in [CSl]) for a summary 

of the known results (Thm.2.1 implies the recursion an+! = an + bn+! + en; the 
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Table 1: The n-dimensional Self-dual Euclidean Lattices 

Dim. Total N umber Number With No Total N umber Indecompos-
=n Type 1= an Unit Vectors=bn Type II= en able= dn 

1 1 0 0 1 (Id 
2 1 0 0 0 
3 1 0 0 0 
4 1 0 0 0 
5 1 0 0 0 
6 1 0 0 0 
7 1 0 0 0 
8 1 0 1 IH 1 (HI!) 
9 2 0 0 0 
10 2 0 0 0 
11 2 0 0 0 
12 3 1 0 1 (Dt2) 
13 3 0 0 0 
14 4 1 0 1 
15 5 1 0 1 
16 6 1 2 1+1 
17 9 1 0 1 
18 13 4· 0 4 
19 16 3 0 3 
20 28 12 0 11 
21 40 12 0 12 
22 68 28 0 27 
23 117 49 0 48 
24 273 156 24 154+22 
25 665 368 0 367 
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values of dn can also be derived from the other columns). This table shows that 

for smaIlcr dimensions (less than 20 or so), weIl over half of aIl Type 1 Euclidean 

lattic{'s contain nnit vcctors and hcnce fail to be indecomposable. 

The Minkow~ki-Si('gel 'mass' formulae can be used to show these emunerations 

arc C'ornplf'tc (appalently the original German is 'massforrnel', which actually means 

'measure formula', but this mistranslation is now in standard usage). For example: 

Theorem 1.3.3' Let n be the set of aIl integral equivalence classes of Type II 

Euclidean lattices of dimension n. Then 

where n = 2k is a multiple of 8. 

Here, IIAut(A)1I is the order of the automorphism group of A, and Bk is the 

kth Bernoulli number. A similar, but more complicated, result holds for Type 1 

Euclidean lattices. There are several standard ways of finding these automorphism 

groups (see e.g. Cor.2.5), so Thm.3 provides a straightforward, if somewhat messy, 

way of verifying the completeness of the enumerations summarized in Table 1. 

The mass formulae are discussed in much more detail in [CS3]. Incidently, 

there are also mass formulae for determinants other than 1 - the sum then is over 

aU A in a given genu~ (see Sec.3.1 for the definition). 

Note that IIAutli ~ 2 since x ~ -x is always a symmetry. Thus, doubling the 

right-hand side of the formula in Thm.3 gives a (crude) lower bound for the number 

of Type II Euclidean lattices of dimension n. For example, this gives us ~ 10-9 

for 11. = 8, ~ 5 X 10-18 for n = 16, and ~ 10-14 for n = 24 (instead of 1, 2 and 

24 respectively). But for n = 32 it gives a (presumably crude) lower bound of 80 

million. It seems rather doubtful Niemeier's work will ever be extended. 

U sing another mass formula, lower bounds can be similarly found for Type 1 

Euclidean lattices. For n = 20 we get a bound of about 10-12 (instead of the actual 
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number of 28). But for n = 28 we get about 200, for 11 = 2D wc get about 40 000. 

for n = 30 about a billion, for 71 = 31 about a trillion, and for Il = 32 about 10 li' 

ln general, we get from this argument that the numbpr of Typt' 1 Euclidt'an lattÎt't'~ 

of dimension n grows more quickly than 71
n2 

- compare this with ('q.(1.7). 

Mathematically, the enumerations of self-dual lattices can he \l8('(l in 11 [aidy 

simple manner to find alliattices with other determinants (particularly tilt' slllêlll(·[ 

determinants). See [CS!] and [CS2] for details. 

In the remainder of this section we will briefly disc\l8S 80111(.' of the pro\>t·ttil':-' 

of the Euclidean self-duallattices of smaller dimensions. 

In Sec.! we discussed bounds on the minimal norms J1. of rational Euclidt',Ul 

lattices. Let J1.I( n) denote the minimal norm of the Type 1 Euclideél,ll latticl' of 

dimension n with the largest minimal norm; define J1.H(8k) similarly for the Typt' 

II lattices. Let ken) denote the closest integer, and K(n) the closest even int('gC'l', 

ta (~w;1)2In. Then for each n, 

ken) ~ J1.I(n) ~ 1 + [n/8J, 

K(8n) ~ J1.I/(8n) ~ 1 + [n/8J 

(1.3.3a) 

(1.3.3b) 

(see p.46 of [MHJ and p.189 of [CS1]). In faet, the second 4~' in both of these can 

be replaced with '<' when n > 24 (see Chapter 19 of [CS!]). 

For example, /-lI(n) = 1 for 1 ~ n :5 11 and n = 13; it equals 2 for 11 = 12, 

14 :5 n :5 22, and n = 25; it equals 3 for n = 23, n = 24, 26 :5 n :5 31, n = 33 and 

perhaps a few more; and J1.J(32) = 4. On the other hand, /-lIl(n) equals 2 for n = 8 

and n = 16; it equals 4 for n = 24, n = 32, and n ~ 40; and /-lll( 48) = 6 (thcse 

values were communicated by John Conway). 

There is only one 24-dimensional Euclidean Type II lattice with minimal norm 

J1.I/(24) = 4 (compare with the over 1020 33-dimensional Euclidean Type 1 latticcs 

with minimal norm /-l/(33) = 3). This lattice is called the Lcech lattice Â24' and 

has a number of very interesting properties. Unfortunately we cannat discuss many 
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of them here. A generator matrix for it is given in Figure 1 - for increased read­

ahility oIlly the nonzero entries are displayed there. Its theta constant is given in 

(lq.(4.2.lOa). See [BOR] and throughout [CS1] (especially pp.131-5) for a more 

dctailcd h<>atmcnt. For a ~imple, self-contained construction of A24, see pp.135-138 

of [MH]. The 23 other 24-dimensional Euclidean Type II lattices aU have minimal 

norm 2, and are called the Nlemeler lattlce3 (we will discuss them in more detail in 

Sf'e.5). Their theta constants are given in eq.( 4.2.10b). 

Conway's analysis of the automorphism group of A24 in the late 1960's pro­

duccd three previously unknown sporadie fini te simple groups: ·1, ·2 and ·3 (sec for 

cxample [GOR], or Ch.IO in [CSI]). 

Wc will eonclude this section with a remarkable result eoncerning self-dual 

lattiees whieh will be useful in later sections ('11ost notably See.3.4). 

Theorem 1.3.4: Let A be a self-duallattiee of signature (n+, n_). Then there 

exists a vector u E A sueh that u . x == x2 (mod 2) for any x E A. Moreover, any 

Ruch u has norm u2 == n+ - n_ (mod 8). 

Proo! First we prove the existence of sueh vectors u. Choose any basis (3 = 

{b l , ... ,bn++ n_} of A and let (3* = {bi, ... l b~++n_} be the dual basis. Then A 

self-dual implies 
n++n_ 

u~{ L b~b: E A. 
1=1 

AIso, for any x = LfJbJ E A, u· x = Lflb; = Lf;b; = x 2 (mod 2), beeause Ais 

integral. Therefore such u exist. 

Let u' be any other such vector. Then (u - u') . x = 0 (mod 2) for aIl x E A, 

i.e. v = (u - u')/2 E A* = A. Thus U,2 = (u +2V)2 = u2 +4u ·v+4v2 == u2 (mod 

8). Define U(A) to be u 2 (mod 8) - we have just seen that it is well-defined. 

Now eonsider A' = AEB[I,I. By Thm.2, A' ~ [n++l,n_+l. Let el, ... , en ++I+n _+1 

be orthonormal basis vectors for A'. Then u" = l::: el works as a u for A', so 

U(A') = U,,2 = n+ + 1 - n_ - l == n+ - n_ (mod 8). 
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Figure 1: The Leech Lattice Generator l\latrix 
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Wc may writc u" = lL~ + u;' where u~ E A and u~ E I l ,1, It is easy to see u~ 

and u'I' are valid rhoices for u's for A and I l •1 , Renee U~2 == U(Il,d == 0 (mod 8), 

.,0 U(A) == 1L~2 = ll/l 2 - u'(2 == n+ - n_ (mod 8). QED 

ApparcntIy, van der Blij (see p.24 of [MH]) was the first to find this result. 

Incidcntly, givcn any even lattice (not neeessarily self-dual) of signature (n+, n_), 

it can aiso be shown (see AppA in [MH]) that 

v1Ai exp[27l"z(n+ - n_)/8] = L exp(7l"zg2). 
[g]EA· lA 

1.4 Useful Lemmas 

In this section we will prove a number of results which will be used repeatedly 

in the following sections and chapters. The main results of this section are Lemma 

1, Cors.2(i), 4, 5 and 6, and Thms.9 and 10. The terminology introduced in this 

section (see cspecially Defs.l, 2 and 3) aiso will be used throughout this work. 

Definition 1.4.1: Ao is said to be a saturated sublattice of A if it is a sublattiee 

of A whose dimension (henee signature) equals that of A. 

Equivalently, a sublattiee Ao of A is saturated iff the vecto!" spaces Vo(Ao) = 
R 0 Ao and vo(A) = R ® A are identical, or iff Ao has fini te index in A (see 

Lemma 1). A(12) is a saturated sublattice of A, for any nonzero fEZ. Any integral 

Iattice is saturated in its ("hml A *. Any rationaIlattice contains a saturated integral 

sublattice. A lattice is rational iff any of its saturated sublattices is rational, iff all 

of its saturated sublattices are rational. 

This terminology is not standard. For example, a saturated lattice sometimes 

in the mathematieal literature refers to an integral lattice A whose norm 1 and 2 

vectors span a saturated (in our sense) sublattiee of A. In [GL2] we used the term 

'dense' in place of 'saturated'. 
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Lemma 1.4.1: Suppose A' is a saturated sublattice ofsome lattice ,\. Thl'll .\/.\' 

is an abelian group of order 

IIA/A'II = JINI/IAI. p .. !' 1) 

Proo! Let NI, A and NI', A' be the generator IGram matrices of A and A', n'sp('l'­

tively, relative to the same basis of V(A) = V(N). Then because A' is satl\l'att'd 

in A, there exists a Z-matrix U with nonzero determiIlant satisfying ,M' = U .U. 

Rence A' = U AU t
, so INI = IUI21AI and it suffices to show that liA/A'li = IIUII. 

Express U as the product U = Uk ... U1 of elementary l'OW matrices (see pp.335-

347 of [HUNJ) and define A, for i = 1, ... ,k recursively as being the lattiee whose 

generator matrix is M, = UI M,-l, where AtIo = NI. But IA'-II/IAII trivially ('qllais 

Il U,II· Therefore 

QED 

T~is lemma will be especially useful in the following section when wc calclliatc 

the determinant of a glued lattice. One immediate consequence is that the dual 

group A" 1 A of any integral lattice A has or der lAI. Also, we see that the dd<'r­

minants of a lattice and any saturated sublattice must differ by a factor that is 

a perfect integer square. (Of course it was not assumed in Lemma 1 that A he 

rational.) 

Corollary 1.4.2: Suppose A' is a saturated sublattice of sorne lattice A. TheIl: 

(i) A' = A iff lA'I = lAI; and 

(ii) AU) ç A' where l = INI/IAI. 

Cor.2(i) follows immediately from Lemma 1 (or from Cor.2(ii)), and Cor.2(ii) 

follows from Lemma 1 and Lagrange's Theorem (see p.39 of [HUN]). 
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Lemma 1.4.3: Let A be an n-dimensional rationallattice and suppose v E A is 

nonzero. Then vJ. ~( {u E A 1 u . v = O} is an (n - 1 )-dimensional sublattice of A. 

Proof Because v =1= 0, there exist n - 1 vectors bl' ... , bn - l E A such that (3 = 

{!JI, ... 1 bn - l , bn = 1)} is a linearly independent set. Define A' = (fJ). Then A' is a 

saturatcd sublattice of A. 

Now consider the basis fJ· = {br, ... , b~} of A'. dual to fJ. Define A" = 

(lI!, ... 1 b~_I) j it is an (n - 1 )-dimensional sublattice of A'. orthogonal to bn = v. 

But A is rational, so 80 is A' and hence N·. Thus there exists an e such that 

(A'. )«) is integral. This implies 

(A,,)«(2) C (A,·)([2) ç A' ç A. 

Therefore (A")«2) ç v.L, so v.L is at least (n - l)-dimensional. 

Because (A'*)(l2) ç A, we know eb: E Aj sinee eb~ . v = e =1= 0, Ajv.J.. is infinite 

and v.L cannot he saturated lU A. Thus its dimension must he n - 1. QED 

Of course if A has signature (n+I n_) and v 2 > 0, then v.1 has signature 

(n+ -l,n_)j if v2 < 0, then v.J.. would have signature (n+,n_ -1). In either of 

those cases, (v) Ef) v.1 is a saturated sublattice of A. When v 2 = 0, v obviously lies 

in v.L, and so vJ. is a singular lattiee (i.e. its determinant is 0). 

The asswnption that A he rational is necessary here. For example, because the 

subset Q 0 {l, 7r} of real numbers is only countable, there exist real munbers a not 

in it. Then the indefinite (non-singular) nonrational lattice A given by the Gram 

matrix: 

A=(l a) 
a -7r ' 

(1.4.2) 

has the property that for any non zero v E A, v· u "# a for an nonzero u E A. Renee 

for any nonzero V E A, v.1 = {O} ~ Az is O-dimensional, not 1-dimensional. 

The assumption that A be rational is necessary even in the Euclidean case: 

take 

(1.4.3) 
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where the notation is as in eq.(2) (except to guarantee the positive definite-ut'ss of 

A we must ensure 0: 2 < 71'). 

An orthogonal lattzce is a lattice with a basis {b l , •••• bJl} sat.isfying hl . b) = 
o for l :/= J. The Gram matrix corresponding to this basis is tlH'n diap;oual. 

Every orthogonal lattice is cleal'ly integrally equivalent tn a. latticc of the fol'lu 

Iikt> Ef) ••• EB I}kn), where the k. = b; are non zero real numbers. The followinp. 

much-used theorem, called the Orthogonal Decomposition Thcort'm (first ,l?;iV(,ll ill 

[GL1]), tells us that every rationallattice has a saturatcd orthogonal sublatticl'. For 

notational convenience, wc will henceforth abbreviate the onc-dimensiollal lat.t.ic!' 

Ii k) to {( k)}, and the n-dimensional lattice Ii k l
) Œ ... ffi I: k,,) to {(kt}, ... , (kil)}' 

Finally, {(kd, ... ,(km);(ft}, ... ,(fn)} will denote the (nt + n)-dimensiolla.llat­

tice Ii ktl Ef) '" EB I~krn) EB Ii-id EB .,. EB Ii-ln) (so if each kl and e
J 

is positivc, 

(kI , ... , km; fI, ... ,en) will be an indefinite lattice of signature (m, n)). 

Corollary 1.4.4 (Orthogonal decompositzon): Let A be any rational lat tice of 

signature (m, n). Then there exist positive integers kl , ... , km, el, .. " en such t.hat 

A contains a sublattice integrally equivalent to {( k.), ... ,(km); (e d, ... , (en)}. 

Cor.4 follows inductively from Lemma 3 once one realizes that any Ilon-singular 

lat tice (of dimension > 0) con tains vectors of nonzero norm. This also can be shown 

using the well-known faet (see e.g. p.6 of [MH]) that symmetric Q-matrices ca.n 

always be diagonalized over Q; however, the previous proof allows ilS to ~quceze 

additional details out of it. For example, k l can he any (positive) norm in A, and if 

Ao is any orthogonal sublattice of A equivalent to {( k~ ), ... , (k~IO ); (e; ), ... , (e~o)}' 
then we can clu>ose k., eJ in Cor.4 so that k l = k~ for l = 1, ... , mo, and eJ = e~ 

for j = 1, ... , no. Another proof of Cor.4 is given in [GL1]; it is constructive and 

lattice-theoretic, but has the disadvantage that complications arise in the indefinitc 

case. 

Although simple, this theorem is quite useful and will be exploited orteIl in 
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what follows. Eqs.(2) and (3) again show that it is necessary for A to be rational. 

The ~ublattice equivalent to {(k.), ... ,(km); (e!), ... , (fn)} is called an orthog­

onal daompo.Hilon of A; it is a saturated suhlattice. Clearly, if A is even, so are aU 

kt, el' Using the notation of eq.(1.1.5), each kl ;:::: nI and each el ~ In-II. If A (l/k) 

is intcgral for :,ome integer k, then k must divide each kil e]. 

There is no unique orthogonal decomposition; if kl , e] defines one, so does 

m;kl , n;e} for any non zero integers ml, n}. In later sections we will address the 

possible existence of orthogonal decompositions that are in a sense particularly 

economical. For exarnple, we eventually will prove that the kll '-} for any self-dual 

latt,ice can he chosen to be powers of 4 (this is trivial for indefinite lattices). 

As an example, orthogonal decompositions for the root lattices (see the next 

section) are computed in Table 4, given later in the next section. 

The following generalization of Lemrna 3 follows quickly from Lemma 3 and 

Cor.4. 

Corollary 1.4.5: Let Ao be a k-dimensional non-singular sublattice of an n­

dimensionallattice A. Then A~ ~f {v E A 1 v . Vo = 0 'Vvo E Ao} is a sublattice of 

A of dimension n - k. Moreover, if A has signature (m, n) and Ao has signature 

(mo,no), then At has signature (m - mo,n - no). 

At is called the orthogonal complement of Ao in A. 

Of course, Ao n A~ = {a} since Ao is non-singular, so Ao EB Ac}- is saturated 

in A. If Ao were singular, the dimension of At would still be n - k, but Ao n At 

would not he {O} and At would also he singtÙar. We will be interested only in the 

non-singular case. We will address the suhlattices Ac}- in more detail in Sec.6. Note 

that Ao is a saturated sublattice of (Ac}-)J., but in general they may not be equal 

(e.g. for any non zero v E A, «(2v)J.)J. = (v)). However, «At)J.)J. = At always 

holds. AIso, if A = Al EB A2 , then At = A2 and Ai- = Al, 

EqE.(2) and (3) show that the assumption that A be rational is necessary. 
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The following result often will enable us to reduce a proof involving rational 

indefinite lattices to the Euclidean case. It follows immediately from CorA. 

Corollary 1.4.6: Suppose A is a rationallatticc of signature' (m,Il). TIl<'n tht'n' 

exist Euclidean integral lattices AL and AR of dimensions nt and Tl ft'spt'diVl'ly, 

such that {AL; AR} def AL œ Ak- l
) is a saturated sublattice of A. Considt'r the 

projections 7rL : V(A) ~ Vo(Ad and 7rR : V(A) -+ VO(A R ), and for any l' E .\ 
def) def define VL = 7rL(v and VR = 7rR(V), Then U . v = UL . VL - UR • VR, whcre tIlt' dot. 

products UL . VL and UR' VR are induced by those of AL and AR, l'cspcctively. 

{AL; AR} will be called an LR·decomposition of A. Of course Al
J 

ç Ail and 

AR ç At. Additional properties possessed by these AL and AR will be disCllsHt'd 

in Sec.6. 

By using Lernrna 3 we obtain sorne additional information. For cxample, for 

any Euclidean sublattice A' of A there can be found an LR·decomposition {At,; Ail} 

of A such that A' is a sublattice of AL (similarly for any negative definite Imhlattice 

A" of A). There is no unique LR-decomposition: e.g. there is a different LR­

decornposition of lS,l for each of the infinitely rnany different choices of vectors 

v E IS,l satisfying v2 = -·1 Oust choose AR = (v){-l) ~ Id, and both AL ~ 18 and 

AL ~ Es (see the following section for the definition of Es) are possible. 

As before, eq.(2) shows it is necessary to assume A is rational. 

Definition 1.4.2: Vectors YI,' .. ,Ym are said to be independent 'UJlth respect to 

sorne lattice A with orders ni, if the ni are non zero integers satisfying 

m 

L klYI E A for kl E Z iff ni divides k. V'l. 
1=1 

The purpose of the following definitions is the staternent of Lernrna 7, which is 

used only in the proof of Lernma 8. 
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Let il he any n x m Q-matrix. Define the 'column space' Be of B to be the 

~(!t of n-tuplcs 
m 

Be ~( {L k,B~') 1 k, E Z}, 
1=1 

where B~I) is the zth column of B. Define the 'row space' Br similarly. Br and Be 

are Z-modules. 

-Finally, let Be, which we will caU the 'colunm group', be the additive group 

obtained by modding each component of each vector in Be by 1; define the 'row 

group' Br similarly. Specifically, we may write 

It is important not to confuse the finite groups B; and Êf,., the infini te Z­

modules Be and Br, and the columns B~') of B, with each other. 

~ 

Lemma 1.4.7: The row group Br and column group Be of any Q-matrix B are 

isomorphic. 

Prao! Let Z(R) be the set of aIl f x l Z-matrice8 whose inverse is a180 a Z­

matrix. Firstly, we clearly have that the 'column space' Be of B equals the 'column 

space' of BU for any matrix U E Z(m), so the groups Be and (B U)e are also 

equal. Secondly, for any V E Z(n), the correspondence B~') +-+ V B~') induces an 
~ 

isomorphism between the groups Be and (V B)e. Similar comments apply to the 

row groups. 

Let f be any integer snch that lB is a Z-matrix. We know then that there exist 

matrices U E Z(m), V E Zen), such that 

D = V(fB)U 

is a n x m diagonal matrix. The above argument now shows that Be ~ (~ D)e and 

if,. ~ (r~ D)r. But D diagonal triviaUy implies (! D)e ~ (! D)r. QED 
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Lemma 1.4.8: Let A he any n-dimensionallattice, and let {Xl •...• ,r",} bt' n set 

of vectors such that the group of cosets 

m 

C = {L k,x , + A * 1 k, E Z} 
1=1 

is fini te. Define the lattice 

Ao = {q E A 1 q' XI E Z, Vi}. 

Then C and G' def A / Ao are isomorphic as groups. 

Pro of Because G is finite, without 10ss of generality we may assume the ,rI are 

independent generators of C, with orders ni' Let {qt, ... , qn} he a basis fol' A. 

Define the n x m matrix B by 

B is a Q-matrix. 

Note that LJ kJB,} EZ Vi ifF L} q • . (k)x}) EZ Vz ifF L k}x} E A * iff n}lk} VJ 

by definition of the x} heing independent generators. Thus G is isomorphic to the 
-column group Be defined before Lemma 7; similarly, C' ~ Br. The result follows 

immediately from Lemma 7. QED 

A special case of Lemma 8 is that if Al is a saturated sublattice of sorne A, then 

the groups AI Al and AU A· are isomorphic. Lemma 8's main import, howevcr, lies 

in its role in the following proof, which is one of the principle results of this section. 

Theorem 1.4.9: Let A be any lattice. Suppose there exists a set of vectors 

{Yt, ... , Ym} independent with respect to A*, with orders ni' Then thcrc cxist 

vectors {rI, ... , Tm} in A such that 
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Prao! Let Ao = {q E A 1 q' y, E Z Vi}. Define C' = AI Ao. Then for any 

q, q' E A, q = q' (mod Ao) iff q' y, = q' . y, (mod 1), for each i. Therefore there is 

a well-defined one-to-one mapping from each [q] E C' to the m-tuple (q . YI (mod 

l), ... ,q·Ym (modl»). 

Since q . (nly,) E Z, wc see that q' y, (mod 1) can only take the values in 

{ ..!L, ...L, ... , n,--l}. Therefore, there are at most I1Jm=I nJ possible m-tuples. n, n, ni 

But Il;n= 1 n J is precisely the order of C' (by Lemma 8 and the independence 

of the YI)' Since our mapping was one-to-one, we get that it is also onto the set of 

m-tuples 

where 0 ~ k, < nI' 

Define rI E A to be a representative of that class of C' corresponding ta the 

m-tuple (..L, 0, ... ,0); define r2 E A to be a representative of that class of C' 
nt 

corresponding ta (0, ~2' 0, ... ,0); and similarly for r3,"" Tm. QED 

Note that 1\ may or may not be rational, and that m may or may not equal 

the dimension of A. AIso, note that the orders n, here are with respect to A *, not 

1\. 

Definition 1.4.3: Let A and A' be Gram matrices for two lattices 1\ and A', 

respectively. Al and A2 are said to be rationally equivalent, written Al ~ A2' if there 

exists an inverti bie Q-matrix V such that V t AV = A' . 

Equivalently, A gA' iff the bilinear forms corresponding to A and A' are iso­

morphic over Q when tensored with Q. 

Decause two Gram matrices Al and A 2 of a lattice A are related by Al = 

ut A.2 U for sorne Z-matrix U with determinant ±1, we see that this definition is 

well-defined (1. e. independent of the particular choice of Gram matrix). This also 

shows that 1\ ~ A' implies A ~ A'. 
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For example, we have A ~ A· for any rational lat tice A (chonse "" = .4 -1 ) 

in faet this is also a sufficient condition for A ta be rational. 

Def.3 defines rational equivalence in the usual way for <{nadratic forllls. Tht' 

following theorem interprets rational equivalence geometrically, J. e. in a. ma.uw'r 

more conducive for lattices. This simple theorem nnderlies aIl subsequent resnlt.s 

concerning rational equivalence given in this work. 

Theorem 1.4.10: Al ~ A2 iff there exists a lattice A~ (integrally) equivalellt to 

A2 such that Al n A~ is saturated in both Al and A~. 

Proo! Let Al and A2 be Gram matrices for Al and A2' corrcsponding tn hast's 

{.BI} and {.B;}, respectively. Then Al g A2 iff 3 an invertible Q-matrix U sneh t.hat 

A2 = UtAlU. 

"=> " Let A~ be the lattiee with basis vectors .B:' = u /3,. Then A; ~ A2 (the 

equivalence is given by .8: ...... /3:'). Let e E Z be such that eu is a Z-matrix. Tlwll 

A~(t2), and hence Al n A~, is a saturated sublattice of both Al and A;. 

"<:= " It suffices to show that any saturated sublattice Ao of Al is rationally 

equivalent to Al' This follows because the matrix U exprcssing a basis for Ao in 

terms of one for Al is a Z-matrix with nonzero determinant (since Ao is satu rat cd 

in Al), and sa is invertible as a Q-matrix. QED 

Corollary 1.4.11: Al :& A2 iff 3e E Z and a lattice A~ (integrally) equivalent to 

A2 such that A~t2) c A; and A;<[2) CAl' 

In faet, it is possible to prove that e = lAI n A~I/vIAtlIA21 works in Cor.1l. 

Cor.Il follows immediately from the above proof of Thm.l0. 

1.5 The Root Lattices and Gluings 

The theory of Lie groups and algebras is surely among the most elegant and 

useful of an mathematical theories. Its influence is felt in areas such as high energy 
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physics and the classification of the finite simple groups (16 of the 18 infinite families 

of finite simple groups are of Lie type - see [GOR». In this section its significant 

applications to latti<:e theory will be presented. 

To every complex semi-simple L~e algebra there is associated a root system (see 

p.42 of [HUM]), z. e. a set of vectors {a,} (called root vector3) satisfying various 

propcrties (e.g. 2a,· Ol)/e.:; E Z). A basis for it can be found - these basis vectors 

are called 3~mple root vectors. A convenient way of graphically representing a set of 

simple roots is with a Dynkm d%agram: to each simple root there is associated anode 

in the diagram, and two nodes are connected by 0, 1, 2 or 3 (sometimes directed) 

segmpnts depending on the dot product of the corresponding simple roots. AlI 

possible connected Dynkin diagrû.ms are known (see e.g. [BOU] p.l97) - they 

correspond to the cornplex simple Lie algebras An, Bn, en, Dn, E6, E7, Es, F4' 

and G2 (aU other Dynkin diagrams are sim ply unions of these). 

By a root lattice of sorne Lie algebra we simply mean the lattice generated by 

the simple root vectors of the Lie algebra. The simple roots are determined only 

up to a global rotation and global scale factor, but we shall fix them by adopting 

the conventions of Bourbaki (see [BOU], pp.250-262) and Conway and Sloane (see 

[CSl], pp. 116-129). The dimension of the root lattice, i.e. the number of simple 

roots, is the rank of the Lie algebra and the value of the subscript (e.g. the root 

lattice An has dimension n). We will use the same symbol to denote the root lattice 

and the Lie algebra (no confusion should result). 

See Figure 2 for the 2-dimensional root lattices (the origin is labelled with an 

"0" and the simple roots with a bullet). As can be seen there, many of the root 

lattices are integrally equivalent (perhaps using seale factors). 

Theorenl 1.5.1: Bn = In, G2 = A2' en = Dn, and F4 :::::: D~2), for aU n. 

In addition, Al :::::: I?), Dl = I~4), D2 :::::: Al œ Al ~ I~2), and D3 :::::: A3. These 

completely exhaust the (possibly scaled) integral equivalences between root Iattices. 
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Figure ~ The Two-Dimensional Root Lattices 
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The explicit proof of these equivalences was do ne in Thm.2.6.l of [GAN]. That 

these exhaust aIl possible equivalences follows easily by computing determinants 

(sec Table 2). Of course, if we had not adopted Bourbaki's conventions, Thm.l 

would still hold, though perhaps with different scalings and provided we replaced 

aIl eqllalities, '=', with equivalences, '~'. 

Thm.1 permits us to consider in what follows only the simply-laced root lattices, 

1. e. the ones whose simple roots aU have equal length. Henceforth by root lattices 

we will mean An for n = 1,2, ... , Dk for k = 4,5, ... , E6 , E 7 , and Es (usually In is 

not considered a root lattice). They aIl are Euclidean, have minimal norm J1. = 2, 

all are even, and in fact are spanned by a basis consisting of norm 2 vectors. They 

have determinants IAnl = n + 1, IDnl = 4, IE61 = 3, IE71 = 2, and IEsl = l. 
Hencc only Es is self-dual. Many features of the root lattices are listed in Table 2 

(note thcre that the vectors el' in terms of which the roots al are expressed, are 

orthonormal, and Rn+! etc. denote the Euclidean background spaces). Except for 

Al, Bourbaki's choice of norm 2 for the simple roots of these simply-Iaced algebras 

is the smallest possible choice for which the root lattices are integral (e.g. D~1/2) is 

not integral). 

Theorem 1.5.2: The root lattices An for n ~ 1, Dk for k ~ 4, Es, E7, and Es 

are an indecomposable. 

Indeed, because these lattices A are even, if we had A = Al ES· .. ES Ak , then no 

A, could contain unit vectors, so each root vector of A would have to lie completely 

in one component AI; because the Dynkin diagram is connected for all these (unlike, 

for example, that of D2 ), these root lattices must aIl be indecomposable. 

Note that An is the n-dimensional sublattice of In+l consisting of an vectors 

whose coordinates (relative to the standard orthonormal basis of I n+1 ) add up to 

zero. Dn is the (saturated) sublattice of In consisting of all vectors whose coordi­

nates add up to an even integer. 
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Table 2: The Root Lattices 

Symbol Equiv. Dynkin Diagrams 8asis Vectors Det. 

l", n>l B" 1 2 3 " 0, = e, 1 
0 0 0 ... 0 

An,n ~ 1 C2 = A2 o} = -el + e2 n+l 

0--<>--0--- o.. ---0 
02 = -e2 + e3 

1 'J 3 " 
0" = -en + en+l 
(0, E Rn+l) 

Dn)n > 4 en o} = -el - e2 ·1 
F. '" D(2) 02 = el - e2 "'" .. ~. : .,. -<) 

an = en-l - en 
(0, E Rn) 

Es - al = e2 - e3 1 
02 = e3 - e" 

1 2 3 .. a1
5 

7 .. 
:- ... ... 06 = e1 - es - - -

01 = e1 + es 
as = -~ L~=l e, 
(0, ERS) 

E1 - al = e3 - e4 2 

~ Os = e7 - es 
06 = e7 + es 
07 = -! L~=l e, 
(0, E JlB) 

E6 - al = e4 - es :3 

~ 04 = e7 - es 
Os = e7 + es 
06 = -! L~=l e, 
(O. E Ra) 
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From the Dynkin diagram (also given in Table 2) we can read off the Gram 

matrix. Thus the Gram matrix has 2's down the diagonal, and -1's and O's scat­

tered elsewhere. In the cases considered here, the Gram matrix equals the Cartan 

matrix of the corresponding root system. The Dynkin diagram can also be used to 

rccursivcly compute aIl determinants of the root lattices (see Sec.3.4 of [GAND, 

and verify the values given in Table 2. 

Similarly, the wezght latt!ce corresponding to a Lie algebra consists of the lattice 

generated by the root vectors and the weight vectors. It turns out that the weight 

lattice is simply the dual of the corresponding root lattice. 

We sec from Lemma 4.1 that the dual group A~/ An has prccisely IAn 1 = n + 1 

clements. It can be shown to equal the cyclic group Cn +1. We let [il (or less 

ambiguously [t]An) for t = 0, ... , n denote its elements (which are called glue classes 

for reasons we williater discuss). Similarly, D~/ Dn has order 4; its four glue classes 

are labelled [0], [1], [2] and [3J. The orders for E6 , E7 and Es are 3, 2 and 1, with 

classes [0], [1] and [2], [0] and [1], and [0], respectively. In aH cases the class [0] has 

been chosen to be the zero element in the dual group - J.e. the root lattice itself. 

The nonzero glue classes are listed in Table 3; they are of course aIl of the form 

[t] = g\ + [OJ where g\ is sorne vector in the dual of the root lattice. In that table, 

we have written for convenience, e.g., 

. . . . 
Z -J \ t Z -J -J 

({ _}J {-} ) for (- - - -) 
n+l ' n+l n+l""'n+l'n+l""'n+l' 

.., rf '\" f 
SV' 'VU' 

J 

AIso, in the third column the dot products of the repre.;entatives (chosen in the 

second column) of the glue classes are displayed in matrix form; these numbers also 

give of course the correct dot products (mod 2) for any choice of representatives. 

The orthogonal decompositions of the root lattices are given in Table 4. In the 

second column the orthogonal lattice vectors /3\ are expressed in terms of the root 

vectors a J' In the third column their norms ml = /3; are given. In the fourth and 

fifth columns the root vectors a J and weight vectors .x] are expressed in terms of 
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Table 3: The Nonzero Glue Vectors of the Root Lattices 

Glue Vectors 
An [il = An+ 

({n~I}1,{~}') 
for i = 1, ... ,n 

(j = n + 1 - i) 

[l]=el + e2 + tes 
-t L:k=3 elt + E7 

E6 [1]=E6+ 
~(el + e2 + e3) 

[2]=E6+ 
3{ el + e2 + e3) - e4 

[il· [k] 
For ~ ~ k, 
[il· [k] = 

L 
n+l 

!! ! n-2 

4 '2 1 
! 1 -
2 2 

n-2 1 n 
-4- '2 4' 

! 
2 
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Dynkin Diagrams 

<>--<>- ••• --s 
1 l 

: [1) 

~ ... ~ 

1 3 ~
11 

2 ••• ~ 

t- ... ~ 
[2) 

(3) 

,.((1) 
1 2 3 \ 6 1 - ... ... .... - - ..... -

1 2 39 .. 5 6 _ 31 ... ~ - -
~ 

Glue Gp 
Cn +1 

([z] + [A-] 
=[z + kj) 

n eVt'1l 

C., 
([11+[3]==[0]) 

for 
n odd 



Table 4: Orthogonal Decompositions of the Root Lattices 

A Orthogonal m, Roots a, Glues 
Basis /3, 9, 

An /i2k+l = a2k+l m2k+l a2k+l = /32k+l l=! /3* + ,3" 2 ;+1 J 
.L::.l 

=2 +) Le~l /3;-U+l 
(j=n+1-l 

/321e = L~!l fat m2k = a2k = (1 - k)/3ile-2 - /3ik-l add) 

+ka2k+l 2k(k+l) +(k + ] )/3ik - /3ik+l 
J. 

if 2k < n if 2k < n if 2k < n J Ll=l /32l 

/32k = L~~1 fal m2k = a2k = (1 - k)/3ik-2 - f3ik-l J even 

if n = 2k n(n + 1) +(2k + l)Pik 
if 2k = n if 2k = n 

Dn /31 = al - a2 m, =4 al = 2/3; + 2/3i [1] = L~-l /3," 
{32 = al + a2 a2 = - 2/3i + 2/3i [2] = 2/3~ 
/3, = al + a2 

+2 Lk=3 ale a, = -2/3~_1 + 2/3~ [3] = -;3; 
if t > 2 t > 2 + L;-2 /3; 

Es /3 -a 1,2,3,4 - 2,4,6,7 m, =2 al = -/34 + /3; 
/35 = -a2 - 2a3 -/3; - /38 
-304 - 405 - 2a6 a2.4,6,7 = /31,2,3,4 

-307 - 2a8 
/36 = a4 + 2a3 + a3 - (3* /3* - - 3 - 4 

a6 + a7 -/3;' + /3; 
/37 = a2 + 2a3 + 2a4 as - /3* /3* - - 1 - 2 

+2as + a6 + a7 -/33 + /3;' 
/38 = 20} + 3a2 + 4a3 a8 = -/3i - /3; 

+5a4 + 6as + 3a6 -8;' - /3; 
+4a7 + 2as 
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Table 4: Orthogonal Decompositions of the Root Lattices (('ont) 

A Orthogonal IH. Roots 0'. Glues 
Basis /3. .II. -

E1 .81,2.3,4 = a1,3,S,6 m. =2 0'1.3,5,6 = {J I ,2,1,4 [l]=I;j - '2;;;' 
/3s = -al - 20'2 - 3a3 0'2 = -pj - f;.i - f'J,~ - ';7 
-4a4 - 2as - 30'6 - 2a1 - P,~ + l'; 
/36 = Q3 + 2a4 a" = -pi -/'2 

+as + a6 -;3; + ;3~ 

/31 = al + 2a2 + 20'3 a7 = -Pi - rJ;' 
+2a 4 +as + 06 ;3" ". - 6 - f 7 

E6 f3 - a 1,2.3 - 2,4,6 m. =2, 02.4,6 -;3 - 1,2,J [1] =;;j + Pi 
/34 = 02 + 2Q3 + Q" i<5 al - -(3. - j3"' 

- 3 " -I;~ + l'J,~ 
+2as +06 -.8; + 3;36 

.85 = 201 + 3Q2 ms = 4 0'3 = -/32 - /3; l')] = -')jj" + ')Ij~ - -!) _J h 

+40'3 + 2a4 -f'~ -:J;3f~ 
+20'5 + 06 

J /36 = 20'1 + Q2 m6 = 12 05 = -Pi + /3; 
+20'5 + 06 +/3~ + 3/16 
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( the (31' See Tables 2 and 3 for our choices of root and glue vectors. Incidently, these 

ml are not qui te the hest that can be done (see Sec.3.1 for the best). 

The root latticcs are extremely important for two reasons. For one thing, they 

providc us with a lich supply of lattices to use for examples and counterexamples. 

For example, the root lattices and their duals solve many packing-type problems 

(see Chapter 1 in [CS1]). The other reason is Witt's Theorem, and the lattice 

('onstrllction mcthod callcd glu mg: 

Theorem 1.5.3 (Wztt's Theorem): Suppose sorne Euclidean integrallattice A is 

gcnerated by vectors of norm 1 and 2. Then A is equivalent to the direct sum of In 

a.nd various root lattices. 

This can be proven as follows. By Thms.2.1 and 5.2 it suffices to show that 

an indecomposable EucIidean integral lattice A generated by norm 2 vectors alone 

must be one of the root lattices. It is trivial to verify that the norm 2 vectors 

in A constitute a root system (see p.42 of [HUM]). In a number of books on Lie 

algebras - e.g. see pp.42-76 of [HUM] for a clear geometric presentation - these 

root systems are classified, directly showing A is one of the root lattices. In faet 

the proof in our case is significantly simplified because aIl (root) vectors here have 

equal norm (namely 2). 

Thm.3 fails for indefimte lattices, even if we incIude as possible summands 10 ,1 

and the root lat tices likewise scaled by -1. 

Throughout this work we will be primarily interested in two ways of construct­

ing new lattices from oid ones: glumg and shlftmg. The interplay betwet'n these 

two related methods produces some useful results, as we shaH sec. Shifting will be 

introduced in the following chapter. The remainder of this section will be devoted 

to gluing theory. 

Let Ao be a saturated sublattice of A. This implies by Lemma 4.1 that 

JIAo IIIAI E Z. For any 9 E A, let [g] ~f 9 + Ao = {g + x 1 Vx E Ao} be a conjugacy 
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class of vectors. These conjugacy classes form an additive group G = {[gl}. 

Conversely, gi ven a lat tice Ao and a set of vectors 9 l, ... , 9 k in Q 0 '\ll, WI' ca Il 

form the conjugacy classes [g] E (Q 0 .\o)/Ao as before, for ('Hch g E (gl"'" y,.). 

Then the union of the vectors in aIl these classes [g] will form a llt'W lattire .\. Th(· 

(finite) group G = {[gll 9 E (gl, .. . , gA:)} is called the glue group, the vcctors !h are 

called the generators of G, the vectors gare called the glue veetoTs, the cla.sses [!Il 

are called glue classes, and the lattice Ao is called the base lattlel'. The lattice .\ so 

formed will be denoted by Ao[G] or Ao[ {gl'" . ,gd]. 

To emphasize its dependence on the base lattice Ao, the glue classes [!I] will 

aiso be denoted as [g]Ao. The direct sum of the classes [gd Al, [92JA2, etc., will he' 

denoted by the following notation: [gl,'" ,gk]{A l , ... , Ak}' 

Compare the discussion given earlier for the 'glue classes' of the root latt.ices. 

The least positive integer n such that n[gJ = [OJ (~f Ao is called the order of [!II. 

By the fundamental theorem of abelian groups (see p.76 of [HUN]) the glll(' ,l!;l'OUp 

G = AI Ao, being abelian and finite, is isomorphic to en! x ... X Cn~' TIH'sc' H] l'aIl 

be taken to be the orders of the mdependent generators of G (with f{'srwct to Au 

see DefA.2). Renee we can always assume the glue generators g. are ind(~p('ndeIlt. 

generators in the sense of DefA.2; in general of course those generators (nor (~ven 

their glue classes) are not unique. 

It is important not to confuse the symbol Ao[gJ = Ao[{g}] with [gJAo. If the 

order of [g] is n, then Ao[g] = U~l [ig]Ao. 

Note that Ao is a saturated sublattice of Ao[G], for any glue group G. 

For example, A 2 ~ (Al, 1~6»[1, 3], and for any n, m, Dm+n = (Dmf-liD n )(2, 2] = 

{Dm, Dn}[2, 2] and An[!] = A~. In glue class notations, thesc idcutities cau be 

written as: [O]A 2 ~ [O,O]{A},(6)} U [1,3]{At,(6)}; [O]D m +n = [O,O]{Dm,Dn} U 

[2,2]{Dm, Dn}j and [O]A~ = U~=o[z]An. Note that the glue class(!s of any gluI' 

decomposition are pairwise disjoint. Further examples, the four gluings D 2 [0] ~ 

1~2), D 2 [1] ~ D 2 [3] ~ 1~1/2) œ 1~2) and D 2 [2] = 12 of D2' are illustrated in Figure 3 
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Figure 3: The Gluings of D2 
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(where the origin is labelled "0" and the glue vectors are denoted by hllllds). 

Witt's Theorem tells us that whenever the norm 1 and 2 V('ctors in a Eudi<lt'l\ll 

integrallattice .\ span a saturated sublattice of .\, th '\ \V(' can obtain .\ by !!,lllill~ 

together root lattices and lm. This is very important. It turus out that for slllnllt'l' 

determinants and dimensions, this condition is often sati~fied. For t'xaIuplt" t lU' 

first self-duallattict.· not of this form is 19-dimensional. 26 of the 2ï Type II lattu't's 

of dimension n ::; 24 can be obtained by gluing root lattic('s (thl' Ll'l'ch latt.ic(· A'lI 

is the sole exception). 

Let 91, for i = 1, ... , k, be independent glue generators of G with O1'd('r8 H,. 

Then AD [Gl is integral iff AD is integral, aIl 9, are in A~, and eaeh dot product f/, . !1} 

is an integer. Self-duality of the glued lattice Ao[G] depends in addition on t.he SÎZl' 

of G. In particular, eq. ( 4.1) immediately gi ves us 

k 

IAo[Gll = IAoI/IIGII2 = IAoI/{IJ n,)2. (1.5.1) 
,=1 

Corollary 1.5.4: Let g, be independent glue generators of G with orders n,. Tht'll 

Ao[G] is self-dual iff AD is integral, the glue vectors g, lie in Aô and have illt('gral 

dot products with each other, and 

A lattice AD is called self-dualizable if it has a self-dual gluing. Thus to he self­

dualizable, for any prime p dividing IAol there must exist a vector in Aô of ordcr p 

and with integral norm. A lattice is self-dualizable iff it is a saturated suhlattice of 

sorne self-duallattice. 

A self-dualizable lattice obviously must be integral. Moreover, Cor.4 tells us 

that its determinant must be a perfect (integral) square. Unfortunatcly, the converse 

fails: even if lAD 1 is a perfect square, no gluing of it may be self-dual. AD = E6 qj E6 
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is an example, as we shaH see. AIso, for any prime p, Ao = Ap-l Ef) A.p - 1 is self­

dualizable if! either p = 2 or p == 1 (mod 4). 

Wc cau ('usily apply Cor.4 to the task of constructing new self-dual lattices. 

For example, con~idcr the root lattices. The corollary tells us that for glues we must 

lIse their wpight vectors. Dn[2] is al ways self-dual, and in fact equals In. Dn[l] and 

Dn[3] are self-dual iff 4 divides n, in which case they are equivalent. vVe write Dtk 

for D4k[1] ~ D4k[3] - it is even/odd when k is even/odd. We also have Dt ~ 14 

and Dt = Es· 

The only other self-dualizable root lattice is Ak2 -1' Cor.4 again immediately 

implies that the lattice At2 -1 ~! Ap -dk] is self-dual. It is also even/odd when k 

is even/mid. Rence At ~ 13 and At ~ Es· 

The following lattices are also aIl self-dual: AU2 _IE6[kl]~! {A3k2-1' E6 }[k, 1], 

A2k2_1E7[klJ, and A4k2-1D4t+dkl]. Moreover, A2E6[1l] ~ AIE7[1l] ~ A3D5[1l] ~ 

Es (these equivalences follow immediately because Es is the unique Type II lattice 

in 8 dimensions; Witt's Theorem also works, and a slightly more complicated argu­

ment from first principles based on Cor.4.2(i) can also establish them). 

Finally, for any integral Euclidean lattice A, the indefinite lattice {A; A} de! A Ef) 

A(-l) is self-dualizable (take as glues the vectors (a; a), "la E A*). 

Gluing theory was used in Niemeier's classification of aIl 24 Type II Euclidean 

24-dimensionallattices; the 23 Niemeier lattices (see Table 5; it was based on Table 

16.1 of [CSl]) can be obtained by gluing various root lattices. The table incIudes 

those root lattices (given in the first column), as weIl as the glues (given in the 

second). There we use the short-hand [(122)], e.g. , to denote the three glues 

[122], [212], [221] obtained by cyclically permuting [122]. The total number of glue 

vectors, which cquals the square root of the determinant of the root lattice, is given 

in the third column. The final column gives the so-called 'Coxeter number' h of 

the lattice: 24h is the number of root vectors (i.e. norm 2 vectors) in the lattice; 

and 196 560-576h is the number of norm 4 veetors. In faet, two Niemeier lattiees 
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Table 5: The 24-dirnensional Type II (Niemeier and Leech) 
Lattices 

Root Glue Vector Order of h 
Lattice Generators g, Glue Group 
D24 [1] :2 .1() 

DI6ES [10] 2 :JO 
E3 

S [000] 1 30 
A24 [5] 5 25 
D~2 [( 12)] 4 .).) 

AI7E7 [31] 6 18 
DlOE~ [[110], [301]] 4 18 
AISDg [21] 8 16 
D3 

S [(122)J 8 14 
Ar2 [15] 13 1 :l 
AlID7 E6 [111] 12 12 
E4 

6 [1(012)] 9 12 
A~D6 [240], [501], [053] 20 10 
D4 

6 [even perms of {0123}] 16 10 
A3 

S [(114)] 27 9 
A2D2 7 S [1112], [1721] 32 8 
A4 

6 [1(216)] 49 7 
A:D4 [2(024)0], [33001J, 

[30302], [30033] 72 6 
D6 

4 [111111], [0(02332)] 64 6 
A6 

4 [1 (01441)] 125 .5 
AS 

3 [3(2001011)J 2.56 4 
AI2 

2 [2( 11211122212)] 729 3 
A24 

I [1(00000101001100110101111) ] 4096 :2 
1\24 - - 0 
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with cqual Coxeter numbers have the same numhers of norm k vectors for each 

k, i.e. they have cqual theta constants (see eq.(4.2.10b)). The proof that aU these 

latticcs are ~elf-dual is straightforward from CorA. The proof that these are aU 

distinct follows by applying Thms.2.3, 5.1, 5.2 and 5.3 to the sublattice in each 

gcncrated by the Ilorm 2 vectors (lt is called the Toot lattzce of the given Niemeier 

lattice). The proof that the Niemeier lattices and the Leech lattice exhaust aH Type 

II Euclidcan lattices of dimension 24 now follows from the Minkowski-Siegal mass 

formula. 

The reverse process to gluing, called 'ungluing', will be considered in Sec.6.3. 

1.6 Gluing Theory Continued 

This section contains a number of basic results meant first of aU ta illustl'ate 

sorne of the results already presented, and, secondly, to prepare for sorne further 

developments in the following chapters. 

The following simple but useful result is true. Though it probably can be proved 

directly, it is most naturally and eloquently proved using the shifting construction, 

and as such is an example of the consequences resultil1g from the inter-relationship 

between gluing and shifting to be discussed in the next chapter (it is proved after 

the statement of Thm.2A.5 in the next chapter). 

Theorem 1.6.1: Let A be self-dualizable. Let C' CA· be any set of vectors wi th 

pairwise integral dot products. Then there exists a self-dual gluing of A containing 

C'. 

In SecA we defined and discussed sorne properties of the orthogonal complement 

A; of a sublattice Ao in a lattice A. We can now go a little further. 

Theorem 1.6.2: Let Ao he a k-dimensional non-singular sublattice of an n­

dimensional integral lattice A. Then At is a sublattice of A with a de terminant 
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IA6-1 which divides IAollAI (in fact, IAoIIAI/IA.f1 must be a perfect intt'ger squal't·). 

If instead A is a rationallattice, the quotient lAD IIAl/iA.f 1 must bt' a Pl'rft'ct mtlO1wl 

square. Moreover, if A is self-dualizable, then Ao is self-dualizable itf .\.f is. 

Pro of It suffices (by using a scaling argument) to considt'r thl' case WlH'1l .\ Îs 

integral. 

Note that Ao œ A6- glues to A. Let 9, = 9: + g~' be the illdependent ghu's, \Vith 

orders n" where 9: E (Ao)*, g~' E (A~)*. Then n n, = v'IAo IIAtI/IAI. 
Because A~ is the largest sublattice orthogonal to Ao, L: k,9~ E Ao iff L: k,9, E 

Ao EB At iff n,lk,. Since the 9:'S span a subgroup of A~I Ao, n n, must dividt' IAnl, 
and hence IA~I divides IAoIIAI. 

The fact that IAoIIAI/IA~1 must be a perfect square now follows from the 

observation that IAoIIA6-I/IAI = n n~ is a perfect square. 

Finally, suppose A is self-dualizable. Then so is Ao EB Ad-. Thm.1 now gives us 

the final staternent of this theorem. QED 

From the previous section, we know A can be obtained from gluing ltlly of 

its orthogonal decompositions, or from gluing any LR-decomposition. This result 

allows us to investigate in a little more detail sorne properties of the orthogonal and 

LR-decompositions. In particular: 

Theorem 1.6.3: Let {(kt}, ... , (km); (ft}, ... , (fn)) be any orthogonal decorn­

position of sorne lattice A. Then (TI k,)(n fJ)/IAI must be the square of an intcger. 

Moreover, if A is integral and sorne prime p divides k), say, but does divides 110 

other ka, eJ' nor lAI, then p2 divides k) and we rnay take k~ = k) Ip2 instead of ml. 

Proof The first statement follows irnmediately from Lemma 4.1. 

Let Xl, ... , Xn+m be the orthogonal vectors in A defining the given orthogonal 

decornposition. Now consider the sublattice Ao of A defined to be (X2, .. ' ,xn+m}.l 

(where the .1. is taken relative to A). It is I-dimensional, say spanned by x') E A, 
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and contains (xI) (so Xl = Nx~ for NEZ). !ts determinant IAol (by Thm.2 above) 

dividcs lAI· (n~2 k.)· (rr;n=lle]l). Hence p does not divide IAol = xi 2 = kJ/N2, 

so it must divide N. ((Nlp).r~,x2,'" 'xn+m ) is an orthogonal sublattice of A with 

the clesircd propertics. QED 

Call a LR-decomposition {AL; AR} of A maximal if any other LR-decomposition 

{AI,; A~} of A satisfying AL ç AL and AR ç AR satisfies AL = AL and AR = AR' 

Any LR-decompo~ition is clearly contained within a maximal one. 

Theorem 1.6.4: Let {AL; AR} be any maximal LR-decomposition of A. Then 

{AL; O}.L = {a; AR} and {a; AR}.L = {AL; O}, using obvious notation. Moreover, if 

A is self-dual, 

Ai = 7T'dA) ~r {x E V(AL) 1 3y E V(AR) such that (x; y) E A}, 

AR = 1rR(A), 

IALI = IARI and in faet the dual groups Ail AL and ARI AR are isomorphic. 

Proo! The first statement is dear from the definition of maximality. Nowassume 

A is self-dual. 

Because {AL; AR} is saturated in A, the glue group G defined by {AL; AR}[G] = 
Ais finite. Let [9k]{A L; AR} = (9U; 9kR)+{AL; AR}, k = 1, ... , N, be the elements 

of G, using obvious notation. Then eq.(5.1) implies n~=l n~ = IALIIARI. Also, A 

integral implies each 9u E Ai. Hence AL [{[9lL] , ... , [9NL]}] = {1rL(v) 1 v E A} is 

a saturated sublattice of Ai. 

Suppose fk E Z are found satisfying 2: fk9kL E AL. Then 2: ik(O; 9kR) = 
2: f /c9k - 2:ek(9U;O) E At, so the maximality of {AL;AR} means 2:ek9kR E AR, 

I.e. l.:.fk9k E {AL;AR}, which implies nk divides f k for each k. 

Thus the maximality of {AL; AR} has implied that the glues 9kL are indepen­

dent of order nk in AL. Now 1rL{A) = Ad{9lL,"" 9.VL}] ç; Ai, so 

1 IALI 1 
IALI ~ IAd{9kdll = n n~ = AR' 
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Therefore IARI ::; IAL l, so reversing the roles of Land R in the above argumt'nt 

gives us IARI = IALI· Eq.(*) now implies l/IALI = IAd{gkdll, so Ad{gk(,}] = .\i, 
by CorA.2. 

Renee for any x E AR there exists a vector q E A with .r = 11Il (~f 'Ir Il( Il). LI't 

q' E A be any other vector wi th qn E [xl AR. Then by the rnaximali ty of {. \ /, ; . \ Il } 

we know that qL - q~ E AL. Thus the mapping from AR/AR to A'[jAl, ddin('d by 

[qR1A R -1> [qL1AL is well-defined; it is straightforward to verify that it, is in fact a 

group isomorphisrn. QED 

The following theorem tells of one way to relate two latt,icf's, pl'Ovidccl t.lH'ir 

intersection is saturated. 

Theorem 1.6.5: If A12 ~f Al n A2 is saturated in both Al and A2' thcn: 

(i) Al = AI2 [Gd and A2 = A12 [G 2 ], where the glue groups are definccl hy 

Ca = Aa/AI2; 

(ii) if in addition Al and A2 are self-dual, the groups Cl and C 2 will be isolllor-

phic. 

Of course, Thm.5(i) follows easily from the discussion in the previous spction. 

Thm.5(ii) follows from ThmA.9 by letting YI be the independent generators of G2 

(this is always possible) and letting A be Al, Then the ri will be indcpc'ndcnt 

generators of Cl, and the mapping Ya H ri will induce an isornorphism hetwecn G I 

and C2 • 

Theorem 1.6.6: Suppose A is integral and let nt, n2 be the orders of the glues 

[gd, [g21 E A * / A. Then D gl . g2 E Z, where D = (n h n2) is the grcatcst corn mon 

divisor of nI and n2' In particular, if nI and n2 are relatively prime, 91 . 92 E Z. 

This follows because the vectors nI gl and n2 92 are in A, so nI 91 . 92 E Z and 

n291 . 92 E Z. 
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We see from Cor.5.4 that the determinant of a self-dualizable lattice must be a 

perfcd square, and yet we gave examples in the last section of integrallattices with 

cleterminants that were perfect squares and which were not self-dualizable. vVe will 

adclress the question of self-dualizability much more completely later, but for now 

consider the following special cases. 

Theorem 1.6.7: Suppose A is integral. Then A is self-dualizable if either of these 

conditions hold: 

(i) 

(ii) 

A * / A is isomorphic to Cn 2 X ..• Cn 2, for certain integers ni; 
1 le 

lAI is a power of 4. 

As usuai Cm denotes the cyclic group of order m. (i) follows by letting 91,' .. ,9k 

be independent generators of A * / A of order ni, ., ., ni, respectively. Then for each 

l and j, n;91' 9) E Z. Without 10ss of generality we may suppose each nI is a power 

of a prime PI: nI = P~' (by using the fundamental theorem of abelian groups). 

Consider the gluing A[{n191, ... ,nk9dl. Then each dot product (n I 91)' (nJ9) is 

integral, by Thm.6. Cor .5.4 now tells us this glued lattice is self-dual, which gives 

us Thm.7. 

(ii) is proven similarly: let A * / A be isomorphic to Cnl X •. , X Cnle , where 

ni = 2/ •. By choosing glues as in the proof for (i) given above, it suffices to consider 

the case when aIl el 's are 1, z.e. when aU ni = 2. Then k must be even. Let 

91,' .. ,9k be independent generators of A * / A, each of order 2. We may also assume 

their norms are an non-integral, and hence are ! times odd integers (otherwise 

use the 91 with integral norms 9; as glues). By Thm.6, then, 91 + 92 has integral 

norm and 50 can be used as a glue. This amounts to reducing k by 2. Proceeding 

inductively (i.e. applying the same argument to A[gl + 92]* / A[91 + 92]) establishes 

(ii ). 

Theorem 1.6.8: Vn E Z, n =f:. 0, {(n)4} def {(n),(n), (n), (n)} is self-dualizable. 
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,. Prao! Without 10ss of generality assume 11 is positive (for n < 0, the followill~ 

proof will show {( -n yI} is self-dualizable, and hence so is {( -n)4} (-) = {( 11 ) 1 } ). 

From Lagrange's Theorern (pA7 of [SER]) wc see that tlH're ('xist illt('~t'rs 

i, j, k, e such that i2 + ) 2 + k2 + (2 == n. D('fine the following glue v('ctors of {( Il ) 1 } : 

91 = [i,j,k,e], 92 = [-j,i,-€,k], 93 = [k,-E,-t,)] and 94 = [E,k,-j,-I] 

Then it is trivial to verify that 91 . 9) = 51} - in other worùs, wc have that. tht' 

gluing {(n)4}[{91,92,93,g4}] ~ 14, QED 

h L A b . 1 1 . Th A4 def { } clef T eorem 1.6.9: et e any mtegra athee. en = A, A, A, A = A t[l 

A œ A œ A and {Ai A} def A œ A (-1) are self-dualizable. 

Proo! Let Ao be any orthogonal decornposition of Aj Thrn.8 tells us that Ai~ 18 

self-dualizable. Thrn.l now finishes the proof. QED 

Theorem 1.6.10: Let A be a two-dirnensional non-singular latticE'. Thcn: 

(i) if A is rational there exist nonzero integers m, n, e,j such that lAI = mn, t.he 

greatest corn mon divisor (j, e) = 1, and 

A ~ {(em), (fn)}[m,jn]j 

(ii) if A has a glue deeornposition as given in (i), then A * ~ {( f/m), (e/n)}[-) lm, 1/711 

(here m, n can be irrational and this result would still hold)j 

(iii) (A*)(±IAI) ~ A, where the '+' sign is ehosen when A is definite and the '-' 

sign when A is indefinite; 

(iv) J.L(A*) = /l(A)/IAli and 

(v) Suppose A is rational, and let A' be any other 2-dirnensionallattice with a 

deterrninant INI sueh that IAI/INI is a perfect rational square. TheIl A ~ N 

iff they have equal signature, A' is also rational, and there exists sorne non zero 

vectors x E A, Y E A', with x 2 = y2. 
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P1'OO! (i) follows quiekly from orthogonal decomposition. 

Lf~t x and y he the orthogonal vectors in A which define the given orthogonal 

clecompo5itioll (sa x2 = €.m, x . y = 0, and y2 = €.n). Then a glue vector 9 in 

thcglllccla::,s [m,Jn]{(m),(n)} isg=x/€.+JY/€.. It istrivial toverify that r/m, 

y/n, and y' = -J x/(€.m) + y/(Cn) aU have integral dot products with x, y, and 9 

(c.g. g'. 9 = -J/€.+ J/€. = 0), SO (X,y)[g'J ç A*. But g' has arder €. in (x/m,y/n), 

so I(x/m, y/n}[g'JI = (e/m)(f/n)/(e2
) = l/(mn) = .\*. Cor.4.2 gives us (ii). 

The most gcneral way to see (iii) is to look at Gram matrices. Let A be the 

Gram matrix of A corresponding ta a basis {b 1 , b2 }. vVithout 10ss of generality 

suppo::,e A is df'filllte (so 1...11> 0). Then we know ..1.- 1 is the Gram matrix for A* 

corrf'sponcl.ing to the dual basis {br, b;}. Let b~ = viAï b~ and b~ = - viAï b~ -

they form a basis for (A*)(II\I) which, it is easy to verify, corresponds to a Gram 

mat ri x equal ta A. Thus by Thm.1.4 we get (iii). 

(iv) follows immediatcly from (iii). 

Now for (v). It is dear that, since A is rational, A ~ A' can only occur when 

A' is also rational and has signature equal to that of A. 

SUppObC first that there exist veetors x E A, Y E A', with norms x 2 = y2 =1- O. 

Then {x, x.i } and {y, yl. } define orthogonal decompositions of A and A' respectively. 

Dy Thrn.2 it is trivial to verify that these orthogonal sublattices are rationally 

<'quivalent, and so then are :\ and A'. 

Next, if there exist nonzero veetors x E A, y E A', with norms x 2 = y2 = 0, 

then it can be shown in a number of ways that both A and A' are self-dualizable, 

and hence must glue to either J1,l or Ill,}. Since these two self-duallattices are 

ea::,ily seen to be rationally equivalent, so must A and A' in this case. This conc1udes 

the proof of the .~' half ()f (v). 

The other direction of (v) follows immediately from Cor.4.ll. QED 
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Chapter 2 TENSOR PRODUCTS AND SHIFTING 

2.1 The Tensor Product: Basic Properties 

This chapter w1l1 address two m("allS of COIl~trllctil1.e; lat tiCt'S flO111 ot llt'r 1l1lt':-, 

In this and the following section, wt' will di1>cUSS temor prodl1cts. Tht' fillal tWIl 

sections introduce and develop the shzftmg con,~tr1Lctwn. 

Let V and V' be two real inner product spaC<'8 Dy tht' teTl,~or prodnct ,. ~,., 

we mean the real vector space consisting of aH points of the fmm LI (.r l' .r~), fOI 

XI E V and x~ EV'. We write XI 0 x~ for the orrlt'rcd pair (.l'I,J·~). It j" ah-o 

required that 0 be a bilinear product; z.e. (x + ry) 0 x' = .r c·).r' + ry c·) .r' and 

X 0(x' + sy') = X 0 x' +SX 0 y', for aU x,y E V, x',y' E tr', and r,s ER. ",;.) '" 

is made into an inner product space by defining (x 0 x') . (!I (;:) y') = (.1' y)( x' y'), 

for aU x,y E V, and x',y' EV'. 

More formally, tht' tensor product can be defined catcgory th(,()l'd jeally a~ il 

certain universal object 0n (see e.g. p.209 of [HUNI for df,tails), but UliS 11'\'1'1 (If 

abstraction is unnecessary here. 

It is easy to show that V 8 V' has dimension nn', whf'f(' n and rI' an' 1 Il(' 

dimensions of V and V' respective1y. Also, 0 c~) X' = .r (0 0 = 0 is tllf' Z('W Vt't'Iol' III 

the space. 

For reasons soon to be made c1ear, define A.8 A.', for ally m x Tt alld ,,,' x n' 

R-matrices A and A', to be the mm' x nn' R-matrix who~c (l' + m'zH/ 1- n') )th 

t ~ 1 1 ' 1 ' d' 1 ,. III en ry, lor Z = , ... ,m,) = , ... ,n, Z = , ... ,rn an ) = , ... ,TL, 1:-' ."1 I ) .. t , ')' 

For example, 

2) A' = (5 
--1' Î ~) and A 0 A' = (1~5 

21 

G 
8 
18 
24 

i~ H). 
28 32 

Definition 2.1.1: Let A and A' be two lattices with hackground ~pa(,l:s V 
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{ V( A) and V' = V( A'). The ten.wr product .\ 8 .\' of A ami A' is defined to be 

({.r:-j.r:' IxEA, .r:'EA'}) ÇV0V'. 

The following results are immediate. 

Theorem 2.1.1: Let A and A' be any lattices. Then: 

(i) if /3 = {b l , ••• ,bn } and /3' = {b'l' ... ,b~,} are any bases for A and A' respec-

tively, thcn /30 {1' ~r {b l 0 b~, bl 0 b~, .. . , bn 0 b~'_}l bn 0 b~,} is a basis for 

A0A'; 

(ii) if A and .4' arc the Gram matrices corresponding to ;3 and /3', then A 0 ,-l' 

is the Gram matnx for A 0 A' corresponding to (3 il) /3'; 

(iii) V(A 0 1\') = V(A) 0 V(A') and Vo(A 0 1\') = Vo(A) 0 Vo(A'); and 

(iv) A 0 A' is non-singular iff both A and A' are non-singular. 

For example, Thm.l(iv) follows from Thm.l(ii) which follows from Thm.l(i). 

As before, we will assume for the remainder of this chapter that alliattices consid-

ercd are non-singular. 

The following theorem follows quickly from Thm.l and the above definitions. 

Theorem 2.1.2: Let Al, ... ,A4 be any lattices of dimensions ni, ... , n4 respec­

tively. Then: 

(i) Al 0 A2 is of dimer~sion nln2 and signa~ure (nHn2+ + nl-n2-,nHn2- + 
1l1+n2-)' where Al and A2 are of signature (nl+,nl-) and (n2+,n2-) respec­

tively; 

(Ii) lAI 0 A21 = IAtln21A21nl; 

(iii) Al 0 In ~ Ar ~f Al Et) ••• Et) Al; 

(iv) '\1 0 (A2 œ A3 ) ~ (Al 0 A2) Et) (Al 0 A3); 

(v) .\1 0 I~l) ~ A~l), for any e E Ri 

(vi) ('\1 (~A2)(l) ~ A~() CS) A2 ~ Al 0 A~l), for any e ER; 
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(vii) 

( viii) 

(ix) 

(x) 

Al ~ A3 and ·\2 :::::: .\ .. implies .\ 1 ..:.~ ·\2 :::::: ·\3 0-) .\ 1 l similarly for .\, ~ .\ 1. 

etc. ); 

(A} ;:) .\2) "":; .\3 ;::::: .\, ~~ (.\2 (:") .\3) and .\, ":'V.\2 :::::: '\l :0 .\,: 

.\} c~ .\z :::::: .\z, for the zero lattire .\z; and 

Proo! The dimension of .\} .8 '\2 follows from Thm.!(,) Its si1!,natlllt' cali h,' 

seen by diagonalizing A. 1 0 A.2 : if U{A.IU I =diag{+1, ... ,+1,-1, ... ,-l} aud 

ut A. 1 UI =diag{ +1, ... , + 1, -1,. ., -1}, then UI 0 rh works for A' I (.).4 2 . To ohl Hill 

the formula in (ii), it ~uffices hy Thm.1(Ii) to <'valuatt> the <!ett'rllllllitnt lA '.;> A'I 
This is a straightforward exercise. 

The obvious choices of integral eql1ivalenc<,s work in (iv), (v), (vi), (vIi), (viii) 

and (ix); (iii) follows immediately from (i v) and (v) (wi th R = 1) 

To verify (x), first note that for any x E ,\" y E A2 , .r' E Ar and y' E 

Ai, (x 0 y) . (x' . yi) = (x . X')(y· y') E Z, so x' 0 y' E (AI é·) A2t and lwnc(', 

Ai 0Ai ç (A 1 0A2 )'". The conclusion now follows from Cor.1A.2(i) by (,olllplltiug 

determinants. QED 

Corollary 2.1.3: Let A, and .\2 be any latticcs. TheIl: 

(i) if Al and A2 are Euclidean (resp. indefinite), so is 1\' ':;) A2 i 

(ii) if Al and A2 are integral (resp. rational), so is A, 0 A2 ; 

(iii) if Al and A2 are integral, A, @ A2 is even iff AI and/or A2 is eVf'n; aIld 

(iv) if Al and A2 are self-dual (resp. self-dualizable), so is Al '0 A2 . 

Cor.3(i) follows immediately from Thm.2(i); Cor.3(ii) and 3(iii) follow 60m 

Thm.1(ii)j and Cor.3(iv) follows from Thm.1.3.1, Cor.3(ii), and Thm.2(ii) 

Note that by Thm.2(vi), Al 0 A2 :::::: A~l) 0 A~'/t) for any IlOllzero e E R, ~() the 

converses of Cor.3 cannot be expected to hold. However, wc can say th€' following: 

Theorem 2.1.4: Let Al and A2 be any lattices. TheIl: 
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(i) if AI 0 A2 is integral (resp. rational), there exists a positive I!. E R such that 

A~t) and A~l/t) are hoth integral (resp. rational); and 

(ii) If AI ~~) A2 is ~('lf-dual, there exists a positive e E R such that A~t) and A~l/t) 

are hoth ~df-dllal 

Proof (i) Choo~e sorne y E A2 with nonzero norm L. Then for any x,x' E At, 

Lx . .c' = (x 0 y) . (x' 0 y) E Z. Therefore A~ L) is an integral lattice. 

Let e be the smallest positive real number such that A~l) is integral. Then 

({fx· x' 1 x,x' E Ad) = Z (because Z lS a principle ideal domain). Choose ml E Z 

and .c l' x~ E .\ l '>0 that L eml.r 1 . x~ = l. 

Ch(x)f!(' any y', y" E A.2' Then y' . !I" / e = (L mlXI . x~ )y' . y" = L ml(x1 '21 y') . 

(x~ 0 y") E Z. Thus A~l/t) lS an integrallattice. 

To prove (ii), let e be as in (1). Then Ail) and A~l/l) are integral and thercfore 

have iutegral determinants. Hence 1 = IA10A2 1 = IAil ) 0A~111) 1 = IAil)ln2IA~1/l) In l 

implies that IAil)1 and IA~lll)1 both equal 1. Thm.1.3.1 tells us they are self-dual. 

QED 

However, AI 0 A2 self-dualizable does not necessarily imply that there exists 

an e E R ~uch that :\i t
) and A~l/l) are both self-dualizable. Indeed, by Thm.2(iii) 

and Thm.1.6.9. the lattice A 014 is self-dualizable for any integral lattice A. 

Thm.2(iv) tells us that Al decomposable (with respect to direct sum) implies 

'\1 C~ A2 is decomposable. Does the converse hold? Also, Thms.2(v) and (vi) tells 

us that decompositions with respect to 0 are never unique. 

Not much work has been done on tensor products. There are at least two 

l'('asOllS for this. First of aIl, it is Ilot a very practical means of constructing new 

lattict's. For example. we see from Thm.3(iv) that the tensor products of self­

dual lattices are always self-dual. However, the first nontrivial self-dual lattice 

cOllstructed in this manner is E8 '21 Es which has dimension 64. The second reason 

for the relative lack of results, is the complexity of the theory. 
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For the last couple decades Yoshiyuki Kitnoka has pllblished Il l1ullllwr of pnpt'l'S 

in which he addresses questions concerniu!!, tensor prnduds. \Yt' will inw'sti!-!:atf' Ollt' 

of them ([KITl]) in some detail in the following s('ction. 

Three questions he has nnnlysed in con~iderahlt, (letnil HU': 

(i) if AI and "\2 are indecomposable (with respect to t1'), tlll'n wllt'll is '\1 ,'.) .\~ 

also indecomposable?; 

(ii) when does AI 0 '\2 ~ Al (~ 1\3 imply '\2 ~ A3'?; and 

(iii) when is a decomposition with respect to 0 uniqup,? I.e. Whl'll dOt's 

imply m = n and AI ~ .\~" for each land somp p('rIlllltatioll (1. 

(See for example [KIT2], [KIT3] and [KIT4] for dptails.) 011(' intt'l'('!'>t.ing 

conclusion he reached in [KIT4] was that when the AI in (iii) are aIl root laHjct·s 

other than ..1. 1 and when the A~ there are aIl of dimen.'ilOIl :::: 2 and an' inc!I'(,oIll!>OS­

able with respect to '8, we get that (iii) holds (up to the trivial s('a.lill~ fact()rs of 

Thm.2(vi) of course). (Clearly, I-dimensiollallatticcs ~Il('h a.s '-\1 ('(tIl ancllllll~t hl' 

excluded, by Thm.2(v).) In other words, for lattices A which ('an he obtllillf'd hy 

tensoring together root lattices, their decomposition with n'sIwct to (.) is as \\Ilicl'lf' 

as is conceivably possible. 

2.2 The Minimum Norm of the Tensor Product 

In this section we will restrict our attention to Euclidcan latti('('s. 

Let Al and A2 be Euclidcan. Then AI 0 A2 is also Enclidean, ~o t.he minimal 

norms J..L(AJ), J..L(A 2 ) and J..L(AI 0 A2 ) are aIl positive and arc actually at.tained. 

Choose x E Al and y E A2 satisfying x 2 = J-l( Al) and y2 = Jl( A2 ). Then x ~')!I E 

Al 0 Â 2 and (x 0 y)2 = J-l(At)J..L(A2)' Therefore we may writ.e: 

J..L(AI 0 A2 ) ~ J-l(AdJ..L(A2 ). 
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Of course it is not a pnon necessary that equality holds in eq.(1); the minimal 

v(·ctorin A) ~·)A2 may look like Lx,0YI for certain XI E A) and YI E A2 • In fact, R. 

Stl'inberg has !'>howu (,>ce pp.4ï-8 of [MH]) that in every sufficiently large dimension 

tlWf(' f'xiht "df-(l11al latticcs A) and A2 such that J.l( A) (2) '\2) < 1.l(A) )J.l(A2)' His 

argllIIlt'llt i~ as follows. 

C()n~ider any ~(·lf-dllal lattice A of dimension n. Let /3 = {b l , ... , bn } be any 

basis for A ancll(·t {3* = {bi, ... , b~} he the dual hasis. Then b ~f bl 0bi + ... +bn 0b~ 

lies in A ~) A. Note that 

where A and .4· = A -) are the Gram matrices corresponding to /3 and 13*. Thus 

Il(A 0 A) :S n. 

From eq (1.3 3a) we know that for any n there exist self-dual (Euclidean) lat­

ticcs A of dimension n with minimal norm J.l(.\) at least as large as k( n), the closest 

integer to ( ~w;;-l )2/n. It is possible to show that k( n) > Jn for n ~ 292. Renee for 

such 11, thcrc (>xi~t n-dimensional self-duallattiees ,\ satisfying J.l(A0A) < J.l(.\)J.l(,\). 

For thesc .\, eqllality does not hold in eq.(l). 

Nevertheless It seems to he very difficult to explicitly find lattices Al and A2 

which procluce an lllcquality in eq.(l). 

We shall let Tf denote the set of aU Euclidean lattices Al with the foUowing 

property: if ;\2 is any other Eudidean lattice, then J.l('\l 0 A2 ) = J.l(AdJ.l(A2 ). 

Obvionsl)', if A E Tf, hO is any lattice integrally equivalent to A. The following 

rcsults concerning lattices in Tf are less trivial. 

Theorem 2.2.1: Let A and A' be Euclidean and suppose A E Tf. Then: 

(i) .\ 0.\' E Tf; AU) E Tf for any positive f. E R; any sublattiee of A with 

minimal norm equal to that of A is in Tf; if in addition A' E Tf, then so is 

AtBA'; 

(ii) any ort.hogonal Euclidean lattiee is in Tf; 
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(iii) if A' ri. Tf., then there exists a Euclidean .\" wi th dimension t'qua.l to t hat 

of A' such that }.l(.\' CS A") < p(.\')'l(.\"); 

(iv) the root lattices .-ln, DlI , Eô, E7 and Es are aIl in Tf; and 

( v ) uny lat tice of dimension ~ 3 is in Tf.. 

Proof (i) follows from the work in the previous section and eq.(1.2.1a), whidl says 

that Jl( A 1 t& '\2) = min {Jl( A d, }.l( '\2)}' If a sublattice '\0 of .\ ha.s minimal UOl"m 

}.l( Ao) = }.l( A), then for any A', ;J A )}.l( A') = J1.( A 01\') ~ }.le Ao~) A') :s; Il( An )/l( AI) = 

}.l(A)Jl(A'), I.e. Jl(Ao (9 N) = }.l(Ao)}.l(N). (ii) follows from (i) a.nd hOllH' ft':-'llits of 

the previous section. 

Toobtain (iii), let n = dim(A') and/l(A'0Ad < J1.(A')Jl(AI) forsomc Ellclid('an 

lattice AI. Let L:::I.rl ;y YI be a minimal vcetor of A' 0 AI, whcn' .fl E .\' and 

y, E Al, By the bilinear property of 0 discussed ln the previolls section, wc lIlay 

assume that the XI are linearly independent, and the YI are linearly ind(·pcIHh·nt. 

Thus N ~ n. Take A" = (YI) ffi I~~N for any R. ~ Il(A.) - It is trivial tn v('rify t.hat 

A" has the desired properties. 

(iv) is more difficult. First we will prove Es E Tf. The argument W(' willust' 

was first found by Steinberg (see pp.47-8 of [MH]). 

Let {el •... , e8} he an orthononnal basis of R 8. Then EM can hl! t.hollght of 

as the set of all vectors L: kle l in R 8 with L kl E 2Z, and eithcr aIl kl E Z or aU 

k, E Z + t. Thus, every element u E E8 0 A' can be writtcn as L fi (~ Il,, W}Wl(' 

L: U I E 1\'(4), and either all Ut E A' or aIl u, ri. A' and 2u I E 1\' 

Let u he a minimal clement of E8 0 A'. Note that 11.
2 = LU;. w(' nlll~t. !-.how 

that L: u~ ~ 2/-l(N). 

Obviously not aIl U I can be in 1\'(4) (for then LU? ~ 4/1.(A'». Then if all1l 1 

are in N, at least two - say UI and U2 - must not he in N(4) (bccau~e LUI must 

he). But then L u~ ~ ui + u~ ~ 2J1.(N). 

Now consider the case when no U I is in N. Then aU 11.. are nonzero and in 
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Therefore E8 E Tf. Now, wc know from Sec. 1.5 that E7 œ Al and E6 œ A2 are 

(intcgrally cquivalent to) saturated sublattices of Es. 50 E7 and E6 are (integrally 

r'quivalent t/») ~Ilhlatticcs of E8 anù thcir minimal norms equal that of Es. Renee, 

hy (i) wc ~(,r' that E7 and Et) must also he in TE. 

Steinbcrg's idf>a of embedding the root lattice in Q 0 In does not seem to work 

for An. Instcad we do the following. 

Let ri, ! = 1, ... , n, be the basis of 'simple roots' of An in Table 2. Let 

IL = L: ri 0 x., for XI E A', be any minimal vector of An 0 A'. Then, u2 = 2xi - 2Xl . 

x2+2x~ _ .. ·-2X n -I·Xn +2x~ = xi +(x 1 -X2)2 +(X2-X3)2 + .. '+(Xn-l -xn)2+x~ ~ 

2/l(A'), since Il 1= O. 

The remaining root lattiees Dn can be treated by the method used for An' or 

for E8' 

(v) Consider first any 2-dimensional lattice A. Let bl and b2 generate it -

without 10ss of generality we may suppose bi = p.(A) and Ib l . b2 1 ~ p./2. Let 

u = bl 0 XI + b2 0 X2, for Xl, X2 E A', be a minimal vector in A 0 A'. Then 

u2 = bixi +2(b1 · b2)(xl' x2)+b~x~ = (Jbixi - Jb~x~)2 +2(Jbixib~x~ +(bl · 

b2)(xl . X2)) ~ 0 + 2p.(A)v'xix~ - p.(A)Jxix~ ~ p.(A)p.(A'). 

The proof for A being 3-dimensional is similar (though messier) and will not 

be given here. QED 

It is possible to use the methods used in the proofs of Thm.1(iv,v) to extend 

those results. For example, D~' E TE. However a recent paper makes aH that 

unnecessary. 

The proofs thus far in this section have aIl been from first principles. Y. 

Kitaoka also has investigated these questions and in [KIT1] he brought sorne heavier 

machinery to bear on them. (AetuaHy, he restricts his attention to rationallattices 

.\ and .\', but this is unnecessary in the present context.) 

For eaeh n = 1,2,3, ... let 

(2.2.2a) 
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where the 'sup' runs over aU Euclidean lattict's of clillWllSioIl 11. It is knowll t hat for 

each n this sup is attailled (in faet hy an intcgrallattice --- st't' the lt'llmm on p 2!J 

of [MH]). Several upper bounds for Jln are known: wc !!,an' 011t' in Thm.l l.u; t hl' 

sharpest one is due to C.A. Rogers (sec e.g. [ROGj): and Kitaoka us('d 

? n 
J-ln < ':r(2 + - )2/n. 

7r 2 
(2.2.2h) 

(It is possible that if he used Rogers' bound, Thms.2 and 3 giV(,ll \wlow ('ould hl' 

slightly strengthened.) 

Theorem 2.2.2 (Kztaoka): Any Euclidean lattice A of dimension:::; 42 is Iwces-

sarily in T &. 

sketch of Proof Let A' be any Euclidean lattice and let v = I:~l x 1 0YI, for Xl E A 

and YI E A' be any minimal veetor in A 0 A'. We may assmne, by the bilincl\l'ity 

of 0, that the XI vectors are linearly independent, as are the YI' Define t.he N­

dimensional Euclidean lattices Ao ~r ( {x 1 , ••• , x N }) and A~ (~r ( {YI, ... , y N } }, and 

let ..1.0 and A~ be their Gram matrices relative to the bases {x I} and {YI}' TlH'll 

J-l(Ao)J-l(A~) > J.l(A)J.l(A') ~ J.l(A 0 A') = v2 = Tr(AoA~). 

Now it is a straightforward argument in matrix algebra. to show that for any pos­

itive definite symmetric n x n R-matrices Band C, we have Tl'( BC) ~ n( IBIICI)I/n 

(just diagonalize, etc.). 

Hence, 

v2 2: N(IAoIIA~I)l/N - N(lAoIIA~I)I/N, so J.l(Ao)/IAoll/N J-l(A~)/IA~II/N > N. 

Thus J.l~ > N. 

Now it is possible to show (using eq.(2b» that for n: :::; 42, ILn ~ Vii implies 

n=1. 

But N :::; the dimension of A, which is ~ 42 by hypothcsis. Thcrcforc N = 1, 

v = Xl 0 YI, and so J-l(A 0 A') = J.l(A)Jl(A'). QED 
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Theorem 2.2.3 (Kitaoka): Let A be any Euclidean lattice with Il(A) :::; 6 and 

!->Ilch that any nOllzero sublattice Ao of it has determinant IAol 2: 1. Then A is in 

Tf. 

Pro of Let A' be any Euclidean lattice, and let v = L~l XI 0 YI! Ao and A~ be 

as in the proof of Thm.2. As was done there, 61l(Ati) 2: Il(A)Il(N) > p(A 0 N) ~ 

N(lAoIIA~l)l/N 2: NIA~ll/N. Renee IlN 2: p(A~)/IA~ll/N 2: N/6. 

It is possible ta show from eq.(2b) that Iln > n/6 for n 2: 40. 

Thus, N < 40. Sa by the proof of Thm.2, N = 1. QED 

For example, this implies that any integral Euclidean lattice A with p(A) ~ 6 

- e.g. A24 (in fact aIl self-duallattices of dimension < 56) and aU the root lattices 

-- must neeessarily lie in Tf. 

Actually, we have proven something slightly stronger in an three theorems 

(namely, that N = 1; l.e. that any minimal vector in A 0 A' is of the form X 0 y), 

but this is not reaIly relevant here. 

There are many consequences tha~ can Je extracted from the above remarks. 

Some of thcse are collected below. 

Corollary 2.2.4: (i) For any Q' > 1, there exists a self-dual Euclidean lattice A 

satisfying Jl(A 0 A) < p(A)o. 

(ii) For any integral Euclidean lattice A and any Euclidean lattice A', p(A0N) ~ 

Jt(N), with equality only when p(A) = 1. 

(iii) Suppose A is integral and Euclidean, and for some EucIidean lattice A' we 

have /1-(A 0 N) :::; 61l(N). Then p(A) :::; 6. 

(iv) Let A and A' be any Euclidean lattices satisfying Il(A 0 A') < p(A)Il(A'), 

and let 2:::1 X, 0 YI be any minimal vector of A 0 A', with XI E A, YI E N. 

Then N > 42. 

Pro of (i) follows from the argument given at the beginning of this section and the 
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, 
" 

observation that k( n )0/2 asymptotically grows like (n/2rrE )Il / l, and so will l'\'t'ut 11-

ally surpass ..;n. 
(ii) follows from (iii) and Thm.3. The proof of Thm.3 ("ail h(' I1st'd to 1)10\'1' 

(iii) . 

Finally, the proof of Thm.2 can be used to gct (iv). QED 

2.3 The Shifting Method: General 

A second method for generating new lattices from a giV{'Il one is calkd .~}/,1.ftZ71!l. 

It will be pl'oved that two lattices can be connected by a (rat.ional) shift itf thl'Y arc' 

rationally equivalent. Hence in this way shifting generalizes gluing. 

In its most general form shifting connects rationallattlc{·s. How{'v{'r, a spI'('ial 

case of it (the integral Jhijt, discussed later in this section) takes integral lat.t.ic·{'s 

only to other (rationally equivalent) integral lattices, and never iIl<'f{'aSes the de­

terminant. This integral shift specializes to the usual (self-dual) shi ft Wlll'11 one 

considers shifting only self-duallattices. It takes self-duallattices only to otlwr :-.<'1f­

duallattices, and connects any two such lattices of equal dimension and si)!;uat,mf'. 

When shifting occurs in the mathematical and physicalliteratmc, it is IIsllally tllf' 

self-dual variety. 

A simple example of shifting is provided by the theory of neighbouring laU,i('{'s, 

discussed on pp.42l-3 of [CSl] and in Secs.2.4 and 3.4. (Self-dual) shifting is abC) 

used in string theory to generate new theories from a given one (set! e.g. Sec G.2). 

Although shifting has appeared before in the literatul'e, it sœms that il. Ims 

never been systematlcally studied. and the connection bctween it and rational ('(ptiv­

alence has never been explicitly made. 

vVhen shifting haJ appeared before, it has not always been without errors. For 

example, physicists have come up with a number of arguments (see e.g. [LAM3] 

and [LL]) for the self-duality of the (integral) shift of a self-duallatticc, but none 

of these arguments seem to be complete. AIso, Borcherds on p.422 of [CS!] defiI1(!cl 
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nezghb01LTJ (an order 2 shift) in two different ways; the second way is not correct -

[{ls, (t )S)] (his notation) equals Ds, not Es as he claims it does. 

Suppose wc are given a (rational) lattice Ah vectors WI, ••. , W m E Q 0 Ah and 

an nt x m Q-matrix ( = ((1])' 

Definition 2.3.1: By the (Tationally) 8hifted lattice we rnean the set 

At ( {Wl , ... , wm }, () ~f 

m m 

{q+ Ll'.wl 1 e, E Z,q E Al, and Vj, q·w] == L(],f, (rnod 1)}. (2.3.1) 
,=1 .=1 

w, are called the 8hilt vectoT8, and ('] are called the vacuum parameteT8. 

(This terminology is taken from string theory - see Sec.6.2.) We may write 

this more compactly in matrix notation in the following way. Choose sorne basis 

f3 = {bt , .•. , bn} of Al and let A be the Gram matrix of Al relative to f3. Let W 

denote the n x m Q-matrix whose ijth entry W,] is the zth component (w]). of w] 

relative to f3. Let q E In and l E lm be column vectors with integer components 

(q represents a vector in Al, relative to (3, in the natural way). Then the shifted 

lattice can be written as 

(2.3.2) 

It is trivial to verify from either eqs.(l) or (2) that the shifted 'lattice' is indeed 

al ways a lattice. 

The following definitions are made with Thrn.3 in mind. Consider the sets 

m 

S~f {L l,w, E Al 1 el E Z}, 
1=1 

m 

S* ~f {L f,w, E Ar 1 e. E Z}, and 
,=1 
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Define the shlft groups to be 

/Tl 

n = n(lV)~ {L eaw, 1 ea E Z} / S, 
,=1 

m 

n* = n*(w) ~f {L f,w, 1 fI E Z} / S*, and 
,=1 

m 

fi = fi(W,O ~f {Lf,w, 1 f, E Z} / S. 
1=1 

The following result is straightforward to vel1fy. 

Theorem 2.3.1: The shift groups n, n* and fi are aU finite. 

If the shift groups n(W) and n(W') of two different shifts are l'quaI, tlH'll 

S = S', and there exist an m x m' Z-matrix K, and an m' x rn Z-matrix ]{', 

such that W I = Ew/ K;, and w/ = EwJKJI" Also, S* = S*', so n*(~V) = 

n*(W'). However, as we shaH see below, we do not have in general that Al(W,() = 

Al (W', ('), even if in addition n(W, ° = n(tV', ('). Conversely, suppose w, = 

Ew/K;, and w/ = EwJK)I! for Z-matrices K, K'. If in addition (' = [{teK 

(mod 1) and ( = KIt('K' (mod 1), then n(ltV) = Q(W'), n*(W) = n*(~V'), 
n(W,O = n(W',c') and A1(W,C) = A1(W',('). 

Define the fth sector Alti of the shifting to be 

Then A1(W,() = UAI,l. AltO is a nonempty sublattice of both Al and A\(W,(); 

moreover, the shift vectors w, are aU in Ai o. 
t 

There is a relationship hetween shifting and gluing that will he dcveloped in 

the remainder of this section and the next. The essence of it lies in the trivial 
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ob..,prv-cl.tion that ally Ilonempty scctor .\1,t can he written as q + Ive + .\1.0 for any 

w'ctor q + IV P in Al ,1. 

For ('cmvenieIl(,(' wri te w( e) c~f L e ,w,. A180, let q( e) denote any vector satisfy-

III).!; fJ( f) + w( e) E A I,t, provirled .\ J.t is nonempty. 

AIl ('xample will now be given to illustrate the above definitions. 

Let AI = 18 \ w = Wt = (t, ... , t), and ( = O. Then S = {2Cw 1 C E Z}, 

n = n* = n = {5, S + w} ~ C2 , Al,o = Ds, and q(l) can he chosen to he O. The 

shifted lattiœ Adw,O is then Ds[w] = Ds[1J = Es. (This is anexampleofthe glue 

p;aup;e, as wc will sC'e later in this section.) 

Now con!-oider w' = W but. (' = t. Then again we have S' = 5, n' = n'· = 
n' = n, and .\; 0 = Al,o, but q'(l) =1= 0 (q'(l) = -el is a possible choice) and 

AI{w',(') = D8[-cl + w'] = Ds[3]. Although I\t(w',(') ~ AI(W,O, these two 

lattices are Ilot pointwise identical. 

In gen('ral, œ = n will not force AI ( ~V, () and 1\ 1 (TV' , (') to be (in tegrally) 

C'quivalent to f'élch other. In spi te of this, the notation 1\1(0) is sometimes used in 

the literature. 

Given a shift matrix W, an m x m Z-matrix N can be found with the prop­

f'rty t hat TVA! == 0 (mod 1), for any other Z-matrix M, iff M = N AI' for sorne 

Z-matrix ~\J' (in faet, we may ('hoose generators w/ for n(W) so that the cor­

l('sponding N is diagonal - these w: are then independent with respect to .'\1, 

as ddin('d in Def.1.4.2). Clearly, the dl'terminant INI equals the order 11011 of 

n. AIso, S = {(.4,'(.V e) 1 e E lm}. lneidently, char .. ging the shift vector genera-

tors by w: = LWJK)" W 1 = EW~[{;I induces the changes N' = [{'.V[{,t and 

N = KN'[{t. 

Theorem 2.3.2: Let 1\2 = AI(W, (). Then: 

(i) Al n 1\2 = U Âl,NI and 
tE 1 rra 

(ii) 
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Proo! (i) Clearly the co11talIl11l1'nt "ç" holds 

Suppose q' E '\1 n .\;/. Tht'Il 1]' E '\I.l' for ~()lllt' ('.:,O 'i' = IIU') + .... ·ln. Whl'Il' 

q(€') E '\1' Wealso have q' E '\l,\\'hiehimplit·g.",)(i') E .\1. Tht'fl'fon', hyddillltl()ll 

of N, f.' = NC for ~ome e. so q' E '\I . .\'t. 

(ii) 
q 

It suffices to prove '\1,0:::::: Al' 

\ . t' 1 t • L Z 1 1 \( L J).. Ù L ' • 1 IS ra ,lOna so tuere eXlsts a E snc 1 t 1at . 1 IS Illtq?;ri 1'1 ( --::: 

L 2 0na. Choose any q E '\1' Then (2q 'Wa EZ VI. The (l('~ll't'd rt'~1I1t follo\\'s fWIll 

Cor.1.4.11. QED 

Theorem 2.3.3: Let '\2 = A 1 or, (). Then we haVt' tht· fo\lowiIlp; i~()lll()l phisIllS 

between glue groups and shift groups: 

(i) :\1 / A1 ,0 ~ n* 
(ii) '\2/ A1,0 = {nonempty sect ors .\J,t} ~ {w(f) + SEn I.\l,t is IlOl1t'll1pty 

(iii) :\2/ (Al n A2) ~ {w(e) + 5 Eni .\l,l is nonempty }. 

Thrn.3(i) follows immediately frorn Lemrna 1.4.8. Thm.3(ii) is proVt>n by 1l0t.illP; 

that for nonempty '\l,t, q(e)+w(e) E Al,o iffw(l) E 5 Similarly, Thm3(iii) l'('~ttlt.s 

from the observation that for nonempty Al,l, q( e) + w( e) E .\ 1 n '\2 iff w( f) E S 

Theorem 2.3.4: Al ~ A2 iff 31V, ( such that .\2 :::::: AI (IV, (). 

Proo! "::>" By Thm.1.4.10 there exists a saturated integral s1lblauic(' Ao of 

both Al and sorne lattice A; integrally equivalent to A2. In faet w(' lIlay chool-le it. 

so that Al C Aô and A; C A~. 

Let w, + Ao, l = 1, ... , k, be generators of A;/ Ao and choose ( = O. Tl1('11 th!' 

shift Ao( VV, (') has zero sector Ao and in faet equals Ao [{ W a } 1 = A~. 

Let w; + Ai, j = 1, ... , e, be generators of Ao/ Ai and choose (:) = -w: . w~. 
Then the zero sector of the shift Al (W' , (') again is Ao and in this case we have 

A1(W', (') = Ao, as a simple calculation reveals. 
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:;ow illlp;nH'llt t h<> ~ll1fts together: 

~ (~f {'-'-'I '-'-, - , 
w , 

for l ~ k 
for l > k 

for l,) > k 
otherwise ' 

and collsider the shift AdlV,(). Then A1,0 again turns out to be Ao, and the shift 

A1(lV,() = .\~. 

"<=" follows i mmcdiately from Thm. 2( ii ). QED 

Thru.4 i~ the rea&on the rational shift is interesting in its own right, and not 

intell'sting merely bt'cause it is the natural gencralization of the self-dual shift. Of 

("ourse, hy no ITwans are these lV and ( unique. For one thing, ally other generators 

lV' of n(lV) will work as wdl (provided ( is adjusted appropriately). A systematic 

source of rcdulldancy that will become more important in the following section, 

lwars striking n'b('mblance to the gauge problems in modern physics: 

Theorem 2.3.5: AdW,O = A}(lV', ('), where 

w/ = W I + XI' .rI E A~ 

W'( l) = wU) + L lix i 

q'(l) = q(l) - L lix i 

Moreover, the shift groups n*(lV) and n*(W') are isomorphic, and Al,o = A~,o' 

The obvious calculations establish Thm.5. See also Thm.12. 

Sa far we have considered shifting in its full generality. In the remainder of 

this section we will investigate the consequences of imposing additional constraints 

on lV and (. 
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Conslder first the constraint that (tr'.-t tr + ()N hl' a Z-matnx. Of l"()ur~t' 

t his constraint is indept'ndent of t ht' choic(' of ~hift Yt'ctor )!;t·w'ratoI's. \\11('11 

.v =diag(n\, ... , 711/1). so that the shift ,"('ctors ...... art' illdqwwlt'ut with rt'~pt'ct to 

.\\ with orders 11 1 (~('(> D('f.1.4 2), this coudition lWCOlllt'S TI)( .... ••• .... ·) +(')) E Z. VI. ,. 

Theorem 2.3.6: For a shift '\2 = .\dlV,() ~uch that (lrtAlr + (),Y i~ a Z-

matrix, A\ n '\2 = ;\\,0, Also. n = ç). 

In proving this, it sufficps of cou1':-'(-' to :-,how that. '\1..\'1 C '\\.0 VI' (111 fact 

equality holds). 

Theorem 2.3.7: Any two rationally f'qllivalent int.q~ral latt Î('('S aI'e (llp tn iu· 

tegral equivalence) eonnected by a (rational) shift satisfyillg the n>ll:-,traillt. t bat. 

(lV t A TV + ON be a Z-matrix. 

Proo! Let A~ :::::: A2 be as in Thm.lA 10. Define Ao 

saturated sublattice of both A~ and A~*. 

'\1 n .\~. TlWII '\0 I~ a 

Choose a representative W I from each class in A~* / Ao, and (h'fille (') = -w. u)). 

Then the shift A d TV, () has zero sector AI ,0 = Ao. 

For q E AI, q +w(e) E AI(l'V,O implies q ·w} == Lt'.<). (lIIod 1) V), whil'h 

implies (q + w(€)· w} E Z 'Vj. Therefore (Ao c) ,\t{ TV, () ç A~. 

Note that A~ is the lattice obtained by gluing to Ao aH shift vedors w( f) E A~. 

For these e, choosing q(e) = 0 shows that A~ ç AI(W,(). QED 

In other words, when we are dealing with integrallattices (which is our maiu 

interest here), we can without 10ss of generality impose the simplifying cOIl:-,t.raillt 

that (Wt AW + ()N be a Z-matrix. 

Theorem 2.3.8: When (WtAW + ON is a Z-matrix, a gauge (~ee Thm.5) l'an 

always be chosen so that (:) = -w.' . w/ (rno(l 1). Conversely, if there is snch il 

choice of gauge for a given W and (, then (WtAW + ()N is a Z-matrix. 
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Thi~ choice of ~hift vcctors is callc(l the glu.e gauge, for rcasons that will become 

1Il0[(' apparent ~holtly. Th(, proof of Thm.8 is similar to that of Thm.9 below. 

A~ }wfore, giv('n a shift matrix lV, we can find an m X 171 Z-matrix .IV* with the 

followiIlg pror)(~rty: .\-,1 = (Ali}) is a Z-matrix sllch that 2:: J/I)"""I E .\r for all l, iff 

.\f = .IV * ,\[' for ~Ollle Z-matrix Jf'. When AI is lIltegral, .\/ = N is snch a matrix 

(~illcc AI ç Ai), ~o thf're wmùd be a Z-matr;x .. V' such that. .V = iV*N'. Henee 

the dd('rminant IN* 1 (livides the determinant INI. \Vhen AI is self-dual, N* can 

},e taken to be N Of course, for any AI (integral or not), IN* 1 is the order of n*. 

Theorem 2.3.9: \Vht'n (t N* is a Z-matrix, aIl sectors A1.i are nonempty. 

Proof Assume w) are indepenJent (relative to At) and let n; be their orders. 

From Thm.1.4.9 there exist vectors ri E ''\1, l = l, ... ,e, sueh that 

1 
ri' w} = -b l } (mod 1). 

n* 
1 

Define q(e)~f 2:: 2::eln;(}.r}. Then q(f) E Al and q(f) 'w) == 2:f.(}, (mod 1), 

V). Therefore, q(f) + w(f) E A 1•i . QED 

Thm.8 follows from Thm.1.4.9 in a similar manner: let XI = - 2: n)(w, . w) + 
(') )r). 

Heuce, whcn (1 N* and (TV t A.lV + ()N are both Z-matrices, we have n = fi ~ 

.\21(A 1 n A2 ) and 11* ~ AI/(AI n A2 ). 

Thm.9 tells us that for eaeh l, there exists a q, E Al such that ql + W, E A2 • 

vVt' may now set q( f) = L: flq •. 

Now suppose Al is integral and (t N* is a Z-matrix. Then because of the 

important Thm.9, a simple ealculation shows that the shifted lattice A2 will be 

int<'gral iff W I . W) + (I) + (JI E Z Vl,j - i.e. iff W t AW + (+ (t is a Z-matrix. 

Definition 2.3.2: A shift is called an mtegral shzft if both (t N* and W t AW + 
( + (t are Z-matrices. 
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P, 

)J'ote that for an intt'gral ~hift. (urt An' +()N is always a Z-matrix. Ht'Iw' tbt'I!' 

is a glue gange; in faet. in it .... ·I· .... ·J E Z. CJ E Z and .\d IV. () = .\ I,n! { .... ·I } 1 = .\ I,n [n], 

This is the reason for the nanH' 'gille gaugc' 

Theorem 2.3.10: Let '\1 be illtf'gral. and s\lppo~e '\2 = '\llU',() i~ an illlt·1.!,IaI 

shift. Then ..-\2 is an integrallattin' with detf'rminéUlt 

Proo! Thm.3 beeomes n ~ AdAt.o and n* ~ At/At.o. TIlI'rf'fol'(' 

The desired identity follows immediately. QED 

Henee IA11 ~ IA21 ~ IAd/llnI12. Thus the dcterminant never increl\s(,s wIwll 

using the integral shift. If one starts with a non-self-dual but sf'lf-clualizahlc' lattic(' 

Al, a self-duallattice of equal dimenslOn and signature will ewntllally hl' obtaiIlI'd, 

by repeatedly shifting in this manner. 

Ineidently, the determinant formula in Thm.lO hold8 cvrIl if AI is Ilot int('J.!,ral. 

Thm.l0 also tells us that it may not be possible to COIlllcet two ratioually 

equivalent integrallattiees with an integral shift (e.g. {4} ~ {9} but neither intf'gwl 

shift {4} -+ {9} nor {9} -+ {4} ean exist). However, i t is easy to show from the 

proof of Thm.4 that given integral lattiees Al ~ A2 , there C'xists a thinl iutegral 

lattice A3 such that A3 can be integrally shifted to both Al and A2 • Mon'over, the 

proof of Thm.7 implies: 

Theorem 2.3.11: Let Al be self-dualizable and A2 be self-dual. Suppose they 

are of equal dimension and signature. Then there exists a A~ ~ A2 s11eh that there 

is an integral shift of A} to A~. Moreover, if in addition Al n A2 is saturated in AI, 

then there is an integral shift of Al ta A2' 
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Using the existence of a glue gauge, which is unique up to vectors in Al n A2' 

wc (l'liekly I-!;(·t this interesting result: 

Theorem 2.3.12: Suppose Al is integral. Then the integrally shifted lattices 

A Ii W, () aud Al ( ~V' , (') are equal iff the shifts are connected by a gauge transfor­

mation of the type defined in Thm.5. 

Note that this theorem refers to lattice equality '=' and not the more general 

J . . l ' attw(' C'qmva cnce '::::;: . 

2.4 The Shifting of Self-dual Lattices 

Dy 'shift' wc will mean throughout this section the 'self-dual shift', t. e. the 

int<'gral shift (sec Dcf.3.2) restricted to self-dual A}. 

As we shaH shortly see, one can get self-duallattices from others by 'shifting'. 

This procedure has bcen widely used in constructing new strings (see e.g. Sec.6.2). 

lu faet, the results of this section can be used in an attempt to systematically 

produce, by shifting and gluing, Grand Unificd Theories with a given gauge group, 

with supcrsymmetry, and with a ~uperconformal current (see Sec.6.3). Shifting's 

geut'ral propertiC's and its connection with the gluing method \"ill be discussed in 

this st'ction (sec aiso Scc.3.4). The terminology given here is that used by string 

thmrists (flce Scc.6.2). 

For conv('nience, we shaH explicitly include here the detlnition of the self-dual 

:-.hift. The slllfting operation begins with a self-duallattice Al, a set of shift vectors 

""'" 1 :::; l :::; m, satisfying n,w. E A} Vi , and an m x m Q-matrix ( = (('J) of vacuum 

parameters. \Vithout Joss of generality we may assume that the shift vectors are 

indcpendent with respect to A}, with orders n. (see Def.1.4.2). 

The conditions the shift vectors and vacuum parameters must satisfy for (self­

dual) shiftillg to take place become here: 

(2.4.1a) 
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(2..1.11» 

In the case considered here, the shift group Q is i~olllorphÎ<' to tlw (lin'ct pl'Odul't 

Cnl X Cn2 X .•. X Cnm of cyclic groups. 

Let A2 = Al (t.v, (). Then we know from Sec.3 the followillp; lI'sultR: 

Theorem 2.4.1: (i) A2 is self-dual; 

(ii) Al n A2 = Al,o; 

(iii) 

(iv) 

(v) 

W I E Ai 0' \::Ii; , 

AlI sectors :\ l ,f are nonempty; and 

Q = {1 = Q* ~ Atf(A l n A2) ~ A2/(;.\1 n '\2)' 

vVe learned in the proof of Thm.3.10 that eq.( la) is rpquired for A2 t,o hl' 

integral, while eq.( lb) is needed to show IA21 = 1. Though it is widcly q1\ot.t'tl, 

rigorous proofs of Thm.l(i) are difficult to find. Physicists Ils11ally ('xploit modulaI' 

invariance of a partztton funciton (see Chapter 6). The proof p;iV(,Il in t.IH' pl(·viou!-. 

section is more self-contained and general, and produces ot.her int.er('st.ing l't'S1\It.s. 

Thms.3.11 and 3.12, respectively, red uce to: 

Theorem 2.4.2: 1\2 ~ Al (W, () for sorne ~V, (, iff A2 is ~df-dllal alld ha:, t.he 

same dimension and signature as A 1. 

Theorem 2.4.3: Al (W, () = Al (W', (') iff the shifts are connected by a ~au~(' 

transformation of the type defined in Thm.3.5. 

Note that eqs.(la, b) imply the following constraints on w l : thcrc JIl1\St. t'Xlst 

integers FI E {O, 1} (called the fermionic parameiers) such that 

n l (w l
2 

- FI) E 2Z \::Iz (2.4 .2a) 

(2.4.2b) 
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The quantity DI} = (ni, n]) in eq.(2b) is the greatest common divisor of ni and n}. 

For TIl odd, eq.(2a) rl'duces to n lwI
2 E Z with FI == n lw I

2 (mod 2); for ni even it 

b{'('OIIleS H I W I
2 E 2Z, with FI arbitrary. 

TIH' constraiuts in eqs.(1) for (I) can be solved in terms of a number of free 

parameters (the dz.~crete torszons) QI} == -Q}I (mod DI})' 1 ~ i < j ::; m. each 

t.aking arbitrary inLl'gral values between 0 and DI} -1. The solution (see [LAM3]) 

IS: 

(JI == (-nl~lwl . w) + QI})/ DI} (mod 1) l =1 J 

(/1 == (FI - w I
2 )/2 (mod 1), 

(2.4.3a) 

(2.4.3b) 

whcre Y;} E Z is defined 50 that Y;}n} + Y~lnl = DI} (it is an elementary theorem in 

number theory that sllch y:) exist - they are not unique, but any non-tmiqueness 

cau be absorbed in the parameters QI} ). 

A diffcrent set of discrete torsion parameters QI} and (when ni is even) 

fermionic parameters FI may correspond to a different shifted lattice A2 , so al­

together we may have as many as 2m 
TII$'<}$m DI} possible self-duallattices A2 

obtained from a given Al and a given shift group n, by varying (. 

As Wf" know from the work of the last section, there is a close connection 

between the gluing and the shifting operations. The gluing operation may actually 

be t.hought of as the shifting operation in a particularly simple gauge, the glue 

gauge. The glue gauge is unique only up to vectors in Al,O' This is discussed in 

the next two theorems, which are just restatements of faets learned in the previous 

section. 

Theorem 2.4.4: By choosing the gauge (i.e. the x, E Al in Thm.3.5) appropri­

ately, we may assume without 10ss of generality that aH Q,} = (') = 0, and that 

the shift vectors have integral dot products w, . w) (this choice of gauge is called the 

glue gauge). In the glue gauge, A2 = A1,O[{WI, ... ,wm }] = A1,O[n]. 
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Theorem 2.4.5: Suppose you are gin'n two st'lf-dual lattiCt,s .\\ and .\~ with 

intersection Ao = Al n '\2 saturated in .\\ and '\2' Let""' l + '\0 be the clasM's in 

'\2/ Ao. Then .\d IV, 0) = '\2' 

Shifting gives us an clegant proof of Thm.1.6 1. Let '\2 bt' any St'if-clllailat t ICt' 

Ao glues to. Shift .\Z by the v('('tors in C'. choosing ( = () (50 w(' art' in tilt' )!,lllt' 

gauge). Then the resulting shifted lattice has the desired prop<,rti('s. 

Let us turn to another property of the shi ft operations: nauU'ly, t ha.t. t llt'y 

are generally not commutative. Let Wl and W2 be indept'uùellt (with respcct to 

Al), and let ( be any 2 x 2 Q-matrix. Then tht> following thrt't' splf-dual lat.­

tices obtained from different orderings and combinat.iolls of the shifts an' ,!!,t'Il­

erally different: 1\(1,2) ~{ (A( .... ·\, (11 ))(wz, (22), '\(2,1) (~{ ('\(W2, (22 ))(WI' (\ d, and 

A(12) = A(21) ~{A( {Wl,u . .'2}. (). In faet. the following theorem can be proV('(\' 

Theorem 2.4.6: (i) A(1,2) = '\(2,1) iff Wl . Wz E Z; 

(ii) A(1,2) = A(12) iff (12 E Z. 

Proo! Note that we have 

q. Wl == fl(ll, where q E A}, 

Thm.l(iv) implies that there exists a q E A, and an t'l E Z snch that q+t'IWl +wj! E 

Al •2 • Then 3q' E A, and integers t'~, e~ such that 0 ~ t'~ < n~ anù 0 ~ f~ < nj!, 

and q' + e~Wl + t'~W2 = q + e1Wl + W2. The independence of Wl and W2 implics 

fi == t'l (mod ni) and t'~ == 1 (mod n2). Renee t'~ = 1. Using eq.(lb) and the above 

equations, a single subtraction yields that A1,2 = A2 ,1 implies Wl . Wz E Z. The 

converse follows immediately from the above equations. 
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Thi" provcs (i). A !)imilar argument establishes (ii). QED 

Thus, !Il the glue gauge of A({WI,W2},(), (A(WI,(1l))(W2,(22) 

(A(W'l,(:n))(WI,(ld = A({WI,W2},Ç). 

Theorem 2.4.7: Let WI , 1 :s; i :s; m, be independent with respect to Al' If 

A2 = AI (W, Ç), then Al = A2(TV, 0 iff both conditions below are satisfied: 

(i) (.J == (JI (mod 1), Vi,j; 

(ii) El kl(IJ E Z v) = l,' .. ,m, irnplies nllkl Vi. 

Proo! Dy Thm.l(iv), for each l there exists a ql E Al such that ql +wl E A2 . Note 

that Al = A2 (W,O iffboth ql E A2 (W,O, Vi, and the zero sectors AltO and A2tO of 

the shifts Al (l,V, 0 and A2(W, (), respectively, are equal. Note that q' E A2 irnplies 

that there exist integers kl such that q' . wJ == - E kl(IJ (mod 1), Vj. It is trivial 

to verify that Al,o C A2 ,o. Thus Al,O = A2tO Hf each q' E A2 satisfying q' . W J E Z 

Vj is necessarily in Al, which is equivalent to condition (ii). 

AIso, ql E A2(W,() iff (q, +w,) ,wJ == -(JI (mod 1) Vj iff q,'w] == (1]' Vi. But 

q, + W I E A2' so q, . """J == (]" Vi. 

Therefore ql E A2C~V,Ç) iff (1] == (J' (rnod 1), Vi. QED 

In the special case where m = l, i.e. when the shift group has only one gener­

ator, this theorem simplifies to the following. 

Corollary 2.4.8: Let W have order n. If A2 = AI(w,O, then Al = A2 (w,O iff 

(n, k) = l, where w2 = 2kln + F. For n odd or F = 0, this 'iff' condition becomes 

(2n, nw2 ) = 1 or 2. 

(Here, as before, (n, k) denotes the greatest cornrnon divisor of n and k.) Re­

lated to this is the following result. 
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Theorem 2.4.9: Suppose;\2 = '\1 (IV. (). The!1 tht'rt' t'xists a ~hift ~i\"t'Il hy n". (' 

obtainable from lV, ( by meaus of a gang,t' tranSf0I111atioll snch t hat .\.! = .\ 1 ( \r' . (') 

and Al = '\2(IV',('). 

Prao! Let IV,~ be the glue ga\l~e satisfying A1(li'.~) = '\I(lr.()(~r .\l. HIIIlld 

wl be its independent generators. Define a new shift n", C' ohtaint'd from Ü·. ~ hy 

the gauge transformation given by .TI = 7'1 (using the notatio!l of Thlll.l..! n. wllt'rt· 

we take YI ~f wl ). Then IV', (' is connected to TV, ( by SOlllt' gangt' t rl\!l~f()nl\ati()ll. 

Let w~ be the shift generators. Using Thm.3.5, note that 

.,.- - - 1" ( 1 1) ~'} = ~Il - r} . W I = - -br} ll10( . 
nI 

Thus, E k l (:} == -~ (mod 1),50 

(i) (;1 == (:) (mod 1) 

(ii) E k,(:} EZ Vj iff nllk l , Vi. 

Therefore by Thm.7, A2 = A1(W',(') and Al = A2(IV',('). QED 

In the remaincler of this section we will introcluce a term which w(' will st\l(ly 

in much more detail in the following chapter, where we exploit the intercol1lH'diOIlS 

between shifting and gluing touched on in this section. 

Definition 2.4.1: Two self-dual lattices A, A' are called nezghbo1tr.~ if thcir iIl-

tersection A n A' has index 2 in both of them. 

Thus, A and A' are neighbours iff an order 2 shift connects them. This krm 

is taken from [CSl]. A number of special properties are satisficd by neighbours, 

sorne of which we will touch on, but it is beyond the scope of this paper to list t.hern 

aH. They have proven to be useful in the enumeration of self-dual latticcs (e.9. sec 

pp.42l-425 of [CSl]). 

Up to integral equivalence, there are exactly two self-dual indefinitc lattices 

of signature (n+,n_) = (8k+f,f), namely ISk+l,l and IIsk+t,l. Thesc arc 
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Ileighbour~; the shift operation 18k+i.t ...... II8Hi.i is given by the shift vector 

w = (~,.. , t; t, ... , t) expressed in the standard basis of I SkH•i . Of course, 

auy other (self-dual) indefinite lattices connected by a shift must be (integrally) 

eqllivaleut. 

The followiug theorem shows how to find neighbouring lattices to a given one, 

and also gives sorne nontrivial examples of shifting. 

Theorem 2.4.10: The neighbours of In are equivalent to Dtk œ In- 4k for k = 

1, . .. , [n/4], while the Leech lattice A24 only has the neighbours 0 23 œIl (where 

0 23 is the so-called 3horter Leech lattzce - see p.179 of [CSl]) and the Niemeier 

lattice with root lattice Aî4 (see Table 5). 

Proo! vVithout loss of generality we rnay work in the glue gauge, and write 

e. g. In (x) for the shifted lattice In ({ x}, 0). We are interested in shi ft vectors x fi. In 

such that 2x E In. Note that In(x) = In(Y) iff x - y E In' so we are interested in 

the conjugacy classes of I~1/4) / In. 

Every such class contains a veetor whose coordinates (relative to the orthonor­

mal basis of In) consist of k t's and n - k O's for sorne k. It suffices to consider 

the results of shifting by such veetors. Moreover, up to integral equivalence (in faet 

a trivial rcarranging of the basis veetors of In) it clearly suffices to consider the 

results of shifting In by the veetors x k ~{ ( t, ... , t, 0, ... , 0) (i. e. k k ! 's and n - k 

O's) for k = 1,2, . .. ,n. 

The shift vector must satisfy the conditions eqs.(la, b) - they imply x~ E Z, 

z.e. 4 divides k. Direetly frorn the definition we can see In(xk) = Dt œ In-k (the 

zero seetor is Dk œ In-k, etc.). This gives us the desired list of neighbours of In. 

The Lecch lattice is dealt with sirnilarly: we need to know about the group 

A~~/4) /1\24, or equivalently the group A24/ A~!). This is investigated in Thm.28 on 

p.289 of [CS1]. There we find that every vector of A24 is congruent modulo A~~) 

to either the zero veetor (which corresponds to an arder 1 shift, and so can be 
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discarded), or a norm 4. 6 or norm 8 vectar. In ather worcls it saffict':'; to cOllsidt'l' 

shifting by a norm 1=4/4 vector or a nOl'm 2=8/4 vcctor (a n'ctor of nonn 3/2=6!-1 

would fail to satisfy eq.(!b)). Thm.2ï on p.288 of [CS1] implics t.hat. ~hiftillP; hy 

any norm 1 vector will produce the same lattice (up tn intq!,nù t~qlli\'lll('IH'('). and 

shifting by any norm 2 vectar will aisa prodllce the saille latt.ic(' (\lp to illtt'.!!,rnl 

eq ui valence). 

2 Thus there are two cases: A24 (Id for 2I4 E A'H, ,ri 

2X2 E A24' x~ = 2. 

Consider first A24(xd. By Thm.1.2.1 we can write this as Il tE' A~3' whl't'(· .\~.1 

is a self-dual 23-dimt"nsional lattice. Any non zero vector u E A~:I is eitht'l' in '\2\ 

(i.e. in the zero sector), in which case its norm is u2 2: 4, or ('quai tn .rl + " for 

some nonzero v E A24 . Since Xl' (.rI + v) = 0, u2 = 1 + 2Il . Il + IJ'l = v2 - 1 2: 3 

Thus A~3 has minimal norm f..l ~ 3, so it must be integrally equivalC'nt ta ()2:1, t.he 

shorter Leech lattice. 

Now consider A24 (Xl)' It must be Type II (sinee :r~ and the zero sect or me hot,h 

even), and it has a root vector (namely X2), so it must be one of the 23 Ni('IIu'ier 

lattices (see Table 5). Let r be a root. vectar (i.e. a norm 2 vectar) in A2 .• (I2). 

Then 2r is a norm 8 vector in A24' congruent to 2X2 mod A~~). Dut p.28!J of [CS!] 

tells us there are only 48 such vectors. Thus A24 (I2) can have no more than 48 

root vectors. However, Table 5 tells us that aU Niemeier lattices have o\,('r 48 roots 

except the one with root lattice Ai4
, which has exaetly 48. 

Therefore A24 (X2) must be integrally equivalent to that lattice. QEO 

Let Al and A2 be neighbours, and let Ao = Al n A2 be thC'ir intC'rsectioIl. 

Then IAol = 4, so A~/Ao has 4 elements. Let Al = Ao[gd and 1\2 = AO[02]' Then 

A~/Ao = {[OjAo,[gtlAo,[g2jAo,[91 + 92]Ao} '" C2 X C2 • 

Note that 9r E Z, gi E Z and 291'g2 = (2gd'92 E Z. Thercforc (gl +92)2 E Z, 

SO A3 def Ao[91 + g2] also is self-dual. A3 is a neighbaur of bath Al and A2 • 

What this shows is that neighbours come in triples (in this case Al, A2 and 
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It is easy to show, using the above notation, that 9~ + 9~ + (91 + g2)2 == 1 (Illod 

2). Hence either al! three self-dual neighbours in the triple arc odd, or exactly 2 of 

the 3 are even. This has proved useful in the emuneration of aU Type 1 la.t,tices of 

24 dimensions (see Ch.17 of [CS 1 J). 
Neighbouring lattices will also be discussed in Sec.3.4. 
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Chapter 3 RATIONAL EQUIVALENCE AND SIMILARITY 

3.1 Similarity 

Two latticcs can be rationally equivalent only if their dimension and signa­

ture are equal. There are sorne circumstances (rnost notably when studying self­

dualizability) where this restriction is inconvenient. 

Definition 3.1.1: Two lattices Al and A2 are said to be similar, written Al ,...., A2 , 

if there exist integcrs k, e, m, n ~ 0 such that Al EB h,l g A2 EB Im,n. 

Thus two integrally or rationally equivalent lattices will always be similar. 

We introduced the concept of sirnilarity in [GL2] to study self-dualizability and 

shifting. In fact, it was only while writing up that paper that we realized its intimate 

conncction with rational equivalence. In the previous chapter we found that shifting 

is closcly related to rational equivalence; however, we will see in this chapter that 

sirnilarity is more natural and useful for questions concerning self-dualizability. 

Suppose sorne lattice A is sirnilar to a rationallattice Al' Then the direct sum 

of A with sorne orthonomlallattice, is rationally equivalent to sorne rationallattice. 

It is easy to show frorn this that A must be rational. Throughout this chapter we 

will only consider rationallattices. 

The basic result for studying similarity is the following theorem. 

Theorem 3.1.1: Let Al, A~, A2 and A~ be rationallattices. Suppose Al ,...., A~. 

Then Al EB A2 '" NI EB A~ iff A2 '" A~. 

Pro of ":::}": Consider first Al = A~ = {(no)}, A2 = {(ml),'" ,(m~)), and A~ = 
Q 

{{nt}, ... , (nk n, and suppose {(no), (mt), ... , (mk)) ~ {(no), (nt}, ... , (nl:)). Let 

XI and YI' for i = 0, ... , k, be orthonormal bases for these lattices (so e.'1. YI' y) = 

nIDI)). Then by Cor.1.4.11 there exists a nonzero integer l such that (A~ EBA~)(l2) = 
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.' (fYo,eYl, ... ,eYk) ç (XO,X}, ... ,.rk) - Al ffi 1'2' SO, thcrc exist int.cg;f'l'S a,) for 

o S i,j S k such that. for these i,j, 

k 

where à. = L a'J x ), 
J=l 

for 0 ::; i ::; k. Choose the sign of e so that e =1= aOO' Define 

Then simple arithmetic gives è • . c~] = (e - aoo)2 e2 n. 51) for 1 ::; i, j ::; k. This is just 
Q 

the statement that {(mIl, ... ,(mk)) ~ {(nd, ... ,(nk)). 

By induction (on p=dim(At)) we quickly get that for any orthogonallatticcs 

Al, A2 and A~, Al EB A2 ~ Al œ A; implies A2 gu\;. 
Now suppose Al ~ A~, A2 and A; are aU rationallattices, and Al œA2 ~ A'l œA~. 

Let Aq ~ Al have intersection A;' nA; with A~ which is saturated in N} (possible 
Q 

by Thm.1.4.1O). Then A~ ffi A2 ~ A~ œ A;, as can be seen e.g. by Cor.1.4.11. Now 

let A~l' A02 and A~2 be orthogonal decompasitians of A~', A2 and A~ respcctivcly. 

Then, by the same reasoning we have A~l œ A02 ~ A~l if) A~2' Dut, by the ubave 

argument this implies A02 ~ Ari2 and hence A2 ~ A~. 
vVhat we have shown so far is that for any rational lattices Al ~ A~, A2 and 

A;, Al EB A2 ~ A~ EB A~ implies A2 ~ A~. It is easy to see (directly from Def.1) t.hat 

this remains true after replacing each ' ~ , wi th 'l'V'. 

"<=:": This direction is either trivial or reduces to the above direction. 

QED 

Rence similarity is an equivalence relation (transitivity was not obvious bcforc 

Thm.l). Thm.l is essentially the Witt Cancellation Theorem, stated and proved in 

[CSl] (the above proof has the advantage in this context of being lattice-theoretic). 
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Let the l>ignature of Al and A2 be (nI+' nl-) and (n2+, n2-). Then Thm.1 also 

tells ilS that in Def.1 we may always suppose one of k or m is zero and the other is 

Inl+ - n2+/' and one of l or n is zero and the other Inl- - n2-1. Renee: 

Theorem 3.1.2: For rationallattices Al and A2, Al ~ A2 iff Al '" A2' and Al 

and A2 have the same dimension and signature. 

A rcvealing characterization of similarity is given in Cor.g. Thm.1.6.1 hecomes: 

Theorem 3.1.3: If Al '" A2 are two integral lattices, then Al is self-dualizable 

iff A2 is. 

lu faet, Thm.3 hints at a strong relationship hetween similarity and self­

dualizahility that will he more fully developed in what follows. We will show ulti­

mately (Cor. 7) that t wo integral lattices A 1 and A2 are similar iff they faU shor~ of 

being self-dualizahle to exactly equal extents. 

One more elementary result is: 

Theorem 3.1.4: For rationallattices Al and A2' Al '" A2 implies vlAd IA21 E 

Q. In fact, if in addition Al g A2, then l = lAI nA~I/ viAlIIA21 works in Cor.1.4.11. 

Proo! Suppose that Al ~ Ao = A2 œ h,t, for sorne non-negative integers k and e 
(the other cases can aIl he treated similarly). We have then that IAol = IA21, and 

if Al ~ A2, then k = 0 and Ao = A2. For sorne A~ ~ Ao, el = ml n A~)I / lAt! 

is an integer and is in fact the order of the group At/(Al n A~) (Lernma 1.4.1 and 

Thm.1.4.10). Hence the order of any glue class [gJ E AI/(A1 n A~) must divide lI, 

so I!dgJ = [OJ, and thus elg E A~. 

Define fo similarly. Then hecause e~f I!If.O is an integer, /IAtlIA21 must he 

rational. If Al g A2 , f has the desired properties. QED 

Thus 12 and the root lattice A2 cannot he sirnilar. The converse is not true; 

for example, Il œ I}9) and I~3) ~f I?) œ I?) are not similar. 
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A useful theoretical (as we saw in the proof of Thm.l) and practienl (as W(' 

shaH see in Sec.2) tool for analyzing similarity is orthogonal decomposltion, which w{' 

presented in Cor. 1.4.4. A lattice is always similar to its orthogonal clecompositioll. 

The orthogonal decompositions of the root lntticcs arc giv{'n in Table 4. Of t.lH' root 

lattices, only Es is self-dual. Howe\cr, note that Dn""'" ((4), ... ,(4)}, so hy Tlllli.3 

Dn is always self-dualizabie. Indeed, wc havc already scen that Dn [21 = 1" for ail 

n. The converse is almost t.rue; it turns out (see Thm.l2) tlmt the m.'s for auy 

self-dual (but not sclf-dualizable) Iattice can aisu bt! dlUSCIl to be powers of 4. 

It will prove convenient ta write {(k)l} and Al for {( k), . .. , (k)} (e t.imes) and 

A EB··· EB A (e times), respectively (not to be confused with the scaled lattice A(t»). 

Thus, Dn "" {(4)n} and (Id n = In. It turns out that D2k (and hencc D;k) Ims 

an orthogonal decomposition {(2)2k}, while D2k+l has {(2)2k, (4)). E6, E7 and. Es 

have orthogonal decompositions {(2)5, (12)}, {(2?}, and {(2)8}, respcctively (thcse 

are the 'smallest' decompositions of Dn' E6, E7 and Es). 

In Sec.2 we will be concerned with reducing a set of ml 's by replacing tlH'Ill 

essentially with primes in a way which preserves sirnilarity at the expcnse of (rat.ional 

or integral) equivalence. To deterrnine whether two givcn lattices arc similar (or 

rationally equivalent), we will recluce their orthogonal clecornpositions to 'primary' 

ones and compare the results. An example of this reduction process is Thm.l.û.8. 

Thm.l allows us to simplify each ml separately, thus making the task of fincling a 

systematic reduction scheme that much casier. 

One immediate consequence of Thm.l (and the uniqueness of Type 1 indcfil1ite 

lattices - see Thm.1.3.2) is: 

Theorem 3.1.5: An integrallattice A is self-dualizable iff A '" {(l)} d~{ Il' 

Pro of Let. A be of signature (m,n) and first suppose A is self-dualizable. Then 

A glues to sorne self-dual lattice A' and hence, A '" A' (in faet A ~ A'). Dut by 

Thm.1.3.2 A' EB Il,l ~ Im+l,n+ll so we get A"" A' EB Il,l '" lm+l,n+l '" Il, 
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Now suppose A '" Il' Then Thrn.l irnplies A~Im,n, so by Thrn.1.4.10 there 

exists a lattice A' :::::: Im,n such that A nA' is saturated in both A and A'. t13ecause 

AnA' is saturated in the orthononnal (hence self-dual) lattice N, it is self-dual'izable. 

Thug by Thm.1.6.1 (or Thrn.3) A is self-dualizable (though of course it itself need 

not glue to an orthononnallattice). QED 

If we replace the condition that A be integral with the weaker condition t\~at 

it rnercly be rational, then A self-dualizable will still imply A '" {Cl)} (since A 

would have to be integral), but A ""V {Cl)} could now imply only that A contains ,a 

saturated lattice which is self-dualizable (this can be shown using the above proof). 

Thus Thm.1.6.9 hecomes 

Theorem 3.1.6: Let Abe any rationallattice. Then A4 ~f AœAœAœA '" {(l)}. 

Thm.5 tells us that any two self-dualizable lattices are similar. In fact: 

Corollary 3.1.7: For integral lattices Al and A2 , Al '" A2 iff there exists a 

lattice A3 (which we rnay take to be Euclidean) snch that Al EB A3 and A2 œ A3 are 

both self-dualizable. 

For example, A3 = A~ works. 

Given the Chapter 1 theorems on LR-decomposition (e.g. Cor. 1.4.5 ), we can 

recluce the indefinite case to the Euclidean one in the following way: 

Theorem 3.1.8: Suppose A is indefinite and rational with an LR-decomposition 

(AL; AR). Then A ""V AL EB (AR)3. A is self-dualizable iff AL ""V AR. Moreover, if 

a second lattice A' has an LR-decompostion (AL; AR)' then A ""V At Hf AL œ AR ""V 

AL ttJ AR· 

The first statement in Thm.8 follows from Thm.5, Thm.6, and the fad that 

(A2; A2) is self-dualizable. The other two statements follow from this one. 

88 

• 



A number of applications of the'it' results can be obtailled from Thm.lO, p,i\'l'll 

below, which in turn arises from the following lt'lluna. D('fore statillg the tt'mma, 

we will define for completeness the term genltJ. 

Two Euclidean integrallattices Al and '\2 are saiel to lie in t.he sanw gt'nus if 

they are of equal dimension, if they are both odd or both eVt'n, and if ,\U'\l ~ 

Ai/A2, where the isomorphism preserves norms (mod 1). Renee aH Type 1 latt.i('('s 

of equal dimension lie in the same genus; similarly for an Type II lattiel's of l'quaI 

dimension. 

This definition came from [CS3]. The more familiar definition (!-.ee p.128 of 

[CAS]) concerns the equivalence of the corresponding quadratic forms ove!' tIlt' 

p-adic integers, but is less geometric. 

Lemma 3.1.9: If A is odd, self-dual, Euclidean, and of dimension Tl ~ 4, thcn 

for any sufficiently large k E Z, 3x E A such that x 2 = k. If instead Ais even, then 

so must be k. 

Proo! From Thm.1.6 on p.204 of [CAS], it suffices to prove the leuuna for 1" and 

E~, "In ~ 4, and "'le ~ 1. But this follows irnmediately from the facts that I.1 rl'J)f(~-

sents aH positive integers and Es represents aIl positive even intcgers. QED 

This lemma is actuaHy far stronger than we need in the proof of Thm.lO. 

Unfortunately it was necessary to quote a nontrivial result from [CAS], so our 

proof of the following theorem is not completely self-contained. 

Theorem 3.1.10: Suppose a lattice A is self-dualizahle and of signature (k, l). 

Then an orthogonal decomposition {(mt), ... , (mk); (nd, ... , (nt)) for A ran he 

found such that any prime p dividing (Il m,)(11 n1 ) must aiso divide 21AI. 

Proo! First we shaH prove this for Euclidean lattices A of dimension n. 

First suppose that this theorem is known to be true for each self-duallattice of 

a given dimension n and let A be a self-dualizable lattice of that dimension which 
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· Q (tl p;lllcs to t.he liclf-dual lattlce AI' Then A:::: Al, so by Thm.4 Al C A for e = lAI. 
lly assumption Al has an orthogonal deeomposition given by ml's whieh are powers 

of 2. Then m: (~r lm, defines an orthogonal deeomposition of A with the desired 

propert,y. Tll1lli, if Thm.l0 is sntisfied by evcry self-duallattice of a given dimension 

n, thcn it is satisfied by every self-dualzzable lattiec of that dimension. 

The proof of Thm 10 for se1f-duallattices .\ of dimension n will be by induction 

on n. Suppose that A is scIf-dual. If A is of dimenSIOn n ::; 7, then A = In and the 

theorcm is triviaIly sat.isfied; take each ml = 1. Thus, any self-dualizable lattiee of 

dimension :s; 7 satisfies the theorem. 

Now suppose the th('orf>rn has been eonfirmed for ail self-dualizable lattiees of 

dimension < N and let A be any sclf-duallattice of dimension N. Then Lemma 9 im­

plies that for sorne posItIve k E Z there exists a vector x in A of norm 4A.. Thm.1.6.2 

tells us that t.he (N - 1 )-dirnensionallattiee x.l is self-dualizable and hence, satisfies 

the theorem hy assllmption. Since Ix-LI divides 4 k (again by Thm.1.6.2), we have 

that x.l has an orthogonal decomposition gIven by m, 's, l = 1, ... , N - 1, which 

are powers of 2. Then {(ml)"" ,(mN-d, (4 k
)} is a decomposition of A. Thus any 

self-dual, and hence sc1f-dualizable, Euclidean lattice of dimension N must satisfy 

the theorem. 

The proof for the indefinite case is similarj it suffiees to verify the theorem 

fOI" the self-dual h,,~tiees Im,n and lIm,n' But it holds trivially for Im,n (ehoose all 

ml = nJ = 1) and Es (see Table 4 or the proof gi ven above). 111,1 has orthogonal 

deeom posi tion {( 2); (2)} (if we let {bl , b2 } be i ts basis satisfying bf = 0 = b~ and 

bl • b2 = 1, then bl + b2 and bl - b2 are the vectors defining the desired orthogonal 

decomposition). Thus, Ilm,n has a decomposition with ml = nJ = 2 and the 

thcorem is proved in the indefinite case. QED 

21AI, rather than merely lAI, is neeessary in the statement of Thm.l0, as oth­

erwise Es for example would have an orthogonal decomposition {(1)8} = la, which 

is absurdo 
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SecA contains sorne of the interesting consequences of Thrn.lO. 

3.2 The Primary Decomposition Procedure 

In this section we discuss a method for fillding which 'similaxity dass' n )1,i\'('n 

rational lattice belongs to. It suffices, by orthogonal decompositioll, tn Ilnalyz(l aIl 

n-tuples ml of positive integers. vVe will arrive at a method for s;mphfyillJ!; a ,L!,iVI'1l 

choice of ml's which preserves similarity at the expense of intcgral and mtiOlml 

equivalence. 

The main points of this section are Thm.9 (the Primary Decompositioll Tlll'­

orern) and Thm.lO; the earlier theorems provide an algorithm (sllmmnriz('cl in 

Thrn.lO) for obtaining the primary decomposition of a given latticc. The st'ction 

closes with a more standard characterization of similarity, whidl mn (\.lso he shown 

to follow from the analysis of this sectioll. 

Note that because of Thms.l.l and 1.6, similarity and direct sums defille an 

abelian group; the identity is {( 1)} and the inverse of auy group clement A is 

A 3 "" A (-1). Thm.1.1 allows us to reduce each {( ml)} individually; 1. e. to cOllsicl('f 

without loss of generality only I-dimensional latticcs. By 'reducing' m. Wf~ !1wan 

finding integers n.l, ... ,n,k such that {(ml)} '" {(nld, ... ,(nlk)}, wherc eaeh HI} 

has as few prime divisors as possible. After reducing each {(ml)} as mueh ll .. 'i 

possible, Thm.1.6 (or, more precisely, Thm.2) will then en able us to treat the ml's 

collectively again, ultimately yielding one of the 'canonical' sets {(m~), (m2)""} 

to be defined later. 

Theorem 3.2.1: {(mtkf), ... , (mnk~)} '" {(mt), ... , (mn )), for any kl E Z. 

The proof is simple: gluing the n glue vectors [0, ... , 0, ml kIl 0, ... ,01 to the 

lattice {(ml ki), ... , (mnk~J} results in {(mI), ... ,(mn )}. 

Because we will be dea.1ing 50 often with orthogonal decompositions, in this 

section we will let {ml!'''' m n } denote the n-dirnensionallattice {(mil,· .. , (m n )). 
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Morcovcr, Thm.! tells us wc may assume each ml is square-free; i. e. P divides ml 

implies p2 dnes not. \Vith this in mind we will let, for example, {m 4 } denote 

{ .t } d,·r { } (Til) = Tn,7H,TTI,Tn . 

For k = 1,3 let Pk denote the set of aU primes p congruent to k (mod 4), and 

dcfine PI2,~r PI U {2}. We know these three sets are infini te (e.g. by Dirichlet's 

Thcorcm on primes in arithmetic progressions - see Chapter VI of [SERJ). 

Theorem 3.2.2: Suppose m =f. 1 is square-free. Then: 

{ k } {t}. fi' k = e {( mod 2) 
m "V m 1 - (mod 4) 

if no p E P3 divides m 
otherwise 

To see this, note first that (Thm.1.6) {m 4 } "V {Il. Now, for m square-free, 

{m 2 } (~( {m, m} is self-dualizable ifi' it has an integer-normed glue vector of order 

m, i. e. iff 3k, e E Z relatively prime to m satisfying k2 + e2 == 0 (mod m), which 

in turn is equivalent ta the statement that -1 be a quadratic residue of m. The 

square-free TH 's with quadratlc residue -1 are precisely of the form given in Thm.2. 

(Recall the dcfinition of quadratic residues: m is a quadratic residue of n iff 

3x E Z snch t.hat x 2 == m (mod n).) 

This type of argument will recur throughout the remainder of this paper. In 

particular, quadratic residues will play a large role in what follows; for the basic 

theory see any number theory book (e.g. Ch.1 of [SER]). As usual, let the Legendre 

symbol be 

( E) = { + 1 if p is a quadrati~ residue of q 
q -1 otherwlse ' 

for distinct primes p and q. For example, (~) = + 1 for any odd prime p. 

Dirichlet 's Theorem on primes in an arithmetic progression gives us the follow­

ing useful result: 

Lemma 3.2.3: For any collection of distinct primes Pl, ... ,Pk and any choice 

for each fI E {l, -l}, z = 1, ... , k, there exists a P EPI, q E P3 such that (~) = 

(~) = fI for each i. 
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The following theorem tells us how ta reducc products p' q of primes. 

Theorem 3.2.4: Let p and q be distinct primes. Then: 

(i) if p E P12 , q EPi, {pq} '" {p,q} iff (E) = +1; 
q 

(iii) if p,q E P3 , 

iff (l~) = + 1 q 

iff p == 2 and (1.) = -1 q 

if (l~) = +1 q 

otherwisc 

This important theorem allows us to reduce any product p' (J of two primes, 

except for wh en q E Pl and ( ~) == -1 - e. g. both {10} and {l5} callnot he rechlct·(l. 

It turns out, though, that {15} '" {2, 33 , (2·5)} - in faet it is possible to 'reducc' 

p' q whenever p E P3 (sec Thm.5 below). 

To prove Thm.4 first note that {p, pq, q} '" {1} iff A (~{ {p, pq, q} is sf'lf-clualizabl(·, 

iff A has two glues, one of arder p and the other of order q, and both with illt('~ral 

norm. This is the case iff ( =.!l.) = ( =.l?) = + 1, using the kiud of argllIllf'ut ahoV(' to p q 

prove Thm.2. This immediately gives us Thm.4(i) and the boUolll half of Thm.4( ii). 

Next, {pq,p} '" {q} iff qx2 + y2 == pZ2 has integral solutions for x,y anù z. 

From Legendre's Theorem (see p.SO of [CAS]) this happcns iff (.::;) = (~) = +1. 

This gives us Thm.4(iii) and the top half of Thm.4(ii). 

Theorem 3.2.5: Suppose p E P3 , q E PI, and (~) == -1. Then if (~) = -l, 

{pq} '" {2,p3,(2. q)}; (3.2.1a) 

otherwise for any q' E Pl satisfying ( :' ) = (~) = -l, 

{pq} '" {2,p3,(2·q'),(q'.q)}. (3.2.1b) 

Prao! Suppose p E P3 , q E Pl and (~) == -1. If (~) = -1, then {p,pq,2q,2} has 

integral normed glues of order p (sinee ( =f) = + 1), of order q (sinee (~) = + 1) and 
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of order 2 (~ince ( ~ ) = + 1) and hence is similar to {l}. The case when ( ~) = + 1 is 

dealt with ~iIIlilarly. QED 

The existence of q' in Thm.5 is guaranteed by Lemma 3. Note that eq.(lb) 

is also sati~fieù when (~) = - 1. The point of Thm.5 is that (together with the 

following theorem) it tells us how to remove any prime in P3 from any product 

PI . P2 ... Pk· 

Theorem 3.2.6: 

{"rn~ , ... , "rn~l} for any positive" E Z. 

The proof is obvhus. Note that there must he the same nwnher of mi's as 

m~'s: {6} '" {2, 33} but :12} '" {3} isn't similar to {4, 63} '" {2,3}. 

Thms.4-6 allow us to reduce a large nwnber of {ml} 's. For example, using 

{2· 3} '" {2,33
} and {3· 5} '" {2,33 ,(2· 5)}, we get {2· 3· 5} '" {5· 2· 3,53,5} '" 

{5·2, (5·3)3, 5} '" {(2· 5),23 ,39 , (2·5), 5} '" {2, 3, 5} by applying Thm.4(ii), eq.(1a), 

Thm.2, Thm.6, and Thm.2 in that order. 

In particular, the previous theorems allow us to l'educe any single {m} to a 

direct sum {ni, .. " nd, where each nI is square-free, has fewer prime divisors than 

m (except perhaps when Thm.5 is used) and is either: 

(a) itself prime; or 

(b) can be decomposed into distinct prImes ni = Pl'" Pt, where Pl E P12 , 

Pl E PI for J > 1, and (-i:;) = -1 for any 1 '5 j < j' '5 i. 

For example, {lïO} = {2· 5· 17} is of type (b). 

The following theorem will allow us to further reduce those ni of type (b). 

Theorem 3.2.7: Suppose P E Pl2 and q, r E Pl' If n = pqr is of type (h), then 

{pqr} '" {p, q, r}. 

(This can be proved in the manner of Thm.4.) Thms.6 and 7 allow us to reduce 
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any type (b) n to a direct sum of a number of 11" eaeh of type (a), or of type (h) 

with only e =2 prime divisors. 

Let p/~f {pq 1 p E P12 ,q E Pl, (~) = -1}. vVe immcdiately gct: 

Corollary 3.2.8: Let A be any rational lattice. Then A '" {nI," . , nk}, wlu't't, 

either nI is prime or nI E P'. 

It turns out that the decomposition given in Cor.8 is not quite unique: c.g. {2· 

5,5·13,13· 2} '" {l}. CaU a subset {SI,S2, ... ,Sn} of P' a loop if each p E P12 

divides either 0 or 2 of the s,. Loops look like: 

PIP2, P2P3, ... Pn-IPn, PnPI' 

It will be shown below that every loop is similar to {I}. In fact, they gcncratc aIl 

subsets in 'P' similar to {1}. 

Let pli be any subset of 'P' not containing any loops, and such that any larg<'r 

subset does contain loops. The following two paragraphs give one way of doing this. 

Write any element of 'P' as P'q, where P < q, and define a lexicographie ordcring 

-< on 'P' by 

p' q -< p' . q' iff either q < q', or q = q' and p < p'. 

Let rI -< r2 -< ra -< ... be an enumeration of 'P'. For example, rI - 2 . 5 and 

r2 = 2·13. 

Define suhsets Pk of 'P' recursively as follows: P~ = 0; and, for k = 1,2, ... , 

p' _ { P~-I 
k - 'Pk- 1 U {rd 

if rk belongs to a loop in P~_lU{rk} 
otherwise 

Define 'Pli = U'P~. The elements in the relative complement P' IP II can be cxprcssed 

in terms of those in 'Pli. For example, r3 = 5 . 13 is the 'smallest' elcmC'nt of P' not 

in 'Pli. It can he written as {r3} '" {rI, r2}' Hence: 
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Theorem 3.2.9 (The Primary DecomposItion Theorem): 

latticc. 

Let A he a rational 

(i) Then A "'" {m l, ... , m n }, where eit her ml E Pl2 U P" and occurs only once, 

or ml E Pl and occurs at most 3 times. 

(ii) Suppose ml E Pl2 U P3 U P", for z ~ n. Suppose further that no mi's 

are the same. Then for any integers kl,i] > 0, {(mdkt, ... ,(mn)kn} '" 

{(mt}lt, ... , (mn)ln} iff, for each i :::; n, 

k = fi {(mOd 4) if ml E P3 

1 - (mod 2) otherwise' 

Proof First note that by the usual reasoning any loop is self-dualizable. Thus 

Thm.9(i) follows immediately from Cor.B. 

To prove Thm.9(ii) it suffices to show it for f] = 0, kl :1 0, Vi,j. The direction 

.,:::},: is obvious from Thm.2. Assume A = {(ml )kt, ... , (mn)k n } is self-dualizahle. 

Suppose ml E P3 and aSSU'11e without loss of generality that ° < kl :::; 4. Then 

there must be at least one glue of A of order ml' This requires kl ~ 4 (since ml 

can divide no other m]) and hence kl = 4. Therefore we may assume each ml is in 

Pl2 U P" and that each kl = 1. 

Since there are no loops in 'P" and lAI must be a perfect square, we may afsume 

rd" h def P S h . . , Lor contra lctton t a" ml = q E 12. uppose m2,.' ., mU are t e remammg ml s 

v/hich q divides. Then for i = 2, ... ,21!, ml E P". Write ml = qpl' for PI E P12, 

and let q' E Pl satisfy ( -1 ) = ( ~ ) = -1. Adding 21! copies of {qq'} to A and noting 

that {qq', qpl} ,.... {q' PI} allows us to assume without loss of generality that I! = 1. 

It is now easy to verify that there can be no glue of of order q, so such a lattice A 

cannot he self-dualizahle. This completes the proof nf the Decomposition Theorem. 

QED 

Part (i) of the Primary Decomposition Theorem characterizes the 'primary 

decompositions'. This theorem says that any similarity class contains exactly one of 
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these. For convenience, {l}, rather than 0, will be called the primary decomposition 

for the class self-dualizable lattices. 

Thus the similarity classes of lattices are in a natural one-ta-one corrcspondt'w'(' 

with the fini te subsets of 

P12 U pli U (P3 x {l, 2, 3}). 

In Table 6 can be found the primary decompositions of all (square-free) pl'Od­

ucts of the primes ~ 17. Use is made there of the enumeration ri of P' g,iVt'1l 

above. 

Recall that there are two possibilities for an ml in the primary dccompmiit.lOn 

of sorne lattice A: it can either be a prime, or the product of two primes. If a prin\(' 

p equals one of the m z in the primary decomposition of A, we say p is a .mt.11et in 

that decomposition. Then p E P12 can be a singlet 0 or 1 times in the decomposition 

of A and p E P3 can be a singlet 0,1,2 or 3 times. 

For example, {6} '" {2, 33 }, sa 2 and 3 are the only singlets, occurring 1 a.nd 3 

times respecttvely. On the other hand, no prime is a singlet for ~ 10}. 

Inductively collecting the previous theorems, we get the following powerlul 

result. Thm.lO(a) tells us that to verify that two lattices are similar, it sufficcs to 

compare the number of times each prime is a singlet in their primary decompositiolls. 

Until now the test was that the two primary decompositions themsdvcs he equal -

this apparently is more work than is necessary. Thms.lO(b-e) tell us how to quickly 

compute the number of times each prime will be a singlet, given an orthogonal 

decomposition for the lattice. 

Theorem 3.2.10: Let A and A' be any rationallattices. Then: 

(a) A '" A' iff lAI lA'I is a perfect (rational) square and, for each p E Pl U P.l, P is 

a singlet in the prirnary decomposition of A the same number of times as it is 

a singlet in the primary decomposition of A'; 

(b) If p E Pl U P3 and p does not divide N, then p cannot be a singlet in the 

prime decomposition of N j 
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Table 6: Primary Decompositions Involving Primes p Less Than 
19 

P:5 3: 2*3 '" {2 33
}. 

def 2 d {3} {} p:5 5: rI = *5 lrre.; 3*5", 2 3 rI; 2*3*5", 2 3 5 . 

P :5 7: 2*7 '" {2 7}; 3*7 rv {3 73}; 5*7 '" {2 rI 73}; 
2*3*7", {2 33 73

}; 2*5*7 - {2 5 73
}; 3*5*7 '" {33 57}; 

2*3*5*7 '" {3 7 rI}. 

P :5 11: 2 * 11 '" {2 11 3
} ; 3 * 11 '" {33 11 } j 5 * 11 '" {5 11 }; 

7*11 '" {7 113
}; 2*3*11 rv {2 3 113

}; 2*5*11 '" {113 rd; 
2*7*11 '" {2 7 lI}; 3:f5*11 '" {2 3 11 rd; 3*7*] l '" {33 73 113 }; 

5 * h 11 '" {2 rI 73 11 3 
}; 2 * 3 * 5 * 11 '" {2 33 5 113 }; 

2*3*h11 '" {2 3 73 Il}; 2*5*7*11 '" {2 5 73 lI}; 
3*5*h11 '" {3 5 7 113

}; 2*3*5,..7*11 '" {33 7 11 l'd. 

p:5 13: r2 ~f 2*13 irred.; 3*]3", {3 13}; r3 ~f 5*13", {rI r2}; 
7*13", {2 73 r2}; 1h13", {2 113 r2}; 2*3·d3", {33 r2}; 
2*5*13,,,, {2 5 13}; 2*h13", {2 73 13}; 2*11*13", {2 11 13}; 
36<13", {2 33 5 r2} W>A3", {2 3 7 r2} 3tlh13", {2 33 113 r2} 
~7:tl3 '" {5 7 13}; S.1h13", {2 11 3 13 rd; 7:tll:t13", {73 11 13} 
2*3*5*13", {3 13 rd; 2*3*7*13 "J {2 33 7 13}; 
2*3*1h13", {2 3 11 13}; 2*5*h13", {2 7 rI r2}; 
2*5*1h13 '" {5 11 r2}; 2*7*1h13 - {73 113 r2}; 
3*5*7*13", {2 33 73 13 rd; 3*5*11*13", {3 5 113 13}; 
3 * h 11 * 13 '" {33 7 11 13}; 5 * h 11 * 13 '" {2 5 7 11 r2}; 
2*3*5*7*13", {3 5 73 r2}; 2*3*5*11*13", {2 33 11 Tl r2}j 
2*3*7*11*13", {3 7 113 r2}; 2*5*7*1h13", {7 113 13 rd; 
3~7*1h13 '" {3 73 11 rI r2} 2>t3~7*1h13 '" {2 33 5 73 113 13} 

P:5 17: 2*17", {2 17}; 3*17", {2 33 rI T4}; r4 ~f 5*17 irred.; 
7*17 '" {2 73 rI T4}; 1h17,...., {2 113 rI r4}j 13*17", {13 17}; 
2*3*17 '" {3 rl r4}; 2*5*17 - {5 rI r4}; 2*7*17,..., {73 rI r4}; 
2*1h17", {11 rI r4}; 2*13*17", {17 r2}; 3*5*17", {3 5 17}; 
3 * 7 * 1 7 '" {33 7 17 } ; 3 * 1 h 1 7 '" {3 11 3 17} j 
3*13*17", {2 33 13 rI r4}j 
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M~7 '" {5 7 17}; Mhl7", {2 113 1ï rd; 5+l3;l7 'V {5 rI l',Z ",,}; 

7*lh17 t'V {73 11 17}; h13*17", {7 1'1 1'2 r4}; 
11*13*17 - {ll 1'1 1'2 r4}; 2*3*5*17 t'V {33 17 rd; 
2 * 3 * h 17 '" {2 3 ï 17}; 2 * 3 * 1 h 17 '" {2 33 11 lï}; 
2*3*13*17"", {2 3 rI 1'2 r4}; 2*5*7-+:17 '" {7 17 rd; 
2*5*11*17", {2 5 11 17}; 2*5*lh17 f"V {2 13 l' .. }; 

2*7*11*17", {2 73 113 11}; 2*h13*17 t'V {7 13 1'1 l',,}; 

2*lh13*17", {ll3 13 rI r .. }; 3*5*7*17 f"V {3 73 
1'.d; 

3*5*11*17"" {2 33 5 113 
1'1 1'4}j 3*5*13*17", {3 17 1'1 1'2}j 

3*7*lh17,......, {2 3 7 11 1'1 l' .. }; 3*h13*17", {2 33 73 17 1'2}j 

3*lh13*17-{2311 17 r2}; 5*hll*17",{25 7 il?'l 1'.di 
5 * 7 * 13 * 17 ,......, {2 73 13 17 rd; 5 * 11 * 13 * 17 '" {5 Il 13 17} ; 
7*lh13*17",{7 113 13 17}; 2*3*5*7*17",{33 .5 73 rI 7' .. }; 

2*3*5*lh17", {2 3 11 r4}; 2*3*5*13*17", {2 :33 5 13 17}; 
2*3*7*lh17 - {33 7 113 

rI 1'4}; 2*3*7*13*17", {2 3 73 13 17}; 
2*3*lh13*17", {2 33 113 13 17}; 2*5*7*lh17", {2 7 11 3 1'4}; 
2*5*7*13*17"", {5 73 17 r2}j 2*5*lh13*17", {2 11 3 17 rI 7'2}; 

2*7*lh13*17", {7 11 17 ?'2}; 3~*7*lh17 '" {2 33 73 11 17 rd; 
3~*7*13*17 "" {2 3 .5 7 13 1'1 r4} 3t5*1l*13*17", {33 11 13 r .. } 
3+7>1l1i3+i7 - {2 3 73 113 13 rI 1'4} 5t?ihl3;l7", {2 73 113 

7'2 1'4} 

2*,~h·5*h1 h17 '" {2 3 5 73 113 17} 2*,3~*7*13*17 - {33 7 1'2 1'4} 

2*3*5*lh13*17", {2 3 5 l1 3 
1'1 "2 r4}j 

2*3*hlh13*17", {2 33 73 11 rI 1'2 r4}; 
2*5*hlh 13* 17", {5 73 l1 13 rI r4}; 
3 * 5 * 7 * 11 * 13 * 17 '" {2 33 5 7 113 17 1'2} ; 
2*3*5*7*11*13*17", {3 7 11 13 17 rd. 
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(c) If p E Pl and p does not di vide N, then in the primary decomposition of Np, 

P is a singlct 

(N) (mod 4) timesj 
P 

(d) If P E Pl and P does not divide N, then in the primary decomposition of Np, 

P is a singlet 

2 
times; 

(c) Assume N is square-free. Let n2 be the number of times 2 divides N. Let 

PI be the primes in Pl dividing N and define NI = N / PI' Then in the primary 

decomposition of N, 2 is a singlet 

1- (&) 
n2 + L 2 P, (mod 2) times. 

Proo! Thm.10{a) follows from Thm.1.4 and the following observation: 

Let ml = P21-IP21 E pli, i = 1, ... , f. Then for any p E Pl satisfying ( .L) = P, 

-1 Vi, 

where p~ are the distinct primes occurring an odd number of times in {pl, ... ,pu}. 

Thm.lO(b) follows immediately from the theorems leading up to Thm.9. In­

ductively using Thm.4(iii) and eq.(lb) gives us Thm.lO(c). Thm.lO(d) follows from 

Thm.4(i) and by noting that when PI E Pl2 satisfy (El.) = -1 Vi < J, then 
PJ 

Thm.lO( e) is just combinatorics. QED 

Examples of the power of Thm.lO are given in the proofs of ThmsA.1-4A. 

Thm.lO can be used to construct the primary decomposition of any orthogonal de­

composition, and hence of any lattice. Together with Thm.1.2 this gives a complete 
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classification of rational equivalence. A more standard classification is giwll by t Il!' 

weak Hasse principle (namely, that two lattices are rationally l'quivalt>ut itf tlll'y an' 

equivalent over the p-adie rationals for aH primes p ::; oc - e.g. sec pp. i(3-iS of 

[CAS]), or equivalently by the following thcorem (sec e.g. p.3·12 of [CSl]): 

Theorem 3.2.11: A~A' iff 
(i) A and A' have the sarne dimension and signature, 

(ii) lAI lA'I is a perfect (rational) square, and 

(iii) for cach prime p ~ 3, A and A' have the sarne p-excess (mod 8). 

This theorem is proved, and p-exeess is defined, in pp.370-3ï2 of [CSl]. lt, 

implies the following: 

Theorem 3.2.12: A", A' iff 

(i) IAIIA'I is a perfect (rational) square, and 

(ii) for eaeh prime p 2: 3, A and A' have the same p-exeess (mod 8). 

The 2-excesses of A and A' may differ here. vVhat is interesting hcrc is t,hat, 

using the fact that A '" A' iff their primary decompositions are cqual, Thm.lO im­

mediately gives us Thrn.12, and Thm.ll then follows from Thm.1.2. Thus w() ImVl' 

derived a central result of the theory of quadratic forms from a more geomct,rir lat­

tice perspective. (Of course, conversely, Thm.l1 can be used to derivc t.he theowms 

in this section). 

3.3 Integral Coordinates 

In this section we consider a question addressed in [GAN! and (indepcndently!) 

a couple years later in [CS4]. Sorne of the history of this problem is givcn in [CS4]. 

The title for this section cornes from the Conway-Sloane paper. Although this 

section is interesting in its own right, sorne of the results obtaincd hcrc will b() 

useful in SecA. 
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Definition 3.3.1: An n-dimensional Euclidean lattice A is said to he (e, k)-

mtegrable if Afl) is integrally equivalent to sorne sublattice of In+k' A lattice A 

with signature (m,n) is called (fjk+,k_)-integrable if A(l) i::, integrally equivalent 

to sorne 1'>uhlattice of Im+k+.n+k_. 

In other words, Ais (e, k )-integrable ift' the vectors in A can be given coordinat es 

e- I / 2(XI" •• ,J:k+n), where aU XI are integers. We will be most interested in the 

cases where k, k+, k_ 2: 0 and e > 0 are integers, and A is integral. 

As an exarnple, consider A = A. I ~ {(2)}. Clearly in this case A is not (1,0)­

integrable. However it is (1, l)-integrable: e.g. map the norm 2 vectors ±rl to 

(± 1, ± 1). In faet, Lagrange's Theorern (see e.g. p.4 7 of [SER]) is the statement that 

for any positive integer N, the one-dirnensionallattice {(N)} is (l,3)-integrable. 

Note that AIlS (2,0)-integrablej however An for n 2: 2 is not (e,O)-integrable 

for any e. For exarnple, let rI = -el + e2 and r2 = -e2 + e3 be the usuaI basis of A2 

and suppose we can give them coordinates e- I / 2(a, b) and e- I
/ 2 (c,d), respeetively, 

for intcgers a, b, c. cl (which we may take to be relatively prime). That means a2 + 
!J2 = e? + d2 = 2e and ae + bd = -e. The second of these tells us that e E Z, so 

the first implies a = band c = d (rnod 2). But odd2 + odd2 == 2 (mod 4) and 

cven2 + even2 == 2 (mod 4), so we must have a == b == c == d == 1 (mod 2). The first 

equation then implies e is odd and the second implies e is even. This contradiction 

means that no such coordinat es can be found for rI and r2 - 1. e. that A 2 is not 

(e,O)-integrable. The proof for n > 2 follows from this. However it is easy to see 

that each .4 n is (1, l)-integrable (the definitionof An given in Sec.1.5 expresses it as 

a sublattice of In+lj this can also be seen from the gluing {An' (n+l)}[l, 1] ~ In+d. 

Finally, consider the lattice E6' By a determinant check it is easy to show 

that it also cannot be (e,O)-integral for any e (see e.g. Thm.2(iv)). Suppose for 

contradiction that it is (1, k)-integrable for sorne k 2: O. Let rt, i = 1, ... ,6, be the 

root vectors of E6' as in Table 2, and let en for j = 1, ... ,6 + k, be an orthonormal 

basis for 16+k' Each of the basis vectors ri has norm 2, so must have the form 
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±e, ± ej for i =f. j, 
Without loss of generality let r2 -+ El - e2' Then 1'2 ' /'3 = -1 tdls us that. 

we may take 1'3 -+ €2 - e3' Similarly, r 4 '1'3 = -1 and 1'4 ' /"l = 0 impli('s t'i t.lwr 

1'4 -t -el - e2 or 1'4 -+ e3 - e4' However, in the first case coordinates for 7'5 CI\Ullot lH' 

found, because of both 1'5 . 1'4 = -1 and rI) . 1'2 = O. Tlms we mllst have "4 -+ (' 1 - t' l' 

Now look at 1's, From rs . 1'3 = -1 and 1'6 . r'2 = 1'6 . r4 = 0 we get t'itht'l' 

1'6 --+ -el - e2 (in which case coordinates for 1'1 cannot be found) or rs -+ e3 + fI 

(in which case coordinates for 1'5 cannot be found). 

Therefore E6 cannot be (1, k)-integrable. A similar argument establishcs t.his 

for E7 and Es, However, see Thm.l and Thm.3. 

Theorem 3.3.1: Let A be any n-dimensional Euclidean rationallattice. Theil 

A. 1S (f, k )-integral for sorne integers e, k. Moreover, f muy be takcn to hl' a. perf('ft, 

square, and k may be chosen to be 3n. 

Proo! Let {bl } be any basis for the lattice and let {vJ}, j = 1, ... ,71, he au 

orthogonal basis for any orthogonal decomposition of A. (we may choose t.he llOl'lIlS 

v; E Z). Then there is an invertible n x n Q-matrix B = (BI}) satisfying 

n 

b, = LB'JvJ' 
}=1 

for i = 1, ... , n 

(in faet B- l is the Z-mat.rix expressing the v) 's as linear combinat ions of the hl 's), 

Now any orthogonal lattice (e.g. (VI, ..• , vn )) is obviously (1, k )-solvahle --

in faet k = 3n works by Lagrange's Theorem. Choose a nonzcro e' E Z so that 

fi B is a Z-matrix. Then providing the vectors v) with integral coordinatcs indllc(!s 

coordinat es 1/ f'(Xll," . , x m ) for the basis vectors bl' where XI} E Z. In other words, 

we have shown that A is (1!'2, k )-integrable. QED 

Of course, in this Euclidean case, the E6 exarnple considered above shows that 

in general we must have both e > land k > O. Contrast this with the indefinitf! 

case, considered in Thm.3. 
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Thms.1.l0 and 4.3 allow us a quicker (but less elementary) proof of Thm.l (in 

rad t.hcy allow us to Htrcngthen Thrn.l - see Thrn.2(vii)). See also the proof for 

Thm.3 given bdow. 

Sorne easy consequences of the definitions and previous results are collected in 

Thm.2. 

Theorem 3.3.2: Let A be any n-dimensional Euclidean rationallattice. Then: 

(i) if Ais (p,k)-integrable, then it is (f,k')-integrable for any k' ~ k; if Ao is 

any sublattice of A, then it too is (e, k )-integral; 

(ii) if A is both (f, k)-integral and (e', k')-integral, then it is also (e + e, k + k')-

integral; 

(iii) Ais self-clualizable iff A is (4m ,0)-integrable for sorne m; 

(iv) for integral A, A is (e, O)-integral for sorne integer e, iff A (lAI) is self-dualizable; 

if n is even, this condition reduces to A being self-dualizable; 

(v) A self-dual and (l,k)-integral for sorne k, irnplies A ~ In; 

(vi) An is (l,l)-integrable; Dn is (l,O)-integrable; E6 , E7 and E8 are (2,2)-, 

(2,1)- and (2,O)-integrable, respectively; D4n is (2,O)-integrable; 

(vii) Ais (f,3)-illtegrable (if Ais integral we rnay also take e to be a power of 4); 

and 

(viii) Ais (l,O)-integrable if Ais integral and has dimension n ~ 5. 

Proo! (i) is obvious. To see (ii), let an arbitrary vector v E A have integral 

coordinates l/Jë(XI,""X::) and l/Jëi(x~, ... ,x~,). Then it is trivial to verify 

that i t can be gi ven integral coordinates 1/ vfl+7i (x 1 , ••• , x k, x~ , ... , xk' ) (i. e. that 

aIl dot products will be preserved). 

Both (iii) and (iv) are irnmediate consequences of Thrn.1.10. 

To see (v), let A' ~ A be such that A' ç In+k' Define Ali to be the sublattice 

,\'1. of In+k' Then by Thrn.1.6.2, IA"I = 1, so by Thrn.1.4.2 A' EB A" = In+k' 

The desired result now follows frorn the uniqueness of direct surn decomposition 
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(Thm.1.2.3). 

To see that ntn' and hence Es, is (2, 0 )-integrablc, sec Tablf~ 4, (i) now t1·lIs 

us that E6 and E7 are (2,2)- and (2, 1)-integrable, respertiwly. 

(vii) followsfrom ThmA.3 and Thm.l.l0. (viii) now followsfrom (vii). QED 

So far we have constructed only Euclidean lattices. The indcfinitc rase is much 

simpler, because the indefinite self-duallattices are basically unique. 

Theorem 3.3.3: Let A be any integral lattice, Then A is (1; 1, 2)-int(·grablt·. 

Pro of By Thm.4.3, A is similar to a 3-dimensional indefinite lattice {(ml), (m'2); (m'I) l, 
where the ml are positive integers, not aH even. Then A œ {(m3);(md,(m2)} 18 

indefinite, odd and self-dualizable; hence it glues to I m +1,n+2. QED 

Of course, A is aiso (1; 2, 1 )-integrable. A in Thm.3 may be eitl1<'r Euclid(~IUl 

or indefinite. 

Thms.1 and 3 can be expressed in the following equivalent way: 

Corollary 3.3.4: Let.4 be any symmetric n x n Z-matrix and A' any symmctric 

positive definite Z-matrix. Then there exist Z-matrices Nf and Nf' (Ilot ncccssarily 

square), a positive integer e, and a matrix G of the form diag{ + l, ... , + l, -l, ... , -1} 

such that 

A = !vI G Nf t and A' = eM' !vI't. 

These results were also obtained in [CS4), although in most cases their proofs 

were different. Their main interest was in establishing the following theorem. 

Theorem 3.3.5: Let <pC f) be the smallest dimension n for which there exists an 

n-dimensionai integral lattice which is not (e, k )-integrable for auy k. Then: 

(i) 1'(1) = 6; 

(ii) 1'(2) = 12; 
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(iii) 

(iv) 

(v) 

(vi) 

(vii) 

(viii) 

(ix) 

cp(3) = 14; 

21 :5 cp( 4) ~ 25; 

16 :5 cp( 5) ::; 22; 

cp(e) ::; 4e + 2, (e odd); 

cp(e) ::; 2rrel! (1 + 0(1», (e even); 

cp(f) ~ 210g loge/log log loge (1 + 0(1)); and 

any 24-dimensional Type II lattice, and any self-dual lattice in dimensions 

< 24, is 4-integrable. 

Thm.5(i)-(viii) is Theorem 1, and Thm.5(ix) is Theorems 17 and 18, in [CS4.]. 

We will use Thm.5(ix) in the following section to obtain bounds for the m, 's in 

orthogonal decompositions of lattices. 

3.4 Sorne Consequences and Exarnples 

To help illustrate the usefulness of the preceding analysis, we have included 

here a number of its ct:o.lsequences. This section will thus be a little more disjointed 

than the previous ones. 

We will generally adopt the convention of Sec.3.2 and write {ml"", m n } for 

the n-dimensional lattice {( ml), ... , (m n )}. 

Because root lattices are so effective at constructing other lattices, convenient 

expressions for their similari ty classes should come in handy. Hence: 

Example 3.4.1: The TOot lattzces From Table 4 we ean read off Dn 'V Es '" 

{1}, E7 '" {2}, and Es "- {3}. 

It is trivial to prove I~n+l) E9 An is self-dualizable (in faet it glues to In+d; 

hence .-ln 'V {en + 1)3} ~f {n + 1,n + 1,n + 1}. (End of Ex.1) 

Obviously, Thm.1.5 allows us to quickly test whether a given base lattiee is 

self-dualizable. This is useful for ex ample in the gluing construction of strings 
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described in Sec.6.3. One simple but cffccti\'c constraint WIlS that the lnttict' Illust \)(' 

integral and have a perfect (illtegral) sq\lal'<' as its d('terminmlt (t'.g . .-\2 is not sdf­

dualizable). But by no menns is this a :mfficiellt (·onditioll. Fol' t'Xillllplt" An t PA,. has 

determinant (n + 1)2, but we sec from Ex.1 that it is similar to {n + l, n + 1 }, whidl 

is not always similar ta {I} (sec Thm.2.2). In faet, for any primt' p, Ap_I tfl ..1/1- 1 i~ 

self-dualizable iff p = 2 or p == 1 (mod -1), in spi te of tlw faet that its <lt-tl'l'llliuilllt 

is always a perfect square. 

The Niemeier lattices (see Table 5) provide several other exampl€'s. For ('X1Ull­

pIe, by Ex.1 ..1 17 d1 E7 '" {(IS)3,2} '" {(2)3,2} '" {Il, sa A\7E7 is sf'lf-dllalizablt' 

and indeed glues ta one of the Niemeier lattices. This test quickly coutinus that ail 

Niemeier root lattices are self-dualizable, but it alone cannot di~tillgllish betW('('1l 

self-dual and self-dualizable. 

Similarity also allows us a quick test for Al ç A2 : AI is sat.uratcd in Al only 

if bath Al '" A2 and IAI1/1A21 is a perfect square. Unfortunatdy it. is difficnlt. to 

find sufficient conditions for Al being saturated in A2 (of course, rational shifting 

provides one). 

U nre1ated to these considerations, the Hilbert symbol (see Chnptpr II 1 of 

[SERJ) (a, b)z of a and b relative to Z is defined to be +1 if =2 - a;c2 - hy2 = 0 ha:.; 

a solution (z,x,y) =F (0,0,0) in Z31 and otherwise equals -1. We obvio\lsly have 

(a,b)z = +1 iff {a,b} '" {ab}. 

Thm.1.10 has many applications to the theory of self-dualizahle latticf's, as W(' 

shaH soon see. It is natural ta ask if it can be generalized to aIl lnttices. Thl' 

following exarnp1e (and a1so Ex.3) shows that it cannat. The technique devdopeci 

here will also be usefu1 elsewhere in this section. 

Example 3.4.2: 

matrix 

Consider the two-dimensional lattice A' given hy the Gram 

(
3 1 \ 
1 5)' 
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It has dctcrminant 14 = 2· ï. Note that A' l'V {3,3 ·14} l'V {2,(7)3}. 

Suppose it contained a vector x of norm 2k2 for sorne k E Z. Then t.here wOlÙd 

be another lattice vector, orthogonal to x, of norm 2 . l4f2 fur sorne fEZ, by 

Thm.1.6.2. In this ('ase A' l'V {2. 7}, contradicting the previous calculatiolL. 

Similar conclusions apply if we assume :lx E 1\2 with norm k2 , and hence 7k 2 

or 14k2 • Therefore, in particular there cannot lie in A' a vector of norm 2k 7t , so 

the dcsircd ml 's cannot be found. (End of Ex.2) 

It is now natural to ask if wc at least can find m, 's, i = 1, ... , k, such that 

A l'V {ml"", mk} (which is much weaker than saying that the ml 's constitute an 

orthogonal deeomposition for A) and such that any prime p dividing at least one of 

the ml 's must also divide 211\1. For example the lattice f.' in Ex.2 satisfies this, as 

do aU the root lattices (see Ex.l). 

Example 3.4.3: 

mat.rix 

Consider the two-dimensional lattice A" given by the Gram 

It has determinant li. Note that A" '" {3,3· li} l'V {3, 2, (3)3,2 . 5,5 . l7} '" 

{2,2· 5,5 ·H}, using Thm.2.5(ii). Since (l~) = +1, Sec.2 tells us this is not similar 

to any of {l}, {2}, {17} or {2, 17}. Hence, this answers in the negative the question 

posed in the previous paragraph. (End of Ex.3) 

However, the following result holds. 

Theorem 3.4.1: Given a lattice A, there exists a q E Pl and integers ml,' .. ,mk 

Bueh that A '" {ml, ... , mk} and such that any prime p dividing at least one of the 

ml 's must also divide 2q1AI. 

Proo! Let {ml,' .. , ml} be the primary similarity class of A, as defined in Thm.2.9. 

The singlets p must, by Thm.2.1O, divide 21AI. 
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Choose q E Pl to satisfy ( i) = -1 \:Ip dividing TI m,. Since for auy m, = p' JI", 

{m,} l'V {p'q,p"q}, we get the theorem. QED 

For ex ample in Ex.3 q = 5 may be chosen. \Ve can also dC'll1nIHl that a11 m,'s 

be in P12 U P3 U P', and that q divides only those m,'s in 'P'. 

The technique used in Ex.2 can now be applicd ta two-dimensional (Enditlt'all) 

lattices of any determinant (or, equivalently, positive definite binary quadrat.ie fOl'lll~ 

of any discriminant). For example, let A be any two-dimensional latt.ice of <l('tt~r­

minant 3. Then automatically we knaw A cannot contain any vl'ctors of Ilorm i k,'l , 

llk2 , 14k2 , ... , for any integer k, for otherwise Thm.l would \)(> violatcd. TIlC'liP 

results can be explicitly verified by checking the two lattices of dim('llliio!l 2 and 

determinant 3: A2 and Il œI~3). 

Similarly, let A be any two-dimensional lattice of determinant 111 2 for some 

m E ~, When m is large we can expect there ta be a large I1lunber of cundidat.es 

for A. Nevertheless, none of them can contain vectors whose norm is 3k2 or Gk 2 

(l..ulf'ds 3 divides m), or 7k 2 (unless 7 divides m), etc. 

In other words, from inspecting the discriminant alonc Olle can iIIlIllC(liatply 

determine infinite families of numbers that a given positive definite binary qua.drat.ic 

form cannot represent. 

We already know that A4 ,...., il}. We can do better than that. Thm.2.!J implies 

the following surprising generalization of Thm.2.2: 

Theorem 3.4.2: Suppose Al "" A2 are rational. Then Al Œ A2 '" {1} iff 

{IAII,IA21} fV il}, i.e. iff for eaeh p E P3 , the exact power a p that p ocn1n, in 

the expansion of IA11 into 0, product of primes is even. 

Of course, a special case of this is Al = A2 , which can be used ta immediately 

prove Thm.1.5. 

Theorem 3.4.3: Any rationallattice A is similar to an odd 3-dimensionallattice 
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A' with any dc:.ired signature {(3, 0), (2,1), (1, 2), (0, 3)} (e.g. you may choose A' to 

he Euclidean). 

Pro of Let {ml, ... , m n } be the primary decomposition of A. Let PI be the distinct 

primes in Pl2 dividing an odd nwnber of ml's, and let p~ be the primes in Pl2 

dividing an ('ven, nonzero number of ml '8. Let ql be the primes in P3 that are 

singlets an odd number of times, and let q: be the primes in P3 that are singlets an 

cvcn, nonzero number of bmes (hence twice). 

We are intercsted in choosing primes p, q E Pl U P3 so that 

It suffices, by Thm.2.10(a), to verify that p,q,PI,p:,ql and q: aIl are singlets for A3 

the same number of times they are singlets for A. 

That A3 has the correct number of singlets p" P:, ql and q: fixes, respectively, 

P q q P . 
( - ), (,.), (-), and (,.) for each z. 

PI PI q, ql 

That P and q cannot be singlets for A3 gives us values for ( !) and ( ; ), depending 

on whether p E Pl or P3 and whether q E Pl or P3 • It is possible, using quadratic 

reciprocity and Lemma 2.3, to choose p, q E Pl U P3 in such a way that they possess 

aU the desircd quadratic residues. 

The 3-dimensionallattice A3 constructed above was Euclidean. An analogous 

argument shows that we couid have imposed on it the signature ( + - + ), for example 

- this would affect of course the various quadratic residues calcul;> ced there, but as 

before primes p and q could be found to satisfy aIl the necessary cOI!3iraints. Finally, 

applying the above construrtiom. /'0 At- 1) shows that 3-dimensionallattices similar 

to A can also be found with the signatures (1,2) and (0,3). QED 

Hence, any rational quadratic form is rationally equivalent to a diagonal form, 

aU but three of whose entries are ±1. 
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In general, the full Huee dimensions are required, as wc sec in this ncxt tlWOrt'lll. 

Theorem 3.4.4: 

to 

Suppose p, q E Pl satisfy (~) = -1. Then any latt.ice simihu' 

{p, q,pq} 

is at least 3-dimensional. 

Prao! Suppose for contradiction that {p, q, pq} '" {a, b}, for som!' a, h E Z. \VI' 

may without 10ss of generality assume a and b are square-free. TheIl ThIll.1 A implit'H 

a = ±b. Therefore {p,q,pq,a,±a} '" {l}. Thm.2.l0(d) tells us that pis a sin!!;lt't. 

in the primary decornposition of the LRS, while it is not a singlet on the URS; 

Thm.2.10( a) tells us that this if> a contradictIOn. QED 

A similar sort of proof shows that any lattice similal' to {IJ, q, q} is at least 

3-dimensional, for any q E P3 satisfying (~) = + 1. 

Theorem 3.4.5: Let Al and A2 be any two rationallattices of eql1al dimensioll 

n and signature. Then there exists a A~ ~ A2 such that Al Î\ A~ is of dimensiou 

~ n-2. 

In general, n - 2 is the best that can be done; for example, cOlU-,idcr AI l''V {l} 

and A2 to be equal to certain direct surns of the lattices given in Thm.4. 

Using techniques such as those applied in the above proofs, Thm.2.10 ('CUl abo 

be used to prove Thm.5, but a far simpler proof is Meyer's Theorem (see c g. pp.20-

22 of [MHJ): any indefinite lattice of dimension 2: 5 represcnts 0 nontrivia.lly. 

Let Al and A2 be two n-dimensional Euclidean self-duallattices. From Thm.2.4.2 

and Thm.2.4.1 we know it is possible to ::,hift between thern, the sluft group n hein!!, 

isomorphic to At/(AlnA;), for sorne A; ::;;: A2• Now by Thm.l.lO, Al and A2 colltain 

saturated orthogonal sublattices equivalent to {4 N1 , ... , 4N1 } and {4 N2 , .. . ,4 N1 }, 

respectively, for certain positive integers NI and N2 • Let N =max{N I , N2 }. Choos­

ing A~ ~ A2 to contain the sublattice of Al equivalent to {4 N , ••. , 4N } (we now 
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know such a A~ can be found), the order of n, namely 'l'lAI n A~ l, is seen from 

Lemma 1.4.1 to be a power of 2. Henee: 

Theorem 3.4.6: Any two self-duallattices of equal dimension and signature ean 

be eonnected by a shift whose shift group has order a power of 2. 

This b an important n'suIt. Now consider shifting In by a single shift vector 

of order 2. The result is another self-dual lattice Al of dimension n. Shift Al 

by another order 2 (with respect to Ad shift vector; the result is another self­

dual n-dimcn13ional lattiee A2 • Continuing in this way, a large number of lattices 

A3 , ..• ,Ak, ... , can be constructed. By choosing these order 2 shifts sufficiently 

carefuIly, how many of the n-dimensional self-dual Euclidean lattices are left out? 

Thm.6 implies that aIl of them can be generated in this way: 

Corollary 3.4.7: Any n-dimensional Euehdean self-dual lattice A can be ob-

tained from In by successively applying order 2 shifts. 

Proo! From Thm.6 we have n ~ C2lcl x··· X C21cl' Let {w1 } be the eorresponding 

generators of n - choose these in the glue gauge. Define Al = In( {2k1-IWI}, 0), ... , 

Ak l = Ak l -1({wd,0),Ak l +1 = Ak1({2k2-1w2},0), ... , A~ = A"-l({Wl},O), where 

we have written s for 2::=1 kl • 

Note that the shift group taking AI to Ai+! has or der 2. Thm.2.4.6 shows that 

A = A~. QED 

Reeall the definition of neighbouring lattices given in Sec.2.4. Consider the 

neighbourhood graph Yn of aIl self-duallattices of a given dimension n. It consists 

of a llode for each such lattice, with two nodes being connected iff the correspond­

ing two lattices are neighbours. Then Cor.7 is precisely the statement that gn is 

connected for each n. Similar reasoning shows that En' the neighbourhood graph 

of all Type II lattices in dimension n, is connected. f 8 , f 16 and f 24 are given on 
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p.423 of [CSl]. (More precisely, the graph of {24 there was made \Vith the elllUlH'r­

ation of the 24-dimensional Typ(' l lattices in minci. It can b{' shown howt'ver that 

two different 24-dimensional Type II lat tiers are neighholll"S iff tllt'ir ('orr('spoudinp, 

nodes in the graph in [CS1] are connected; mor{'over, evC'ry Niel1wier lattin' is a 

neighbour of itself, and .'\24 is not.) 

Moreover, it is not diffictÙt to show that in 8k dimensions, cvery Type 1 lattÎrt' 

is the neighbour of a Type II lattice (this in fad is establish<,d in tht' proof of 

Thm.10 given later in this section), and vice versa. For cxamplc, a llC'ighbollr of IH 

is nt4' while the Leech lattice AH has 0 23 EB Il (whcre 0 23 is the so-cnllcd ûwrte.r 

Leech lattice) as a neighbour (set:' Thm.2.4.10). 

A particularly crude upper bound on the ml 's chosen in the orthogonal dccolll­

position of A can be obtained effortlessly from Thm.1.4 and Cor.7: 

Theorem 3.4.8: If A self-dualizable, then an orthogonal decomp0sition {ml, ... , 

m n } can be found for it so that aU ml 's have absolu te values which arc less thitn 

or equal to jA\4N - l , where N is the number of self-dual latticcs with the sa.llle 

dimension and signature as A. 

Proo! Let A glue to the self-duallattice Al. First note that Thm.1.4 shows tha.t. 

Ail) C A for e = lAI, so e times the orthogonal decomposition of AI is an orthogona.l 

decomposition for A. Thus it suffices to prove the bound for the self-dual la.ttice 

Al. Similarly, if A2 = Al(n), A~).) C A2 for ,\ = IIn1l 2
. In particular, an order 2 

shift will quadruple the ml 's. Cor.7 then gives us the bound. QED 

Thm.3.5(ix) together with Thm.1.4 immediately imply that an upper bouncl 

for the ml's of any self-dualizable lattice A of dimension n S 24 is 16\AI and is 4\A\ 

for n ~ 23 - considerably bet ter than Thm.8. 

The following famous and important result has several proofs (see e.g. pp.127-

130 of [MH]), but what is remarkable is the ease with which it follows from 

Thm.1.lO. This is given below as the first proof. The second proof (which can 
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he found on p.51 of [SER]) follows quickly from Thm.1.3.4 (although Serre's proof 

of this rcsult, on ppAO-50 of [SER], is quite different from the one given in Sec.1.3 

of this work). 

Theorem 3.4.9: When A is Type II and Euclidean, 8 must divide its dimension. 

First Proof Let A be even, self-dual and of dimension n. Then by Thm.6 we may 

writc 

for k l ;::: ... kt > 0, where n is the glue gauge shift group taking In to A. Let 

w, = *' L: w'} e} he the independent generators of n (e) is the orthonormal basis 

for In), so W IJ E Z. 

By Thm.1.4.9, there exist vectors T, E In such that 

Consider X = L2k,-klT~WI = #t L:xle" so XI E Z. Being a linear combination of 

the shift vectors, X E A. We shall now show that an XI are odd. 

Let y = LWzmT, - em for sorne 1 ~ m ~ n. Then y E In. But W I . Y E Z 

for each i, so y E A. Thus y2 must be even, so (LWlm TI)2 is odd, which means 

r:.W~mT; and hence L:wlmr~ ar~ odd. Therefore Xm is odd for each m. 

Now x, being a linear combination of the shift vectors, is in A. Thus x2 is even, 

so ~ L.1:; E Z and hence L: x; = 0 (mod 8). But XI odd implies x; = 1 (mod 

8), so we get the desired conclusion: n == 0 (moli 8). QED 

Second Proof By Theorem 1.304, any u E A satisfying u· X = x2 (mod 2) for an 

.r E A, has norm u 2 = n (mod 8). But A is even, so we may take u = O. Renee 

n == 0 (mod 8). (The indefinite case can be treated similarly.) QED 

Two other proofs of Thm.9 involve theta functions (see p.I09 of [SER]) and 

Gauss sums (see Appendix 4 in [MH]). 
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Theorem 3.4.10: If A is even and self-dualizable, then it glurs tn Home Typt' Il 

lattice if 8 divides n+ - n_, where (n+, IL) is the signature of .\. 

Proo! Suppose that A glues ta a Type 1 lattice At. Let II E .\ be as in Thm.1.3.4. 

Then since 81( n+ - n_) by hypothesis, A2 = Al ({ u/2}, 0) is a Type II lattice. 

A C Al and is even, sa 

A C {x E Al 1 x2 E 2Z} = {x E Alix, tt E 2Z} C A2 • 

Since A and A2 are bath of dimension n, A is saturated in A2 and hellce must glue 

ta it. QED 

For example, Dn glues ta In for aU ni when (and only whcn) 8 divides n it also 

glues to the Type II lattice Dt. 
Now consider even lattices A with odd determinant . .. hk, E6 and Es arc ex­

amples. It is trivial to show that such lattices are self-dualizable only in dimensions 

which are multiples of 8, since they cannot glue to odd latticcs. Dy Thm.1.n W(' get 

that (A2 )k and (E6)k are self-dualizable iff 4 divides k. Similar reasolling gives ilS 

this surprising result: 

Theorem 3.4.11: (a) Only in even dimensions can a lattice be both even and 

of odd determinant. 

(b) Suppose in addition the lattice A has the property that for each p E Pl, the 

exact power that p occurs in the expansion of lAI into a product of primes, ls 

even. Then the dimension must be a multiple of 4. 

Note that the additional condition in Thm.11(b) implies that lAI == 1 (mod 4). 

We can illustrate this theorem with the lattices An - l : they are always even and 

have an odd determinant precisely when they are of even dimension. When the 

determinant condition in Thm.ll(b) is satisfied, n == 1 (mod 4), so 4 divides the 

dimension n - 1. 
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An alternate proof of Thm.l1(a) involves reducing the lattice mod 2. The 

result is a nondegenerate alternating bilinear form, and so is of even dimension 

(Prof .. Jacques Hurtubise brought this point to my attention). 
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.' Chapter 4 THETA CONSTANTS 

4.1 Jacobi O-functions 

The Jacobi 8-functions which we need are defincd by: 

00 

193(= 1 r)d~r I: exp(2m7riz + 7!ïrm 2 ) (.t.1.11l) 
m=-CX) 

00 

t12(r)d..:,f I: q(m+l/2)2 = cXP(7rir/4)V3(~ 1 r) 
m=-CX) 

(·L1.le) 
m=-CX) 

(4.1.1d) 
m=-oo 

(4.1.1c) 

def (') q = exp 7rzr . (.t.1.In 

An important and closely related function, the Dedekind eta jlLnctzon 11( T), is 

discussed in Sec.5.l (see eqs.(5.1.2d,e)). 

The theta functions considered here (and in Chapter 5) are of gerllls fJ = 1. III 

algebraic geometry and elsewhere it is convenient to generalize thcse fUllct.ious t.o 

surns over m E [g, 9 2: l, where the complex parameter r becomes a 9 x 9 complcx 

matrix whose imaginary part is positive definite (see Chapter II of [MUM], OI' 

App.C of [LSW]), The results obtained here and in Ch.5 for 9 = 1 shonld gew·rnli:l.t' 

in a natural way to higher 9 - in particular, see pp.211-226 of [MUM]. 

This notation is taken from [CSl], with the exception that thcir (}:l(~ 1 z) i~ 

our fh(~/7r 1 z). The relationship between our notation and that in [MUM] is: 

193(z 1 r) = 19(z, T) (4.1.2a) 

B2( T) = 19 10(0, T) def 19 t ,0(0, T) ( 4.1.2b) 
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1 ... 

r .. 

8,'1(r) = 000 (0, r) ~r 00,0(0, T) = V(O, r) 

81 ( r) = 001 (0, r) ~f 00,! (0, T) 

1/;k(r) = {)l. O(O,r). 
" ' 

(4.1.2c) 

(4.1.2d) 

(4.1.2e) 

Note that aH these functions converge for r E 1t ~c {w E C 1 lm w > O}: in 

fact, for lm r > f > 0, 

so by the Weierstrass M test (see p.343 of [LEV]) the series for 83 (r) con verges 

unifornùy in cach Imlf plane lm T > f. Thus ()3 is analytic in 1t (see p.336 of [LEV]). 

Similar arguments apply to the other functions in eq.(l). Therefore, throughout the 

l'est of this pa t"'er Twill be taken to lie in H. 

Dy theta constant3 (the term Thetanullwert is sometimes used in the literature) 

is meant the restriction to :: = O. This chapter will be concerned primarily with the 

above theta constants 82 , 03 , ()4, and 'l/Jk. In the following chapter we will extend 

these techniques and results to z f:. o. 
For convenience, define 1/;00 ~f B3. Note that 

1/;k = 83 iff l/k E Z 

tPk ="pl iff either l/k ± l/i E Z. 

( 4.1.3a) 

( 4.1.3b) 

(See eq.(3f) below.) In general, we will thus be interested in 'l/Jk where k is rational 

and 2:: 2. 

From the definitions the following basic identities can be readily verified: 

84(T) = 283(4T) - 83(T) ( 4.1.3c) 

1/;2 ( r) = B2 ( r ) ( 4.1.3d) 
k 
L 1Pk/l(r) = B3(r/k2) ( 4.1.3e) 
l=1 

"pk/l(r) = 'l/Jk/(k-l) (r). (4.1.3f) 
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In faet, in the next section we \vill fillli that t'<}5.(3e. f) are sl)/'cial cases of IIllwh 

more general relations which rcHect basic faets ahout latti('('s and t.llt'ir ~ll1l's. 

These first identities allow us to establish the following: 

tPl(r) = 03(r) 

!/J2 ( r) = O2 ( r) = e3 ( r / 4) - e3 ( T ) 

1 
tP3(r) = 2{03(r/D) - 03(T)} 

1 
!/J4( r) = 202( r /4) 

1 
tP6(r) = 2{02(r/9) - (}2(r)}. 

For example, eq.(4b) is a consequence of eq.(3d,e) with k = 2. 

t -1.1.411) 

(4.1.4h) 

(4.1 ·k) 

( 4. lAt!) 

(4.1.-1t) 

Using eqs.(3c) and (4b), identities involving (}2, 83 and 0.1 can al ways be rcclIH·(·d 

to identities involving only 83 • For that reason we will discuss [roIU now on ouly 

those identities involving 93 aione. We will aiso be intcl'cstcd in idcntitics illV()lvill~ 

'l/Jk, provided they Iead to algebraic equations that can bc llscd to .wll)c [or Ih 

explicitly in terms of 83 , Thus (until Sec.4) we will be talkillg pl'ima.tily ëll)()llt. 

identities of the type given in eq.( 4), but not those of the type eq.(3c, f). 

The equations considered so far will be callcd lincar relation3. More g,cl1<'wlly, 

we refer to an identity involving the 81 and the tPk functions as of rlcgrec 11, if ('ach 

term of the identity is composed of the product of n such [unctions. For exampl(', 

the celebrated Jacobi identity 83 ( T)4 = 82 ( T)4 + 84 ( T)'I, which is derivcd in Sec.3 in 

two different ways, is of degree 4. Thm.3.1 tells ilS that any fundamcntal identity 

is homogeneous in degree. 

Linear relations for the remammg 'l/Jk, e.g. 'l/J5, which can he used to ~()lvc 

'l/Jk explicitly in terms of 03 as was done in eq.( 4) for k = 1,2,3,4,6, cannot he: 

obtained from eq.(3) alone. This is because eq.(3e) generally contains more thlLll 

one 'unknown' function 'l/Jk/t for the remaining values of k. For example, for k = 1) 

both tPs = 'l/JS/4 and tPS/2 = 'l/J5/3 are unknowns. A:1othcr way of saying this is tlmt. 

the Euler 4>-function 4>( k) is ::; 2 iff k = 1,2,3,4,6. See aiso Thm.1. 
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Identities of higher degrees are discussed in Sec.3. 

Let A be any lattice, and f be any 'rapidly decreasing smooth funtion' on 

V()(A). The Poisson summation formula directly implies 

L f(x) = ~IAI L Î(Y), 
xEA VIJ~I yEA. 

( 4.1.5a) 

where Î(x) is the Fourier transform of f. Choosing A = Il and using the faet that 

the Fourier transform of g(x) = exp[-7rx2] is y(y) = exp[-7ry2], we get (see p.109 

of [SER] for details) 

t73 (z I-~) = (r/i)1/2exp(7riz2r)t93(zr 1 r). (4.1.5b) 
r 

This immediately implies 

(J2( - ~) = (r /i)1/2 B4 ( r) 
r ( 4.1.6a) 

(J3 ( - ~ ) = (r / i) 1/2 B3 ( r ) 
r (4.1.6b) 

(J4( -~) = (r/i)1/2 B2(r) 
r ( 4.1.6c) 

tPn/k(-~) = (r/i)1/2t93('!.1 r) 
r n 

n-l 
= (r/i)1/2 L (lk tPn/(lm)(n2r), ( 4.1.6d) 

(=0 

where in eq.(6d) ( = e21rI
/

n and m E Z satisfies mk = 1 (mod n). For example, 

these allow eq.( 4b) to imply eq.(3c). 

Equations (lb-J) immediately give us 

B3(r + 1) = B4(r), 84(r + 1) = B3(r), 

B2(r + 1) = v'iB2(r), tPn/k(r + 2n) = tPn/,,(r). (4.1. 7) 

The question about which functions (e.g. which tPk) can be expressed in terms 

of B3 is a recurring one in this chapter. With this in mind, make the following 

definition. Let 7:J(n) denote the C-module of functions 

N 

L Q:}B3 (k1}T)'" B3(knjT), (4.1.8) 
}=l 
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where each a} E C, kl} E R, and kl} > 0 (otlwl'wis(' ('01WCl'gCllCC \\'oule! rail fol' 

T E 'H). Define 13 to be the SUlU of aU T} Il). For l'xamplt..', T,,( 1) and 11I'IlI'(' TI 

contains f)2,f)3,f)4., and ~)2,~'3,~·1,!f·6. Dt·fiue T3• tn \)(' the n<,ld offradiolls of TI, 

vVe will he interested in using lattices to find functiolls in 7, which an' id,'l\ti('ally 

zero. If the function lies in 7;(11). it is said to \H' a dcgrrc 11 ult'ntzt,ll. 

Definition 4.1.1: Call F(T) 3-.~ol'vable ifit lies in T3 - z.e. if it can b<, l'Xpl'l'~~I·d 

polynomially in terms of f)3. Call F( T) rationally ,']-.'wlvable if it lies in 'r..; --- Z.I'. if 

it can be expressed as a fraction involving only (}3. 

We will aiso be interested in determining the 3-so1vability of various tlwta 

functions / constan ts. 

Theorem 4.1.1: For k ~ 2, tPk is 3-s01vahle Hf k = 2,3,4, fi and 00. 

One direction of this theorem is already knownj the other follows as Il spI'cial 

case of Thrn.3.3. 

Lemma 4.1.2: Let nI, n2, ... and n~, n~, . .. be two increasing unbouudecl se-

quences of l'eal numhers. Let Pl (T), P2( T), . .. and pi (T), p~( T), ... be two scqUl'llC('S 

of nonzero polynomials with cornplex coefficients. Then pl'ovided the series COIlVCl'ge 

for T E 'H, 
00 00 

LPk( JT) exp(nA;7rir) = L Pi. ( ji) exp(nj.7rir) 
k=l k=l 

Hf, for each k, nk = n~ and Pk = p~. 

This trivial result has sorne important consequences. Of course to pl'OVC it., 

suppose without loss of generality that 0 = nt < n~ and considel' the limit z -

+ooi, etc. 

As a final remark, eqs.(lb-f) allow us to directly confirm the validity of the 

following checks. For exarnple, as T -+ +ooi in the lirnit, q --+ 0+ SO f)2 (kT) -+ 0, 
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B3(kr) -+ 1, B4(kr) -+ 1, and tPl(kr) -+ 0 for any k > 0 and any e for which l/e ~ z 
(if Ile E Z, then l~l = B3 ). Thus any identity in B2 , (}3, (}4 and tPl will remain a 

(numerical) identity after the above substitutions. For example the Jacobi identity 

gi W!S 1'1 = 0 t + 14 . 

Now consider the limit r -+ iO+. To do this make the substitution r -+ 

-l/r. Then frorn eqs.(6) and the previous test we get (provided our identity is 

hornogeneous in degree) that in the original identit,y we can replace 82 (kr) -+ 11 J'k, 
83 (kr) -+ l/Vk, 84 (kr) -+ 0, and tPl(kr) -+ 1/Vk for any k> 0, and any e E Q. 

As trivial as these tests seern, they have sorne practieal value (e.g. in double­

checking a conjectured identity), and sorne theoretical value. For exarnple, we know 

that 83 (r) = 282 (4r) + (}4(r), i.e. that 83 can be linearly solved for using both 82 

and B,,, bu t the above two tests show that this cannot be done using only B2 or 84 . 

It is possible of course to derive further tests. In Sec.3 we obtain sorne additional 

conditions identities in the Jacobi functions must obey. 

4.2 Theta Constants of Lattices and their Glue Classes 

In this section and chapter we will be rnost concerned with integral Euclidean 

lattices. 

Given a cIass [g]Ao, its theta constant is defined to be 

8([g]Ao) def L exp[1l'ir(g + x)2] 
xEAo 

8(Ao) ~f 8([0]Ao). 

( 4.2.1) 

(vVe reserve the terrn theta senes for the z i= 0 case - see the following ehapter.) 

As before exp( 1l'ir) is usually written sirnply as q. The argument of the function 

9([g]Ao) is understood to be r. If this is not the case, the argument will be explicitly 

included, as in 8([gJAo)(2r). 

A similar argument to that given at the beginning of Sec, 1 (using as weIl 

eqs.( 1.1.4» shows that these lattice theta constants converge and in fact are analytic 

in 11.. 
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Note that Ais even iff 9(A)(r + 1) = 9(A)(r) (sec cq.(ll)). 

In this notation, the Jacobi B-functions in eqs.( 1.1) cau bl' writtcn as 

92(2r) = 9([1]{(2)}) ~f E>([11I~2») = 8([1J.41 ) 

B3(kr) = 9( {(k)}) 

1j)k/i(kr) = 9([e]{(k)}). 

( , .).) ) 'l._._O 

( 4.2.2/1) 

( 4.2.2.') 

Theorem 4.2.1: (i) The theta constant of a direct SUlU of glue classt's is thl' 

product of the theta constants of the individual classes: 

k 

9«(gt, ... , gkl{A ll ... , Ad) = II 8([g,JAt}; 
1=1 

(ii) the theta constant for the disjoint union of glue classes is the SUlll of tht' 

theta constants of the individual classes: 

k 

0{U~I[gdA,} = L 9([gi]Ai) provided ([g,]Ai) n ([gJ1 A}) ::f 0 when i =f. jj 
,=1 

(iii) 0([v'èg]A(i»(r) = 9([g]A)(fr); 0(A(l»(r) = 9(A)(er). 

This theorem encapsulates the technique for generating identities invcst,igated 

in this and the following chapter. Note that the glue classes of I1ny glue clecompo­

sition are pairwise disjoint - hence the value of Thm.l(ii). 

By Thm.1(i) we get that the theta constant of In is B3{r)n. In faet, 

( 4.2.3a) 

Orthogonal decomposition (i.e. Cor.1.4.4) has the following immediate conse-

quences. 
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( Corollary 4.2.2: The thcta constant of any glue class of any rational Euclidean 

latticc can be expressed polynomially in terms of ()3 and '!/JI, (with arguments T 

sealcd appropriately). 

Corollary 4.2.3: The theta constants of the glue classes of aIl rational EUclidean 

lattic(,i> aI c aIl rationally solvable iff aIl 1/-'k are rationally solvable. 

Define 7(n) ta be the C-module consisting of functions such as 

N 

Lex} 'hl) (ml) T) ... tPk nJ (mn}T). 
}=l 

Define 7 to be the sum of aIl 7(n). Then 7(n) contains 73(n) (defined in Sec.l), 

and Thm.1.I tells us \.hat T(l) properly cantains TP>. Cor.2 tells us that the theta 

constant of any glue class of any n-dimensional rational Euclidean lattice lies in 

7(n). 

In this way, given a glue decomposition of a class or lattice, one obtains relations 

between the theta constants. This is how the identities between the Jacobi f)-

functions are obtained in Sec.3. For example, sorne simple examples of g,luing 

decompositions that we have already seen are as follows: Es = Dl3[lJ; Dm+n = 
{D""Dn}[2,2J; .42 ~ {A I ,I?)}[l,3J. In glue class notations, these idenLitics can 

be wlitten as: [OlEs = [OJD8 U [1JDs: [OJDm+n = [O,O]{Dm,Dn} U [2,2]{Dm,Dn}; 

[OJA2 ~ [0,0]{A},(6)} U [l,3]{A},(6)}. These translate to the identities 

0(Es) = 8(Ds) + 8([1JDs) 

0(Dm+n) = 8(Dm)· 8(Dn) + 8([2]Dm)· 0([2JDn) 

8(.42 ) = 8(Ad . 8( {(6)}) + 8([lJAd . 0([3]{(6)}). 

( 4.2.4a) 

( 4.2.4b) 

(4.2.4c) 

Finally, we note that an outer automorphism of the Lie algebra (a symmetry 

operation of the Dynkin diagram) preserves the theta constants. Hence, 

8([m]Ar) = 8([r + 1 _. mJAr) ( 4.2.5a) 
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8([1]Dr) = 8([3]Dr) 

8([ljE6 ) = 8([2]E6 ) 

8([I]D4 ) = 8([2]D4 ) = 8([3]D4 ). 

( 4.2.5b) 

( 4.2.3c) 

( .t.2.5d) 

lndeed, for any A and any glue [g] in a glue group G, [-g1 is also in C, and: 

8([-g]A) = 8([g)A). (42.5e) 

Related to this is the useful fact that two (integrally) equivalent lattiecs haVI' dl<' 

same theta constants. Incidently, eqs.(5a-e) apply only to theta constants; theil' 

failure to hold for:: =1= 0 is the reason the analysis and idcntities in t.he followillg 

chapter are more complicated than here. For example, the specifie tmm,fot'luatiol\ 

connecting the two integrally equivalent lattices must. be lmilt int.o t.he iclellt.ities 

derived from their equivalence: z is a vector while T is a scalar. 

vVe will use gluing deeompositions to construct various identities; othcl's (see 

e.g. App.C of [LSW]) have used automorphisms of lattices to obtain identities, bllt. 

they have derived only a fraction of those we have. 

An analogous calculation to that given in Sec.1 (see also p.l09 of [SERJ) shows 

that, given an n-dimensionallattice A, 

(~'li)n/2 * 
8(A)( -liT) = ---=-::-8(A )(T). 

viAl 

From this it is possible to prove 

( / ')n/2 n-l 

8([g]A)( -l/r) = Tv1xï L (kf)([kr]Ao)(r). 
lAI k=O 

( 4.2.GrL) 

(4.2.Gb) 

Here, [g]A is a glue of A of order n, ( = e2'1rt/n, r E A* satisfies r· 9 == ~ (moc! 1) 

(such a vector r always exists by Thm.1.4.9), and Ao is the largest sublattice of A'" 

satisfying 9 . Ao ç Z. A special case of eq.(6b) is eq.(1.6d). Eq.(6b) can be uscd tn 

derive the related formula given in [OS] (the converse is not obviously true). 
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Because A· = A[C] where C = A· / A, 

0(A*) = L 0([g]A). ( 4.2.7) 
gEG 

The usefulncss of eqs.(6) and (7) follows if 8(A) can be calculated independently 

of eq.( 6) - e,g, if it can be expressed in terms of 83 's (i. e. '3-solved '). Note that 

eq.(1.3e) is a special case of eq.(7), taking A = I~k) and using eqs.(2b, c). Also, 

eq.(1.3f) is a special case of eq.(5e). 

The theta constants of the root lattices are aU known (see for example pp.108-

127 of [CS1]): 

1 
8(Dn)(-r) =2{B3(rt + B4(r)n}, (4.2.8a) 

1 
0([1)Dn)(r) =0([3]Dn)(r) = 282(r)n, (4.2.8b) 

1 
8([2]Dn)(r) =2{B3(rt - B4(r)"}, (4.2.8c) 

8(D~)(r) =B2(r)" + B3(r)n, (4.2.8d) 
1 

0(E6)(r) =~o(r)3 + 4{~o(r/3) - <po(r)}3, (4.2.8e) 

1 1 
0(E;)(r) =3[4>o(r/3)3 + 4{3</>o(r) - 4>o(r/3)p], (4.2.8f) 

1 
0([l)E6)(r) =0([2)E6)(r) = 2{0(E~)(r) - 0(E6)(r)}, (4.2.8g) 

0(E7)(r) =B3(2r)7 + 7B3(2r)382(2r)4, (4.2.8h) 

0([1]E7 )(r) =B2(2r)7 + 7B2(2r)303(2r)4, (4.2.8i) 

0(E7)(r) =B3(2r)7 + 82(2r)7 + 7(J2(2r)383(2r)3(J3(r/2), (4.2.8j) 
1 

0(Ea)(r) =2{(J2(r)8 + (J3(r)8 + B4(r)8}. (4.2.8k) 

The situation for .4n and its glue classes is by far the most complicated: 

(4.2.9a) 
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Let çd~{ e21fI
/

n • Then similarly we have for auy e = 1 •...• Il - 1. 

"n-1 --Ha (I..I )" 
0([e].-ln-d(T) = L-k=o ~ 3 n T 

Tl ~'1I1 t ( nT) 
(-1.2.011 ) 

Note that eq.(9a) is a special case of eq.(Ob). Also, the 193 ( ~IT)'S orclIlTing in ('qs.( 9) 

can be expressed if desired as linear combinations of 1f'('S (see cq.(l.Gd)). AIl of the 

expressions in eqs.(8) and (9) will be proved in the following section. 

Call a latticc or glue class j-solvable if its theta constant is. Eqs.( S) show thnt 

each glue class of Dn' E6, E7, and Es is 3-solvable. Howcv('r. it is nul. ('lt'nt' frolll 

eq.(9) that this is true of An. lndeed, we have been unablc to prove the (ra.tional) 

3-so1vability of its theta constant. However, for smaller n pxplicit '3-sol11tiollS' cau 

be found, and are listed in Table 7. 

More generally, it would be interesting to know if aU lattices are 3-solvable. 

Certainly aIl l-dimensionallattices (see eq.(2b)), and hence aIl ortho!!,onallatt.iC'cs 

(see eq.(3a)), are. Moreover, by Hecke's Theorem (see pp.187 and ln of [CS1!) the 

same holds for aU self-duallattices: 

Theorem 4.2.4 (Hecke's Theorem): Let A be any self-dual Euclidcan liltticc. 

Then: 

(i) the theta constant S( A)( r) is a polynomial in 0(Id( r) = (h (T) and 0( Es)( T )i 

(ii) if A is Type II, 0(A)(T) is also a polynomial in 0(Es)(r) and (-)(A:'!.d(r). 

These are usually proved using the theory of modular forms. (A disclls::iioll of 

general results concerning lattice theta constants as modular fonns can oc f01\nd 

on pp.382-8 of [CAS].) Note that in Thm.4(ii) any Niemeier latticc othcr tIta.n E~ 

and Es EB Dt6 will do instead of A24 · 

To illustrate Thm.4, note that 

0(A24 )(r) =0(Es)(r)3 

- 45(0(Es )(r)293(r)8 -20(Es)(r)93(r)16 +93(r)24~4.2.10a) 
16 

h h 
0(Ah)(r) =300(Es)(r)3 +(1- 30)0(A24 )(r), (4.2.10b) 
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Table 7: Known Theta Constants of An 

Lattice Weights Name Theta series 
AI [0] 8(1,0) 03 (2) 

[IJ 8(11) 03 ( ~ ) 

A2 (0) 8(2,0) (}3 (2) 03 (6) + O2 (2) 82 (6) 
[1], [2) 6(2 il 82 (2) 1/.'6 (6) + (}3 (2) 1/.>3 (6) 

.13 [0] 8(3,0) l {03(1)3 +04(1)~ } 
[I], [3J 8(3,1) ') (}2 ( 1 )3 
[2J 8(32) ~ {03(1)3 - 04(1)3 } 

114 [0] 8(4,0) L~=o 1/.>4/1:(20) 8(3,1:)(1) 
[1], [4J 8(4,1) ?? 

[2], ~1J 8(42) ?? 

As [0] 8(S,Ol 8(2,oP)- 03(ti) +2e(21)(1)2 tP3(6) 
(1], [5J 8(5,1) 28(2,0)(1) 8(2,1)(1) 1/.>6(6) + 8(2,1)( 1)2 1P2(6) 
[2], [4] 8(5,2) 28(2,OP) 8(2,1)(1) 1/.>3(6) + 8(2,1)(1)203 (6) 
[3] 8(53) 8(2 0)(1)2 1/.>2(6) + 2e(2 1)(1)2 tP6(6) 

A6 (0] 8(6,0) L:~=o 1/.>6/1:(42) 8(5,k)(I) 
[1], [6J 8(6,1) ?? 

[2], [5) 8( 6,2) ?? 

[3], [4) 8(63\ ?? 

.47 [0] 8(7,0) L:~=o 1/.'4/1:(8) 8(3,k)(1)2 
[1], [7J 8(7,1) ?? 

[2], [6) 8(7,2) t {8 E ;(1) - 8 Er (1) } 
[3], [5] 8(7,3) ?? 

[4] 8(74) 8Er(1) - 8(7 0)(1) 
Ail [0) 8(8,0) L:~=o 1/.>6/1:(18) 8(2,k)(1) 8(5,k)(I) ) 

[1}, [8] 8(8,1) ?? 
[2}, [7] 8(8,2) ?? 

[3], [6) 8(8,3) t {8E(1) - 0(8,0)(1) } 
[4], [5) 8(84) ?? 

Ag, AIO ?? 

Ali [0] 8(11,0) L:~=o vJ6/1:(12) 8(5,k)(1)2 
[1], [lI) 8(11,1) ?? 

[2], [10] 8(11,2) L:!=o 8(5,k+2)(1) 8(5,1:)(1) tP6/(k+l)(12) 
[3], [9] 8(1l,3) ?? 

[4], [8] 8(11,4) L:~=o 8(5,1:-2)(1) 8(5,1:)(1) vJ6/(k+2)(12) 
[5], [7] 8(11,5) ?? 

[6) 8(16) L~-:o 8(5 1:)(1)2 vJ6/(k-3)(12) 
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., .... 

where in eq.(lOb) Ah is a Niemeier lattice (i.e. even, 24-dimellsional) with Co"l'tl'r 

number h. 

An immediate consequence of Thm.4(i), llsing eqs,(2b) and (Sk), is: 

Corollary 4.2.5: Any Euclidean self-duallattice is 3-so1vable. 

Let A be any integral Euclidean lattice; define Ar to hc thc set of ail 1'\'I'll­

normed ve,~tors in A. Then Ae is a saturated sllblattice of A, of indcx l or 2, Xotl' 

that 

1 
8(Ae)(r) = 2{6(A)(r) + 8(A)(T + l)}. (4.2.11) 

Hence if A is integral and 3-s01vable, then (usllally) so will At!. 

In addition, let A be integral and of even dimension, and suppose ail of its gltll' 

classes [9]A t:: A * / A are of order 2 (this last condition would be satisficd for ('xampl(' 

when lAI = 2). Then similar modular form arguments, basecl on results fOll1lel for 

example around Cor.1O.2 in [MUM], can be used to show that 8( A)( T), ll!lcl in 

fact each 8([g]A)(r), can be written as a polynomial in 82(r)2, 8:\(rfl and fJ.(T)'.! 

Hence in this case each glue class [g]A is 3-so1vable. 

However, it is unlikely that all 2-dimensionallattices are, as we shaH sce in du' 

following two sections. 

[KT] investigated the sublattices An of A24 invariant undcr an clemcnt m E 

M24 cAut( A24 ). There are 21 such sublattices, varying in dimension frolll 2 to 

24. They also computed the theta constants of these. AIl of these turn out to \)(' 

3-so1vable. 

Generalizations of Hecke's Theorem for integral lattices of dctcrminant biglwr 

than one are possible in sorne cases (e.g. lAI = 2,4). For example, cOllsiclcr ocld A 

with determinant lAI = 4, whose glues 9 E A* aU have integral nonns r/'. h·u D,-.f 

are examples of such lattices (but there are many more). It can be shown from the 

above restÙts that, for an n-dimensional lattice A with those properties, (-)( A){ r) 
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lies in an [n; 1 J + 1-dimensional vector space, generated by the theta constants of 

In-" !Ji D", In-8 ?.b DB, .... 

For another example, let. A be any even Eu ~liùean lattice of determinant 4, anù 

suppose that A * contains an odd normed vector. Then 8( A)( T) is an element of an 

[n;1 J + l-(limensional space, and is generated by Dn, Es E9 Dn-s, E~ 11 Dn-16' .... 

Note that the condition that A * contain an odd normed vector follows from 

the othcr conditions whencver 8 does not divide n. As an example, let A be any 

22-dirnensional cvcn Euclidean lattice \Vith lAI = 4. Then the group A* /A consists 

of four glue classes' one, [O]A, containing even normed vectors only; one, which we 

will caU [gdA, containing odd norms only; and two, [92JA and [93JA, which only 

contain vectors of Ilorm == ~ (mod 2). It is not diffictÙt to verify the following 

formulae: 

8([OJA) = 1 -; - b (()i2 + (}~2) + ~«(}~4 + ()l4)«()~ - ()1()! + (}V 

+ ~«()6 + ()6)(()8 _ (}4(}4 + (}4)2 
23 43 34 4 

_ ~«()22 (}2'l.) -a - 2b«()18~ (}4()18) 
-2 3 + 4 + 2 34+34 ( 4.2.12a) 

+ a + 3b«()I4()s + ()8()14) _ b«()1O(}12 + ()12 + ~«()6(}16 + ()16()6) 
23434 34323434' 

8([gdA) = i«()j2 - (}~2) + -a; 2b «()~SB! _ ~()!8) (4.2.12b) 

+ a + 3b «(}14()S _ ()S(}14) _ b«()IO(}12 _ (112(}IO) + ~«(}6(}16 _ (}16(}6) 
23434 3434 23434' 

8([92JA) = 8([931A) = ()~[~«(}~2 _ ()12) + a + ~ - 5 «(}~6()t - ()~(}l6) 
10 - 3a - 5b(()12()8 _ (}8(}12)J + 2 3" 33' (4.2.12c) 

where a, b are real parameters. This is explicitly given because it will be used in 

Sec.6.4. Of course A being 22-dimensional is not significant - analogous formulae 

exist for other dimensions. The difficult part of the deri'vation of these lies in showing 

that 8([92JA) = 8([93J1\) - this can be done usmg eq.(6b). 

It is possible for two integrally inequivalent lattices to have the same theta 
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constant. We shall caU such lattices theta equivalent. An example is Es tt' Es and 

DiB, as can be seen either by using the Jacobi identity and eqs.(8a, h, 11'), or by Itsin~ 

Thm.4(ii). Two theta equivalent integrallattices are neccssarily of the Snlllt' t.Yilt' 

(i.e. even or odd). Putting -l/T in their theta constants tdl us that. tht'y art' of 

the same dimension (see Thm.3.1) and determinant and that tlw theta {'OHHtants of 

their duals also are equal. 

This suggests that two such lattices lie ln the same genus, or at lcast. an' 

rationallyequivalent. We have been un able to prove this, how('vcr. 

It is possible to show the following results using Hecke's Theorem. 

Corollary 4.2.6: Let Nk(A) be the number of norm k vectors in A. Let 1\ and 

A' be two different Euclidean self-duallattices of equal dimension n, and let Nk, NI: 

be the numbers of norm k vectors in them. Define e = [n/8]. Then: 

(i) for each integer k 2: 0 there exists a function Fn,k of e arguments such thnt. 

Fn,k(N1 , ••• , Nt) = N k; and 

(ii) A and A' are theta equivalent iff NI = Ni, ... , Nt = N~. 

For example, for n = 22 f = 2 and it is possible to compute 

F22 ,3(Nt ,N2 ) =248Nt -4N2 +5104, 

F22 ,4(Nt. N2 ) =960Nt - 12N2 + 85932. 

( 4.2.13a) 

(4.2.13b) 

AIso, it is possible to show using Cor.6(ii) that it is not at aU rare for intf:!Jmlly 

inequivalent lattices to be theta equivalent. In particular, from the explicit t.ables 

of self-dual lattices of dimensions < 24 (see e.9. Table 16.7 of [CS1]) it can be 

easily seen now that there are precisely 40 pairs of integrally incquivalcnt yet thcta. 

equivalent self-dual Euclidean lattices of dimension n < 24 (12 of these arc without 

unit vectors); 10 triples (6 without unit vectors); 3 quadruples (2 without unit 

vectors)j 1 quintuple (none have unit vectors); and 3 sextuples (none ha.ve unit 

vectors). The often quoted El, Dt6 pair is the one with minimal dimension, but it 
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is by no means unique (othcr pairs are the trivial E~ œh, Di6 œlk for k = 1,2, ... ,8, 

and the less trivial A17Ad31] and DLOE7Ad110, 301]). 

On the other hand, in the following chapter we show (in Thm.5.2.5) that the 

theta .,erze.'J of two lattices are equal only when the lattices are integrally equivalent. 

4.3 Identities of the Jacobi Functions 

If an intcgrallattice admits several glue decompositions, then the theta series 

computed from those decompositions (using Thm.2.1) must be equal. This is how 

identitics betwccn the Jacobi O-functions can be obtained. If the lattice in question 

is of dimension n, then the identities will be of degree n. We are interested in 

algebrazcally zndependent identities - z. e. identities that cannot be obtained from 

cach other and ones of lower degree anthmetzcally (z. e. through multiplication and 

addition) and/or by transforming T (e.g. T --t T + 1, T --t kT, T -+ -1/1-). For 

example, eqs.(1.3c) and (l.4b) are not algebraically independent in this sense. Re­

stricting attention to algebraically independent identities cleans up most of the maze 

of idcntities that can be found scattered throughout [TM], for example. vVe shaH 

find shortly that the (quartic) Jacobi identi ty also is not algebraically independent, 

as it can be derived from first and second degree ones. 

4.3.1 A general discussion of identities: 

Rccall the definition of the C-modules T (given in Sec.2 - it is generated by 

products of arbitrarily scaled th 's) and T3 (given in Sec.1 - it is generated by 

products of arbitrarily scaled fh 's). This subsection will concern functions in T 

which are identically zero for aH T E ?lj in the remainder of the stction we will 

focus on identities in 73. 

We can write any identity in T in the form 

N 

I: at0([gt]A I)(T) = 0, ( 4.3.1) 
t=o 
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where each al E C, where the At are orthogonallattices, and where the glues !1t an' 

of finite order: 9t E Q ® At. For example, eqs.(2.G) and (1.û- i) arc not identiti!'s in 

this sense. 

Can Thm.2.1 (i.e. the gluing method) algcbraically gcncratc al! idt'utitil's in 

T? This is an unsolved problem (see p.1l7 of [MUM]), and wc will not lH' abl!' 

to answer it in this chapter. However, in the following chapter we show t,hat. tlll' 

analogous question for theta sertes of full rank is truc (:;ee Thm.5.3.û tlU'l'l') , hut 

the analysis here is more difficult and the proofs do not carry over. 

A few simple results are possible which allow us to simplify the form of the 

identityeq.(l). 

Theorem 4.3.1: Any given identity in T can be expressed as the (finite) SI\1ll 

of identities in T, each homogeneous in degree. 

Theorem 4.3.2: Any given identi ty in T is a linear combinat ion (ovcr C) of 

identities in T whose coefficients 0t are aIl rational. 

These theorems would have to hold if Thm.2.1 were to genera.te aIl ideut.itics 

in T. Both these results follow from Lemma 1.2. In particular: 

Consider a theta function identity, and look what happens whcn -1fT is placccl 

III it. Each dimension (z.e. each ()3 or 'l/Jk) will contribute a factor (i/i)l/'l, I>y 

eqs.(l.6). Applying Lemma 1.2 gives us Thm.l. 

Now for Thm.2. Let a}, ... ,ON be the non-zero coefficients. Say that 0', and 

a] are equivalent if al/a] E Q. Let Al,.'" Ak be the corresponding c<}uivalene(' 

classes of coefficients, and let al be any element in A" Without 1055 of genl'1'Illity 

(e.g. by multiplying the identity by liai) we may assume that al E Q. 

Suppose first that the a, are linearly inclepenclent over Q: '.c. E ria, = () for 

ri E Q can only happen for r, = O. Then Lemma 1.2 implies that for ('l1ch l, the 

SUffi of the terms whose coefficient is in A, must be identically equal to zcro. This 

is because, when we expand any ()3(mT) or 'l/Jk(mT) in terms of powers of 'l, the 
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coefficients are rational (in fact they are 0,1 or 2). Thus, the original identity is 

a linear combination (with coefficients al E R) of identities with purely rational 

coefficients. 

The case where the a. are not linearly independent can easily be reduced to the 

case where they are by rewriting one of the a., say ak, in terms of the others, and 

thus rewriting the terms wi th coefficient a E Ak as a linear combination (over Q) 

of tcr.ms with coefficients in the other AI' The net result is that Ak is absorbed into 

the other A •. If al, ... ,ak-l are linearly independent, the arg'lment in the above 

paragraph will apply. Otherwise, procetod again as in this paragraph. 

An immecliate consequence of Thm.2 (obtained by replacing r with -liT in 

an identity) is that we may assume that the pairwise products of the determinants 

IA.IIA)I are always a perfect (rat.ional) square. This observation, together with 

Thm.1, suggests the possibility that an arbitrary identity in T can be wrilten as 

a sum of identities eq.(l) whose lattices Ai are ail rationally equivalent (compare 

Thm.5.3.4) Indeed, we can show that this is so for all linear (see Thm.3) and 

quadratic (this follows from Thm.1.6.10(v») identities in T. 

4.3.2 Linear identities: 

Earlier in this section we dismissed as unsolved the question as to whether the 

gluing method algebraically generates aU identities in T. In 7(1) the situation is 

simple enough to tackle directly: 

Theorem 4.3.3: Any linear identity in T is generated by eqs.(1.3a, b, e). 

Proo! Consider the linear identity 

N 

vl(r) = Lvn,(r), wb're (4.3.2a) 
1=1 

No 

Vl(r) = L G'o}83(m)r), ( 4.3.2b) 
}=1 
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where aU a,) #- 0, m~} > 0, 0 < ml < ... < /TINo , and where nI, kl} E Z. \\'1.' mn 

assume the greatest common divisor (ni, kl)) = 1, and 1 < kl) < y. It elt'urly 

suffices to show that no such identity eq.(2) can exist. 

It is not difficult ta show that without loss of generality aIl /TI}, m~} E Q, and 

hence that we may take aIl m:] to be integer multiples of n? and nU rH J to \)1' 

integers. 

Suppose for now that No ~ 0 - the case where there are no Ba can he halldlt'<! 

similarly. 

Define P(n,) to be the set of aU primes p == ±1 (mod n,). We know that. t.lll':-ie 

sets are aU infinite. Note that for each i, and any MEZ, vn,('r) cannot rcpres(\tÜ 

M p2 (i.e. when expanded out, it cannot contain a term t~qMpl) for any sufficil\llt.ly 

large p E P(n,). 

Let P~ n~1 pen,); by Dirichlet's Theorem on primes in arithmctie prop,l't'S­

sions (see Chapter VI of [SERJ), P is infinite. Note that for aIl sllfficiently la.rg(' 

pEP, VI represents mIp2. However, by the preceding paragraph, E Vn , W1/.not 

represent mIP2 for such p. This contradicts eq.(2a). QED 

In proving Thm.3 we have aiso estahlished Thrn.1.l. 

4.3.3 Quadratic identities: 

It is possible to generate an infinite numher of identities in T, indcpendcnt of 

each other and of the linear ones discussed earHer. For example, consider the gluing 

{(k),(k 2 - k)}[l,k -lJ ~ Il EB I?-l). It gives us the quadratic identity 

k 

I: tPk/i(kT)tPk/i( {k2 
- k}r) = Ba(T)Ba( {k - l}T). (4.3.5 ) 

1=1 

This will he true for k = 2,3,4, .. ,. A multitude of other identities l'an be found. 

For this reason we will consider in the remainder of this section those identities 

in 73, i. e. those that cao be expressed as polynomials of 93 with scaled arguments 
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(and, of course, 82 , 94 , and 'l/Jk for k = 3,4,6). The following section will address 

more general identities, when B3 for example enters non-polynomially. 

Consider the gluings {(2), (2)}[1, 1] ~ 12 and {(8), (8)}[2, 2] ~ Il EB I~4). They 

give us, respectively, the quadratic identities 

( 4.3.6a) 

(4.3.6b) 

where in eq.(6b) we have used eq.(1.4d). Using eqs.(6a) and (l.4b), we can rewrite 

eq.( 4.3.6b) as 

( 4.3.6c) 

But note that eq.(6c) is also obtainable from eqs.(6a) and (1.4b). This calculation 

shows that two different lattice equalities may result in algebraically equivalent theta 

identities. 

Eq.(6a) is interesting for another reason. Replacing l' in it by 2 - 1/1' and 

-1/1', respective!y, gives us 

-94(1')2 + 83(1')2 = 292(21')2, 

B4(r)2 + 93(1')2 = 2B3(2r)2. 

Then using eqs.(7a, b) and (6c) we can write 

(4.3.7a) 

( 4.3.7b) 

( 4.3.7c) 

Hence the Jacobi identity is not fundamental in our sense, and can be derived from 

the t'Wo-dimensionallattice gluing {(2), (2)}[1, 1] ~ 12 (to sorne extent, this \Vas 

recently realized as weIl by [KT]). 

Note that any two-dimensional (integral) gluing 

(4.3.8a) 
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gives us an identity in 7(2) (using Thm.2.1 und eqs.(2.3)), and if the orderl' of aH 

glues in Q and Q' are in {l, 2, 3, 4, 6} this idcntity also lies in T.?). Uufortuuutdy. 

there are infinitely many gluing equivalences eq.(Sa), even whfln wc rC'strict. tlll' 

orders of the glues to {1,2,3,4,6}. However, wc are interested in gluings eq.(8a) 

which lead to algebraically independent identities. The one-dimensional idt'Ilt.itit's 

eqs.(1.3b, e) allow us to restrict our attention ta gluings of the form 

{(ka), (kb)}[a, b] :::::: {(le), (Cd)}[c,dJ, (4.3.8b) 

where the glue orders k,e E {1,2,3,4,6} (sa the identity lies in T?\ wherc Il:::; il 

and c :::; d, and where {ka, kb} =f {Cc, Cd} (sa the corresponding identit.y is llot 

trivial). Moreover, Thm.2.2(iii) tells us it suffices to consider only the case whcre 

a, b and [a, b]2 = (a + b)/k have greatest common divisor 1. 

Theorem 4.3.4: There are precisely 51 gluings of form eq.(8b)j aU thcse arc 

listed in Table 8. 

A sketch of the proof of this is given below. It turns out that aIl but (HW 

of these gluings (namely {(16), (32)}[4, 8] :::= {(12), (96)}[2, 16]) are of the followillg 

form: 

Consider any order k gluing A ~f {(ka), (kb)}[a, b], whcre k E {2,3,4,G}. The 

above gluing defines an orthogonal decomposition {(ka), (kb)} of A. A has a second 

orthogonal decomposition {(le), (Cd)}, obtained by choosing the vcctor there of 

norm le to be the glue vector (aj$a,b/Jkb) E [a,b){(ka),(kb)}. This definefi a 

second gluing {(Cc), (ld)}[c, d] of A. We are interested in the situations whcre this 

second glue also has its order l in {1,2,3,4,6}. 

Wc will now sketch a praof of Thm.4. It is a straightforwarù cxcrcise t.o finc! 

all the gluings of the form described above (wc must have c = 1 thcre, as otherwise 

AP!e) is still integral). The remainder of the proof consists in showing that apnrt 

from the one exception {(16), (32)}[4, 8] :::= {(12), (96)}[2, 16], any gluing eq.(8b) 

must be of that form. 
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The key ohservation is t hat the minimal norm p of the lattice on the left-hand 

sicle of cq.(8b) must he either ka or (a + b)/k; a similar comment holds for the 

minimal nOIIll lL' of the lattice on the right-hand side of eq.(8b). Since p must equal 

p.' (the two lattices are intcp;rally equivalent), we get four (non-mutually exclusive) 

('ases. If IL = ka and p' = (~~+d)/e, or II = (a+b)/k and p' = Pc, then the gluing IS 

of the form aIready considered (or else we are also lU one of the other t\VO cases). If 

Il = ka and Il' = Pc, a simple argument shows that kb = ed, so by Thm 1.4.1 k = e, 
(l = c, b = d, and the corresponding identity trivially holds. 

Therefore wc may con~ider J.l = (a + b) / k and J.l' = (c + d) / f.. From Thm.1.4.1 

we get ab = rd. If k = e we get ~ - c and b = d, which also yields a trivial identity. 

It is also easy ta eliminate the case k = 1. Thus we may assume 1 < k < e. 

Let x = (ma/ffa,nbj..;;;b) be the vector in the lattice on the left-hand 

sicle of eq.(8b) which corresponds (under the integral equivalence) to the veetor 

(y7c,O) on the right-hand side. Then m == n (mod k) and x 2 = ec. It is not 

difficult to eliminate the possibility that x E {(ka)} EB {( kb)} (t. e. m == n == 0 

(mod k)). The equations x2 = ec, (a + b)/k = (c + d)jf., and ab = cd, and 

the faet that (k,f) E {(2,3),(2,4),(2,6),(3,4),(3,6),(4,6)} can also be used ta 

force either k = 2 and m, n = ±1 (which turns out to be equivalent to the g,lu­

ing {(4),(8)}[2,4] ::::: {(3),(24)}[1,8], which is of the already considered form), or 

k = 4, C = 6, and m, n = ±2. This final case is realized only by the gluing 

{(16), (32)}[4,8] ::::: {(12), (96)}[2, 16]. This conclu des the proof of ThmA. 

In Table 8 we list aIl of the identities ob tain able from the gluings eq.(8b). In the 

appendix we discuss their algebraic independellce from one another. The identities 

in the table have been divided into 33 groups. Identities are in the same group 

(e g. the second and third identities in the table) if we have been unable t.o de ter­

mine their alg,ebraic dependence/independence from each other. Any identities in 

scparate groups are 'mown to be algebraically independent. Thus, Table 8 lists for us 

nt least 33 algebraically independent quadratic identities. Included in the table are 
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Table 8: The Quadratic Theta Constant Iù('utities 

Lattices Idlmtity 
{2. 2}[1, IJ ~ 12 or 82 (1)" + 8.1(1)" = 0.1 (~ )" 
{B.8}[2,2J ~ {1,4} 

{3, 6}[l, 2J ::::: {l, 2}, 83 (3) (}3 (6) + '2th (3) ~'.1 (H) = 0.1 03 (2) 
{4, 8}[2, 4) ~ {3, 24}[1, 8), 
or {12,24}[2,4) ::::: {1,8} 
{16,32}[4.8) ~ {3,96}(l ,32], ~ O2(1) O2 (2)::: 
{12,96}[2,16]~ {3,96}[1,32], 02 (3) 03 (24) + :2 ~'6 (;~) th (2'1) 
{16,32}[4,8]~ {12,96}[2,16] 

1 {4, 12}[l, 3] ~ { 1,3} - " 

{9,9}[3,3)~ {2,18}[1,9] 81(1)" +2~',1(1)- = 
or {18,18}[3,3]::::: {l.9} O,l( ~) 83 (2) + 02( ~) O2(2) 

{3.15}[1,5]::::: {2,lO}[1,5], 03 (3) 03 (15) + :2~'J (3) ~'3 (15) ::: 
{8.40}[2,10]~ {3.60}(l,20], 03 (2) 0.1 (10) + O2 (2) O2 (10) 
or {6,30}[l,5]::::: {l.5} 

{12,15}[4,5]~ {3,60}[l,20], 03 (") 83 (,')) + 2 ~'J (4) 11'3 (5) = 
{48,60}[S,10] ~ {3,240}[1,80] 03 (1) (}3 (20) + 2~'3{ 1) ~'3 (20) 

{6,21}[2,7]~ {3,42}[1,14], 03 (2) (}3 (i) + 'N3 (2) tt'3 (7) = 
{24,84}[4,14J~ {3,168}[1,56] 03 (1) 03 (14) + 2lj'3( 1) ~)3 (14) 

{4,44}[1,1l)::::: {3,33}[1,1l], '~~l 2 03 ( 1) 83 ( Il) + ~ O2 ( 1) O2 ( 11 ) + ~ 04 ( 1) 04 ( 11) = 
{6,66}[1,llJ::::: {2,22}[1,1l] 03 (3) 03 (33) + 21P3 (3) 1P:I (33) 
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Table 8: The quadratie identities (eont.) 

Latticcs Identity 
{4,28}[1,7) ~ ~ OJ(1) 03 (7) + t O2 (1) O2 (7) + t 04 (1) 04 (7) = 
{'l, 14}[1 ,7) 03 (2) 03 (14) + ()2 (2) rh (14) 

{l2,'l0 }(3,5] ~ t 03 (3) 03 (5) + t ()2 (3) O2 (5) + t 04 (3) 04 (5) = 
{2,30}[1,lfl] ()3 (2) ()3 (30) + ()2 (2) O2 (30) 
{(>, 1O}[3 ,5) :::.:: '203 (6) 03 (10) + 202 (6) O2 (10) = 
{4,60}[1,lfl] ()J ( 1) 03 ( 15) + 0 dl) () 4 (15) + ()2 (1) ()2 ( 15) 

{20,28} [5,7) ~ ~ OJ(5)()3(7) + t ()2(5)()2(7)+ ~ ()4(5)()4(7) 
{3, 105 HI ,35), = ()3 (3) ()3 (10.5) + 21/.'3 (3) '1/;3 (105) 
{1O,14 }[5,7) ~ 
{6,21OHI,35J 
{30,42}[5,7) ~ 03 ().5) OJ (21) + O2 (15) O2 (21) + 21/;J (15) l/J3 (21)+ 
{2, 70 HI ,35), 21/.'d15) 1/'6 (21) = OJ ()3 (35) + ()2 ()2 (35) 
{15,21 }[5,7) ~ 
{4,140}[1,35J 

{'20,44 }[5,ll) :::.:: O2 (5) O2 (11) + ()3 (5) 03 (11) + 04 (5) ()4 (11) = 
{4,220} [1 ,55j O2(1) O2 (55) + 03 (1) ()3 (55) + 04 (1) 04 (55) 

{?'8,36 }[7,9) ~ O2 (7) O2 (9) + ()3 (7) ()3 (9) + 04 (7) ()4 (9) = 
{4,252}[1,63J ()2(1) O2 (63) + ()3(l) ()3 (63) + ()4(1) ()4 (63) 

{12,52}[3,13):::':: ()2 (3) O2 (13) + ()3 (3) ()3 (13) + ()4 (3) ()4 (13) = 
{4,156}[1,39) ()2(1) (}2 (39) + ()3(1) ()3 (39) + ()4(1) ()4 (39) 
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Table 8: The quadratic idclltities (cout.) 

Lattices Identity 
{30,186}[5,31] ~ B3 (5) (}3 (31) + B2 (5) O2 (31) + '2 rt'3 (;») ti'3 (a 1) + '21;'ô (:i) ~'~ ( :11) = 
{6,210}[l,155j 83(1) 83 (155)+02(1) 02(155)+2th(l) 1i'.d155)+2v.;(l) ~',;(l.i,i) 

{42,174}[7 ,29] ~ (}3 (7) (J3 (29) + (J2 (7) O2 (29) + '2ti'J (7) t,'J (29) + 2lJ'~ (7) ~',i l2D) = 
{6,1218}[1,203] (J3( 1) 83 (203) + 82 (1) O2 (203) + 2 ti'J(l) t:'J ('2n;») + 2 1.',,( 1) v,;( 2\l:n 

{66,150}[ll,25] ~ 03 (11) (}3 (25) + O2 (11)02 (25) + 'lli-'J (! 1) 1;',d'2fi) + '21,'" (Il) ~,i ('2fi) 1 

{6, 1650}[1 ,275] = 03(1) 03 (275) + 02( 1) O2 (275) + 2V',I( 1) t,',d2ï5) + '2"',,( 1) "',, (27;») 

{78,138}[13,23] ~ 03 (13) 03 (23) + O2 (l3) O2 (23) + 2lJ',d 1:l) t:'J (2.\) + '2t:'" ( 1:1) ~'/) (:.1:1) 
{6, 1794} [1 ,299] = (J3(l) 03 (299) + 02( 1) O2 (299) + 2r..'.!( 1) v:d299) + 21,',,( 1) 1,"" (2!)<)) 

{102,1l4}[17,19] ~ 03 ( 17) 03 ( 19) + O2 ( 17) O2 ( 19) + 2ti'J ( 17) r,",1 ( 19) + 21/.'ti ( 1 ï) ~ 'h ( 1 !J) 
{6,1938}[1,323) = (}3( 1) 03 (323) + 02( 1) O2 (32:1) + 2~' Ill) v.d:32:l) + 21,',,( 1) ""i (:12:1) 

{18,54 }[3,9] ~ tL'3 ( 1) tL'3 (3) + Il'~ ( 1) 1..'" (3) = "":I( 1) 0:1 (:3) + 1,"" ( 1) li ~ (:1) 
{2,54}[1,27], 
{9,27}[3,9] ~ 
{4, 108}[1 ,27] 

{6, 102}[1, 17] ~ 03 (2) 03 (34) + O2 (2) O2 (34) + 2"'3 (2) 1/.' d :1,1)+ 
{3,5l}[l,l?] 2t/J6 (2) th (34) = 03( 1) 03 ( 17) + '2 t/J3( 1) t/.'.I ( 17) 

{30,78}[5,13]~ 

1 

03 (10) 03 (26) + O2 (10) O2 (26) + 21/'3 (10) t/!J (2tl)+ 
{3,195}[1,6,5], 2tP6 (10) tP6 (26) = 03( 1) (J3 (65) + '2V'3( 1) tL'.d (5) 
{15,39}[5, 13] ~ 
{6,390}[1,65) 
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Table 8: The quadratic identities (cant.) 

Latticcs Idclltity 
{42,66}[7,lIJ~ 03 (14) 03 (22) + O2 (14) O~ (22) + 2tP3 (14) lh (22)+ 
{:I,2:n }[I,77J, 2tP6 (14)tP6 (22) = 03(1) 03(77)+2tP3(1) lP3(77) 
{21,:I:I}[7,IIJ~ 
{fj ,462}[ l, 77J 

1 {6,1:18}[1,23)~ 1 03 (6) 03 ( 138) + O2 (6) O2 ( 138) + 21r'3 (6) ~'3 ( 138) + 
1 {4,U2}[1,2:l] 1 21/'6 (llh/JI) (138) = ~ 03(1) 03 (23) + ~ O2 (1) O2 (2:l) + ~ 04 (1) 04 (23) 

{ 18,126}[3,2lj~ 01 (18) 03 (126) + O2 (18) O2 (126) + 21h (18) tP3 (126)+ 
{4,252}[1,6:3) 2~,,,(18)tP,,(126) = ~ 03(1) 03 (63)+ * O2(1) O2 (63)+ * 04(1) Od(3) 

{:IO, 114}[5,l UJ ~ 0,1 (30) 03 (114) + O2 (30) O2 (114) + '21/>3 (30) 1,03 (114)+ 
{4 ,:180}[ l ,U5] :Nd:W) 1/'" (114) = * 03(1) 03 (95) + * O2 (1) (h (95) + * 04(1) 94 (95) 
{20,76}[5,191~ ~03(,5)03(19)+ t O2 (5)02(19)+ t 04 (5)04 (19) = 
{fi,570}(1,95] 03 (6) 03 (.570) + O2 (6)02 (570) + 21/;3 (6)tP3 (570) + 2tP6 (6)r,(Jô (570) 

{,12,102}[7,17J~ 03 (42) 03 (102) + O2 (42) O2 (102) + 21/'3 (42) 1/'3 (102)+ 1 

{4,476 Hl,1I9J 21/J6 (42) tP6 ( 102) = * 03( 1) 03 (11 9) + * O2 (1) O2 (11 9) + ~ 04 (1) O.d 11 g) 

1 {28,/)8}[7,17J~ ~0:d7)03(17)+ t O2(7)02 (17)+ t 04 (7)04 (17) = 
1 {6,714}[I,1l9] 03 (6)03 (714) + O2 (6)02 (714) + 2t/J3 (6)1/13 (714) + 21/'6 (6)tP6 (714) 

{54,90}[9,15)~ 03 ( 54) 03 (90) + O2 (54) O2 (90) + 2tP3 (54) tP3 (90)+ 
{4,540 Ü1,135] 'Ns (54)t/J6 (90) = * 03(1) 03 (135) + * O2(1) O2 (135) + * 04(1) 04 (135) 

{66,78}[I1,13J~ 03 (66) 03 (78) + O2 (66) O2 (78) + 2tP3 (66) tP3 (78)+ 
{4,572}[I,143J 21/'6 (66) t/Jd78) = ~ 03( 1) 03 (143) + ~ 02( 1) O2 (143) + * 04 (1) 04 (143) 

{44,52}[ll,131~ t03(1l)03(13) + t O2 (11)02 (13)+ t 04 (11)04 (13) 
{6,858}( 1,14:3J = 03 (6)03 (858) + O2 (6)02 (858) + 2t/J3 (6)1/13 (858) + 2tP6 (6)1/'6 (858) 
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• the lattice gluings that produced these identiti('s. Each gluing pl'Odu('('s an idt'lItity; 

when two gluings (sueh as {(2), (2)} [1, 1] ~ l'l and {( 8), (8) }[2, 2] ~ Hl), \ 4)}) art' 

known ta correspond ta algebraically equivalent idclltiti<'s, both gluinp;s nrt' ",ritt('11 

adjacent ta that identity. 

\Ve have found sever al theta constant identities in the matlwmaticnllit.l'rntlu·(· 

([TM] is the richest source of these, and [KT] also contains mally .. both \IM·t! 

predollÙnantly "Schroter's formula"), but all of those turn ont to h(' alp;,'hrni"ally 

equivalent to either the first, fourth or tenth identitics in Table 8, or t,o he dl'l'imhlt· 

solely from the linear idcntities. 

In Table 8 we writc for convenience 93 (k) for 93 (kr), etc .. 

By the algebraie equivalence of {}3 identities we menn in this pnp('r that OIH' 

can be obtained from the other and from lower dcgree identitil's thro\l).?,h auy ('mll­

bination of the following algebraic manipulations: (1) arithmetie (z. e. throllgh Illul­

tiplication and linear eombinations of the other identities; and (2) transformmp; T 

by r -+ -1/ r or r -+ kr + e, for k E Q, e E Z. 

It is not difficult ta show that, for example, the quadratic idcntities 

{}2(2r? + (}3(2r? =93 (r)2, 

02(r){}2(3r) + 94 (r)B4(3r) ==(J3(r)(J3(3r), 

(4.3.Da) 

(4.3.D!J) 

are algebraically independent, by writing both identities entirely in terms of (11, and 

eonsidering the ratios of the scalings of eaeh of the terms. The rat.ios for eq.(Drt) 

are 1 and 4; those for eq.(9b) are 4/3,3, and 12. The transformations in (2) will al 

most affect these ratios by powers of 4. On the other hand, the identity cq.(Gb) abo 

has ratios 1 and 4; as we saw earlier it is algebraically erl'lÏvalcnt to e(.,(Da). Thi~ 

type of argument provides us with the 33 groupings in Table 8 disclls~d a.hove. 

~loreover, an identlty in 'h is independent of the lincar relations iff, Wh(!Il it i:-, 

expressed entirely in terms of (}3 (using for example eqs.( 1.4)), it docs not n·duee 

to the triviality '0=0', This is because of Thm.3. 
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4.3.4 Higher-dimensional idcntities: 

Luttic(' cou1>iderations cau casily be used to derive the theta constant expres­

sions for th(' root lattices. One way ta derive these for Dn, E 6 , E7 and Es is to use 

tiu'ir orthop;oual dccompositions (thf'se are calculated in Table 4). Also, eq.(2.11) 

yiclds the' conbtant for Dn' und those for its glue classes follow from In = Dn[2J and 

('(lS (2.5- ï) Sincc Dt = Es, we immediately get that for Es. The theta constant for 

Eb follows from the equivalence E6 :::: {..1 2 , ..12 • ...1. 2 }[l, 1, 1]; the constants for its glue 

class(':-, IlOW follow from <,qs.(2.5-7). Alternute expressions, and hence theta function 

ideutities, cau be obtained using for example E8 ~ {E7 , (2) }[l, IJ ~ {E6,.42 }[l, 1], 

E6 ~ {D5,(12)}[1,3J and E7 ~ {E6 ,(6)}[1,2]. 

Of course, A.n is trickier. Since their orthogonal decompositions are known (see 

Table 4), thcir theta constants (like that of any rationallattice) are in T and can 

oe written down explicitly (but rnessily). Eq.(2.9) itself can be derived (by putting 

-liT in it) from A~_I(Il) 4 Il ~ I~n)[l, ... , IJ. But the easiest proof cornes from 

looking at the standard embedding of .4n-1 in Rn and using the projection operator 

where ( = e21fI
/
n. 

if k == 0 (mod n) 
otherwise 

( 4.3.10) 

The expressions given in Table 7 were found using lattice equivalences such as 

(4.3.11) 

whcre e = ll±m±1 and L = f 2n(m + 1)/(n + m + 1). (n+m±l,n) , 

Of course each of the expressions in Table 7 imply identities when compared 

with eq.(2.D). Also, by Hecke's Theorem (Thm.2.4) self-dual gluings such as E?[I, IJ 

produce other identities. Further sources of identities are: 
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For example, the simplest derivation of Jacobi's identity is to ft'nd it off from 

eq.(12b). 

Of course, root lattices are not the only source of lnttice idt'utiti('s. The gluillp,s 

of orthogonallattices can yield great numbers of thcm in each dimension, \Ising tht' 

methods used earlier for generating quadratic identities. Thes(' an' too llllllH'l'OUS 

and messy to explicitly write down. In addition, the r('sults of the followinp; ~(,ctioll 

allow in sorne cases glues of order other than 2,3,4, or 6 tn be llsed. An examplP 

will be given in the next section. 

4.4 Theta Constants of Glue Classes 

In this section we investigate the existence of polynomials that lh sntisfics. Wc' 

will be particularly interested in polynomials with coefficients in 'TJ. Wc will find 

that the results for tPk generalize very naturally to the thcta constant of any glue 

class. 

Let us look at the lowest 'forbidden' k, &.e. k = 5. RecaU from Thm.1.I tlmt ,t,r-, 

cannot be 3-solved - l. e. it cannot be expressed as a polynomial of fh. How('vel', 

as we shaH presently show, !/J5 can be expressed as an irrational function of 8:1• 

To see that, start with the following equation obtained from cqs.( 1.3e,/): 

(4.4.1a) 

Using {(5), (5) Hl, 2] ~ 12 , we find a quadratic identity tP5 must satisfy, nnrncly 

( 4.4.1b) 

This enables us to solve for tP5 in terms of (J3 using the quadratic formula: 

(4.4.1c) 
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Of course, the quadratic equation (3.3b) has a second root - it is easy to see that 

tP5/2 is that second root: 

{03(T) - 03(T/25)} - y'{03(T) - 0.J{T/25)}2 - 40J(T/5)2 + 403(T)2 
1P.5 /2 ( T) = 4 

( 4.4.1d) 

Thus if we allow these non-polynomial dependences, we may derive more 03 identi­

ties by allowing for order 5 glues (e.g. when extending Table 7). 

However, in tlus work we are interested in identities in~. Hence eqs.(1c, d) 

do not mean we may in higher dimensions consider tP5 and 'ljJ5/2 to he 'derived' 

quantities, in the sense that O2 and 1/-'6, for example, are. In fact, in two dimensions 

we shall sec 'ljJ5 illvolved in a number of independent identities. vVe will make this 

point more graphie later in this section when we discuss the 3-solvahility of the 

lattices Ak' 

We shaH investigate how eq.(lb) can be generalized to other 'ljJ/c 's. First (i. e. ln 

Thm.1) we will discuss the polynomial equations the 'ljJ/c 's satisfy, and later (z. e. ln 

Thm.2 and beyond) we shaH see when the coefficients of those polynomials are 

functiolls of (}J. Higher dimensional generalizations will he discussed in ThmA, and 

various illustrations and remarks will he presented in the remainder of the section. 

Let Tt) be the C-module spanned by the theta constants of n-dimensional 

Euclidean lattices, and let TL be their sumo Define T~n) and TR similarly, except 

use only rationallattices. Then both TL and T contain TRI which contains T3 . vVe 

havt' no examples of lattices whose theta constants are not in ~, but for reasons to 

he discussed helow we suspect there are 2-dimensional counterexamples. 

Theorem 4.4.1: For eaeh n = 1, 2,3, ... , there exists a monie polynomial 

fn('ljJ) = ~,k + sn,l'ljJk-l + ... + Sn,le of degree k = r~<t>(n)l , with coefficients 

8 n,t E T~(), whose k foots are precisely I/Jn/J = 'l/Jn/(n-j), for aU J, 1 ~ j ~ n, 

relatively prime to n. 

Proo! Fix n and let 1 = /(1 < ... < ](Ie ~ Ï he the k numhers relatively prime 
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to n. Define 1/;(n,I)( T) ~r t/lnl K, (T). To prove Thm.1 it suffices t.o show that 

( 1)
( der 

- Sn,t = (4A.2a) 

for e = l, ... , k can be expressed as a lincar combination (over Q) of dl<' tlll't Cl 

constants of various e-th dimensional lattices. This follows by induction on f and 

n and by considering the sum of I.he theta constants corresponding to the lnttice 

gluings 

{(n), ... , (n)}[KIP'" ,Kit] for every choice of 1 :S il < ... < i, :S k. (4".1.211) 

QED 

Here </>( n) is the Euler </>-function, i. e. the number of nwnbers less than 1t and 

relatively prime to n, and r x l is the least intcger ~ .r. 

For example, for n = 2,5,7 we have k = 1,2,3: 

f2(t/l)(T) =1/;(T) - f)3(T/4) + 83(T), H.4·3a) 
1 1 

fs(1/;)(T) =1/J2 - 2" {f)3(T/25) - f)3(T)}1/; + 4'{f)3(T/5)2 - f)3(T)2}, (4.4.3b) 

!7(1/;)(T) =1/;3 - !{93( ~) - 93}1/;2+ 
2 49 

l[~{f)3(4~) - f)3}2 - f)3(~)93(14) + {93 Cl) - 03}{93( 1~6) - 6:d]lP 

l 2 1[ {7} 3] - "4f)31/J - 6 0(2,o/J3(21) + 0(2,1) 63(3) - 83(21) - 83 , (4.4.3c) 

where for convenience we dropped T from sorne arguments, and for eq.(3c) wc \lsed 

the notation of Table 7. 

RecaU that we have called a lattice (rationally) 3-s01vable if its theta constant 

15. CaU a polynomial :J-.wlvable/rattonally :J-.wlvable if aU of its coefficients are, 

respectively, in 73 or 73*. For example, eqs.(3) show that f2, Ir> and fT arc nU 

3-so1vable. 

The proof of Thm.l is constructive, explicitly showing us how to find f fi' From 

a related construction we get the following results: 
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Theorem 4.4.2: Fix n, and suppose id is (rationally) 3-solvable for aU d < n 

dividing n. Then ln is (rationaUy) 3-solvable iff 'Ile satisfying 1 :::; e :::; k ~r r! 4>( n)l, 

the latticc An,l ~r {(en2), AI_d[n2, nJ is (rationaUy) 3-solvable. 

Corollary 4.4.3: ln is (rationally) 3-solvable for aIl n, if every lattice is (ratio­

nally) 3-solvable. If every ln is rationally 3-solvable, then every An is rationally 

3-solvable. If cvcry ln is 3-solvable, then for each k, either Ak is 3-solvable or there 

are an infini te number of independent identities in 7:J(k+2). 

Thm.2 and hence Cor.3 follow from the observation that {(n2)I}[n, ... , nJ ~ 
{(e), A~~?}[n,n[lJJ = {An,t}*(n\ and from the facts that the symmetric polynomi­

ais 
l 

def """ 1 d 1 def """ Pl,k = ~XI an Pl,/.: = ~ Xli" ·XI ., 

1=1 1 ~Il < "<Il~k 

for e = 1, ... , k, in the indeterminants XI," • , X k, both generate any symmetric 

polynomial in the XI' 

Using Table 7 and eqs.(1.4), we immediately get from Thm.2 that ln is 3-

solvable (and can be explicitly - if somewhat messily - written down) if (jJ( n) :::; 8, 

l.e. \In :::; 10, or n=12, 14, 15, 16, 18,20,24, or 30. 

Now, .4. n - 1 is rationally 3-solvable iff 2: 1/;~/k is rationaUy 3-solvable, byeqs.(1.6d) 

and (2.9a). Therefore A9, .4.13 , A14' A 15 , A 19 , .4.23 and A 29 are aU rationally 3-

solvable and their theta constants can be explicitly given. 

A significant generalization of Thm.1 is possible: 

Theorem 4.4.4: Consider any N -dimensional glue class [gJA of order n. Then 

there exists a monic polynomial 1 of degree k = r !(jJ( n)l whose coefficients St, 

° :::; î :::; k are in Tt N
) and whose k roots are the theta constants of the glue classes 

[jgJA = [(H - J )gJA for aIl J, 1 :::; J < n, relatively prime to n. Moreover, if A is 

rational then the coefficIents St will also lie in T~lN). 
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.' ThmA follows from arguments analogous to those used in proving Thlll.l: in 

particular, in place of eq.(2b) use 

{A, ... , AH ([K'tg], ... , []{Itg)}] for every choice of 1 ~ il < .. , < i, ::; k. 

Obviously, Thm.l is a special case of Thm.4. 

Any order 2 glue [g]A has theta constant 8([g]A) which sntisfies: 

f(l/J) =~, + {8{A) - 8(A[g])}, (4..1.4a) 

while the theta constants of the non-trivial glue classes [1]...1 .• , [2]..1. 1, [3]A" ilnd 

[4]A4 of A4 satisfy: 

(4.4.4b) 

Note that the polynomial in eq.(4b) is 3-solvable. 

At the beginning of this section we 'solved' for l/Js and '1'."1/2 in tenus of 0:\. 

Unfortunately, the existence of this 'solution' does not simplify our analysis of ex­

pressions with 1/;5 in them, because of our decision to stay in T or ~. 

In particular, in Table 9 we investigate the 3-solvability of 

(4.4.5a) 

In the following discussions we will refer repeatedly to such functions. It i8 easy to 

verify (using eq.( la» that eq.( 5a) is 3-so1vable/rationally 3-solvable iff 1;'')( T )1;','>/2 (kT)+ 

l/J5/2( T )'l/J5( kT) is 3-solvable/rationally 3-solvahle, iff the latticc Ak ,~r {( 25), (25k) }[5, 5/.'1 

is 3-solvable/rationally 3-solvable, iff the latticc {(25), (25k) }[10, 5k] is 3-:-,olvahlc'/ ra­

tionally 3-solvable. Table 9 was derived by rewriting Ak as the gluing of aIl 01 t.hog­

onallattice with a single glue of order l, 2, 3, 4 or 6. This is possihle for cxample 

whenever the minimum norm in Ak is l, 2, 3, 4 or 6. A7 is the first sllch lattic'(' 

whose theta constant cannot he '3-solved' in this way (its minimum nOrIn is 8). 
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k Expression 
k = 1 {03(r /5)l + -i03(5r )~ - ~ 01(r /5) 03(5r) - ~ 03(r )~ 
k=2 ~ 03(:lr /5) 03(:lOr) - ~ 03(5r ) 03(IOr) + 1P3(r /5) lj!3(10r ) 
k =:1 ~ O;j(1r /5) O,I(60r) - ~ lllUlr ) 03( I.5r) + t02(r /20) 02(15r /4) 

+* 02(2r /5) 02(:30r ) 
k=1 * 03(r ) 01(h ) - * 03(5r ) O:I(20r ) 
k=;, ~ 03(6r /5) O,I( 150r) - t O,l(5r ) 83(25r ) + tI-'6(r /5) l{I6(25r ) 

+tI-',I(:!r j.5) V'3(!>Or) + O'2(:lr j5) 02(75r ) 
k=6 H03(r j.5) - O,I(·5r ) H03(6r /5) - 03(30r ) } - ~ 83 (2r ) 83(3r ) 
k=7 ?? 

k=8 ?? 

k=9 ~ 03(2r ) O:I( 18r ) - ~ 03(5r ) 03(45r ) + 82(T ) 02(9T ) 
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It wmùd be interesting to see if its theta constant lS 3-solvable - it i8 OUt' of tilt' 

simplest lattices which is not obviously 3-solvable. 

Eqs.(l) tell us that Ak is (rationally) 3-solvable iff Sk(r)(~( J~(r)~(~'r) i~, 

where û(r) = {93 (r) - 93 (r/25)p - 493 (rJ5)2 + 493 (r)2 is the discriminant of tilt' 

quadratic polynomial eq.(lb). Note that 

(.t.-L5b) 

so if Ak and At are rationally 3-solvable, so is Akt. It i5 also easy to verify 

( 4.4.5e) 

These two equations tell us that Sk is rationally 3-solvable for any rational k ift' Sk 

is rationally 3-so1vable for any integral k, Hf Sp lS rationally 3-solvable for any prime 

p. 

From Table 9 we learn that Ail: is 3-solvable for k ~ 6 and k = O. Then efl.(51J) 

tells us As, AlO, A12, and AIS, to name a few, are all ratiollally 3-solvable. Tllt'il" 

3-solvability, however, is an open question. 

Table 9 implies sorne degree four identities: one for each k that AI.. i53-:-;olvable. 

These take the form S/ç(r)2 = ~(T)~(kT). This idea tells us that if Ak i8 3-solvabl(' 

for aU k, then we will get an infinite number of algebraically indcpcndent dep,r<'e 4 

identities for B3' The unlikelihood of this suggests that not aIl Ail:, and hence Ilot 

aU 2-dimensional lattices, are 3-solvable. In faet, it hints that only finitely mally 

Ak may be 3-solvahle. 

On the other hand, if aIl Ail: were rationally 3-solvable, wc again would ha.ve 

an infinite number of algebraically independent (}J identities but they would he of 

arbitrarily high degrees. 

Note that although we learn from eq.(5b) that, for example, A25 is ratiollally 

3-solvable and hence get an identity reflecting this, this identity (at lcast if it i8 

derived solely from eq.( 5b)) would not be algebraieally independcnt of the one for 

As. Something cannot be gained from nothing. 

151 



f 

It is obvious that 73 is an integral domain. It would be extremely useful if T3 

was known to he in addition a unique factorization domain (see p.137 of [HUNJ 

for definitions). Howevf>r, consider the identity for k = 2, for example - it has 

tlH' fOI III 8 2 ( T)2 = ~(T )~(2T) -- and assume for contradiction that ~ l8 a unique 

factorJzation domain. Now if 5 2 ( T) were lrreducible in 73 , then bec au se deg( ~(T» = 

2 =deg(.6.(2T», we must have 52(T) = .6.(T) = .6.(2T) (at least up to real number 

proportiollality constants - the units in 73). This is of course false. Thus 52 ( T) 

is reduciblc, say 52(T) = udT)U2(2) where deg(ul(T» =deg(u2(T) = 1 and udT), 

U2(T) are irreducible. Then Û(T) = Ul(T)2 and Û(2T) = U2(T)2 (interchanging Ul 

and 1t2 if neccssary). But l/'5(T) is not 3-s01vable by Thm.l.l, so neither is v'~(T) 

by ('({.( le). This is another contradiction. Henee: 

Theorem 4.4.5: The integral domain ~ is not a unique factorization domain. 

In Thm.2 we are interested in the theta constants of gluings such as {( 5k), ..14 } [k. 1 J 

and {(5k),.44 }[k,2J for various k. Using the lattice equivalence {(5),A .. .}[1,2J ~ 15 , 

as weIl as eqs.(l) and (4b), we get that {(5k),A.4 }[k, lJ is rationally 3-solV'dble iff 

{(5k),.44 }[k, 2J is, iff AA. is. In this way the rational 3-solvability of a 5-climenslOnal 

lattice is reduced to the rational 3-so1vability of a 2-dimensional one. 

As a final note, these results are of interest even if the polynomials f are not 

(rationally) 3-solvable, for they seem to represent the minimal polynornials that the 

lattice gluing method can be expected to generate. Tbis is discussed in more detail 

in the following chapter. 

Prohlems in the full-rank case seern to be more tractible than here in the theta 

constant (O-rank) case For cxample, in Chapter 5 we prove that the full-rank theta 

series of a glue class is 3-solvable only when the order of thé glue class is l, 2, 3, 4 

or 6 (compare Thm.l.l). The proof docs not carry over to this case, however. 
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Chapter 5 THETA SERIES OF FULL RANK 

5.1 Jacobi B-functÎons 

The Jacobi B-functions which we need are defined by: 
00 

193(= 1 T) def L exp[2m1l"iz + 1I"1m2T] (5.1.la) 
m=-oo 

00 

{) ( 1 ) def 'Ç" [' 1 ) 1 . 1 .} ] 
t Z T = ~ exp 211'2(m + '2 (z + '2) + 11'2(771 + '2 )-T 

m=-oo 

= exp[1I"zTj4 + 1I'i= + ~1I"1] 193 (= + ~ + ~T 1 T) 
.... .... .... 

(5.1.1b) 

00 

1 
def 'Ç" 1. l 2 

V2(Z T) = ~ exp[211'z(m + 2)Z + 1I"z(m + '2) r] 
m=-oo 

(5.1.1(') 

00 

. 1 def 'Ç" [ . 1 . 2 1 04(= T) = ~ exp 2m1l"z(z + 2") + 1I"lm T 
m=-oo 

1 
= 19 3 (= + :2 1 T) (.j.1.1'/) 

def ~ [' l 1 2 1 Wk(Z 1 T) = ~ exp 211'z(m + k)z + 1I"z(m + k) T 
m=-oo 

(.j.1.I, ) 

Note that aU these series converge for TEH <1;f {Hl E C 1 lm w > (}}, anc! auy 

= E C. In faet it is possible to prove using arguments ~imilar to that p,iVl'Il at t.lw 

beginning of Sec.4.1 (see p.l of [MUM] for details) that for each fix('d z E C, th"y 

are malytic functions (of T) in 'H. and for each fixed T E Ji they are elltÎre fUlldÎous 

(of z). Moreover, for fixed T E 'H. Ù2, ùJ and Ù4 are even fUIlCtioll:" of z, wbile ,), 

is odd. As in the previous chapter, T will he always takt'll to lie in 'H. 

The following functions (first given by Hermite) cau be definecl for ('a ch fi, b E 

Q: 
00 

19a ,b(z 1 T) = L exp[1I"z(m + a)2 T + 2;n(m + a) . (z + b)]. (5.1.2a) 
m=-oo 
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Let n hc t.he smalleht po..,itivc integer such that nb E Z. Then there is a k snch 

that kb = ~ (rnod 1). Let (= exp[271'i/n]. A simple calculation (see eq.(2.3b)) now 

:,hows 
n-l 

'" '- 2 Va,b(Z 1 T) = exp[271'wb] L- ( Wn/(lk+aj(nz 1 nT). (5.1.2b) 
t-=o 

For this reason it will suffice in what follows to consider only the 'li functions. rather 

than nll Va,b. A special case of eq.(2b) is 

(5.1.2c) 

whkh we will \Ise later in ùeriving Pq.( 5e), and in proving ThmA.4. 

Another import.ant fnnction is the Dedekind eta function 1]( T): 

Xl 

T/( T) (~r l'Xp[7I'IT /12] II (1 - exp[271'ZmT]). ( 5.1.2d) 
m=l 

11(T) is intef('sting in the' theory of modular forms; we will see it also in (,h.6 in 

the partition fUIlctions of strings (e.g. see eq (6.2.6)). It is possible to show \Ising 

Illoùular form arguIllents (e.g. p.ï2 of [MUM]) that 1J24(T) and Vl/ô .l/2(OI3T)21 

both ('quaI the cusp fmm ~2 .. (T). From this and eq.(2b) it is trivial to deriye 

T/( T) = exp[-7I'l/6jvl/6,l/2(O 13T) 

= ~)12 (12T) - 1/112/5 (12T). (5.l.2e) 

Therefore, ThmA.3.3 immediately implies that 7J is not 3-solvable, and that eq.(2e) 

is the unique expression for 1] in terms of the theta functions in eqs.( 4.1.1). ~Iore­

ovel'. the identity 1,24 = B~B~B!/28 shows that 7J(T)3 zs 3-so1yable, and hence that 1] 

satisfies a <kgrp(> 3 polynomial in the sense of SecAA. 

Dy th da con.qtant.' IS meant the restriction to ;; = O. The previous chap­

t!'r ('ou::-.idcf('d ('xclusl\'t'ly the theta constants 02(T)~rtJ2(OIT), 03(T) def t?3(OIT), 

01 (T) (~r L} .. (OIT). and /1'1. (T) ~r \li dOIT) ( vd OIT) is identically zero). In this chapter 

w(' will extt'ud the techniques and results developed there to :: =/:- O. 
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For eonvenienee, define 'li 00 (~ V3. Note that 

'lI k =V3 iff l/kEZ (3.1.3a) 

'lI k = 'lit iff l/k - Ile E Z. (0.1.311 ) 

(See eq.(3f) below.) In general, we will thus be intcl'csted in \lIk wlwl't, 1... is latiol\al 

and ~ 1. \li k is never an odd funetion of :: for fixcd T; it is e'l't!n itf 1/1.' == 0 (Illocl 

t ). 
From the definitions the following basie identitics ean be readily \'('rifkd: 

k 

v .. (:: 1 T) = 203 (2: 14T) - Ù.l(: 1 T) 

q,2(= 1 T) = th(:: 1 T) 

L q,k/t(= 1 T) = v3(=/k 1 Tlk2
) 

f=l 

Wk/l( -z 1 T) = Wk/(k-ll(.: 1 T). 

(0.1.3c) 

(5.1.3tl) 

(1J.1.3( ) 

( :J.1.3f) 

In faet, in the next section we will find that eqs.( 3e, J) are special cas('s of IIIll1'h 

more general relations (namely, eqs.( 2.11) and (2. ï d) respectively) which lI·fll·ct. 

basic faets about lattices and their glues. 

Eq.(3j) ubove (compare with eq.(4.1.3f) in the previom; clmpter) il'! Olll' fitst 

hint of the difficulties facing us in our attempt to gencralizf' the n·sldt:-. of tllf' 

previous chapter. lndeed, in what follows it will be common to ilS!', inst,l'ad (If \Ji /.. 

its 3ymmetnzatzon: 

Henee 

~ k/l = ~ k/(k-t) 

IÎJ k(O 1 T) = Wk(O 1 r) = tPk(T). 
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Thcsc first identities allow us to establish the following: 

'l't(Z / T) = q,t(Z / T) = Ù1(Z / T) (5.1.5a) 

'l'2(Z / Tl = ~2(Z i T) = U2(Z i T) = û3(z/2 i T/4) - U3(= i T) (5.1.5b) 

· 1 
'l'3(Z / Tl = 2{ 173(z/31 T/9) - V3(= 1 T)} (5.1.5c) 

· 1 'l'4(Z / T) = 2,)2(::/2/ T/4) (5.1.5d) 

1 i 
'l'.t(z / T) = 2ùz(::/2/ T/4) - '2v1(=/21 T/4) (5.1.5e) 

· 1 
'l'6(Z 1 T) = 2{ 02(z/31 T/9) -1?2(Z 1 T)}. (5.l.5f) 

For example, c<t.(5b) is a consequence of eqs.(3d,e) with k = 2. In fact, the deriva­

t.iOllS of eqs.( 5a-d) anù (5f) are Hlentical to the corresponding on es in the previous 

dmpter. 

Using the linear identities eqs.(3c) and (5b), identities involving Ù2, Ù3 and Ù4 

ran always be reduced to idf'ntities involving only lh. \Ve will also be mterested in 

idcntitit's of hip,lwr degr('{': e g. the (degree -1 \ Riemann identity JI (3' 1 T) + 1J1( 3' / T) + 
Oh': 1 T )+1) : ( .: ir) = 21){ (':'Ir) (sl'e eq.( 3 Se». Thm.3.l tells 115 that any fnndam ental 

idt'Iltity is h01llop,('!H'OUS 111 dCp,ICC \Ye will be mtcrestcd in identitic!:> \\'hl<'h arc of 

fILll mnk. The precise mcaning of this will beco.ne clearer later (sec for ('xample the 

ù('Hnitiou of :F.l later in thi!:> !:>cction, and especially the discussions aftcr Thrn.3.2 

and before Thm.4.1), but suffice it to say here that theta constant identities are of 

rank 0 (and lll'Ilce not of full 1 ank), while the Identities considered in this section 

an' of rauk and d('gIf'e 1 (and ~o eLre of full rank). 

IJentilles of higher deglces me dlbC\1SSed in Sec.3. 

Using f'q.(·!.1.5h), we immediately get 

1 
01 (= 1--) = _(T/z)1/2 exp[1I'ZZ 2TJ Vl(ZT 1 T) 

T 

O2(= I-~) = (r/z)1/2exp(1riz 2TJ 134(=T 1 T) 
r 

194 (= I-!) = (T/i)1/2 exp [1riz2T] 132(zT 1 T) 
T 
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Wn/k(Z 1 -~) = (T /i)1/2 exp[rri=~T] V3( ~ + ZT 1 T) 
T n 

11-1 

= (T/i)I/2 exp[rri.: 2T] L (tI.'l1,./(",(11 = 1 n.!r), (G.l.ût!) 
1=0 

where in eq.(6d) ( = e2rrl / n and ln E Z satisfies mk == 1 (111od Il). For !'xmuplt'. 

these allow eq.(5b) to imply eq.(3c). 

Eqs.{1a-e) immediately give us 

tJl(Z 1 T + 1) = ViVI(': 1 T), 

t?3(Z 1 T + 1) = V4(Z 1 T), 

1 
191(z + 2' 1 T) = -V2(Z 1 T), 

1 
173(,: + 2' 1 T) = 04(= 1 T), 

V2(= 1 T + 1) = -Îiv2(': 1 T) 

Vol(= 1 T + 1) = V3(= 1 T) 

1 
lh(= + 2' 1 T) = û.(z 1 T) 

1 
a.t (= + 2' 1 T) = 1)3(= 1 T) 

(5.1.ill) 

(5.1.ib) 

(5.1.;c) 

([d.id) 

Let ~(n) denote the f1Lll Tank homogeneous polynorntals oJ de.tJ1'f·e /1. 17/. 1) l, 

t. e. the C-module of functions generatecl by the mononlÎnls V1 (z IÎ I 1 hl T) ... ')'1 (z . 

an 1 bn T), whf>re the variable z = (.::: 1... ..:::,,) E C". wllf'rc tht' Vl'dol'S 111 E RII 

are Imearly mdependent, and where the real numbers hl an' positiv('. D"fiJlI' 

F3 to be the sum of nllF~"). Then Fr) and henc(' F. ... contain ').l.J 1,')\' llnd 

'ls2 = ~2, ~3, ~ol, ~b' Defil1e .1t/ and F I,3 similarly, !'xcept the IIloIlomiaI:, (·oll:.i:.t. 

of products of ÙI as well as V3' TheIl F t ,3 coutail1s F 3 , as well as â l aud IV". D"filll' 

Fj and Fi,3 to be the field of fractions of FJ and F1,3, rcspectivdy. \V(' will bl' 

interested in using lattices to find functions in F3 and Ft,) which arl' id('lIticaIly 

zero. 

Definition 5.1.1: CalI F(zIT) J-Solvable if it li~s in :F. ... - t.C. if it cali bl! 

expressed polynomially in terms of 193 - CaH F(zlr) ratzonlLlly .Y-Solvable if it lieh 

in Fj - i. e. if i t can be expressed as a fraction involving only 17·). Similarly, l'ali 

F(iIT) {1,J)-Solvable/ratzonally (l,3)-Soluable if it lies in FI,J or Fi,3! rCl)pectivcly. 
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We will also be interested in determining the Solvability of various theta func-

tions/series. 

Theorem 5.1.1: For k 2: 1, W k is 3-Solvable iff k = 1,2 and 00, and {1,3)­

SOllJlLblc iff k = 1,2,4,00. ~k is (1,3)-Solvable iff 3-So1vable iff k = 1,2,3,4,6 and 

00. 

One direction of this theorem is already known; the other is an immediate 

consequence of Thm.3.6. Compare with Thm.4.4. 

5.2 Theta Series of Integral Lattices and their Glue Classes 

Given a glue class [g]A ~r 9 + .\, where 9 E Q 0 A, its theta 3erze3 is defined to 

be 

û([g]A)(i 1 r) = L exp[7rlr(g + x)2 + 27ri(x + g). i] (5.2.1a) 
xEA 

11(A) = 1.1([O]A). (5.2.1b) 

Here, the variable z is in the n-dimensional complex vector 3pace C 0 .\, where n 

is the dimension of the lattice A (the arrow will he us cd to emphasize its vectorial 

nature). In the one-dmH'Ilsional case, we will sometimes write :: for z. Of course, 

the theta constants are ohtained by setting ; = 0: 8([g].\)(r) = ù([g]A)(O 1 r). 

The argument of the functlOn tJ([g]A) is understood to be (; 1 r). If this is not the 

case, the argument will be explicitly included. as in tJ([g]A)( V2i 12r). 

Dy the usual analytlcity arguments, these are analytic in 'H for fixed z, and 

fnr fixed r E 'H and fixed =. E C, 1 =1= ), they are entire in Zr 

It. will occasionally be convenient to rewrite eq.( lb), for example, as 

1)(A)(i 1 r) = u(ln)(iAlt 1.4.r) 

~f L exp[7rlrmAffi t + 27rizffi t j, 
tiiEln 
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where M i8 a generator matrix, and A. = .\1.\1 t is the corresponding Gram mHtrix, 

for A. 

as 

In the notation of eq8.(la,b), the Jacobi 8-functiollS in cqH.(l.l) ran be writtt'Il 

t92(V2z 12T) = t9([1]{(2)})(zIT)~rl?([1]I?»)(zIT) 

= tJ([l].-i!l(z/v'2,-zjv'2) 1 T) 

()3(Vkz 1 kT) = ù(l!k») = ù({(k)}) 

\f!k/t(Vkz 1 kT) = ù([€lI!k») = v([C]{(k)}). 

( .. ).) ) tJ._._1I 

(3.2.2(') 

Suppose y E Q 0 A *. Then there exists sorne integer n > 0, calleJ the orrlt:T 

of y with respect to A *, such that ky E A * iff n divides k. By Thm.l A. D Wt' l'HII 

find an r E A such that r . y == ~ (mod 1). Moreover, if we let An <lcnotf' t.h" lat t jc(' 

of aIl vectors x E A with integral dot products with y, tllt'll A = '\0[1'1. A ~impll' 

calculation from eq.( 1) then enables us to wri te 

71-1 

ù(A)(; + y 1 T) = L (k{)([kr]Ao)(Z' 1 T), (G.2.3a) 
k=O 

71-1 

t9([g]A)(z + y 1 T) = exp[2i'l'lg' y] L (kt9([kr + g]Ao)(z 1 T), (5.2.311) 
k=o 

where [g] i8 any glue of A, and where ( = e21r1
/ ri • 

From eq.( 1) we also immediately get information about the z -qllasi-periocl of 

these theta series: 

11(A)(i + TÀ 1 T) =exp[-7I'i),2,. - 271'i)'· i] ù(A)(i 1 T) 

19([glA)(; +,.À 1 T) =exp[-7I'i),2,. - 271'i>'· il ù([gIA)(i 1 r) 

(5.2.4fl) 

(5.2.411) 

for any >. E A. Similar reasoning gives us the following interesting relation bdwœn 

the theta series of the glue classes and the base lattice: 

a([g]A)(z 1 r) = exp[7I'ig2r + 271'ig· i] ù(A)(i + rg 1 r). (5.2.4c) 
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These straightforward calculations lead to this useful result: 

Theorem 5.2.1: Suppo:,c 0 = L:~:1 Q, û([g,]A)(F 1 T) is satisfied for aU S, T, 

and assume the glue classes [g,]A are aU distinct. Then al = ... = ON = O. 

Pro of Suppose go E A. Choose N > 0 so that N g" E A for aU k. By Thm.1.4.9 

we see that there exists an r E A" such that r . g" E Z iff g" E A, i.e. iff k = o. 
From the expression (see eq.(3b») 

we obtain 
N ,"1 

o = L LOI. tJ([g"JA)(z + er 1 T) = Nao 11(A)(z 1 T), (*) 
(=11.=0 

and hence get 0'0 = o. 
Now note that, for any 9 E Q 0 A, eq.(4c) gives us 

1?( [9kJA)(i + gr 1 r) = exp[-rrig2 r - 2rrig . .i] 11([g" + g]A)(i 1 r). 

Thcrefore L:~1 aiv([9k + g]A)(i 1 r) = 0 for each such g. Choosing 9 = -gk 

implies by (*) that Ok = O. QED 

Eqs.( 1. ï) tell us about the periodicity of 193 etc. in the z variable. This ean 

now he gencralized, using eqs.( 3): for any y E A·, 

iJ(A}(.i + yi T) = 19(I\.)(i 1 r), (5.2.5a) 

and for any y E (A[g])*, 

19([g]A)(.i + yi T) = 19([g]A)(z 1 r). (5.2.5b) 

In faet, by Thm.1 and eqs.(3), these can be shown to exhaust aU periods of 19([g]A) 

(and heure 19(,\)): 

Theorem 5.2.2: For y E C0A, y is a .i-period of 19([g]A) - i.e. 19([g]1\)(z +y 1 

T) = 1)([g].\)(; 1 T) - iff y E (A[g])*. 
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Let; be a vector with n complex components = •. i = 1 ....• 11. Dy Z-(k\ . . olt! 

we mean the vector whose e components a.re Zol\, .••• Zkt' \\'t~ mw tht! short-hand 

E(k-l) for ?(k,k+l, .,i) == (z/;, ... ,ze). The following easi!y "('l'ifi('d t1H'Ol't'l1l Îs tl\l' 

basis of the lattice derivation of theta function identities dpvplop('d in thiH dwplt'r. 

Theorem 5.2.3: (i) The theta series of a direct sum of glue dnSHt'S is th., 

product of the theta series of the individual classes: 

k 

v([gl,· .. ,9k]{Al, ... ,Ak})(F 1 r) = II tl([g.]AI)(Z'(M,-.V,1 1 r), 
.=1 

where MI = 1 + I:~:~ dim At, and NI = I:~= 1 dim At; 

(H) the theta series of the disjoint union of glue classes is the :m1l1 of the t lll't./l. 

series of the individual classes: 

À 

v{u~=dgllAI} = L O([gIJAI) provided (gIJA. n [g)JA) f. 0 whcn t f. J; 
1=1 

(iii) v([v'èg]A(t»(z 1 T) = O([gjA)(JëZ- 1 er); O(A(t»)(F 1 T) = v(A)(Vf= 1 l'Tl. 

Note that the glue classes of any glue decomposition are pairwisf' disjoillt 

hence the value of Thm.3(ii). 

By Thm.3(i) we get that the theta series of In is 

(G.2.G(/ ) 

where (z}, ... , zn) E en are the coordinates of zEe 0 In relative tn t.he orthonor­

mal basis of In. In fact, 

v({(md, .. ·,(mk)})(Z 1 r) 

=t93(Vml zl 1 mlr)"'V3(y'm kzk 1 mkr ) 

19([i}, ... ,ek ]{(md, .. ·,(mk)})(z 1 T) 
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using the obvious orthogonal basis of the lattice {( ml ), ... , (mk)}' 

A~ in Chaptcr 4, the Orthogonal Decompositlon Theorem (Cor .1.4.4) has the 

following immcdiate consequence. 

Theorem 5.2.4: The theta ~eries of any glue class of any rational Euclidean 

latticc l'an 1)(' exprehsed polynomially in terms of Û3 and 'li k (with arguments rand 

Z, :-.caled appropnatC'ly). 

~[arc ('xplicltly, rccall the definition of .rj 11) glVen ln the preceding section; 

d<'fint, F( n) and F :-.imilarly, except that the monorruals are products of 'li Jo,( z . a, 1 

h, )'8, for k. E Q, 1 = L ... , n. Then F(n) contains Fj") and Fi~;). vVe learn in 

Thm.4 that F( 11) also cantains the theta series of the glue classes of any ratzonal 

lattice. 

Thf' Vf'ctonal nature of z mtroducf'S a non-trivial complication into the analysis 

(in this chapter) of theta .~enes, which is not present in the corresponding analysis 

(in ChaptC'l -1) of theta con,'jtant.~. In particular. if two lattices .\ and.\' are in­

tegrally ('qllivalf'nt, tlwir corresponding theta constants 0(A)(r) and 0(A')(r) are 

nllmencally <'quaI. This was used repeatedly in the previous chapter. For theta 

h('ries we IIlW,t be more careful: the vector z will in general have to be rotated 

to prc~('r\'(' the dot product z· (x + g) in eq.(1). An eqUlvalencc A ~ A' induces 

éln ('(luivaleuce C 0 A ...... C 0 A'; write this symbolically as z ...... F'. Explicitly, 

let ,Jt ~ ;:J~, f = 1, ... , n be corresponding bases of .\, A' respectively. Then for 

.... ~ 11 [:J h .... ...., ~ 11 'J' d : = L.JL=I Zli-~t, we ave z ~:: = Li=l Zl~t an 

û(A)(z 1 r) = û(A')(;' 1 r). (5.2.7a) 

Morcover, if the equivalence takes glue class [g] of A to glue class [g'] of A', we 

similarly have 

19([g]A)(z 1 r) = t9([g']A')(z' 1 r). (5.2.7b) 
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A special case of these gives: 

O(A)( -z 1 r) = t?(A)(= 1 r) 

t9([-g]A)( -z 1 r) = d((g]A)(= 1 r), 

( ~ .) - ) 0._./ (' 

for any glue 9 of any lattice A. These generalize cq.( 1.3f) and tlw eV('ll-lU'SS of t}'.! 

and {Ja, discussed in the previous section. 

It is natural (and frequently done) to identify aU integrally c<plÏvalt'llt. lattÎ(·t's. 

This chapter is one of the reasons wc chose not to do so in this work. For ('IH'h Il, 

fix an orthonormal basis f3n = {el} of Rn. The coorclinatization of auy lat.t.Îl'(\ .\ 

considered below will be definecl relative to the PIl of some Rn. ~[ol't'O\'t'r, \\'(' will 

take !3n to be the basis of C 0 .\, when we speak of coordillatc'~ of :. Dy 1,. \VI' 

mean precisely the subset of Rn with integer coordinat es rC'lative to ,d,., so the' Imsis 

of the lattice is also ;3n. Any other n-dimensional (Eurlidcan) orthogonal lattiCt, 

of form {( mt}, ... ,( m n )} is similarly defined to have basis .;rn: p. in R'I H<'IH'(' 

the eqs.(6) are automatically satisfied; it is unneccssary to spccify fmt.lH'r wlmt. t lH' 

coordinatization of -= there is taken to be, for this is implicit in t.lw ahm'(' disClIS:-.ioll. 

vVe defined in Sec.1.5 the root lattices. AU that necd be added he1'l~ is t hat. 

these lattiees are to be deflned as in Sec.1.5, but relative to one of the sp('cifi<- bn~i:-. 

choices !3n. For example, Dn is the set of vectors in In whose componr'nts (l't'lativ(' 

to the basis !3n) sum up to an even integer. 

Note that from eq.(7d) we know v([g]A)( -z 1 r) = lJ([g]A)(z 1 r) iff [fl] i:-. 

an or der 2 glue of A (see Thm.4.4). A consequence of this is that only ordpl' 2 

glues have 3-Solvable theta series. To facilitate calculations, it is often cOllv('I1i('llt 

to introduce the average theta series: 

t9([g]A)(z 1 r) = ~{v([g]A)(-.f 1 r) + û([gJA)(i 1 r)}, 

as was done in the previous section with 'lt k in eq.(1.4a). 

As in the previous chapter, identities betwccn the theta series of the glue clas:·;ps 

of root lattices arise by considering the outer automorphisms of the Lie algebl'as 
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corresponding to those root lattices: 

û([iJAn)(Z 1 T) = û([n + 1- iJAn)(-Y 1 T) 

O([l]Dn)(z 1 T) = û([3JDn)(z' 1 T) 

û([1]E6)(z 1 T) = û([2]E6)(-z 1 T) 

ü([lJD4)(F 1 T) = 19([2JD4)(Z' 1 T) = 19([3JD4)(Z" 1 T), 

(5.2.8a) 

(5.2.8b) 

(5.2.Sc) 

(5.2.8d) 

where Z' in eq.(Sb) has coordinates (Zl! ... , Zn-l, -Zn), and where in eq.(Sd), y' = 

~(Zl + =2 + =3 + Z4,Zt + =2 - Z3 - Z4,-Zl + Z2 - Z3 + Z4,Zl - Z2 - =3 + =4) and 
:;," - (.. .. .. _ .. ) ... - ~ 1, .. 2, ~3, ~4· 

The principle way we generated identities for the theta constants in Chapter 

4 was by finding one or more gluings a given lattice is (integrally) equi valent to, 

and equating the theta constants corresponding to each of these. For example, we 

considered there the equivalences Eg = Dg [lJ; Dm+n = {Dm, Dn }[2, 2J; and A2 ~ 

{At,(6)}[l,3J = {(2),(G)}[1,3J. Using Thm.3, here we get (compare eqs.(4.2.4) in 

the previous chapter): 

19(E8 ) = 19(D8 ) + 19([lJD8) 

19(Dm +n) = 19(Dm) . 19(Dn) + 19([2]Dm) ·19([2]Dn) 

19(.42 )(; 1 T) = 19(Ad(z' 1 T)' O( {(6)})(ZII 1 T) 

+ 19([lJAd((z', -z') 1 T)' 19([3]{(6)} )(z" 1 T) 

= 19({(2)})(V2z' 1 T)' J9({(6)})(z" 1 T) 

+19([1]{2})(V2z' 1 T)·19([3]{(6)})(z"IT), 

where in eq.(9c) z' = tz . (1, -1,0) and z" = *; . (1, 1, -2). 

As before, the usuai calculation implies that for any lattice A, 

( / ')n/2 
r9(A)(Z' l-l/T) = T~ exp[1riy2T]19(A*)(Tz 1 T). 

lAI 
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Thus we can also write: 

( ()n/2 n-l 

19([g]A)(; 1 -liT) = T~ exp[7ri;2] I: (kt9([k1']Ao )(rz 1 r), (5.2.10b) 
lAI k=o 

( 1')n/2 n-l 
t9([g]A)(z 1 -l/r) = T~ exp[7riz2

] L (kb([krJAo )(r: 1 r), (5,2.10(') 
lAI k=o 

Here, [g] is a glue of A of order n (i.e. kg E A iff n divides k), (= e21r1
/

Il
, l' E .\* 

satisfies r· 9 == ~ (mod 1), and Ao is the largest su blat tice of A * sa.tisfying g. ,\() ç Z. 

A special case of eq.(lOb) is eq.(1.6e). 

Because A* = A[G] where G = A*/A, 

19(A*) == L 19([g]A) == L J([g]A). (5.2.11) 
gEG gEG 

The usefulness of eqs.(lO) and (11) follows if 19(A) can be calculatcd indcpClldcutly 

of eq.(10) - e.g. if it can be expressed in terms of 193 's (i.e. '3-Solvcd'). Note t,lmt 

eq.(1.3e) is a special case of eq.(ll), taking A = r!k) and using Thm.3. 

The theta series of the root lattices can be computed from the methoùs of the 

previous chapter (compare eqs.( 4.2.8) thf>re): 

t9(Dn)(z 1 T) =i{ 19~(.~ 1.) + 19~(; 1 T)}, 

t9([l]Dn)(z 1 r) =~19~(; 1 T) + ~(-i)n19f(z 1 T), 

19([2]Dn)(z 1 T) =~{ 19~(Z' 1 T) - l?~(Z 1 T)}, 

19([3]Dn)(z 1 T) =i 192(z 1 T) - ~(_t)n 19~(; 1 T), 

t9(D~)(z 1 T) =t9~(z 1 T) + 193(Z' 1 T), 

t9(E6 )(z 1 T) =~{ 193(z'IT) + a~(Z'IT)} 19 3(v'ï2z"112T) 

+ ~{19~(z'IT) - zt9~(Z'IT)}' 
4 

. {192(v'3z"13T) - it91(V3z"13T)}, 

t9(E;)(z 1 T) = If,i'{ 19~(z'IT) + t9~(z'IT)} 19 3 (z" /v'i2IT/12) 
4y3 
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+ 1;n{ 1J~(i'lr) - iV';(Z"lr)}. 
4v3 

. {1J.j(z"/v'3lr/3) -Zùd="/v3IT/3)}, (5.2.12g) 

t7([1]E6 )(z 1 T) =J([2]E6HiIT) = ~{Ù(E;)(iIT) - V(E6)(ilr)}, (5.2.12h) 

ü(Ed(z 1 T) =üi(v'ii'12T) + û~(l- 4)J~(5 -7) + v~(3 - 6)u~(1,2, 7) 

+ û~(2, 3, 6, 7)v~(1, 4,5) + 1)~(1, 2, 5, 6)û~(3, 4, 7) 

+ J~( 1, 4, 6, 7)J~(2, 3, 5) + v~(2. 4, 5, 7)ù~( 1,3,6) 

+ v~(1, 3, 5, 7)ù~(2, 4,6), 

ü([1]E7 }(z 1 T) ={ interchange each Û2 and t9 3 in eq.(12i)}, 

ü(E;)(i 1 T) ={ sum eqs (12l,J)}, 

ü(Es)(i 1 T) =~{ ü~(iIT) + ù~(iIT) + Ù~(ZIT) + 19:(ilr)}. 

(5.2.12i) 

(5.2.12;') 

(5.2.12k) 

(5.2.12e) 

In eqs.(12j,g, h) the (row) vector (i', z") can be obtained from i by the formula 

(i', z") = iT, where 

-1 1 1 1 1 -J3 
-1 1 1 1 -1 j3 
-2 0 0 0 -2 0 

1 0 2 0 0 -2 0 
T = VS 0 0 2 0 -2 0 

0 0 0 2 -2 0 
0 0 0 0 0 0 
0 0 0 ') 0 0 

In eqs.( 12i,j, k), the (row) vector i' can be obtained from z by the formula i' = ST, 

where 
1 1 1 1 1 1 1 
1 1 1 -1 -1 -1 -1 
1 -1 -1 1 1 -1 -1 

T = --.!... 1 -1 -1 -1 -1 1 1 
v'8 -1 1 -1 1 -1 1 -1 

-1 1 -1 -1 1 -1 1 
-1 -1 1 1 -1 -1 1 
-1 -1 1 -1 1 1 -1 

lu eq.(12i) we also used the short-hand t9~(1 - 4)t9~(5 - 7) for t9~( V2;'(l-4) 

2r) t9î( V2i'(5-i) 12r), etc .. 
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The situation for An and its glue classes is by far the 1llost (·ompli('(\ti·d: 

L:n-1ùn({k :}- .... 1 ) --- e+~ T 
v(An-d(Z' 1 T) = k=O 3 /I,jïi -

nÙ3( /ÏÏ= II/T) 
ti)·2.130) 

Here, ë is the norm n vcctor \Vith cümiJonents (1 .... , 1). Let ( = f~ lr1/ /1 Thi'll \\'" 

similarly have for any e = 1, . , , , n - 1, 

(5.2.1:3h) 

Note that eq.(13b) can be obtained from ('qs.(4a, c) by substitnting Z' -t -= + [fjT 

and z -+ eT/iii into eq.(13a). The expressions in eqs.(12) ônd eqs.(13) will al! 

be proved in the following section. Of course in eqs.( 13) it may be most n~(\f\ll tu 

consider the case when :: = o. 
Equations (12) show that the theta series of each glue class of D,,, E{;. E7 , and 

Es is (1,3)-Solvable (except for [1]E6 and [2]E6 , whose average 1) is (1,3)-Solvnhll'). 

However, it is not clear from eqs.(13) that this is trup of .{n. 1 Il< !e<·d , \VI' hm'(' 

been unable to praye the (rational) (1,3 )-Solvability of ils thetn ~(~l'ies. How(\wl', for 

smaller n explicit '( 1.3)-Solutions· can he found, and are listcd in Table 10. Not<· 

that by ThmAA(d) those classes denoted there by a '??' arc IlOt. (1,3)-Solvn.bl(·, 

even in the average. 

Thm.4.4 discusses in more generality the 3- and (l,3)-Solvability of gl\ll~ cla~s('s. 

There are integrally inequivalent lattices whose theta constants me eqnnl: fot 

example Es ttJ Es and D!6' as can be seen using the Jacohi identity. HoweVl'r, tlU' 

theta series stores more information abcut the lattice (or glue class): 

Theorem 5.2.5: The equality ù([g]A)(Z'IT) = t7([g'JA')(Z'IT) 1101ds for aIl Z' and 

r iff the glue classes [g]A = [g']A', i. e, iff they are pointwise idcntical. 

Of course a special case of this shows that the theta series of two latticcs an' 

equal iff the two lattices are equal. 
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TablE' 10: Kllown TIH'ta Series of An 

LattÏl:p Weight ... Name Tlwtd !>eries 

AI [OJ (-)( 1 ,rJ) 1) I(~) 

[IJ (-)11 1) I} I( ~ ) 

:1 2 [() 1 (-;)120) !ll(:!) ,) ,I(/i) + ')2(2) tJ 2(6) 

[IJ, [~J (-)Il 1 ) '}2(~) W~(Ô) + Ih(:t) W:J(G) 
.1:1 [0 ] H( ,1,0) * {,),:(1) + tJ~( 1) } 

[lJ (-)1,1,1) ~ {,Ji( 1) + nJr(l) } 
[2 J (-)1 1,2) ~ {lJ~( 1) - tJ~(l) } 
[:1] HI3 ,1) ~ {IJ~( 1) - I1Jr(l) } 

114 [OJ °14,0) L~=o wl/...(20)0(J,k)(l) 

[1 J, [4] 0(1,1) 
.).) 

[2], [:1] (:>(12) 
','1 

.. h, Ail '1) 

:\7 [u] 0(7,0) L:t=oG(3,1.)(I) I{Il/.-(8)0(3,4-kJ(I) 

[1 J, [7] 0(7,1) 
'1'1 

[2] 0(7,2) L:~=o 0(3,k+2)( 1) 1{14/(k-2~8) 0(3,4_k)(1) 
[2), [G] 0(7,21 t {0E; (1) - 0E7(1) } 
[3], [5] 0(7,JI 

?? 

[~~ 0(7,61 L~=o 0(:I,k)(l) 1{14/(k-2i8) 0(3,2-k)( 1) 
0(74) 0 E7 ( 1) -0(70)(1) 
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Thm.5 can be shown in the following way. 'Ye get from Thm.2 that .\[!d == .\'[q'] 

- this immediately does it wheu 9 E .\ and g' E .\'. Otllt'l'wist." \\'l' mny ap;}!y 

Thm.l after expressing ù([gl.\) and ù{[g'].\') as S\lIllS of glut' dnss('s of .\n .\'. 

5.3 Identities of the Jacobi FUl1ctiol1s 

Theta series identities are obtained hc1'e in a completely nnalo).!,o\\:-. lllilllllt'r t () 

that described in the previous chapter - i. e. by compming differeut. p,!III' <!t-mlll­

positions of lattices. If the lat tice in question is uf dimension 11, t.1lt'1l t hl' idl'Ilt it je:-. 

will be of degree n. vVe are interf'sted in lLIgebmzclLlly Intlf'1H'1ult:ut i<h'lltitjl's 

i. e. identities that cannot be obtained from each other and OIl('S of !OW('l' dl'p,n',' 

arithmeücally (t.e. through multiplication and addition) and/or hy transforlllillg r 

(e.g. r -+ r + l, T -+ kT, T -+ -l/T) or z (e fj. through a rotation). Fol' ('xBlupl,,, 

eqs.( 1.3c) and (1.5b) are not algebraically independent in this spns('. Nor is tilt' 

celebrated Riemann identity, as we shaH ~oon sec. 

5.3.1 The g.eneral theorv of full rank identitics: 

Recall the definition of the C-module F given In Sec.2 (it is gene·rat/·cl hy 

products of lit k 's). 'VVe will consider in this section only idcntit.ies in F, alt.holl).!.,h 

the results can be extended to more general identitics. Although ('qs.(2.1O), (1.0) 

and (1. 7 a, b) are not identi tics in this sense, almost ail othcr cq natiolls (,ollhicle·l'f·c1 

in the first three sections of this chapter are, including everything in Table Il. 

We can write any identity in F in the form 

N 

l: Qlexp[1I'izl2T + 211'z(z Nli). zn] ü(Al)(zM; + Zll + zn T 1 T) = O. (5.3.1a) 
1=0 

Here, each al E C, Z II E Q ® Ai, z t2 E Q 0 Al, and where M; Îs ally wal 

(constant) matrix whose rank equals the dimension of At. Note that byeq.(2.1c) 
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wc may rewrite cq.(1a) as 

N 

L nt exp[ 7rtZ nA;-1 i~2T + 27riz.\f/.4i l i~21Ù(Inl)( LUI + Z il + Z nT 1 AtT) = 0, 
I=() 

(5.3.lb) 

where ilJ E Q", in.4,1 E Q", and Aft is a real matrix of rank nt (A.t is a Gram 

matrix for At, hcncc Illust be positive rlefinite and &ymmetric). Note that because 

we an' in F wc call choo~(' in cq.(la) al! At to he orthogonallattices, and in eq.(1b) 

aH ...le to he (liagonal. 

The Hnalogs of Thms.4.3.1-2 in Chapter 4 continue to apply here: 

Theorem 5.3.1: Any glven identity in :F can he expressed as the (flnite) sum 

of identities in :F, each homo,!!,meous in degree. 

Theorem 5.3.2: Any gi ven identi ty in :F is a linear comhination (over R) of 

identities whose terms all have translates i il = O. An identity in F whose translates 

= fi aH vani~h is a linear comhination (over C) of identities whose terms al! have 

rational coefficients at and translates = li = O. 

Thm.l tells us that in eq.( la) we may assume al! the lattices At are of equal 

dimension Tt; this dimension is the degree of the identity. vVe will be interested in 

this section only in ldenti~ies of full rank, t. e. identities whose matrices At and Aft 

aH have rank equal to the degree n. 

It is eqs.( 2.3a) and (2.4c) that allow us to disregard Z li' Note that in Thm.2 

the translates z"12 will in general not vanish. The proofs of Thms.1.2 are as in the 

previous chapter. 

The following simple result will turn out to be useful for the next two proofs. 

Lemma 5.3.3: For any x E Rn and any n-dimensional lattices Al,"" AN in 

Rn, we have for TER 

liminfT _ oo maxt=l, ... ,N dist(Tx, At) = 0, 
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where dist(Tx, :\t) d~{ minqe.\t (Tx _ q)2 . 

Proo! By considering Al tB ... ttl'\N, it suffice:::; to prove the ll'lllllllt for .Y = 1. 

Let A C Rn be an n-dimensionallattice and take any y E Rtl. SIIPP0:-'I' thl':-'I't 

A+ (y) is not dense at à. Then it is nowhere dense, and so is it:-.df an ll-diuH'llsiollal 

Iattice. But this implies y E Q 0 A, in which case the a.hove liminf is attailU'd a.nd 

equais zero. QED 

Note that, for example, in eqs.(1.5), (2.6) and Thm.2.3(iii) wc cotlsist(\utly Sl'I' 

that if T is scaied by k, then :: is scaled by Jk. This is true in )l,cllcral: 

The",rem 5.3.4: \Ve may assume in eq.(lb) that J.\f:'Mt = At for c(teh f. 

Prrof Consider the degree n identity 

N 

0= L attt(.; 1,), where (.a) 

t=o 
tt(z 1,) = exp[7riFtAtF~T + 211'izN[tz~J t?(ln)(F N/t + Fult, 1 AtT), (~b) 

for; t E Qn and where Aft and At are n X n real matrices of rallk n (A, lllllSt ill 

addition be positive definite). We may and will assume each A.t is dia.gonal. Choo:-,(' 

Mo so that l'v/o = JA;;. 

Clearly, to prove Thm.4 it suffices to prove that the sum of aIl t/( Z 1 ,) in 

eq.(*) satisfying N/l!vfl = At is also identically 0 for aH i," 
First note that each tl has 'quasi-period' mt ~(mAoV1tl" for ail ril, E [11' 

&. e. 

Because At is diagonal, we know explicitly aU the zeros of f)(ln)(z 1 AtT). In 

particular, consider the following set: 

St = {x E Rn 1 3y E Rn s uch that t 1 (x + y, 1 T) = O}. 
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" . For cach e, it can be shown that the intersection of St with any compact set in Rn 

has Lebesgue measure 0 Choose any x ~ Ui":oS[ - the set of such x is dense in 

Write T = TJ + lT2, and choose any y E Rn. Then we have by eq.(* * a) that 

thf're cxi::,t positive constants m, .U such that 

for aIl TER, where B, (~f .\/ut(J AI:' 

Suppose BI = Bb for e = O, ... ,No, Bt = B; for e = No + t, ... ,Nl , ... , and 

Dl = B~ for f = N"-J + t, .. , Nk = N, where the B: are all distinct. Then there 

f'xist !7 dt'wie in R" :,uch that the 'norms' y Bh Y t, ... ,y B~ yt are all distinct. Now 

using Lemma 3 and continuity of, for cxample, L.~~o oltl, we get from eq.( * * a, b) 

(by sendiug T -+ 00) that for such y 
No Nk 

Lopte(xIT)="'= L o[t((X'IT)=O 
1=0 (=Nk_l+ 1 

for aU T. Siuce these X' are dense in Rn, we cau wri te 

No 

LOI tiU' 1 T) = ... = 
Nk 

L oltt{Z'IT)=O 
1=0 

for aU i, T. QED 

This proof worked because we knew something about the zeros of v(In)( Z'IAT) 

for A. diagonal. Thm.4 and hence Thm.6 should hold for more general identities 

than merely those in F, but to increase their generality we must know something 

about the zeros for non-diagonal.4. At this time we have not completed this 

gl>neralization. 

Note that any identity derived using these lattice techniques will automatically 

satisfy the conclusion of this theorem. In this case, 1'1} will be the generator matrix 

for the corresponding lattice. 
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l, 

Consider again an identity of form eq.( lb), and assmne it satisfks .U;.Hf = A,. 

DeBne At to be the lattice with geuerator matrix .U;' We Illay aSS1Ullt' by Thm.l 

that these lattices are aU of equal dimension 12. 

Theorem 5.3.5: vVe may assume in addition that A ~f n~o At also has dilllt'u-

SIon n. 

Proof Thanks to Thm.4 we may assume in eq.( *) that MI.\It = At for aU (' :::: 

1, ... ,N. Define At to be the lattice with generator matrix ~H;' To proV!' Thlll.5 it 

suffices to show that the sum over aIl e in eq.(*) for which Q 0 A~ = Q ,» .\;, nl:-,o 

is identically 0 for al! =, r. 

The periods of tl comprise the lattice A~ (~f (.\t[= ut,])", which is ail 11-

dimensional sublattice of Ai. Suppose Q 0 Ai = '\0 fol' e = n, ... , No, ... , alld 

Q 6) Ai = .\.k for e = Nk-l + l, ... , 1'"h = N, where aU the A, are distinct. Tht'Il 

\ " def N. \" d' . 1 r k 0 l k = nt=N
k

_
1
+l ~ t 18 n- ImenSl0na, LÛr . = , ... , rn. 

Define Sk(.ï 1 r) = L~';Nk_l+l Qtti(= 1 r), k = O, ... ,m. Then 8d= + 2' 1 

r) = Sk(Z 1 r) Vi' E A~. Eq.(*) becomes 

ln 

so(i 1 r) = - LSdi 1 T). 
k:;:1 

We will show So = a by inducting on m. 

For m = l, SI has period in both A~ and A~', and so has periods in Ao + AI' I3y 

Lemma 3, such a set is dense. Therefore SI must be constant for aU 2, so senclinp, 

Z -+ Too implies SI, and hence so, must bath be idcntically O. 

For m > 1 note that eq.(* * *) irnplies 80(iIT) - 80(i + z'IT) = 

- I:~l{sk(zlr) - sk(i + z'IT)} for any i' E A~, so indudion Îlmllf·diatl'ly giV!'s 

us 80(; 1 r) = so(; + i' 1 T) for any such i'. This is precisely the statcmellt that 

80 has periods in A~, which by the preceding argument implics So = O. QED 

One consequence of Thrn.5 is that aU At are rationally equivalent, but it says 

much more. In particular, it allows us to replace the identity eq.(la) with severa! 
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identitics, ea,ch of the form 

N 

L>~IÜ([gl]A)(z 1 T) = O. (5.3.2) 
(=0 

But now we can apply Thm.2.1. The conclusion of our analysis is the main result 

of this suhsection: 

Theorem 5.3.6: Eqs.(2.3), (2.4), (2. ï) and Thm.2.3 generate aU identities in F. 

Results corresponding to Thms.2.1, 3.4 and 3.5 for theta constants are Ilot yet 

known to be true. at least in their full generality. These theorerns are proven here 

using information ahout z -periods and z -quasi-periods of the theta series of glue 

classes of lattic(':-,; t he:-.e tools are [lot immediately available in the analysis of theta 

(,Ollhtant ident.itif's. 

5.3.2 Liuear identities: 

Thm.6 tells us that the only linear identities in :F are the obvious ones: 

f'qs.( 1.3b, c, J) generatc al! of thern (the translates =t + Z2 T for =}, Z2 E Q can 

of course be handled by the one-dirnensional analogs of eqs.(2.3a) and (2.4a, c). 

Thm.!.! is obviously a special case of this remark. 

5.3.3 Qnadratic identities: 

As we have seen, the vcctorial nature of z is responsible for most of the com­

plications intIoduced when we generalize the results of Chapter 4 to this chap­

ter. With this in mind, consider the gluing li. = {(md, (m2)}[k}, k2 ], kt, k2 > O. 

Thf'n if the glue vector (kt!..;mi, k2/ y'm2) E [k l , k2 ] is primitive, we can also 

wrÏtc A ::::: {(n}),(n2)}[f l ,f2], where n"f, are chosen so that the lattice equiv­

alence be a rotation T taking (kt! Jm l, k2/ Jm2) to (...;ni', 0) (so we must have 

HI = kT/ml + Q/m2)' 
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Let the orders of the glues be .\1 Rnd N. respecti\'dy. Tht'Il tilt' lat tic" ('XIll'('S­

sion {(md, (m2 )}[k1, k21 ::::: {( nd. (n2) }[e l , C21 implies tllt' idc'ntity: 

.\f 

L\}ImJ/lkl(v'ffi';zl 1 mIÎ)w"'2/lk2(v"n.!z211112T) = 
1=1 

N 

2: \}InJ/}t,(Vnïz~ 1 ntT)wn~/Jt2(Jrï:!=~ 1 rl2T), (,j,3,3ILl 
)=1 

We will write eq.(3a) in the more compact form 

At N 

L 'lIml!lkt(mt}'lIm,/lk,(m2) = L 'l1/11h 1t(n'l )'l1n2/Jf2(H~). ( 0.3,31') 
,=1 J=t 

Note that the order of the 'IJ1's in each tcrm in eq.(3c) is importnIlt: the ldt-Illost. 

\}l's in each product take Zt (or =~) as an argument, while the right O1U' tak,'s =2 (Ill' 

"") .... 2 • 

Of course any lattice equivalence {(mt), (m.z) }[kt , k21 ::::: {(nd, (n·.d }[e l .f.l ] Will 

induce an identity of the form eq.(3a), but in general 2' will Ilot he ldI1t.I'd tu :: 

as in eq.(3b). As in Chapter 4 it turns out (see Thm.7 bdow) that al! bllt. (Jill' of 

the lattice equivalenc('s we need to consider for Table 11 helong to t.hp slllH'lm,s of 

gluing equivalences defined above. 

As in the previous chapter, it is possible in this \Vay to generate an infiuitr- Iltllll­

ber of identities in :;:(2), independent of each other and of the lincar ones disclls!>(·d 

earlier. For this l'cas an we will cansid('f in thc remainder of this section ouly t.ho..,!' 

identities in .rY1, z.e. those involving only ÙI and ih (and, of course, 1)'1., ,),\, \V~, 

q,3, 'l14 and q,6). The following section will address some more gpucral idelltit.i(':-" 

In particular, we may already anticipate one pl'oblcrn with eCis.(3), Tlwf(' WI' 

find w's and not ':Îs's. This can be accommodated for in the following wa.y. 

Consider the following transfonnations: 

... .1. "'+2{"" (kt k2 )}( k1 k2) Z =-z Z', , 
v'ntml v'n lm2 v'ntml v'n t m2 
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( 5.3.5a) 

(5.3.5b) 

Both these represent reflections (e.g. eq.( 5a) represents reflecting -z through the 

glue vector). Thcn in the spirit of eq.(3c) we get the following identities: 

1 M M 
-{'" 'li ~(mt}'lI ~(m2) + '"' 1It!!!.J..( -mt}'lI ~(-m2)+ 1.} 4 ~ Ikl Ik2 L Ikl Ik2 

1=1 1=1 

N 

= "'~~(n;)~~(n~), (5.3.6a) ~ )ll )l2 
)=1 

M 

'"' ~ !!!.I..(mt)~ ~(m2) L Ikl ,k2 
1=1 

N N 

= ~{"'IIt~(n;)'lI.!!.L(n~) + "''lI..'!.l.(-n;)'lI~(-n~) + "}, (5.3.6b) 4 L )ll }l2 L }ll }i2 
)=1 }=I 

where by '+ ..L' we mean to add aH the previous terms within the brackets { } with 

ZI and Z2 replaced with zr- and zr, respectively; similarly by '+ '" we mean to add 

the previous terms within { } with z~ and z~ replaced with z~' and ::~. 

The ~ituation is unfortunately more complicated when it is necessary to get 'lI's 

on both sidcs of the identity. In particular, when T is not idempotent (1. e. when the 

rotation it represents is not through a rational angle) the above maneuver cannot 

be extended so as to get ~'s on both sides. 

As in Table 8, we are interested for Table 11 here in (rank 2) quadratic identities 

in 19 1 and t'J 3 which are algebralcally independent of each other and of the one­

dimensional identlties. Be('ause of this, it suffices to consider a subset of the infinite 

set of aIl two-dimensional gluing equivalences {(md,(m2)}[G]:::::: {(m~),(m~)}[G'J. 

This subset is identical to t.hat defined in Subsection 4.3.3, except that ml = m~, 
11/2 = tn~ and G = C' can be allowed here. In particular, it suffices (for reasons 

given in SubsecA.3.3) to consider equivalences of the form 

{(ka), (kb)}[a, b] :::::: {(fc),(fd)}[±c,d], 
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Table 11: The Quadratic Theta Series Idelltitit~s 

Lattices I<ll'utity 

~ {2, 2}[1, 1] =::: {2, or tJ~( 1) 
') , 1 

+ ,J:i( 1) = ,J.i( 2" ) 

{8.8}[2,·l]=::: {1.4} 

{3,6}[l,2]=::: {1,2}. Ù.I (3) '}3 (Ii) + '2111.1 (:1) 111.1 (Il) = 
{4.8}[2.4] =::: {3.:H}[I,8], 
{l6.:J2}[4,8]::::: {12.96}[2.16], 

~ {IJ.I(I') ,1.1I:!') + "} 

{l2. :24}[2.4]::::: {l,8}, or 
{16,32}[4.8]::::: {3.96}[2,32] 

{2, 6}[1. 3]::::: {2, 6}[1, 3]. tJ2( 1) tJ~ (3) + tll( 1) ').d:\) = .~ 
or {.t.12}[1,3]::::: {1,:Q 11 2(1') t!z(:n + ').1(1') ,1.1l:\') 

{9,U}[3.3]::::: {2,18}[1,U], ,J~ (9) + '2111~ (~») = ] or {IS, IS}[3.:1] =::: {I.O} ~ (ùJ(2')dd18')+tl~('2')II~(Ii\')+ "} 

{3.15}[1,.5]::::: {:2.10}[1. :il, I)J(:l) '}:d 1."')) + '2111 Il:\) III Il 1;1)-:::: ] {6,:JO}[I .. '>J::::: {l.5},or ~ {,JJ(2')IJ;"d IO')+,I:!i'2')1)2(IO') + "1 
{8.40}[2.10]::::: {:3, tiO}[I, 20J 

{3, 33}[1.1IJ::::: {4. 44 }[:3, II]. ù3(3)ù3(33)+:.!1J!3(:l)I1I:d:l:\)= tt,J.I(I') ,idll ' )+ J 
{6. 66}[1. llJ ::::: {2, 22}[1. llJ ù~(1') ù2(ll')+ùdl') ,)tlll')+1i 1(I') ,idll') + "1. 
{4, 28}[1, 7]::::: {2.14}[1, 7] 113( 1) '}.I (7) + Ù2( 1) tI:! (7) - ')l( 1) ')1 (7) + ,i Il 1) ,JI (i) J 

= :!11 3 ('2') l):d l·i') + 21) ~ (2') 1)2 (1 \') 

{l2, 20}[3,.5]::::: {2,:lO}(I, 15J ,), I!I),J, (5) + ,J, 1:1l ,J, l") - ,J, I:li ,J, l'M tJ 
1)4(:3)Ù4(5) = :!1),1(2') 1),11:\0') + '21),!(2') li! (:Hl') . 

{5. 10][3.5J =::: {4.60}[!. 15J 2ù J (5) Ù3 ( 10) + :?r)2 (Ii) I)~ ( 1 ()) = li I( l') IJ Il I!/) + 
17 4(1') '}4 (1.5') + Ù2( l') 11 2 (Ifi') - '}l( 1') IJ l ()'"l') 
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Tahlf! 11: The quadratic idelltities (cont.) 

Lattices Identity 
{~(),:.!H}[.'),7J~ :dvJ (5) ùJ (7) + Ù2 pj) 1h (7) - VI (?) VI (7) + V4 (5) V" (7) 
(:l,I05}[l,:l5J, + J..} = '}3 (3') V3 (10.)') + 2\{13 (3') \{IJ (105') 
{10, l4}[fi, 7J ~ 
{fi.:!I() HI.35J 

{:IO.,t:.!}[.'},i] ~ U3 (1.'i) 113 (21) + Ù2 (1.5) Ù2 (21) + 2\{13 (15) \{I3 (21)+ 
{2,70}[I,:J5]. :.!\{I6 (1.'i) \{Id21) = ~ {Ù3(1') Ù3 (35') + ù2(I') 17 2 (35') + "} 
{Ui,2I}[.'},7J ~ 
{-I,I ,tu }[:1.:15J 

{·I,IW}[I.15] ~ -ùdl) '}I(I,')+Ù2(l) v2(15)+v3(1) 11 3 (15) + Ù4(1) ù4(15) = 
{4. (iO }[a, 15] l}dI') ')1 (15') + '}'l(l') U2 (15') + u3(I') u3(15') + 17 4(1') Ù4 (15') 

{20.·H}[5, II] ~ - ,} 1 (.) li 1 ( Il) + ,) 2 ( 5) Ù 2 ( 1 1 ) + Ù 3 ( 5) Ù 3 ( Il) + V 4 (5) Il tt Il ) = 
{·1.220 Ha.55] ,idl') ')1 (5.')/) + Il:!(I') ')2 (5,')') + Ù3(l') ù:d55') + v4(l') Ù4 (55') 

{2K,:~Ii}[i,~j] ~ -Ill (7) ÙI (U) + 11 2 (7) ')2 (U) + 'h(7) Ù3 (U) + Il,, (7) Ù4 (9) = 
{·1.2:l'2)[I,n:\] -,i il l') III (63') + ù:!( l') 11 2 (63') + rJ 3(l') Ù3 (ô3') + Ù4(l') 114 (63') 

{ 12,52 }[:!, 1:1] ~ -Iii (:1) ')1 (1:1) + 1}2 (:\) 11 2 (1:J) + Ù3 (3) Ù3 (13) + 114 (3) Ù" (13) = 
{4.1511}Ll,:IU] -l)d l') !JI (3D') + Ù2( l') ,1:d39') + ù3(l') Ù3 (39') + Ù4( l') v" (a9') 

{lS,5'1}[:1,U] ~ 113 (9) Ù3 ('27) + '2\{13 (9) \{I3 (27) + 2\{16 (9) \{I6 (27)+ 
{2,5'1 Hl ,27]. 
{!J, 27 }(3, 9J ~ 

,12 (9)Ù2(2ï) = ~ {1}3(l') "3(27') +"2(1') v2(27') + "} 

{,l, I08}[ 1,27] 
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Table 11: The quadratic idcntitics (cout.) 

Lattices Ideutity 
{6, 138}[1,23] ~ tJ3 (6)tJ3 (138) + \J 2 (G)U2 (133) + 21{1,I ({))W3 ( 1:~8) 
{ 4,92}(3,23] +2IÎ1s (5)1Î1s(138) = *{ù.\(1') ,i,d'23'j+ 

O2(1') t'J 2 (23') + !J,(l') II, (23') + ')4( l') d, (:~:I') + "} 

{18, 125}[3, 21] ~ Ù3 (18)113 (126) + ù~ (18 )U2 (12()) + '2I1J J ( 1 R) \{I,I! 121i) 
{4,252 }[1,63] +21Î16 (l8)\{!ô (126) = t{d:!(l') Il,d(;:I')+ 

V2(l') v:d63') - ùd l') \ld6:n + ,II( l') I)!!G:\') + "} 

{3D, 114}[5, 19]::::; Ù3 (30)Ù3 (114) + Ù2 (30)V2 ( 111) + 2\{1,d:lO) \{I,d Il,1) 
{4,380}[3,95] +21Î1 6 (30)lÎr 6 (1l4) = t{tJ3(l') ,IJ(8;)')+ 

V2( l') Ù2 (95') + ù,( l') Ù, (95') + V4( l') (/4 (95') + "} 

{20, 76}[5, 19] ~ HtJ3 (5)1)3 (19) + Ù2 (5W2 (19) - III (5)t:J, (19) 
{6,570}[1,95] +ù4(5)Ù4(l9)+ l.} = I)j«(;') Il,dii70')+ 

Ù2 (6')17 2 (.570') + 2\{!3 (5')"'3 (570') + 21Jt ô (Ii')""l (;'70') 

{42, 102}[7, 17) ~ 113 (42)Ù3 (102) + ')2 (42)1}2 (102) + :N J (42)\{!.d 102) 
{4,476}[l,1l9] +21Î1 6 (42)lÎItj(I02) = HV3(l') ù3(1l9')+ 

V2(1') 172(119') -1),(1') tJ,(lHl')+Ùl(l') ')4 (Il!)') + "} 
{28,68}[7, 17] ~ :d !l3 (7) ù:d 17) + tJ 2 (7) 'h ( 17) - ,1, (7) ,1 1 ( 1 7) 
{6, 714}[5, 119] +tJ4 (7)ù.d17)+ l.} = ùJ(6')vJ(7H')+ 

V2 (6')t'J 2 (714') + 2\{!J (G')1ÎI3 (714') + 21Î16 (0')"'(, (711') 

{54, 90}[9, 15J ~ 03 (54)113 (90) + iJ 2 (54)17 2 (90) + 2\{!3 (54)1{I3 (nO) 

{4,540}[3,135] +21Î16 (54)lÎr6 (90) = HiJ3(I') I)J (135')+ 
17 2(1') t?2(135')+t?j(l') ù,(135')+v,(l'j \),(1:1.5')+"1 

{66, 78}[11, 13] ~ 113 (66)V3 (78) + V2 (66 )Û2 (78) + 2\{!3 (fiG)\{! J (78) 
{4,572}[1,143] +21Î1 6 (66)1Î1 6 (78) == HÙ3(l') 173 (143')+ 

172(1') v2(143') - V1(1') lJ,(143')+11"I') !}4(14:l') + "} 

{44,52}[ll,13] ::::; Ht?3(1l)t?3 (13{) + 11 2 (ll)v2!I:1) - III (ll)Ûl (Iai+ 
{6,858}[I,143] t?4(1l)t?4(13)+ l.} = Ù3 (6')tJJ (8!l8')+ 

172 (6')172 (858') + 21Ît3 (6')1Ît 3 (858') + 21Î1ô (6')lI1fj (858') 
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i _~ ______ ~~_ 

where the gluing orders k, C E {l. 2, 3. -1, 6}, where 0 <: a :s band 0 < l' S " 

are aU integ,ers, where the sig,n before c in the rig,ht-ha.nd glu<' is dlO~('n ~\l t !lat 

the transformation T involved in the equivalellcc is a rotation, and last ly. wllt'n' 

whenever ka = €c and kb = Cd, the rotation T involved is llolltrivinl. 

Theorem 5.3.7: There are eXclctly 55 sueh lattice f'quivalcnt'es; 38 of t IH'~I' art' 

given in Table 11, and the remainder are: 

{(3),(24)}[1,8] ~ {(3),(24)}[-1,8], {(12), (D6)}[2, 16] ~ {(3),(DG)}[1.:t~]. 

{(6),(21)}[2,7] ~ {(3),(42)}[l,14], {(24),(84)}[4,14] ~ {(3),(lGS)}[-1,GG], 

{(12),(15)}[4,5] ~ {(3),(60)}[-1,20], {(48),(60)}(8,lO] ~ {(3),(240)}[1,SO], 

{(6),(210)}[1,35] ~ {(6),(210)}[-1,35], {(30),(186)}[5,31] ~ {(û),(2l0)}[1, 155], 

{(42), (174)}(7, 291 ~ {(6), (1218)}[-1, 203], {(21), (33)}[7, 11] ~ {(G), (-1G2)}[-1, 77], 

{(78), (138) }[I3, 23] ~ {(6), (1794) }[-1, 299], {(6), (102)}[1, 171 ~ {( 3), (51) l[ - 1, 17], 

{(66), (150)}[1l, 25] ~ {(6), (1650)}[1, 275], {(3D), (78)}(5, 13] ~ {(3), (lD5) }[l, G51, 

{(15), (39)}[5, 13] ~ {(6), (390)}[1,65], {(42), (66)}[7, 11] ~ {(3), (231)}[-1, nI, 

and {(102), (114)}[17, 19] ~ {(6), (1938)}[1, 323]. 

The proof of Thm. 7 is similar to that of Thm.4.3.4 in Chapter 4. The n'aSOll t.he 

17 equivalences explicitly listed in Thm.6 were not included in Table Il wa.'" l)('caus(~ 

those equivalences had k, f E {3, 6} and the rotations T involvcd were not thlOlll!;h a 

rational angle (see the discussion after eqs.(6)). AU but one of thesc 55 eqllival(~Il(,cs 

are of the type considered in eqs.(3); {( 16), (32) }[4, 8] ~ {(12), (D6) }[2, 16] is tlH' 

only exception, and its T is defined by 

T=(11). 
Je v'3 
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The notation in eqs.(6) is used throughout Table 11. To illustrate all the 

prccedin~ notation, the second identity in Table 11, written out in full, becomes 

1J 1 ( V3z 1 13T) 1.73 ( V6z216T) + 2'Î13( V3z1 13T) 'Îl3 (V6Z216T) 

= ~{1.73(z~IT)a3(J2=;12T) + 193(=~'IT)193(J2=;'12T)}. (5.3.6c) 

Note that eq.(3c) tells us that, corresponding to the gluings {(2), (2)}[1, lJ ~ I 2 

and {(8), (8)}[2, 2J ~ {Cl), (4)}, are the identities 

(5.3.ïa) 

(5.3.ïb) 

where as can be 5een by eq.(3b) the z' in eq.(7a) equals the z' in eq.(7b). Using 

eq.(7a), we may rewrite eq.(7b) as 

(5.3.7c) 

This is interesting for three reasons. Firstly, it shows that, although 19 1 cannot be 

expressed as a lmear expression in 193 '5 (scaled in various ways), 19~ can be expressed 

as a quadratlc expression in 193's - we say that 19 1 is not 3-Solvable but ai is (see 

Sec.! and eq.(4.la». 

AIso, we may derive eq.(7c) (and hence eq.(7b» by substituting z + (t, t) for 

Z into eq.(7a) (~z' becomes ~Zl +( !,O». Hence two different gluings may yield 

the same identi ty (we also saw this in the previous chapter). 

Finally, replacing T with -liT, and Zl with Zl + 1, in eq.(7a) gives us, respec­

tively, 

(5.3.8a) 

(5.3.8b) 

Now, multiply eq.(7a) (with variables Zl and Z2) by the same equation (this time 

with variables Z3 and Z4), do the same to eq.(8b), and add the two products together. 
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The result is 

?-~4(1) ,>-'14(1) _'l4( 1 .... , ,1) _,l4 1 ... , 1 1 ) 
_u3 -1--1/2 =1/3-/2= 2T +l/l(V'rZ 2T , 

where z' denotes here h(ZI +=2, =1 - =2, =3 +=4, =3 - =_1). Now, illto ('<I.tS(') 11'\>1<1('(' 

each =1 with ZI + t, and add the result to eq.(Sc). We set 

2iJ'~(1) + 217;(1) + 2û~(1) + 2iJ~(1) = 
l' l' l' l' 

17~(? )+17!(? )+(173 174 173 174 )(::; )+(174 173 174 193 )(-;;) - - - ... 
(G.3.Sd) 

using obvious notation. We may write the RRS of eq.(8d) as 

where ZI = (Zt + Z2,=3 + Z4) and Z2 = (ZI - Z2,Z3 - z.d. Now, applyinl!; ('q.(80) 

twice gives us preciselv Riemann's formula (see p.17 of [MUM)): 

at(l) + t9~(1) + 17~(l) + 191(1) = 2a~(1"), (5.3.81' ) 

where here Z" = ~(ZI +Z2+Z3 +Z4, Z} +Z2 -Z3 -Z4, ZI -Z2 +Z3 -Z4, -=1 +;:;2 -Z,j +=t). 

What we have shown is that a 3econd degree identity (narncly c<I.(7a)) c(tn 

be used to derive the fourth degree Riemann identity eq.( Se). Renee the Riema.uIl 

identity is not an algebraically independent identity in our terrns. AU of the V<'l'y 

useful information stored in the Riemann identity is present, though perhaps in 

not so accessible a form, in the much simpler eq.(7a) (A simpler derivl1tioll of the 

Riemann identity will be given later in this section.) 

In Table 11 we list aH the VI and 173 quadratic identities derivable \lsing the 

above techniques. The discussion of their algebraic indepcndcnce from one anotlwr 

and from the linear identities i8 sirnilar to the thcta constant case (i. e. hy looking 

at the ratios of the scalings in each term). Included in the tahle are the glt1ings 

that produced these identities. Wc have been able to find only one of these (namely 
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t.he first one, which can be found for example in [TM]), in its fullest generality -

l. e. with rank 2 - in the literature . 

. 5.3.4 Higher-climensional iclentities: 

Latticc considerations can easily be used to derive the theta series expressions 

for the root. lattices. One way to derive these for Dn, E7 and Es is to use their 

orthogonal decornpositions (these arc calculated in Table 4). Also, the series for Dn 

follows immediately from the observation that Dn consists of aU the cven normed 

vectors in In' and those for [2]Dn and [l]Dn U [3]Dn follow irom In = Dn[2] (no 

rotation necessary) and eqs.(2.8b) and (2.10a). Finally, the series for [lJDn and 

[3]Dn can be obtained inductively from Dt+l = DnDdll] for odd n, and D~+2 = 

DnD2 [{[H], [22]}] for even n > O. Since Dt = Es, we immediately get it for Es. 

The theta series for E6 can be found from E6 ;::::: {Ds ,(12)}[1,3] (the average series 

for its glue classes now follow from eq.(2.lOa)). Alternate expressions, and hence 

theta function identities, can be obtained by using other gluings, as in Ch.4. 

Of course, An is trickier. Since their orthogonal decompositions are known (see 

Table 4), their theta series (like that of any rationallattice) are in :F(n) ltnd can 

bf> written down explicitly (but messily). Eq.(2.13a) and hence eq.(2.13b) can be 

derivcd from A.~_l (n) œ Il ;::::: I~n)[lj"" 1], but the simplest derivation is probably 

the projection operator argument given in eq.( 4.3.10) of the previous chapter. 

The expressions given in Table 10 were found using the lattice equivalences 

given at the end of Sec.4.3. E7 = A7[4J and E; = A7[2] give us the 8(7,0), 8(7,2) 

and 8(7,6) entries in the table (no rotations are involved). Eq.(4.3.11) implies the 

theta function: 

(5.3.9a) 
N-l 

L 19([-kJAn-d(zl 1 r) \I! L/kl( JLzII 1 Lr) 19([k]Am)(zlll 1 r), 
k=O 

where N = n(m + l)/(n + m + 1, n) is the order of the glue. Define the following 

unit vectors: ën+m+1 = v'n+lm+l({l}n+m+1) and ën+m+l ' = Jn({l}n,{o}m+l). 
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Then in eq.(9a), 

-, .... (l-n) (- - ')- ,,- - , :: =:: - ::; . en+rn+l en, :: =::. t'lI+m+1 , 

(G 3.!k) 

This gives us the 0(4,0) entry in Table 10. There ckarly is 110 rotation ill\'ol\'t'd 

in the Al entries in Table 10. For the rotation involved in the A.',! ('Iltl'i('h. ,,1'1' tl\1' 

discussion after eq.(2.9c). And for ..1-3 , T is 

~1) 
-1 . 

o 
(,j 3.ad) 

Of course each of the expressions in Table 10 imply identities WlWll l'OlllIJart'd 

with eq.(2.13). Further sources of identities are: 

(.J.3.1Oa) 

(G.3.l0b) 

For example, the simplest proof of the Riemann identity (etl.(8e)) is to n'nel it oH' 

from eq.(lOb). 

Of course, root lattices are not the only source of lattice identities. The p,luillgS 

of orthogonallattices can yield great numbers of them in each dimension, tlSill)!; tllt' 

methods used earlier for generating quadratic identities. Thebe are too 1l1ll1ll'l'01\S 

and complicated to explicitly write down. 

5.4 Theta Series of Glue Classes 

In this section we investigate the existence of polynomials that 'li k sat.isfies. 

We will find that the results for III k generalize very naturally to the thcta scric.,; of 

general glue classes. We will find that the theta series of the glue clas:,cs arc wots of 
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polynomials whose coefficients are linear combinations of the theta series of lattices, 

and we will investigate their minimal polynomials. 

rJ 1 (z 1 T) is an odd function of :: while Ù3 (z 1 r) is even. Therefore Ù 1 cannot 

h(' ·3-So1vpd'. However, from eq.(3.ïc) we sec that we can write 

(5.4.1a) 

Similarly, by ';hTl1.1.1 we know that ~5 cannot be 'Solved'. However. from 

{(5),(5)}[l,2] ~ 12 and eq.(1.3f) we see that it also satisfies a quadratic equation: 

so we may wri te 

~5(zjr):.! + ~{Ù3(zjr) - t93(::/5jr/25)}~5(zjr) 
1 + 2 {t?3(z/5jr/5)t93 (3z/5jr/5) - t9 3 (zjr?} = 0, (5.4.1b) 

.T. j) t73 (zjr)-t?3(z/5jr/25) 
~5(Z r = 4 + (5A.le) 

v{d3(zjr) - t?3(z/5jr/25)}2 + 4d3(zjr)2 - 4d3(z/5jr/5)d3(3z/5jr/.)~ 
4 

Of course, the quadratic equation eq.(lb) has a second root - it is easy to see that 

~ 5/2(:: 1 r) is that second root. 

Throughout this section, we will continue to write, for example, t9 3 ( k) for 

a3 ( Vkz j kr). Until now, we have been interested in this paper only in full Tank 

expressions. However, eq.(lb), for example, is rank 1 but degree 2. In this section 

we will be interested in polynomials that the (average) theta series of glue classes 

satisfy; these polynomial identities will have the same rank as the dimension of the 

glue class in question, but their degrees will be sorne multiple (depending on the 

or der of the glue) of that rank. \-Vith this in mind, consider the following definitions. 

Den.ne TL(k)(n), for 0 ~ k ~ n, to be the R-module of rank k spanned by 

the theta series of n-dimensional lattices. Explicitly, it will be the (n.nite) linear 

combination of terms d(A)(Z'Allr), where A is an n-dimensionallattice and where 
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the n X n real matrices .\1 are of rank k. Define 'TR(k)ln) silllilarly. t'Xl't'pt that tht' 

lattices A must be rational. Let ~,(I;)(n). and 'TIlU.)lnl* \H' tht'il' tit'Id of fr,\ctio:\" 

Define TL(k) and 'TR(k) as the sums over Tl of 'h(k)llll and 'Tll (J.,)(III, It':-'Pt'ctl\'t'!Y 

Then we know that 'Tdk)(n) always contains 'Tn(k)(fll and (TlullS.l 1 and :2.-') Tl 11\ 

properly contains 'TR(n )(n). 

Theorem 5.4.1: For each n = 1,2.3, ... , th(,l't> t'xist mOllie polYllolllials fil ( 1,') = 

!/Jk +8n ,1 'lj;k-l + ... + 8n ,k and În (li') = Ii,k' +8 n ,1 ~,J.' -1 + ... +8 n ,I.' of <l1'I.1,n'('s k = Çll Il ) 

and k' = r !<p(n)l • respectively, with coefficients Sn,t, '~n,t E 'Tu( 1 )(1), wh()~t· k Hwl 

k' roots are precisely wn / m and lÎt n / m == lÎtn/(n-m}! respectivc'Iy, for allm lI'lati\'t'ly 

prime ta n. 

Here <p(n) is the Euler r,b-function, l.e. the mmlber of lltllnl){'rs n'!ativ('ly plllllt' 

to n, and r xl is the least integer ~ x. 

For example, the polynomial given in eq.( lb) IS 15' Fm 11 

k = k' = 1 and k = 2, respectively: 

2,3 WI' haYI' 

h('Ij;)(z 1 T) =12(!/J)(z 1 T) = 'Ij; - 193(1/4) + û3(1), (::i.-L2a) 

2 1 l '}. 
h('Ij;)(z \ T) ='Ij; - 2{û3(1/9) - ü3(1)}l/1 + 2{6(1) - /}:dl)}, (5.4 2/1) 

where by 8(1) in eq.(2b) we me an 19({(3),(3)}[1,2])(=/V3,z/V3\ T/3). 

A significant generalization of Thm.l is possible: 

Theorem 5.4.2: Consider any N -dimensional glue class [g)A of ord('r n. Till'Il 

there exist manie pûlynomials f and 1 of degrees rjJ( n) and r r,b( Tl)1, l'e:,;p('('tiVl'ly, 

whose coefficients 8k and .h are in TdN)(IN) and whose r,b(n) and frp(n)l l'oot.!'! arc' 

t9([mg]A) and J([mgJA) = J([-mg)A), respectivcly, for aIl TH rclatively prime' t,o 11. 

Moreover, if A is rational, the coefficients will in faet be in Tn.(N)(IN). 

Of course here z will be in C 0 A, sa will have N indcpendcnt complex mm· 

ponents. Thm.1 is a special case of Thm.2. Their proofs are 5.imilar to t.hose of 
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Thms.4.4.1 and 4.4.4 in Chapter 4, and will not be given here. Lnter in this section 

w(' will dj:.,cl1~~ how minimal thcst' polynomials f and j are. 

For example, élUy order 2 glue [g]A has theta series ù( [g] A)(.z 1 T) which satisfics: 

f(ljJ)(i 1 T) = Ip - {ù(A[g])(l) + ù(A)(l)}, ( 5'-!.3a) 

while the average :,erics of t.he non-trivial glue classes [1]..14 , [2JA4' [3]..14 • and [4JA. 

of AI satisfy: 

Î(l/J)(i l,') = 1jJ2 - ~{ù(A:)(l) - t9(A4 )(1)}w + ~{iJ(E8)(i' 1 T) - ù(A 4 )(1)2}, 

(5.4.3b) 

where i E C 0 ..1.4 C Cs, (1) as usuaI stands for (iIT), and i' = (i, i)T for 

0 0 0 1 0 0 0 -1 
0 0 0 0 1 0 0 -1 
0 0 0 0 0 1 0 -1 
0 0 0 0 0 0 1 -1 

1 0 0 0 0 0 0 0 0 
T=-

2 1 -1 -1 1 1 1 1 1 
-1 1 -1 1 1 1 1 1 
-1 -1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 

Thms.1 and 2 tell us the theta series of glue classes are algebraie in Td N). 

A natural question to ask at this point is whether the polynomials given in those 

theorems élre the ones of smallest possible degree, z. e. whether they ean be factored 

ovcr TdN) or TL(N)*. An easy argument (see helow) following from the results of 

Scc.3 tells us they cannot he faetored over TL(N): 

Theorem 5.4.3: Given any glue class [gJA, any monie polynomial over TdN) 

having its theta series or average theta series as a root is a multiple of the polynomial 

f or Î. respectively, given in Thm.2. 

The analogous result over TL (N)* - e.g. the question of whether the (average) 

theta series lies in TL( N)* - is more eomplieated and has not yet been obtained. 
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However we 00 know that I}( [[1].\) E TL( S)· only if [9].\ is of orclt'r 1 or 2. in wlllch 

ease it is in Td.V) as weIl. 

Thm.3 follows from Thm.2.l and the obsl'rvatioll that tIlt' ~111\1 of tlll' Illoh 

of any monie polynomial dividing f or Î will be in Tr.{S)( '\'). Similar aq!,111111'lIt~. 

togethcr with eq.( l.:2c). give us: 

Theorem 5.4.4: a) 1}([g],\) is 3-S01vable only if tht' orcl('r of [y].\ is 1 1I1'~. 

b) â([g]A) is 3-S01vable only if the order of [9],\ is 1, :2,3. -! or G; 

c) t7([g]A) is (1,3)-801vable only if the orcIer of [9].\ is 1. :2 or -\; HUll 

cl) â([g)A) is (1,3)-801vable only if the order nf [9]A is 1. :2. 3. ·1 or G. 
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Chapt"r G APPLICATIONS TO STRING THEORY 

6.1 Introduction to String Theory 

Mauy of tlH' J('sults ohtauwd in the previous chapters were motivated by string 

till'ory. III SI·(':>.3 éllld -1 of 1 111~ ('haptcr wC' fonl~ on two applications to strings of 

t.he fOIl'p,oillp, awdy~is. How('v('l, we will fin,t (1Il this section) give a bricf bketch of 

t.lj(' thl'ol)' of :>1l1)(,l':>tlillp,:>, ('lllpha:>lzing thos(' abpccts of pal'ticular rdevance to the 

1f'11111 illilll!, t III 1'1' :>('('1 ion:>. III the ~('cond section WI:' will r('view the so-called lat tice 

Till:> IS l>1uWIl'lly I1Itl'111kd 10 he a mathclllatich thesis, so some of the arguments 

ill tIII' fil st tll1l'(' :>('("t.JOll:> of thi:-. chapt(,l llla)' be found to he too sketchy (the l'eader 

shollid filHl t IH' rom t 11 "1'1't 1011 'iufficit>ntly :-.(>lf-c(>Iltaillcd) Thih is unfortullate but 

Illlélv()J(lahll' lN 1 1I'1I'\,('! po:-.:-.ihk, ref('f(>w'('s will be givcn 

TIll' ~t a1ldm d 1('[('If'I1('(' 011 :-'lll)('rstnug thcory is [GSW] - please rcfer to it 

fOl au,)' llli:-.:-.iul!, <.id aib (H fOl cIm ifications on the following material. 

A field III phy!->H'!-> i:> !->llllply an objcct (c.y. a 4-vector .4(x) of Hermitian oper­

atoll') dl'fiw'cl at ('acl! poillt ,/ 1Il :-.pan'-tirnc Tll(' quantum field obeys the action 

IH 1ll('J pl< , M = 0, \\' h('l(' t lu' actlOu 1 l'an he obtailled by illtegrating the Lagrangian. 

Thi:-. lt·ad:-. t 0 tll<' E Ilil '1- Laglllllg(' ('quationf>. Tilt> important qualltitic:o. that must be 

(,oJllplllt'd lIl(' tIl(' tlau:-.itlOlI aIl!plitudes, from which the probabilities arc obtained. 

TIl<'s(' mllpbtlldl':> m(' gi\'I'lI hy a Feynman path-illtl'p,ral, a weightcd sum over aIl 

po:-.~ihlt' (cla:-'!->Ic<t!) pat h:-. gOl1lg flOHI the initIal to the fiual statl', the weight factor 

1 11'11 II!, "xp(IIjh) Tl11':-'I' tWll!->ltioll amphtlldeb are llsually calculated perturbatively 

Il:>illp, t 111' Fl'ylllllélll Illlc:-. éllld Ft'J'uman diagrams. 

TllI'n' m(' "'()lW' formaI :>imilaritics bctween a quantum field them'y of strings 

alld t h(' stall(lard OIH'S of poiut pm ticles, but the fini te extension of strings introduces 

:-OllU' important W'\\' f('at\ll(':-, as \\1(' shall see. 
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The fuudamclltal Objl'ct in striu~ theory is the stlill~; in tht' hdt'lOtu' tl\t'OIY 

wc will be eOIlsidcrillg, il. is a closed 100p (paralllet.rizt'd say hy t'T, \Vit.h pt'l'iotl 271") 

about lO-:l3 l'Ill long, - hOlllcthing, like lOlO tiuws slllalll'l' t.11al1 t.llt' • dialllt'tt'l ' of a 

pluton, Au electron or /luy othl'r e!('lllClltary partielt' is n'ali"'t'tl wlwllt'\'t'l' a ~tlilll!, 

vibuües, rota tt'h, etc. iu a cert aiu l'articulaI' way. The striul!, has ail lllnni t t' Il Il 1111 11'( 

of snell 1llodes, with nt hitrmily hig,h fl'(,<}\lt'll('Y and itu).!;lllar 1ll01llt'llt,1l1ll To t'ach of 

thes!: ('01'1'('1>p011(ls a particl(' (Illon' pn'cis('ly, a statt'), whos(' n\asSt'S and spiu:-. an' 

arbitrarily large. The uaturalmass scale in string tllt'ory is tht' Planck llla:-.s, ;::::: 10 1'1 

Ge V, so the elementary particles familial' to us woulel prl'~Il111ably COlI't'spoud toi lit' 

massless modes. Of cOl1rse wc do not want aIl of th('s(' par tlc!C':-' to n'lllain Intly 

massless; as iu tll(' Standard !\,!odel tl1<'Y eould aeql1iI't, n'lati\'t'ly slllallllla:-.:-.(·" Il,,illl!, 

spuntallcOUh SyllllllC'tly 1>l('é1kinp,. 

Iucidc'lltly. [GSW] p,i\'(' on pp.5D-GO a 'llO-p,O thC'OlC'IU', whieh :-.how!'> tlll' dlfli 

culties uf coustrllcting, IL phy:-'les I>11S(·<1 on t'xt('u<lcd objt·ct.s of diult'Il~I()11 > l, 

As a particle muves it traces out in space- tillw a (ollc-dilllt'l1Sioual) worl<l liw·. 

A string similarly traces out a two-dimeusional worIel :-.ht't't.. Th" act.iou [ of 11 :-.trilll!, 

is proportional 1.0 the slIrfac(' ilrca of its world sht'et, (al. l('(\st iu tht' silllplest bo:-,olli(' 

case). Au action of this fortn is clearly invariant lllldf'r tht· choie(' of !HU H1111't,! iw t 1011 

of the worIel :-.het't; the' filet that we a 1(' d('alinl!, with ,~trzn!/,~ (ratllC'l thall, :-.ay, 

membranes) perlllits [ to 1)(' conformally mvarumt as wdl. TlH':-'(' syllllll<'l.! i('s iII t· 

central tn strillg thcory. as Wl' shall sec. 

Thus, the transition amplitud<,s in quantuIll string du'o(y lC·<{lIllt· ~11l1I1ll1II,l!, 

over aIl the pùssi bIc surfaces joining the iuitial and final :-.tat(·s of thc' :-.tl inp,( s) 

- the topology of cach surface :-.pecifies as wc shaH s('p 1.11<' pu·ei!>(· lia t 111'<' of t.11I' 

interaction lepl c~ent<,d in caeh 'sulllllland'. Two of the app(·alh of ~t.l illp, till'ory :u (' 

the simplicity of its interactions -- two strings Illay joill into O()(', 011<' sI.! ill,l!, lIlay :-.plit 

into two (and of coursf' any combinatioll of thcse IIlay aiso occm) awl the' faet thal 

there is no Lorentz-invariant interaction point (50 that the forIll of the iutt!ractioiis 
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an' uniqllely dctermined from the frce theory). The \Vorld sheets resulting from, 

!'>ay, dl(' ~cattcring of two strings will. topologically speaking, include worlel ~heets 

!ooking like an 'H', likc a laùder with two rungs, etc .. Quantum mechanically, we 

mu~t takc the weighted sum of these possibilities. The resuit is a perturhation 

!'>('l'l('S. 

In quantum mcchnnics it is possible to start with nothing and end \Vith nothing, 

but to do so in a very complicated way. It does this through the so-called virtual 

processes. In string theory, for ex ample, what could happen is that a virtual string 

would spontaneously appear, split, rejoin, and then disappear. 

These processes contribute to what is known in quantum field theory as the 

'vacuum-to-vacuum amplitude'. Its first order term corresponds to the physical 

prore:-,s descI'lbed in the previous paragraph, whose Feynman diagram looks like a 

torl18. This term is usually ralled the partztwn functwn of the string. The corre­

~ponding tOrtiS can be characterized by a complex number T called the modular 

parametcr, and 80 the partition function will be a function Z( T), usually \Vritten 

,tS Z( T, f), where f is the cornplex conjugate of T but 1S treated as an indepen­

dent variable (more accurately, the first term of the vacuum-to-vacuum amplitude 

is actually the ~urll over all tori' l dTdf Z( T. f)/ 1 mT, where the integrals are over 

the fllnda.mentai domain 'H). From this anses as weIl the cosmological constant 

mrresponding to the theory (see Sec.6.4). 

Now, the partition functlOn should be invariant under reparametrization of 

the tor\1s. Sorne of these are global transformations not continuously connected to 

the idelltlty. These transformations induce mappings on T; these mappings form a 

discr('te group isomorphic to the modular group SL( 2,Z)/ {± 1}. Thus Z( T) must be 

invariant under the modular group - thls is how the powerful constraint of modular 

invariance entcrs into string theory. },lodular invariance constrains the dimension 

of the th{'ory ~Iodular invarIance guarantees the vacuum-to-vacuum amplitude (to 

first ordcr) is fini te. Some plausibility arguments exist which seem to show that 
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modulaI' invariance also guarantccs t.hat strin!!,s art' f1('(' of ail din·rl.!.('w·('s. S() ! ha! 

string theory is completely finitC' -h(' modulaI' iuvariall('t· of th(· partitioll fll1lCtloll 

will play a recurring, l'ole throug,hout the r('maillill!!, S(·ctiollS. FOI (·Xëllllph·, in SI·c.1 

we try to determine, ~iven a certain class of (modularly illvmiallt) fllllctioll~ ",biclt 

look lzke partition f\luctions, ",hether au accepta!>l(· ~trill!!, ('ouItl ht· rouud \\'h\)~I' 

partition function belong,s to that class. 

One of the qualities of striu,!!, tlu'ory that mauy phy~ici~ts rOlllld appl'Blill!!, \\',,~ 

the apparent near uniqueness of a striu!!, ha tisfyiu!!, th(· dt'sin'd pl Opl'1 t il's t Bit hllllgit 

the large nwnber of differcnt 'compactifications', é\~ t'(ln h(· ~('('ll ill SI'('.3, ~!t()WS that 

uniqueness to he illusory in some ways). An importaut exalllplt' is tll<' d('IIIBlld tltat 

the theory be chiral It has long, !wcn kuowu that the wl'ak [OlCt· cali di~tiJll.!.lIi~h 

between a system and its mirror image. TIl(' St élndard Mocl('\ (tllt' l\("('(·p!'(·d qll1l1l111l11 

field theory, with g,augc group SU(3)x SU(2)xU(1)) of (,OIIlS(' is cllilill: tll1' kft 

hallded leptons eL and VcL fonn an SU(2) dOllblt't, \Vhil(· tl)(' lip,ltt-hllll(ll'd t Il i~ 

a singlet and the rig,ht-handed electroIl-ueutrino ll( U dO(~S Ilot (·xi:-.!.. \VI' ~lt;t!1 fillcl 

chirality in Scc.3 to be a strong, constraint ou a stIÏup; tllt'ory. 

String theory is a g,auge theOl·Y. III Il101'(' mmal <lItautlllll fi(,ld tlwo! i('s \Vila!. 

must eventually be donc is to fix the glLllge. The situation is silllilm ill ~tI ill).!, 

theory. Throughout the Ielllainùer of this chapt('r w(~ will u~(' tilt' :-.o-calll·d I/I/hl­

cone glLuge (sec e.g. pp.93-95 of [GSW]). lu a D-cliulC'IlSiowd :,trillp, tlwoly, th('II' 

are D bosonic fields Xo, ... , X D-l; the lig,ht-('OlH' gI\UF.,<' 1l00H'OVaI iall!.ly ~ill).!,I('~ 

out two of these: XO and XIJ-I. The net effect is that t.11(' ou!y illd<,!H'lIc1('IIT 

oscillators Q (see eq.(2.3u) me thC' tran~v('rse ones (i.f!. t!l<t:-.e a~~()(·i"t.(·d witll S' 

for l = 1, ... , D - 2). The oscillators are creation and élllIlihilatioll 0p(·rat.Ol:-' ;1Ct.iIlI.!. 

on the Fock space of states (seC' e.g. p.76 of [GSW]); titis IW'llllS tlmt w(' ~!I()llld 

apply only the transverse oscillators to the p;roullcl stat(·s 10) to p,et phy:,ical ~t.at.(·:-. 

Ghosts are state~ Ighost) with ncgativc Ilorm (glwstlghost) < O. Thi:, is II V(') y 

undesirable situation bccausc in quantum field theories (includiug :,tliIlg thcorie:,) 
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thel>c llOlIllS HIC intC'rpretcd as transition probabilities, and sa should be ~ O. It 

turns out that in the light-coJ!c gaugc thcre are no ghasts. However, the gauge 

fixing ohviolll>ly hlOk(' LOI'<'lltz illVmirtucc. \Ve must make sure the resulting theOl'y 

is Lorent.z invariant. It t.urll'> out that Lorentz invariance holds only in, e.g. for the 

},osouic str 1IlJ.!" D = 2G dimensious, and for the so-called Type II string, D = 10 

dimcusiollS, cOllsistt'ut with t.he constraints dcrivcd from modulaI' invariance. 

'vVe jUl>t r<'felled to the dimension in ~tring theories. Unfortunately, nature 

app('un; to be only 4- (l<Ithcr than 26- or 10-) dimen:;,ional. The most obvious way 

t,o ('xplaill t.lH' discrcpancy is tn compadify the extra dimensions -- that is, to make 

tlH'1ll so small (('!J. ou t.lH' ord<'l of the Planck length of 10-33 cm) that we have no 

ho!>(' of ob: .. wrvillg thC'lll. This WIll he discussed in the following section. 

In 1971 Ralllond, NCVCL .. :tllcl Schwarz found a fermionic string that was later 

diseovcrcd to have built into it a previously unknown symmetry called sllpersym­

metry. Supersyuulletry is the only symmetry that can mix bosons and fermions, 

and t.hl1s is the ollly hope to tt llly unify aIl the particlcs found in nature. It can 

do this lwcalll>(' it has a fermionic generator Q which changes the spin of pm ticlcs 

hy t. (St'(' [FREJ for a complete introduction to supersymmetry). Locally super­

sylllllld.l ie t.hl'ories (callccl supergravity) automatically include general relati vi ty in 

t.he appropriatc limit, but have serlous problems which seem to prevent them from 

accllrat.dy descrihing nat. urt'. 

Thel'<' is 110 experimental cvidcnce yet that nature is supersymmet.ric (in fact if 

it is. the supcrsyll1111ctry must oc badly broken), but rnany physicists are neverthe­

kss ('Ollvill('cd t! lt SllpCl'symlllctry is just too promising not to somehow play an 

illl}>ort.allt l'ole in reality. Sllpersymmetry cornes in two versions ID string theory: 

Sp,l("<,-tilllt' supersymll'ctry and world sheet supersyrnrnetry. 

The 2G-dillWllSioual bosonic string is not supersymmetric (and has the more 

st'riOllS fiaw of havillg tachyons). Thcre are several classes of worldsheet supersym­

llU'trÎ<' shings - - ~.c. supcrstrings. Type 1 sllperstrings are bot.h open and closcd, 
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while Type II strings RfE' only closed. The former SCClUS to hold SOUl(> promis!' ilS 

a possible theory of physies. The latter has ditfiClùty either \Vith chimlity or \Vit h 

supporting an adequate gnuge group. 

But the most promising superstring today is callcd the hl'teroüc .'ltnna. It IS 

a closed string, and hence its right- and left-moving modes arc illclqwlldt>llt (t Ilt'rt, 

are no endpoints to refleet its wave). It is a hybrid of the old bosonie striu).!, and 

the Type II string: its left-mm.·ers live in 26 dimen~ion~ whilt, its ri""ht-moVl'l's 

are only in 10, but this is rectified by making 8 of thest' tmnsw'rs(' aud 16 of 

them internaI (2 are eliminated by the light-conc gallgc). Quly rig,ht-lllOVCl'S aIC 

(world sheet) supersymmetric (the heterotic string may or may not })(' ~pHct'-tilll<' 

supersymmetric- see Sec.3). The low-energy limit of the tht>ory is D = 10, .V = 
1 supergravity (D is the dimension of space-time, N is the number of fermionic 

generators Q and the number of spin t supersymmetric partners of tilt' g,ravitou, 

called gravitinos) coupled to the gauge group Spin(32)jZ2 or ER x El',. TIlI'se ).!,illlg(' 

groups, and the way to rectify the difference of 16 dimensions are clo~l'ly {'l'latl'cl 

to each other and to the 16-dimensional even self-dual lattict's, and is oW' of the 

main ways lattices enter into string theory. The heterotic ~tring is anomaly-fl't,I', 

free of ghosts and tachyons, and there is reason to believe it is l'ntirely fiuit.,. Its 

lowest mass states (and there are many of them!) are aU massless (prior, tlmt i~, t,o 

symmetry breaking). In the remaining three sections of this chapter wc will eoll~i(kr 

only the heterotic string. 

The most promising of the heterotic strings is the Es x Es one. It scerns to have 

the best hope of predicting the observed particles. It has been speculatcd that one 

of these Es's might give rise to another type of matter (called shadow matter) which 

can interact with our matter only gravitationally. Wc will addf(~ss som~ questions 

related to shadow matter in Sec.3. 

6.2 The Lattice String Formalism 
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We revi('w in this section how strings in the light-cone gauge (see the previous 

sectioll) cau be COllstrudcd from latticcs. Our goal is to COllstruct heterotic strings 

whose dyn<tmical d('glC'('S of frcl'dom are cornpletcly debcribed by world-shcet free 

bosons quautiz('d in 11 lattice, and to see how the various cOllstraints (snch as the 

modulaI' inVanaIH'C of the partition fundion - see Sec.1) 1 estrict the physically 

allowable thcorie~. This is discussed in much more detail in a number of papers by 

t.h(' "CorIlell group" (~ee C.g. [KLT]) and, independently, by Lam (see [LAM!-3] 

-- t.he ('lllIivalcIlcc of the two approaches was made explicit in [LAM!]). Wé will 

also discuss how shifting arises llat.urally in such theories, and apply some of the 

Iesults ohtaiued in Chapters 2 and 3 ta the study of this shifting construction of 

strings. 

An altenmte lattice formalism is the so-caUed 'covariant lattice' approach, 

which uses LorcIltzian lattices (c.g. 125 ,1), It will Ilot be discussed here (but see 

(~.!,. [LL]). 

The lattice string is a tiny subclass of an strin,r theories; they represent the 

simpl<'st and most accessible strings, and yet most features of general strings are 

rdlected in these lat.ticc ones. Rence the real interest of the lattice string is not so 

lllllCh in finding among thcm a totaUy adequate physical theory, but more conserva­

t.ivcly, to hclp us understand general properties of string theorics. This theme runs 

t,hroughollt t,he lellgthy survey article [LSW] on lattices and strings. 

Let. X and 'li be boson and fermion fields, respectively. They are functions of 

(ao,a l ) (in fnet, of a±~fao ±al ), where aD = t is 'time', and where (71 = (7 is 

a paramcter that runs along the string. Now, our strings are aU closed, so a is a 

pcriodic coordillatc, say with pcriod 27r. Row X and 'li behave as we wrap around 

tIt(' st.riuJ!, -- U'. whcn wc replace a wit.h a + 27r - constitute their boundary 

condit.ions. As thcy arc Ilot themselves directly observable, they do not have to be 

periodic. 

Dccausc our strings are aU closed, the fields can be functions of a+ alone 
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(and are called left-movers), or functions of cr - alone (called right-nw l'er,~) 

e.g. eq.(1.1a). (If the string had endpoints, waves could rrflect off tht'm and l't'\'('rs(' 

direction. ) 

The conformal currents (which generate the conformal transforma.tiolls dis­

cussed in the previous section) look something like 

They are physical, so must be periodic (i.e. T(cr + 27r, t) = T(O', t»), which Sll/!,/!,('st.s 

the boundary conditions 

x (0" + 27r, t) = exp( - 27riw)X (cr, t) or X ((1 + 27r, t) = X (0', t) + 27rlt 

and W(cr + 27r, t) = exp( -27rzw)'iI(0', t), (G.2.1 ) 

for constants u, w and w. These are called the twist (by phases w and w) and .~hift 

(hy u) boundary conditions. 

A heterotic string must also possess a conserved superconformal C1lrrent in onlPr 

to eliminate aH the remaining 'ghosts' (t. e. negative normcd states), It looks lik(' 

(where !a!3-r is the structure constant of a Lie algebra), but takes a diffcrcnt fonn in 

the bosonized framework used in Sec.3 (see [GL1] for a morc detail('d treatmcut of 

the super conformai current, including references). Because only the right-hand sid" 

of such a string is supersymmetric, only it has a superconforrnal Cllrrent (both sicles 

are conformally invariant, however). We will discuss the superconformal C\lITent 

more in the following section, The superconformal current (being a fermÎonic quan­

tity) must be periodic or antiperiodic as we travel around the string: z. e. when we 

replace cr --+ 0' + 27r. This is highly nontrivial (leading e.g. to the so-c:alled triplet. 

constraint) and, as we shaH see, strongly restricts the right-hand side of the theoz'y. 
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ll1 can be related to X through a process called bosonization, which is given by 

the formula 

'li =: f'xp(-iX):, (6.2.2) 

where the colons denote the normal ordered product, and tells one ho\\' to interpret 

products of fields in the Taylor expansion of 'exp'. This clearly relates (complex) 

fermions with the twisted boundary conditions to (real) bosons satisfying the shifted 

boundary conditions The existence of this bosonization process is intimately con­

nected with the fact that the wodd sheet is two-dimensional. 

There are two possible strategies. Those bosons could be fermionized, or the 

fermions could be bosonized (in both cases using eq.(2)). In the lattice string 

considered here, the latter is the approach taken. 

Whereas the shifted bosons (and hence the twisted fermions) live on a lattice, 

as we shall see, the twisted bosons on the other hand required something more 

complicated, called an orbifold. An orbifold is obtained from a lattice by identifying 

the lattice points in the orbits of automorphisms of the lattice. It is fiat, except for 

isolated singularities, so its curvature looks like the sum of Dirac deltas. We will 

not discuss orbifolds further here, and will assume all bosons in the theory obey the 

shifted boundary conditions. 

In the heterotic string, there are 24 left-moving degrees-of-freedom (i. e. real 

bosons), and 12 right-moving degrees-of-freedom. The dimension D of space-time 

in the theory is not simply the number (24 + 12) of boson fields, but rather is 

determined from the nwnber of bosons playing the role of space-time coordinates. 

In particular, for a D-dimensional string (i. e. a string representing a universe with 

a D-dimensional space-time) D - 2 left-moving bosons xi pair up with D - 2 

right-moving bosons x~ - they are uncompactified: the center-of-mass coordinates 

xt = xio + X~o and momenta pg = p~c + p~o (see bdow) of the resulting fields 

XP(O', t) = xt(O'+) + X~(O'-) are unconfined (the number of sueh fields is D - 2 

rather than D because we are in the light-cone gauge - see the previous section). 
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In the remainder of this discussion we will cOl1sider only the r(,lllê\illill~ ('O\ll­

pactified real bosons. 

Let X(a,t) = (Xda+);XR(a-)) denotc the compactifit'(l l't'al bOSOllic ('oordi­

nates. The m fields in XL are left-moving, and the Tl fields in X Il arc right-lllO\'in.L!;. 

The previous paragraphs tell us that, for a D-dimensiollal hetC'rotÏc string, t l\l'~t' 

numbers are nt = 26 - D and n = 14 - D. The two cases of gl'<'ëlt('st intel t'st élIT 

D = 10 and D = 4; in the following two sections we will foc\ls on 4-diul<'llsioual 

strings. 

Consider the normal mode expansion (see e.g. eq.(1.1)) 

( ) ± .",1 ± ± X L/ R 0', t = Xo + PL/Ra + l L_ -tl"k exp( -lk(]' ). 

k:;éO 

lG3.3a) 

Xo is (classically) the center-of-mass coordinates of the string and divided by 2rr is 

assumed to lie in a torus defined by an (m + Tl )-dimensional lattice A _ .. z. c. i t. is 

invariant under translations by vectors in A. The boundary conditions sati~fiC'd by 

X is then of the form 

X(a+271',t) =X(a,t)+271'u (mod 271'A) (G.23b) 

for SOrne constant vector uER 18 A. 

Let P = (PLi PR) E R 18 A denote the momentum of astate (it is a. v!'ctOl' 

of eigenvalues of P = (PL; PR). Its dot products (it turns out) are ddiIlCcl by 

Pl . P2 = PIL . P2L - PIR . P2R - in other words, A has signature (m, Tl). Tht' 

boundary condition eq.(3b) means P - U E A. 

Astate with mass II;[ has a momentum P = (PL; PR) satisfying 

2 2 1 2 
M = PR/2 + MR - ~ = PL/2 + ML - 1, (6.2.4) 

where lvh,R are non-negative integers describing the states of excitations of the 

bosonic oscillators. In particular, zero mass states - which are the experimentally 

relevant on es - require p~ = 1 and Pl = 2 or O. The mass scale of these ~tring 
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theories is on the order of the Planck mass, ~ 1019 Gev, so massive particles would 

have maSf>eS comparable to bacteria - far beyond the scope of modern accelerators. 

Tachyons have imaginary 'mass', and hence travel faster than light. They occur 

whcn hoth pi < 2 and Pk < 1. For a number of reasons their presenœ in a theory 

is Ilot cl(·sired. We will con front thcm in the following section. 

Space-time has a preferred l'ole in quantum field theories. But here everything is 

a world sheet field of operators - including space-time. The Lorentz group ;s on an 

equal footing with all other symmctries of the theory. The spin-statistics theorem, 

giving the correct relationship between spin and statistics, is automatic in (space· 

time) quantum field theories, but in string theory its validity is not guaranteed: it is 

imposed, and not derived. vVe shall now discuss the consequences in this formalism 

of insisting upon this spin-statistics connection. 

Even though aIl fermions 'li have been bosonized Vla eq.(2), fermionic states 

must still exist in this purely bosonic formalism. The fermionic number :F is con­

served and additive, and in this framework the fermionic parity ( _1).r is given by 

( -1 )2 p .v, where v is called the fermiomc vector. 

We are lnterested in maintaining the correct connection betweell spin and statis­

tics. Spin is governed by the representation of a state in the transverse space-time 

rotatiollal group SO(D - 2) (the Lorentz group is SO(D -1,1), but in the light-cone 

gauge this collapses to SO( D - 2) - this is discussed on p.41 of [G LI]). For heterotic 

strings, this group operates only on the right-moving coordinates, which means the 

root lattice D( D-2)/2 for this group must be contained in the right-hand side of A 

(explicitly, (D( D-2)/2)( -1) cA). The usual connection between spin and statistics 

is obtained therefore if the fermionic vector v is allowed to have nonzero components 

oIlly in the coordinat es R 0 (D( D-2)/2)< -1), and it should transform like a vector 

with respect to the tran .. 3Verse space-time group SO(D - 2) - in other words, its 

component in (D(D_2)/2)(-I) should lie in the glue class [2](D(D_2)/2)<-1). We can 
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.. write v = (0; VR), and we can choost' 

The root lattice for SO(2) is one-dimensional (in fact t'quai to Dl = I}4l = (-1 )), 

so in the case of a four-dimensional string the fermionic vt'ctor l' lit's in t.1lt' din'ctiol\ 

defined by this one-dimensionallattice. 

So far there have been no restrictions on the ehoice of Ia.t.tice .\ tother t hall 

that for a four-dimensional string it has signature (22, 10)). Wc shall SI'(, th:\t tilt' 

modular invariance of the partition function restricts it quite significalltly. 

The partition function (see Sec.1 for its definition) of this latt.ice strin~ i8 ~ivt'n 

by 

ZAC vulr, f) = 1]( r)-m1]('f)-n L exp[1I"ir(rL + uL)2 - rrzf(rR + UR )2]( _l)F 
rf:A 

= 1](r)-mT/(f)-n I:exp[7riT(rL + ud2 - rrif(rR + UJl)2 + 2rrz(1' + IL)· p] 
rEA 

(6.2.6) 

where 1]( T) is the Dedekind eta function of the modular parameter T (sec cq.(5.1.2d)). 

The 1] factors arise from the contributions of the bosonic oscillators. 0" ("(}utai m; 

the contributions of the momentum states p = r + u, together with the statisticnl 

factor (_1)F. In these expressions, r Land r R are the left- and right- hand parts of 

r, so r = (r L j l' R). 

We saw in the previous section that this partition functioll Z,d vlllr, r) has to 

be invariant under the modular transformations. This is 50 iff it is invariant undcr 

both T -+ r + 1 (henee l' - f + 1) and T -+ -l/T (henee l' -+ -1/1'). 

Invariance under T _ T + 1 implies both 

1'2 + 21' . V = 0 (mod 2) \fr E A 

v2 == (m - n)/12 (mod 2). 
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For the hcterotic string, m - n = 12,50 eq.(7b) is fortunately consistent with eq.(5). 

Note also that bccause eq.(ïa) must be valid for both ±r, we see that we must have 

hoth 21" . /J E Z fllld r'l. E Z -- z. e. that 2v E A· and A is intcgral. 

Iuvarianr.e under T ..... -1/ T (using the Poisson summation formula) implies 

A = A* 

u := ±v (mod A). 

(6.2.8a) 

(6.2.8b) 

Thus wc may to.ke v = u, and we have 2v E A. Note that eqs.(7) imply p2 must 

always be odd, and r 2 is even for bosons and odd for fermions. Note also that the 

cornponent in R 0 (D( D-2)/2)( -1) of any momentum p must lie in (D( D-2)/2)< -1)*, 

and will be in [1](D(D-2)/2)(-I) or [3](D(D-2)/2)(-I) if the corresponding particle 

. ~. [iJ]D(-I) D(-I)·f h d· . 1· b 
IS a lCrmlOn, or _ (D-2)/2 or (D-2)/21 t e correspon mg partie e 1S a oson. 

To summarize, the moment a p for such a D-dimensional lat tice string lie in 

A + v, where A is a Type 1 lattice of signature (26 - D, 14 - D), and where v 

satisfies eqs.( 4), (6a), and 2v E A. We will be interested in the choice D = 4. 

A generalization of string theory is conformai field theory; lattices also can be 

used in their construction - for a brief review see [eN] or [LSW]. 

We will end this section with a brief discussion of the shifting method applied 

to t.he construction of lattice strings. This is also touched upon for example on 

pp. llO-Ill and pp.1l8-l23 of [LSW]. 

The basic idea is that after choosing more complicated shift boundary con­

ditions than the earlier ones, which were given by a single u satisfying, it turned 

out, eq.(8b), the theory can be rewritten in terms of those boundary conditions after 

thIOwing away the additional nonphysical states. But different boundary conditions 

me an a different string theory. In other words, this rewriting of the theory arnounts 

to changing the lattice A which defined the theory. The new lattice is precisely the 

shi ft of A, in the sense of Sec.2.4. 

This is usually expressed in the fermionic formulation, so we shaH turn now to 

that. Consider first the foHowing string. 
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The lattice A = Im,n corresponds to m left-moving and 11 ri~ht-lll()\'in~ wlltld­

sheet fermions satisfying periodlc houndary conditions, as can b{' M'I'n tlllollL?,h 

bosonization. In this case the fermionic direction u i:-. l' = (( 1/2)111; (1/2)"). thillll.:­

to eq.(7a). This li however is not the \'cetor reprc:,('tltation of SO(D - 2) till fa"t il 

is not even on the right-hand side of A), so spin and stat.istics an' Ilot eonUI'ctt·d TI) 

restore the spin-statistics connection we must couvert it into Cl ~tring of the ('arlit'l 

type by incorporating antiperiodic boundary conditions, in the followill)!; way 

Next, consider a fermionic string given hy (TH + Tl) ('Olllplt·X f«'rmioll fil'Id:­

(wt(O'+), ... , Wt.(O'+); \Vï(O'-), ... , W;;(O'-)) satisfying the apt'rio(h(' twi:-.tt·IIIH)\ll\ll­

ary condition: 

(G ::U)) 

(The RNS string briefly referred to in the previous section is a special CIlSI' of swb 

a string.) From these w±, we can form a vector w E R 0 A, where ,\ il' l""u-

Now consider A such string theories, each defined by a diff(,l'f'llt rhoÏ<'p of tWIst 

vectors Wk E R Q9 A, A: = 1, ... , A. It is usually assumed that t'acl! of tlw:-.(· twi:-,t 

vectors are of finite order in A, l.e. there exist positIve Tlk E Z :-'Udl tlmt. IIJ.. ..... ·J.. E .\ 

for each k. Then the twist group n generated by linear comhinat.iow., of t hl'sl' V('ct()l'~ 

(modulo A) is finite, of order at most I1nk-

Each sEn can be written as L:~l SkWk for integers Sk satisfying () :s .";k < III.. 

Each sEn defines a Hilbert space (called a sector) of :-.tatcs. TIH' st.ring t 111'01 Y 

consisting of an these sectors is not physically acceptahle. For one t.hin)!;, it. i:-. IlOt. 

modu1arly invariant (its bosonic lattice is A[n], which is not self-dual). Bllt t. 1 11'11' 

is another problem. 

Physical states (which are obtained by applying the field operators IV to t.lll' 

vacuum 10), as in eq.(6.1.2)) must be periodic under 0' -+ 0' + 27r. W(' thw-, IllU:-'!. 

project out of the physical Hilbert space aH aperiodic ones. This is adlÎevecl by tlll' 

Cliozzl-Scherk-Olive (CSO) prOJection, which is huilt into f'q.(10) ~)('l()w. 

Eq.(9) tells us the phase the fields 'li gain as 0' -+ 0' + 21T'. To dl~tellllilH' 
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the phase gained by an arhitrary state, it is necessary (and sufficient) to know In 

addition t he phase gained by the vacuums 10) ~ of each sect or 8 E n. CaU this phase 

((.~) ER'/') .\. It is f's~entially a linear fUIlction of 8. 

Wc can now write clown the partition function for the system: 

Zi\,n,ç{vIT,f) =(l/fI;=lnk) L 2/\(8 + v,t+uIT,f)exp[21l'z</>(s.t)], 
.,IEfl 

</>( s, t) = t . (( oS) - v . (t + v), (6.2 10) 

and Z/\ is as in eq.(6). The sum over s in eq.(lOa) is the SUffi over sectors. The sum 

ow'r t, togeth(>r wi th the (l /fInA. ) factor, gives the eso condition (q( 8) +8 +(( s))·t E 

Z. (Specifically, the GSO projection is the normalized sum of twist operators -

S('C e.g. [LAMl-3].) 

Imposing the condition on Z/\,O,( that it be modularly invariant turns out to 

entail a number of constraints on the twist vectors Wk and vacuum phases (( s). 

In particular, defining (I) to be the Jth component of ((w l ), we get precisely the 

conditions eq.(2.4.1a, b) in Section 2.4. 

Indeed, it is not difficult to see that the GSO projection is such that the bosonic 

lattice A' corresponding to the string theory with partition function Z/\,O,( is simply 

the shifted lattice A' = A( n, {(I})) discussed in Sec.2.4. Modular invariance, not 

surprisingly, is the condition needed to ensure that that shifted lattice be self-dual. 

vVhat we have seen is that imposing arbitrary aperiodic twisted boundary con­

ditions on complex fermion fields is equivalent (after bosonization and GSO pro­

jection) to shifting the originallattice A by those twist vectors. The treatment of 

shifting in Ch.2 was partially motivated by the widespread use of shifting in string 

physics. Most of the theorems III Sec.2.4 were designed for that purpose. 

We know that any odd indefinite self-dual lattice is integrally equivalent to 

sorne lm,lI' vVe are interested here in odd self-duallattices with signature (m,n) = 

(26 - D, 14 - D). However, strings corresponding to integrally equivalent lattices 

are not necessarily physically equivalent. In particular, an arbitrary rotation in 
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SO( m, n) will in general mix up the left-mover:> and the rilJ;ht-moYt'l"H, and sn l'iluld 

for example change the mass spectrum. 

In other words, for lattices tlsed in COllstructinlJ; striu,I!,s. the plnjt'l'tioll:- :rI 

and 1r Rare physically relevant. This is another rcaSOIl why in t his work WI' do l\ut 

necessarily equate (as many do) integrally equivalt'Ilt lattict's 

On the other hand, since rotations of SO(m)xSO(n) do Ilot mix IIp ,Ilt' Id', 

movers with the right-movers, they describe the samc physics. Ou1y lOtatlOII'i III 

SO(m, n)j(SO(m)xSO(n)) give rise to diffcrcllt models, so tllC' llumlwr of l'Outillll­

ous parameters specifying different physical models is mn. 

Results in Chs.2 and 3 tell us the following important re~mlt: 

Let A and A' be bosonie lattices for two differcnt D-dimcnsioual ~trin,l!,s, and 

let 1rL, 1rR, 1r~, and 1rn be the projections satisfying 1rdPL;PU) = 1'1" dr.. 

Theorem 6.2.1: Let (AL; AR) and (AL; AR) be the LR-dccompositions of ,\ alld 

A' defined by 7rL, 1rR, 7l"~, and 7l"n. Then it is possible to shift in the abovt' mal\llt'l 

between the two strings theories (up to a physieally irrelevant rotation in SO( 22) 

X SO(10)), iff AL ,..., A'L (z.e. iff ALgA'd' 

For example, it is impossible, starting with the fermionic string In,lI" to ).!,d 

at (through shifting in this string-theoretie manner) the strings eonstruett·cl ill tlll' 

following section (e.g. the Z3 orbifold discussed there). 

6.3 The Bottom-up Construction of Strings 

String theory is the only known grand unified theory where quantum g,ravity 

can be meaningfully ineorporated. And, beeause of that, the theory is most ca:.ily 

formulated at the Planck seale. From that seale clown, as the llniverse coohi, cly­

namics intervene to give ri se to spontaneous symmetry breakings (thcse art! what 

give many of the 'massless' states a small mass) and phase transitions, Our inability 

204 



to (h'al with the dynamical issues makes it difficllit to predict anything from first 

principles at the present (cxtremely low) eneIgies - in fact this absence of tangible 

('xperimcntal prf>dictions is one of the most scrious flaws of string theories. 

The lIsual way in the physics literature for constructing new strings is the shift­

iIl}!; methocl descriheo at the ('nd of Sec.2. The physicist starts with sorne string, 

lls1la11y one with far too mllch l>ymmetry, then imposes on it new aperiodic boundary 

conditions to break clown that symmetry, and sees what phenomenological charac­

t.eristics the resulting string possesses. It is very difficult to decide which boundary 

conditions to try, with the result that this becomes a hit-and-miss kind of activity. 

It has Ilot produced any ph('nomenologically acceptable theorics. This gives rise to 

t.wo uatllral q1lestJ<)Ils: (i) can another met hod for constructing stnngs be found 

which gives the physicist. Illore control over the phenomenological properties of the 

rcsulting string; and (ii) is the lack of Sllccess of the shlfting method an mdica­

t.ion that there sim ply are not many (if any) physically acceptable (lattice) string 

theories. vVe sha11 see in this section that the answer to (i) is 'yes', and that (ii) 

t.here does seem to be an inherent scarcity of phenomenologically reasonable (lattice 

string) theories (in particular, 'shadow matter' does not seern to be a miracle cure 

of the 'rank 22' problem - see below). 

This section is a surnmary of the results and teclmiques developed in [GLIJ. 

That paper is far too long to include here without major abbreviations, but the 

reader who finds the treatment given here confusing or incornplete should consult 

[GLl]. In it we focus on a method (based on the gluing construction of lattices, and 

ca.lled the 'bottorn-up construction') for constructing strings with desired low energy 

spectrum and gauge group. The strings considered will be 4-dimensional, and will 

have, as they should, a super( conformaI) current. We wish them to be chiral and 

wit hout tachyons. \Vhat tachyons are in the lattice formalisrn was discussed after 

eq.(2.4). The forms chirality and space-tirne supersyrnrnetry take in this forrnalism 

will be addrcssed after Thm.!. 
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Four-dimensional heterotic lattice strings tmffer a drawback in that tht' !!,(\1I!!:(' 

group i8 of rank 22 (see below), which i8 definitely too large for pht'1101l1t'1101o!!,ical 

application. One possible way out of this difficulty is to try to arrall)!;t' ~Olllt' of 

these 22 ranks to be in a shadow group, thereby effectively reducing the rank of 

the observed gauge group. By definition, a shadow group i8 Olle in which tlle' 

observed particles have zero quantum numbers, and that auy ma:,slt':i8 pélrt\('k~ 

with nontrivial quantum numbers in the shadow group have no quantum lHlllllwt's 

in the observed gauge group. Thus matter in the observed gauge group and matter 

in the shadow group can interact only through gravit y, and the shadow group i8 

effectively de cou pIed and unobservable at the present energies. In this sc>ctioll \V(' 

will prove sorne general theorems concerning the shadow-group scenarios. 

We would like to construct four-dimensional heterotic strings by COllSt.l'llCt ill~ 

self-duallattices A of signature (22,10) (see the previolls section for the hasic l(·la­

tionship between A and the string theory). Moreover, wc wOllld like to tailol' it to 

possess a given gauge group Q and to contain a given massless spectrum S. vVe will 

next discuss the constraint on the construction of the self-duallattice put by th('st' 

two requirements. 

Let {AL; AR} be the maximal LR-decomposition of A discussed at the (,lld of 

Sec.2. The lattice AL is even, by eq.(2.ïa) and v = (0; VR)' WC will COllst.mct A 

(and hence the string theory) by gluing A from a base lat tice An = {A() L ; Ao Il} . 

There i8 no natural choice for this base lattice; we have found it rnost eOIlwnicllt 

to cho08e it to be an orthogonal decomposition of {Al,; AR}. The stratf'gy is that 

choosing a superconformal current will fix AOR (see Thm.l)j the gauge grollp will 

constrain ll oLi and the massless particle spectrum will provide us with a Het of ghl('s. 

The conditions of chirality and absence of tachyons further constrain AOL and the 

remaining glue vectors. 

Let us recall two facts. The momentum P = (PL; PR) of a massless state mll~t 

satisfy Pl = 0 or 2, and Ph = 1 (see eq.(2.4)). Moreover, the rank of the gallgc 
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group 9 for the four-dimensional strings constructed this way is always 22 (the 

dimension of Ad. Consequently if 9 is the largest semisimple group in 9 and it is 

of rank r, the gauge group must be of the form (; = gxU(l)~2-r, with the U(l) 

groups gcnerated by the left-moving bosonic oscillators. 

9 is the experimentally accessible gauge group. Its gauge boson" have (ground 

state) momenta (PL; v), where pi = 2, and so are massless (and hence experimen­

tally relevant). Let Ag be the root lattice corresponding to g. Then PL transforms 

like the adjoint representation of the gauge group, and so lies in Ag. Hence Agis 

an r-dimensional sublattice of AL. By Witt's Theorem (Thm.1.5.3), Ag is precisely 

the sublattice of AL generated by its norm 2 vectors. 

The Standard Madel (the currently accepted quantum field theory) has the 

gauge group SU(3)xSU(2)xU(1). This rneans two things. First of aIl, we are 

interested preferably in theories with r as srnaU a" possible (because the rank of 

the Standard Model is sa small). One possible way of getting around this is 3hadow 

matter, as we have seen. Secondly, A2 EB Al CAL. 

The choice of the glue group G is partially deterrnined by the massles'l spectrum 

S. Each particle in S gives us a (possibly redundant) glue vector P - v = 9 E G. 

Unfortunately we only know sorne of the components of P in Ao. For example, 

whether it is a fermion or a boson deterrnines its glue class in (Dd(-I): e.g. a 

'vector boson' lies in [2]. Also, we know how !t transforms under g, so we know 

which weight classes it lies in (e.g. a gauge boson must lie in [O]Ag ). The other 

components of p are determined only by the massless condition Pl = 0,2 and 

Pk = 1, and the constraints that the glues must form an additive glue group with 

integral dot products. These constraints are surprisingly strong as evidenced by 

t.he arguments given in [GL1] for the proof of Theorem 5.11 there (reproduced as 

Thrn.8 here). Usually the massless states in S will not yie1j a large enough glue 

group to make Ao[G] self-dual. In that case, additional glues, hopefully massive, 

would have to be supplied to complete the job. 
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A heterotic string must possess a conformaI and a superconformulctllTl'llt l =::;\1-

percurrent) in arder ta eliminate aU the neg,atlyc-llorm statl's. ConformaI inyariatl<'(' 

has already been uscd in the light-cone gaug,t' cOll~trtlctiou \lIlde!' di~(,llssi()ll, bllt \\'(' 

must still make sure of the existence of a supercurrent (,()llStrnctt'd ont of t hl' rip,ht.­

moving variables. A è.etailed discussion of the superCUl'lI'llt is ht')'oud tht, ~('()I)(' of 

this work (see e.g. the discussion in [GLl] anù the referellcc!i tllt'n'in). 

U nfortunately, a complete Iist of supercurrcnts COll~tr\lda hIe from lattit'(, hns()ll~ 

is not known, though special solutions are availahle. Amollg thl'~e kUOWIl SIIP('l'­

currents, sorne of them can never lead to a four-dimensional chiral tl1l'ory a11<1 ('lm 

be rejected on phenomenological grounds. Of the remailùng Oll('S, we ('ho()~(\ for 

the sake of concreteness ta discuss in this section only the sllpercurrent Ilsed in tilt' 

Z3 orbifold at a particularly symmetric moduli (see in partic\1lar Tablt,s III lllllllV 

in [GL1]) and consider its consequences. The method empIoyed I)t'Iow is )!,(\l\t'l'HI 

enough to be usable for other supercurrents as well. At this pomt in t.ime, hOW(\V(\I" 

we have not yet applied our methods to altcrnate supercurrents. 

This particular supercurrent solution may he used to constrain the right-hancl 

part AR of the lattice A. 

Theorem 6.3.1: (i) AR contains the suhlattice 

A <!!:.{ {/(12) /(12) [(12) /(12) [(12) /(12) /(12) /(12) [(12) /(4)} 
OR - l '1 '1 '1 '1 , 1 , l '1 , 1 , 1 

~f {(12), (12), (12), (12), (12), (12), (12), (12), (12), (4)} 

and the glue classes [( q3 ).] = [0, ... ,0,6,0, ... ,0,2], where the '6' occurs at the zth 

place and 1 ~ i ~ 9. 

(ii) Let q = (qLi qR) = P - v represent a massless fermion. Then in the hasis of 

AOR, each of the 10 components of PR must be equal to + 1 or -1. 

(iii) Suppose a space-time supersymmetric theory contains a massless fermioll '1 == 

(qL j qR) not in the adjoint l'epresentation (z. e. glue class [0]) of the gaugc group. 

If P R = q R + Vo is chosen conventionally to be P R = (( -1) 1 0 ) ~f 1], then the 
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gaugino glue vector 8 = (16(-1)4) E AR is uniquely deterrnined up to per­

mutations of its first nine coordinates. In particular, there can be no N > 1 

~pace-tirne supersyrnrnetric theory that is chiral. 

(iv) We may take the left-hand base lattice to be the 22-dimensional orthogonal 

latticc 

(6.3.1) 

for some (as yet unknown) nonzero integer k. 

Note that the final component of AOR is {( 4)} = Dl, the helicity or space­

time group. Thm.1(i) says that any st,ring with the given supercurrent in it must 

necessarily contain AOR . 

By a nonchzral theory, we mean here one in which every left-handed massless 

fermion with fixed quantum numbers in 9 has a right-handed partner. Let us 

define 'left-handed' helicity ta be in the class [3JDI (for p) of the SO(2) (the tenth 

coordinate on the right-handed side), and 'right-handed' helicity to be the ones in 

class [IJ. SO a left-handed fermion q = (qL; qR) is a chiral partner of a right-handed 

fermion q' = (qi.; qn) iff qL == qi., the tenth coordinate of qR belongs to class [3], and 

the tenth coordinate of qn belongs to class [IJ. Note that there are no requirements 

for the other cornponents of qR and qn' Note also that if a theory is nonchiral in 

our sense, it is nonchiral in a more usual sense as well (which is concerned only with 

quantum numbers in g). 

It is also necessary to explain what is meant here by a space-tirne supersym­

metric theory in this context. (Recall that the heterotic string necessarily has world 

sheet supersymmetry on the right-hand side, but may or may not have space-time 

supersymmetry.) We mean by this that a glue - a gaugino - of the form (0; 8) 

cxists, with 8 belonging to glue class [3J in the helicity group 50(2) (the tenth co­

ordinate of AOR), and with 82 = (8 + VO)2 = 1. We also mean by this that every 

massless vector boson must be in the adjoint representation (z. e. the glue class [0]) 

of the gauge group. Beyond this, no supersymmetric operator algebra is assumed. 
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With this definition, we note that neither (qL;O) nor (O;qn) in (iii) of Thm.l may 

be in the self-dual luttice .\ for the string. 

The proof of Thm.1 is like the proof of lllost of the theOl'elllS in t.his ~l'd ion 

very straightforward once the physical terrns a.re successfully translatt'd illto t h(' 

lattice language. 

The determinant of Aon in Thm.1 is IAonl = (12)94. Incorporatiug the tip,ht­

hand glues (q3)1 and 8, the right-hand glued lattice Al n ~( Aon[( q3) l, ... , (11.1 )u. b 1 

has a determinant equal ta IAI RI = (12)94(29 6)'l = 37 ~ IAul. \Ve tlms ohtaiu 

immediately Thm.2 below. If the theory is not space-time supersymlllt'tric, tlll'll 

the gaugino glue 8 should not be included, and the bound for IARI is iUl'l'('nst'd t.o 

3922 • 

Theorem 6.3.2: IALI = IARI = 37
, 35, 33

, and 3 if the thcnry i8 spact'-t.illH' 

supersymmetric. Otherwise, the allowed v7alues for IAL 1 = IAnl are aIl of the aboVl', 

plus each of the a bave multiplied by 22 , plus 39 and 3922 . 

This theorem will be used later ta find the allowed gauge groups. 

Note that an immediate consequence of Thm.2.1 and Thm.3.1 i8 that auy two 

strings with this supercurrent can be obtained from each other by shiftinp;. In 

particular, aIl of them can be obtained by shifting the Z3 orbifold of Examplf' 3.1 

in [GL1]. 

In the remainder of this section we give a number of results concemiIl,l!, this 

class of string theories. The proofs of the theorems are gi ven in [G L 1], bu t ap;ain 

are straightforward once the physical terminology is expressed in the languap;c of 

lattices and glue vectors. 

It should be borne in mind that aU we are starting from is a self-dual lattice 

containing the sublattice AOR. Thus although sorne of the theorems statf'd 1H'!ow 

(e.g. Thm.3) may be familiar to workers in string theory, they are uSllally proven 

with the help of the supersymmetric algebra, which is absent in the pre~eIlt a.I>-

210 



( 

( 

proach. In our framework these 'familiar' theorems are not immediately obvious, 

and it is gratifying that wIth mu ch less input in the gluing string framework, they 

remain valid. 

Theorem 6.3.3: (i) Tachyons are absent in space-time supersymmetric theories. 

(ii) To each massless scalar boson in a supersymmetric theory there is one and only 

one massless fermion wIth the same gauge quantum ntunbers. 

(iii) To each massless gauge vector boson in such a theory there are two massless 

fermions (gauginos), one left-handed and the other right-handed. 

The following theorem shows the absence of low-mass and high-spin elementary 

particles - something apparent experimentally. 

Theorem 6.3.4: Other than the gravitons and gravitinos (their supersymmetric 

partners), which have spins 2 and ~ respectively, there can be no massless particles 

of spin greater than one. 

Thms.3-4 hold for more general choices of supercurrents than that used III 

Thm.l. 

The following theorem about the Higgs boson makes it impossible to construct 

conventional grand unified theories in this framework (the Higgs boson is involved 

in spontaneous symmetry breaking, necessary to give the electrons, etc. a small 

but nonzero mass and also, at another energy scale, to break the GUT gauge group 

clown to the Standard Model). Supersymmetry is not required for the following 

proof. 

Theorem 6.3.5: No massless scalar particles in a chiral theory can lie in the 

adjoint representation of the gauge group. 

Recall from Thm.2 that IALI may take on values 37 , 35 , 33 , and 3 for a space­

time supersymmetric theory. The following theorem deals with the relationship 
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between these values and the dùrality of the theory (st'e Sec.1 for a diSt'l\~~iOll of 

crur ali ty ). 

Theorem 6.3.6: A. IAL 1 = 37 space-time supersymmctric tht'0f)' is Ilt'('('ssarily 

crural. A IALI = 3 theory is necessarily nonchiral. When IA/.I = 3J or 3:S, tht' tht'oQ' 

can be either chiral or nonchiral. 

Note that A2 EB AOL and A2 EB A/. can bath be glued tn one of tIlt' 23 Ni('llH'it'l 

lattices. Moreover, aU the glues for .4.2 EB AL are of order 3. This CHU be ww<l to ~I't 

at the possible gauge groups, as we shaU shortly see. 

The next two theorems give a classification of the aUowed gange grollps in tilt' 

presence of shadow matter. Recall from earlier in this section that a shaclow gr01lp is 

one in which no glue is allowed tG have nonzero components both IllSldC' and ollbicl(· 

of the confines of the corrpsponding root lattice. For that rcaSOll a shadow l!,l'OUp 

lattice has to be self-dual in order for the whole string lattice to he SO, and this 

confines the aUowed shadow group lattices to Es, Es EB Es, and Dt6. Tht' pos:-.ibk 

Niemeier lattices that can be built out of A2 EB AL are greatly reducccl. Thea it C<lU 

be shown that: 

Theorem 6.3.7: (i) When shadow matter is present, we may take k in eq.(2) to 

be products of 2's and 3's only. 

(ii) If the shadow group lattice is Es, then AL is a sublattice of cither Et; rIJ E", 

or {Dl3' (12)}[13] EB Es, and hence the gauge group ç is a subgrollP of either 

E6 X E8 or Dl3 x U(l). 

(iii) If the shadow group is of rank 16, then AL is a sublattice of cither E!)fl;( tlH' 

shadow group lattice), and hence the gauge group ç is a subgroup of El;. 

Define a first-level order :; ungluing of a Euclidean lattice A to be any latticc A' 

for which there exists a glue 9 of order 3 satisfying A = A'[g]. Define a sccorul·1evcl 

order :1 unglumg of A t.o be a first-Ievel order 3 ungluing of any first-lcvel on!f'r 3 
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Ilngluings of A, etc.. For example, the first-Ievel arder 3 ungluings of Es are As, 

E611 A2 , {D7 ,(3û)}[19], and {E7 ,(18)}[19]. E7 itself has five first-Ievel arder 3 

ullgluings 

The e'arlier results imply AL must be a first-, second-, or third-Ievel arder 3 

ungilling of E6 , Er, ?BEs, or {D13,(12)}[13], if the resulting string is ta be chiral 

and have' shadow matter. Conversely, any such ungluing de termines AL and hence 

t.he gauge group of a supcrsymmetric string with the supercurrent of this section. 

Similarily, with or without shadow matter, it can be shown using [CS2] that 

An is a first-, second-, or third-Ievel order 3 ungluing of {Dg, (12)}[13], Es ffi 14 , 

19 œ I~3), or Es œIl œ I~3). In particular, because there is only a finite number of 

integral ElIclidean lattices with a given determinant and dimension, there is a fini te 

number of possible strings whose supercurrent is as in this section. ~vloreover, in 

theory at least, these could be systematically and completely enumerated. 

The Standard Madel group SU(3)xSU(2)xU(1) has rank 4. It is, therefore, 

conceivable t,a have a rank-16 shadow matter group in the theory. If this were 

possible, the standard model wotÙd effectively be contained in a rank 22 - 16 = 6 

grancl-unified gauge group. Unfortunately, the following theorem shows that this is 

impossible, at least when the theOI'y is grand umfiable and contains the supercurrent 

of this section. By a grand unifiable standard model, we me an one in which aU the 

observed fermions (quarks and leptons) are constructed out of glues q = (q L j q R) 

with aIl qR = Tl. We calI that grand unifiable because if this were not the case, it is 

hard to imagine how the fermions can be unified into a larger gauge group. 

Theorem 6.3.8: A grand unifiable standard model, with an arbitrary number of 

generations, with or without the usual choice of Higgs boson, will be nonchiral if it 

contains 16 dimensions of shadow matter and the supercurrent of this section. 

A corollary to this Iesult is that no chiral GUT string, containing the Standard 

Madel in a natural way, may have 16 dimensions of shadow matter. 
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To summarize. we have discussed the bottom-llp construct.ion of latticl' ::-Il'in)!;s, 

and have arrived at a number of conclusiolls cOIH't'rning strings with lOW-t,llt'l'.l!,Y 

behaviour similar ta that of the 5tcmdard ~Iodel. \Ve han' failt'd to l'Ollstruet il 

phenomenologically correct string. 

The conclusions of this section are reachcd for Iattice strings \Vit.h t.ht' ~1l1)('r­

current of the Z3 orblfold example. Some of t he se conclUSions l t' g. Thms.3-4) hold 

in much greater generality, whereas others (t'.g. Thm.5) do IlOt. Tht' t.hl'Ot'('IllS 1'011-

cerning shadow matter (Thms.7 and 8) are probably the most far-rt'aching pltp.il'al 

results of this section. (GL1] cloes not solve the aH-important question of wlH'tlH'1' Il 

string containing the standard mode! can be constrllcted. It only giv('s SOIlH' all~W(,l S 

ta the specifie cases of latttce strings wlth the ~p('('ified ~npcl'curr('nt Nt'v('rtht'h'ss, 

it provides a systematic analysis at least for this limited dass of stlings. Mnch lllOl't' 

work is necessary ta systematically analyze the cases of other supCrClll'r(,Ilts, and 

ta determine whether the present methods are helpful in constructing more gClwral 

conformaI field theories along the lines of [CN]. 

6.4 Zero Cosmological Constants in String Theories 

One of the most serious problems of the current theory of particle physics is its 

inability to account in a natural way for the large size of the uni verse, 01' more t,('('h­

nically, for the smallness of the cosmological constant A (lAI < 10- 122 Mf~, wlll'l't, 

M p ~ 1Q1 9 GeV is the Planck mass), One interestillg mechanism for produ<"ÏIlg ~lIch 

a small cosmological constant to one-loop order is to arrange to have the contrihu­

tion from the fermion loops to cancel that from the boson 100ps. This would he t1w 

case for a supersymmetric theory (where there is a symmetry betwecn the fermions 

and bosons - see 5ec.2), but unfortunately our world is not supcrsymmetric - not 

to the required accuracy anyway. Nevertheless, there are still infinitely many othel' 

ways to arrange such a cancellation. 
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In a superf:>tring, the bOf:>onic and fermionic mass spectra are highly constrained 

(as wc saw for mstancc in the last section), sa it becomes possIble and interesting ta 

ask whcther a non-~tlpersYIllmetric string theory can give rise ta a zero cosrnological 

constant. 

Thcre has heen sorne work in this direction. It turns out that the cosrnological 

constant corresponding to a string theory can be obtained by integrating (over 

T in the fundamental region of the modular group) the partition function of the 

theory. Dienes in [DIEN] has found a class of partition functions which gives rise 

to a zero cosrnological constant to one-loop order. Moreover his partition functiolls 

satisfy a nurnber of additional constraints (e.g. they have no on-shell t:lchyons) 

which physically acceptable strings are expected to obey. The partition functions 

he found are the kind that one would obtain from a lattice string, but after looking 

over more than 120 000 such strings with the help of a computer, he reports in 

[DIEN] that he was still unable to find a consistent string with such a partition 

functjon. 

This final section reviews research done in [GL5]; it applies the techniques 

included in the earlier chapters to investigate the question whether any (consis­

tent) lattice string can be found with Dienes' partition function. We will be able 

to quickly show (in Cor.4) that no such string exists. However, it appears that 

Dienes' constraints are harsher than they have to be; we have generalized his class 

of partition functions, and most of this section concerns this larger class. The main 

conclusion of our work (Cor.6) is that no such string exists, even for the larger class 

of possible partition functions, provided that the string must in addition satisfy 

the half-norm property (given in eq.(ll)). This property is extremely natural given 

the class of possible partition functions, and indeed is consistent with the type of 

string Dienes seems to be most interested in, but we have not attempted yet to 

generalize our solution to aIl conceivable strings. The approach developed in this 

section should be applicable to the general case. 
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.. ' Dienes' one-loop partition functions are 1J(r)-22 17(T)- 12T(rT). for T p,i\'t'lI hy 

T(rf) = Q(Tt) + [(rt), (G.-l.la) 

where Q is given by 

+ ëiei{e~8~01l2~81ë~ët - 8~ë: - 8S8~J + 8~2[48~o-J8: - 13B~f1:B1B:J} 

+ ë~e~{e~(}~0![2~~8~8~ - (}~8~ - ô~8g1 + 8!'l[4e~~8:~ + 130~f1~8,la~]). 

(GA. 11) ) 

and where [ is an unknown function of T and t with t.he property that. t.he Taylor 

expansion L:m,namnifmqn of '7(rt- 22 '7(t)-12[(Tf) satisfies Cl mn = -a IlHl • Hc'n' 

and throughout this section the theta functions 82 \ etc. arc fUIlctions of r, and 

if = expt-rrif ). Note that eq.( lb) implies the string has 22 kft-llloviug hosollic' 

degrees of freedom and 10 right-moving ones. 

For reasons that will become dear shortly, we will generalize t.he part.it.ioll 

functions in eq.(la) to 

T( Tf) = cQ( Tt) + [( rt), (G.4.le) 

where q and [ are given above and where c is any nonzero real number. It is clt'éll' 

that any such partition function will also have zero cosmological constant. DielH'S' 

class corresponds of course to the choice c = 1. Only two of his constraints SC't'IlI 

to restrict the possible values of c. First of aU, his graviton/ gravitino constmint Oll 

p.1980 of [DIEN] says that c must be a positive rational munber with a c1ellomi­

nator which divides 64. We will be able to derive this ourselves from more /!,(!ll('tal 

considerations (see Thm.3 below, so we can for now ignore this constraint). Mon' 

importantly, in the discussion after his eq.(l), he demands (without explanution) 

that a, (his notation) must he an integer. This implies that 2c E Z. CorA will 

show that no string can he found for such values of c. However, we see no seriolls 

reason (other than simplicity) for maintaining; this demand. 
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Therefore our main interest will be focused on the class of partition functions 

givcn in eq.(1c) for any c =1 O. Dienes' class can be recovered by choosing c = 1. 

A lat tice A shaU be called v- even for sorne vector v (not necessarily in . \) if 

r 2 + 2r . v = 0 (rnod 2) 'rIr E A. (6.4.2) 

Thm.1.3.4 tells us that any self-dual lattice A is v-even for sorne v E ~A. In fact: 

any lattice A is v-even for sorne vER ® A; if A is rational then v can be chosen in 

Q 0 A; and if A is integral then v E tA*. 

be 

For any Euclidean lattice AE define the 'shifted theta constant' 0 AE(vulr) ta 

8 AE(vulr) = L exp[7l'ir(r + U)2 + 27l'Z(r + u)· v] 
rEAE 

= t9([u]A E )(v 1 r). (6.4.3) 

We will caU 8( A E)( r) a 'pure theta constant' - it corresponds to v = u = O. For 

indefinite AI , define 

8 A /(vulrf) = L exp[7l'ir(rL + UL)2 - 7l'ir(rn + un)2 + 27l'i(r + u). v], (6.4.4) 
rEAI 

where we write r E AI in the usual wayas r = (rL; rn) (so dot products in Al are 

given by r· r' = rL' rI. - rn' r~). We will also use the short-hand 8(A/)(rr) for 

8A'(OOlrT) 

Then we know from Sec.2 that if Dienes' partition function corresponds to a 

(consistent) lattice string, then 

(6.4.5) 

where A is an odd indefinite v-even self-dual lattice of signature (22,10), where 

v = (O;VR) (i.e. v lies entirely on the RHS), and where v2 = -vk =-1. 
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Given any indefinite lattice .\1 of signature (m,n), define tht' n-dilllt'll!.ill1\al 

dimensional Euclidean lattice (.\/)R by: 

(GA.Gl 

where dot products in (1\.1) Rare (obviously) defined by l' R • l"ll = - ( (); l'Il ) . ((), 1"1/ ) 

AR is called the RHS of AI . 

We would like to find the lattice A respollsible (in the sense' of ('q.(5)) fol' th" 

partition function eq.(l), or show that no sucb luttice t'xists. One glari1\g clifficl1lty 

is that the partition function is not precisely known. Thm.l, givell lwlow, ()Vt'l,(,Oll\('~ 

that difficulty. 

Theorem 6.4.1: Suppose A satisfies eq.(5). Then: 

- -S -2 -6 -4 -4 -6 -2 -S 
6 AR (VRVRlr) =4c[83 84 + (J3(J4 - 8384 - (J3 84] 

=16c{8q - 896q5 + 5184q9 + ... }, 

6 A(vvlrf) =c8i2[4~4Ô: - 88~08!2 + 40~8!61 + c8~8~O[4B~8~28: - 4fi~B~8.~:.!1 

+ c8~S8![-130~40: + 240~OO!2 - l1o~Ol61 

+ c8i8~6e1[-78~8~20~ + 50iO~8!2 + 2oi~ë.!61 

+ c8~68![l1Ô~ Ô!4 - l1ë~ë!8 + 49~21 

+ c8~48:[4052 - 139~B9! + 300~40~ - 28o~0912 + 118~O.~61 

(GA. in) 

+ c8~8~2e![40~ôiO - 7~9~601 + 60~O~20: - 40~O~Ol2 + 50~~Bl6 - 48~IJ~Ol 

(6.4.7/J) 

where 'sym.' in eq.(7b) denotes aIl of the previous terms with 82 ~ (j2' 83 +-+ Ô.1 aud 

84 +-+ 93 , where AR is the RHS of the lattice A, and where the notation 0" (1)/)ITT ) 

denotes the function 

218 

• 



( 
... 

Eq.( 7 fl) follows by putting q equal to zero ( 1. e. considering the limit r -+ +00 l) 

in Dien('~' partition functlOn cq.( lc), once we show that any acceptable l in eq.(l) 

vani~hes in this limit (this easily follows from Dicnes' 'pole strength a' constraint 

givpn in [DIEN]). Eq.(7b) follows from the observation that by definition the l in 

('q.(l) satJsfy j = O. 

Eq.( 7b) is very messy - we are being far more explicit here than is necessary, to 

help rnake as Ilnambiguous as possible the following argument, and also to prepare 

for a future generali7,ttion of Cor 6. A third way to eliminate the ambiguity 111 

('q.(1c) due to the lis to 'Euclidean-ize' A (i.e. put q = if). The resultir;g equation 

is much simpler than eq.(ïb), but much information is accordingly lost. vVe will 

come back to this later. 

It will turn out that aIl we really need to consider is the third term in eq.(7b). 

In particular, note that the coefficients in eq.(7b) of 8j88!ëi4ë: and Bi8B!ë~ël6 are 

not equai. We will show in Thm.6 that those coefficients must be equal for any 

lattice sati:,fying the half-norm property eq.(U). Cor.6 is based on a test (Thm.5) 

which cau be used to show a given AR is not the RHS of a A satisfying eq.(7b). To 

help motivate the proof of Thm.5 we will shortly work out one example (eq.(lOb») in 

complete detail. The proof of Thm.5 in the general case follows from that argument 

by simply generalizing. 

Rather than directly trying to solve eq.(l) for A, we will try to solve eqs.(7a) 

and (7b) for Un, An and llltimately A (or show that no such solution exists). 

One obvious difficulty with this strategy is that eqs.(7) involve 'shifted theta 

constants' 0 AR (vRvRlr) etc., rather than pure theta constants. This makes it much 

harder to read off information about An and AE. Thm.2 given below is designed 

to overcome this complication. With this in mind, make the following definitions. 

Let ABbe the su blat tice of A consisting only of the even norm vectors (i. e. the 

bosons). Then it can be shown that IABI = 4. AB is aiso of signature (22,10). Let 

A def 
Bn = (AB)n. Let u = (0; UR) E Abe any odd-normed vector living entirely in the 
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right-hand side of A (such vectors will always exist. by eq.(ïa)). Tllt'll.\ = .\Il[ul 

and AR = ABR[uRl· Note also that 2p,2u E '\0 (sa 2t'R,2uR E .\BU)' 

Now define lattices A~ ~[ ABR[VR + UR] and A'll ~r AORkJl]; dditu' ,\' and .\" 

si mi 1 arly. Note that AR, A~ and AR are aH illtegral (in fact, ocld) and havt' !'(l'HlI 

determinant. AR and AR are v R-even, and An is both II R- and (u R + l'Il )-t'\'t'l1. 

Theorem 6.4.2: 

eAR(VRVR!f) = e(A~)(f) - 8(A'R)(f), 

0 A (vv!rf) = 0(A")(r1') - 0(A')(r1'). 

t G.-1.SfI) 

( GA.Sb) 

Thm.2 can be verified by explicit calculation, using eqs.(3), (5.2.3) and (5.2 -1). 

First we will outline the approach taken to nnd aU solutions to eqs.(ïa) and 

(7b). 

By using the known transformation property of lattice theta constants \lIHh'r 

T -+ -l/T (sce eqs.(4.2.6)), we get: 

ei\~(VRVRIT) = 0i\~.(T) - 0i\~.(T) 

= jjA;i(16c){q~ + 4q + Oq~ - 16q2 -14q~ + Oq3 + Ô4q4 + ... }. 

(GA.!) ) 

The following are a sample of the kinds of information that cau he SClll<'f'",cd 

out of eqs.(7a), (Sa), and (9). They are not necessary for the proof of Cor.ô, but 

could be useful in any generalizat.ion of it. 

Theorem 6.4.3: (i) c > 0; 

(ii) cE {1/64, 1/32,3/64,1/16,5/64,3/32,7/64, l/S}; 

(iii) jjA;i. Sc E Z; 

(iv) AR contains 12Sc unit vectors (so can be written as AR = Il fil Ao, for e = G4c). 

AR and A~ contain no unit vectors . 
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Wc will uot write down in detail the proof of Thm.3, because it is not important 

for what follows, but a small outline of one can easily be made. For example, 

c < 0 was rulcd out by showing that vk = 1 implied AR must contain more unit 

v('dors t,hall A~l (the result then follows from eq.(Sa) and lookillg at the (/ term 

iu eq.(7a». It Hufficcs to show AR has at least as many unit vectors as AR (sinee 

c =1 0); let u), U2 E AR he unit vectors; then u • . VR = ±t, so for some choice of 

siglls (±u) ± U2) + 11 Il E AR is a unit vector (the desired conclusion now follows from 

the obvious COllUtillg argument). AIso, the coefficients of aIl the tenns in eqs.(7 a) 

and (9) must be l'ven illtegers, which hclps to give us (ii) and (iii). (v) follows from 

(ii), (iii), eq.( 1..').1), and the fact that Vil is an order 2 glue of AR. 

Many othcr simple result.s can he found. 

Thm.3( ii) immediately tells us: 

Corollary 6.4.4: No string exists having a partition function T in Dienes' class 

(i.e. ('ither with c = 1 or even with 2c E Z). 

Basically, the reason is that A ~ and A ~, being integral and lO-dimensional, 

can only havp 20 unit vectors, but eqs.(7a) and (Sa) imply, for c = t say, that A~ 

has at least 64 unit vectors. Because of this result we will consider for now on the 

lllore geueral class of partition functions given in eq.(lc). 

As éln eXélmple, aIl possible solutions AR to eq.(7a) with det2rminant IARI = 16 

(t.he smallest pOt'sib1(' allowed determinant) can be found. Dy (iii), we see that 32c 

lllllst be an illU'g<T, 80 by Thm.1.2.1 AR can be written A~ = 12 EB A8 for some 8-

dil1l('usiollal integrallatticc A8 with determinant 16 (see Thm.3(iv)). Fortunately, 

aIl such lat.ticl's ("(Ill be explicitly found usiug [CS2] (by way of comparison, their 

t.ables do not give a11 9-dimensional iutegral lattices of determinant 16). It is then 

possible t.o vcrify that t.he only determinant 16 possibilities are (up to integral 
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equivalence ): 

AR = AIAID4D4[1111], uR = [0020], c = 1/16; 

AR = Al A1-'11 .41 D6 [0111l], VR = [11000], c = 1/32; 

AR = A I A}A1 A1D6 [01113], vR = [00002], c = 3/32. 

(6..l 10(1) 

( 6A.lOb) 

(6 -1.1Oc) 

However, a complete enumeration of aU AR satisfying eq.(1a) collid \)(' !>('YOlHI 

our power. Nevertheless a large class of solutIOns AR to eq.(1a), which illcll1<!t-s tlH' 

three in eqs.(10), satisfies the foIlowing property, which wc shaIl caIl the 'UJ,lf-71oTm 

propeTty: 

(G..l.ll) 

(indeed, it may turn out that any solution of eq.(7a) must satisfy this aclditiollal 

property, since the glues violating eq.( Il) would otherwise have to conv{'ui"utly CHU­

cel out in eqs.(7b) and (9)). It seems to be automatically satisfied by th, striIlgs/~pill 

structures Dienes in [DIEN] is interested in. In any event, hy Cor.10.2 in [MUM], 

this assurnption means that the theta constants of aIl glue clas~es of Nu alld A Ïl 

can he expressed as polynomials in B~,Bi,8~ (see the commcnts made in Sf'c'-!.2 

concerning modular forms and theta constants of lattices). The dctpl millant of ally 

such (integral) lattice must he a power of 2, since its glues (hy Thm.1.6.9) lllll~t. 

he of order 1,2 or 4, and if it is to also he a solution of eq.(7a) the cldpl'Illlwmt 

(by Thm.3(v)) must he a power of 4. Also note that if one of An, A~l' NIl ~ati~fies 

eq.(ll), aU do (see the correspondences discussed aCter eqs.(12). 

There are severa! simultaneous solutions AR to eqs.(7a) and (11). Thcir deter­

minants range from 42 = 16 (for whieh there are 3 solutions) to 48 =16384 (\Vith 

4 solutions). 

The strategy here is to investigate the LHS AL of A - it will be 22-dimcllsiollal, 

even, and will have deterrninant IALI = JARl (henee hy Thm.1.6.7(ii) AL must he 
self-dualizahle and so must glue to one of the 68 self-dual latticeb of dirnen . ..,ioll 22; 

these are aU explicitly known - see pp.416-7 of [CS1]). Moreover, the gIlle grollps 

AL/ AL and AR/AR are isornorphic (by Thm.1.6.4) . 
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Dy way of a concrete illustration of our findings, we will consider the choice of 

An in eq.( lOb). What is important is the ideas behind the following equations, rather 

than the equations themselves. In particular, the group isomorphisms between 

Ail AL, AidAn, etc. induced by the correspondences hl +-+ gl H g: +-+ g:', which 

preserve dot proù.ucts (mod 1), are important and hold in general, as are eqs.(13). 

Consider the glue classes in A~· / ABR and A'J?· / ABR (because we are interested 

hy cq.(8a) in the difference of their theta constants, it turns out that it does not 

matter whether we use glue classes of ABR or ones of AR, A'J? - it is more convenient 

sometimes to use ABR ). There are 32 = 2 ·IARI of them. Only 16 of them have the 

property that UR = [10111] dotted with any of their vectors is not an integer (this 

is nccessary if these classes are to lie in AR· resp. A'J?·). These are listed below: 

[llOOO]A BR +-+ [Ol1U]A BR (6.4.12a) 

[OOlOO]ABR +-+ [lOO11]ABR (6.4.12b) 

[OOOlO]ABR +-+ [10101]ABR (6.4.12c) 

[00002]A BR +-+ [10113]A BR (6.4.12d) 

[00001]ABR ~ [lOllO]ABR (6.4.12e) 

[ll003]ABR +-+ [Ol112]A BR (6.4.12/) 

[11110]ABR +-+ [OlOO1]A BR (6.4.12g) 

[11113]ABR +-+ [OlOO2]ABR (6.4.12h) 

[OOlll]ABR +-+ [lOOOO]A BR (6.4.12i) 

[00112]ABR +-+ [lOOO3]ABR (6.4.12j) 

[OO103]ABR +-+ [lOO12]ABR (6.4.12k) 

[00013]A BR +-+ [10102]ABR (6.4.121) 

[1l101]ABR +-+ [01010]ABR (6.4.12m) 

[11102]A BR +-+ [01013]A BR (6.4.12n) 

[llOl1]ABR +-+ [OllOO]ABR (6.4.120) 
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[l1012]A uR H [Ol103]ABR (6 -l.12Jl) 

(Fortunately it is not really necessary to be nearly this explicit!) Nott> that. .\uu 

here is AIAIAIAID6' The left glues in eqs.(12) lie in A~·, while the l'ight OIlt'S art' 

in AR *. These are paired so that UR = [10111] added to one yields the COlTt'Spol\!lill).!; 

one. CaU these [g:']ABR and [g:]ABR, for i = 1, ... ,16 (so that g:' +--+ !/:). 

Define g, = g: + VR E An. It is important to note that gl . 9} == g: . g; == y:' y~' 

(mod 1), as well as g; = g~2 == g:'2 (mod 2). Moreover, this corrcspondcncc dt'filll's a 

group isomorphism between ARI AR, AR * 1 AR and AR * / AR (z.c. (y, + y))' == g: + 9~ 
(mod AR)' etc. - note that [gl]A R + [9}]AR = [Yk]AR' wherc Yk == YI + 9) + /lu 

(mod ABR ). These relationships, central to what follows, will 1101d in p,eneral. 

Suppose 
16 

A' = U([h,]AL; [g~]A'R)' (6A.l3a) 
1=1 

where [hl]AL are the 16 glue classes in ALI AL (note that ht = 0). Then it is ilOt. 

difficult to see from the definitions that 

16 

A" = U ([hl]AL; [g:'jA'R). (6.4.13b) 
1=1 

(This is the motivation for the pairings in eqs.(12).) Moreover, 

16 

fh,(T) = L 8([h,]Ad(T)' 8([g~]AR)(f), (6A.l3r) 
1=1 

with a similar expression for 8 Ali. lncidently, the analogues of aIl these eqllations 

of course will hold in general. 

It is straightforward to verify the foIlowing expressions: 

where (6A.l4a) 
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3 -2 -6 -2 -2 -6 
~5 = -~8 = S(}2[B.3(}t - (}3(}4], (6.4.14d) 

1 -2 -6 -2 • -4 -4 -2 -6 
~6 = -~14 = -~16 = S"2[(}i14 - 2"3"4 + "3"4], (6.4.14e) 

1 1 -8 -2 -6 -4 -4 -6 -2 -S 
3~7 = ~lO = -~ll = -~12 = g[-(}3(}4 + ()3(}4 + (}3(}4 - (}3(}4]' (6.4.141) 

Because A is v-even and self-dual, we know a lot about the glue classes [hl]AL. 

Important is the realization that the correspondence hl - g. induces a group iso­

mor:>}ùsm between AjjAL and AR/AR, however h; == 1 + g; (mod 2). From this 

we get that Al ~f AdhlO, h 12 , h 13 ], A2 d.:.f AdhlO, h ll , h15 ], and A3 def AL[h10 , h4 , h71 

are aIl self-dual (sip,~e by direct inspection AR[g~/o,g~/2,g~/3], etc. are); hence by 

Hecke's Thcorem we may write 

for i = 1,2,3, for (as yet unknown) real parameters ell f.. Moreover, the analysis at 

the end of Sec.4.2 (apply eq.( 4.2.11) to the first 'generalized Hecke's Thm.' example 

there) tells us that, for (as yet unknown) real parameters a, b,c,d, we may write 

e(A ) _1- a - b - c - d((}4 + ~\'618 + (}IS) + ~((}8 + (}8)((}14 + (}14) 
L - 4 3 4)~ 3 4 4 3 4 3 4 

+~((}~2 + 8!2)((}~O + 8!O) + ~(8~6 +8!6)(()~ +8:) + ~((}iO + B~O)(05 + 8~). 

Incidently, the ten parameters we have just introduced are not independent: they 

satisfy the equations el + e2 + e3 = 3 - 2a - 3b - 2c and fI + f2 + h = 2a + 3b - 5d 

(of course, the c used here has nothing directly to do with the c in eq.(1c». It turns 

out, again using the analysis and results included at the end of Sec:.4.2, that the 

theta constants of aIl the 16 glue classes of AL can be expressed in terms of these 

parameters. The analysis is lengthy and messy, using equations such as eqs.( 4.2.12), 

(4.2.6) and (4.2.7), and since eqs.(15) are not needed in the proof of Thm.5 we will 

Ilot include here the intermediate calculatioIls. In particular, we get: 
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+ ~((}10(}12 + (}12(}10) + ~((}6(}16 + 816 ( 6 ) + ~(82020 + 820 (}2). 'GA.I51l) 
434344343443431' \ 

0([h 2 ]AL) = 0([h I6 ]Ad = ~8~[(8~0 - 8;°) 

+ (-9 + 2a + 3b t- 4c + 5d + 4el + 2ft )(8J60.: - O~8~t)) 

(GA.l5b) 

(GA.I5e) 

(GA.15d) 

+ (-3 + b + 2c + 3d)((}~68! + (};8~6) + (2 - b - 2c - 2d)(8~28~ + H~fn:! )]; 

8([h71Ad=~(852 _(}~2)+ -3+a+ b+c:d+2e3 -2/3(8~881_0::(j!8)+ 

6 - a - 6e3 - 4/3 ((}14(j8 _ (}8(j14) -4 - b + 4e3 + 4/:1 (8,IO(jl'J. _ 8,I:!flIO) 
4 3434+ 4 .\4 loi 

+ 2 - c - 2e3 - 2h ((j6(}16 _ (}16(j6) + -d(fPf}20 _ f}'J.0f}2). (GA.I5e) 
4 34 34 4 34 '} l' 

0([h lA ) = ~((}22 _ ( 22 ) 1 - a - b - c - d((j18(}4 _ 84(18) 
10 L 4 3 4 + 4 3 4 3 ,1 

, ~((}14(}8 _ 88fJl4) + ~(810(}12 _ 812810 ) 
ï434 34 43434 

+ ~(L16L116 _ L116L16) + ~(82(}20 _ L120(}2). j' 4 173 174 (73 (74 4 3 4 (73 .. , (G.4.15 ) 

0([h3]) = 8([h 141), resp. 8([h6 ]) = 8([h g ]), are the same as eq.(l5b) wit.h C'l and 

12, resp. e3 and i3' instead of el and il; 0([h 11 ]), resp. 8([h12l), arc the saille as 

eq.(15e) with e2 and h, resp. el and!I, instead of e3 and h; and finally (-)([h l1 ]), 

resp. 8([h 15 ]), ar~ the same as eq.(15c) with el and ft, resp. e2 and 12, instead of 

e3 and h. 
Now, straightforward arithmetic gives us: 

e:-- (vvlrr-) -~ a22[ijl 488 _ 2910 912 + 96ii16 ] + ~02 020 [82912 98 _ 8298 912 J A - 8 (73 3 4 3 4 3 (74 8 2 3 2 3 4 2 3 4 

+ ~8~88:[( -2 + 2e + f)9~49: + (4 - 4e - 2f)9~09!2 + (-2 + 2e + f)è~è~fil 
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+ ~()2()16(J4["'0201208 _ ajPOBjj12J 823 4 ~ 2 3 1 234 

+ !()160![(2 - 2e - 2/)O.~60~ + (-4 + 4e + 4f)jj~2jj!0 
8 

+ (4 - 4e - 3f)d~jj.!4 + (-2 + 2e + f)jj~jj!B + 0~2J 

+ ~()~48![Oi2 + (-2 + 2e + f)o~Bjjl + (6 - 6e - 4f)jj~4jj! 
+ {-S + Se + 6f)O~00!2 + (4 - 4e - 3f)jjgjj!6J 

+ ~()2()1 'J (JB [02jj20 + ajj2 jj16jj4 + 2{302 jj12 OB _ 2(3jj2 jjB jjl2 ajj2 jj4 jjl6 jj2 jj20 J S23423 234 234 234- 234-23 

+ !O~20!O[( -4 + 4e + 4f)jj~6jj! + (8 - 8e - 8f)jj~28!0 
8 

+ (-8 + 8e + 6f)8~jj.!4 + (4 ~ 4e - 2f)8~jj!B - 28;2J + sym. (6.4.16) 

where 'sym.' and E> A here is as in eq.(7b). Note that there are four parameters in 
def def def 

eq.(16): e = 3e3-el-e2, f = 3h- ft - 12, a = -9+2a+3b+4c+5d+4el+4e2-4e3+ 

2ft +2/2- 2/3 and{3~f20-6a-9b-10c-lOd-10el-10e2+10e3-4ft -4h+4/J. 

Cor.1O.2 in [MUMJ tells us that a polynomial in (J~, ()~ and (Jl vanishes for all 

T iff it is a polynomial in ~ - ~ - ()~. Since eqs.(7b) (with c= 1/32) and (16) must 

be equal, this implies, for example, that the coefficients of (J~BO: must be cqual, 

which in turn implies -13/4 = -2 + 2e + 1 = -11/4, which is clearly impossible. 

Thus the choice of AR given in eq.(10b), although it satisfies eq.(7a), cannot be the 

RHS of a permissible A which satisfies eq.(5) (and hence eq.(7b)). 

lncidently, if we had instead 'Euclidean-ized' A (as was discussed after eqs.(7») 

and carried out aU of the analogous work that would have been entailed, we would 

have found no inconsistency, but rather the constraints: e = -9/4, a = - 7/4 and 

{3 = 1/4. So it would seem that too much information is lost through Euclidean­

ization. 

Of course, aU of the work used in deriving the inconsistency was not really 

nccessary in hindsight. It would have sufficed to have shown that the coefficients 

of (J~8~8~4jj! and (J~B(J!iJgjj!6 - caU them A and B - in eq.(16) are equal. Note 

that A = .41 - .4.2 + .43 , where Al,A2,A3 are, resp., the coefficients of (JjB(J1jj~jj1, 

8jB(J18jO and ()14():8~0 in E>A(vvITT); similarly, B = -BI + B2 where Bl,B2 are, 
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resp the coefficients of Ol804jj2jj8 and 06016 ii iO in e (lIl'jTf) ., 3 -1 3 -1 3 \ J .\ • 

Now, consider any ~k = e([g~)Ak) - 8([g~JAR) for which !if: E Z. Tht'Il e<tel! 

~k can be expressed as a polynomial in iii and 8i. LC't ~ ~ consist of t host' tt'llllS in 

~k in which 05 occurs to odd power. For examplf'.~; = (8.\1/)' = kH~;H~ - kH.iH~. 

A priori one would expect these ~~ to look like l'jjlO + .~Ii~o: + W~fJ~, fol' nrhitrary 

r,s, tER. However, it is easy ta verify from eqs.(14) that for aH tlws\' li, ~~ is 

a real multiple of ii~jj1 - ii5 jj~. From that, eqs.( 13c) and (Sb) immediat.t'ly imply 

Al = -BI and .42 = A3 = B2 = 0, z.e. that A = B. 

These comments ean be easily generalized. The rcsult is: 

Theorem 6.4.5: Using the notation deseribed in the preeeding paragmph, snp­

pose that for each k for which g~ E Z, bath 

(i) ~ k is expressi ble as a polynomial in B~ and B~, and 

(ii) there exists an Ck E R sueh that ~~ = ek(jj~o1 - BiO!), 

hold. Then eqs.(5) and (7b) will necessarily be inconsistent, and no 11('('('pt.ablt' 

string will exist with RHS An. 

The choice of AR considered earlier succumbs of course to Thm 5. The' point. 

of Thm.5 is the following corollary, which is the main restÙt of this section. 

Corollary 6.4.6: There is no string theory with partition function of the t.yP(~ 

given in cq.(lc), based on a lattice A whose RHS An satisfies the half-norm property, 

i.e. eq.(ll). 

Proo! First note that by Cor.1O.2 in [MUM), condition (i) of Thm.5 is always 

satisfied when the half-norm property is satisfied. 

We will begin by making sorne general observations about the theta constants 

of lattices satisfying eq.(ll). Only in the final paragraph of the prex)f will it he 

applied to A'n and AR' 
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Let Al be any 10-dimensional (integral) lattice satisfying eq.( 11). Let D ~r lAd. 

Wc can write 

(6.4.17a) 

where a, h, e, d, e, J are real, and J = 1 - a - b - e - d - e. Then by eqs.( 4.1.6) and 

(4.2.6a), 

+ DdO~O~ + DeOi(O~ - 8:)2 + DJ8~o 

=(Da + De + De)O~o + Db(J~O~ + (-De - 2De)O~tJ! 

+ DdO~O~ + DeOiB! + D fO~o. 

Because A: only has one zero vector, eq.(17b) implies a = 1/ D. 

(6.4.lïb) 

(6.4.17e) 

Now let gEAi, 92 E Z. Then 9 will be order 1,2 or 4, and 8([g]Ad will be of 

thesameformaseq.(17a): i.e. 8([g]A.) = ag8Jo+bgBgol+···. Of course, A.[9] will 

also satisfy eq.(l1). Consider first the case where 9 is of order 2. Then the previous 

paragraph applied to both Al and Al [9] immediately implies that ag = 1/ D. Hence 

the same conclusion must apply to 9 of order 4 (and trivially to order 1 glues) 

- i.e. the leading coefficient for any integral-normed glue 9 of Al is ag = 1/ D. 

Moreover, note that the coefficient of Bio in the theta constant of a glue class of 

non-integral norm must be o. 
Now by eq.( 4.2.7), we can rewrite eq.(17c) as the sum of 8([g]Ad for aU glue 

classes [g]AI. We then get N/ D as the coefficient of O~o there. Henee e + e = 

(N - D)/ D2. The same technique as in the previous paragraph allows us to find a 

similar formula for Cg + eg, for glues 9 of Al with integral norm. 

Fillally, consider the two lattices A'n and A~ corresponding to a AR satisfying 

eq.( 11). Their glues g~, g~' can be paired as was done in eqs.(12). Consider integral­

normed glues g~ +-+ g'{ From the previous two paragraphs (and the dot product­

preserving group isomorphism mentioned after eqs.(12)), two things should be clear: 
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necessarily satisfies condition (ii) of Thm.5. QED 

Ohviously Cor.6 itself cannot he generalized to take care of An which (Io BOt, 

satisfyeq.(l1). However, in the more general case an analogue of eq.( 16) l'élIl :-.till 

be found (although it may be most convenient to con si der the first f('w t,t'l'lllH 11''',i'' 

of its Taylor expansion and use identities such as eqs.(4.2.13)) and compa.re(l \Vith 

eq.(7b). In other words, the general approach used here, rathcr than t.ht· sp('cilie 

details in the proof of Cor.6, should be very useful in generalizing Cor.G. 
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CONCLUSION 

This thesis has been concerned with lattices, particularly ways of constructing 

them, and applying those lattice techniques and results ta two areas: the theory 

of theta functions; and the theory of superstrings. Much of the rnaterial has been 

takcn from fivc papers ([GLI-5]). 

Chapter One plesented a general overview of lattice theory Although most of 

the rnaterial included was not new, the proofs were my own (except for a couple, 

whose sources were clcar ly gi ven there). Sorne new (or at least not generally known) 

findings can also be found in that chapter (see especially Sec.4 and 6). 

Chapter Two developed two constructions (namely, tensor products and shift­

ing) that were not considered in the first chapter. Most of the rnaterial on shifting 

was original. The sections on tensor products considered in sorne detail their mini­

malnorms; rnost results obtained there are known. 

Chapter Three treated rational equivalence/similarity from a geometric, rather 

than algebraic, perspective (t. e. it used the language of lattices rather than the 

more common one of quadratic forrns). Arnong other things what resulted was a 

new derivation of the 'weak Hasse principle' (see Sec.2). In the final section this 

geometrical perspective is used to prove a variety of results (sorne old, sorne new) 

about lattices. 

Chapter Four applies the gluing construction (discussed prirnarily in Chapter 

One) ta the theory of theta functions in one (complex) variable r. One of the 

highlights of this chapter was the generation of at least 33 independent quadratic 

idt>ntities in the Jacobi functions. Any identity of this kind we have been able to 

find in the rnathematicalliterature (and there are lots of them) can be shown ta 

be algebraically / rnodularly equivalent ta one of three of ours, so Table 8 contains 

at, least 30 new identities. These identities exhaust aU that can be derived by the 

lattice method, sa they rnay constitute a complete list. Many other findings lie in 
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this chapter, including sorne generalizations of Hecke\; TheoreIll in St'{'.2. 

Chapter Five generalizes the results of the prt'vious dmptt'r to tht'ta .~I·,.lt'.~, 

z.e. functions of sorne cornplex vector -= as well as T. Although mort' l'omplil'lIkd. 

the extra variables allow the analysis to be more thol'Ollgh thall that in Chaptt'l 

Four, and the conclusions in general are st ronger. For examplt', \vhl't'{'a~ ditft'lt'llt 

lattices can have different theta constants, their theta seneL~ lllust he difft'l'I'ut. 

AIso, we proved that any identity of this type (z. e. of full l'onk) l'au 1)(' (kl'i\'t'd 

using lattices. The analogue of Table 8 is Table 11, which incIud('s at kas!' 2-1 

independent quadratic identities. Our literature search has shown t.hat ail :-'1\('11 

previously known Identities are rnodlliarly equivalent to exactly ont' of oms. 

Chapter Six applies the previous material on lattict's to two problcms in :,t.rill~ 

theory. One concerns an attempt to construct strings Ilsing the gluillg llll'tlwd 

(see Sec.3), and the other concerns the possibility of finding a physically rea:,ouahlt' 

string theory having zero cosrnological constant (sec Sec.4). Thes(' two ~t'ct.i()ll:' 

show the power of lattices in handling sorne questions in ~tring thcory, and lIl'!' hoth 

original contributions. 

Of course, there are rnany directions for future research. For example, il, wOlllcl 

be valuable to know if Tables 8 and 11 are complete (because of Thm.5.3.G this 

seems to be particularly tractible in the latter case). Along the saIlle liIll':', it 

would be interesting to know if sirnilar tables could be constructed for id('nt.iti(':, of 

higher degree (degree 3 should be readily accessible). Further exten!-!ions of Hel' kt" s 

Theorem would be quite useful. We could go on and on. 

The analysis of Sec.6.4 culminated in Cor.6.4.4, which showcd that. Di('IU'S' 

partition functions eq.(6.4.1a) can never be realized, and especially in Cor.GA.G, 

which proves that any function in an even broader family of partitioIl fun('ti()l1~ 

which also would lead to zero cosmological constant (z.e. those givt'n in eq.(GA.lc»), 

can be realized by a string satisfying the' half-norm property': eq.( 11). It shollicl 

be emphasized that the class of strings ruled out by Cor.6.4.6 il:. bath large and 
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extrernely natural - see Sec.6A for sorne discussion of this point. Nevertheless, 

rny immediate project will be to try to generalize these corollaries to coyer every 

possible lattice string (an interrnediate step may be to con si der alI those with the 

supf'rcurrent used in Sec.63, say). The work in Sec.6A suggests this should be 

pm,sible. Completing this analysis would be valuable for rnathernatical reasons, too 

- indeed, much of the material at the end of SecA.2 arase in our attempts ta make 

progress on Dienes' problem. 
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