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Abstract

The sensorimotor capacities of the foot are crucial to human locomotion in diverse envi-

ronments, to gathering information about walking surfaces, and to interacting with objects

on the ground. Locomotion is increasingly employed to allow users to control and navigate

within immersive virtual environments, but, in contrast to the hand, little attention has

been given to the rendering of haptic sensations for the feet.

This thesis addresses several challenges motivated by the problem of realizing haptic

experiences of walking on virtual ground surfaces. First, a novel family of interfaces is

introduced, based on a vibrotactile display integrated in a rigid floor plate. Its structural

dynamics and controller have been optimized to ensure its ability to accurately reproduce

mechanical vibrations over a wide frequency band, which was instrumental to realizing the

perceptual study presented in the second part of the thesis. Distributed arrays of these

devices are used to simulate virtual ground surfaces and floor-based multi-touch surfaces,

whose usability for human-computer interaction is empirically demonstrated.

The second component of this thesis is an experimental study of the contribution of

vibrotactile sensory information to the perception of ground surface compliance. A novel

haptic perceptual illusion is demonstrated, in which the apparent compliance of a floor

surface is increased by vibrations felt via the plantar sole of the foot. This investigation

also revealed the surprising ability of the vibrotactile floor interface to overcome, in part,

a core limitation: its inability to display kinesthetic force-displacement information.

The third part of the thesis analyzes texture-like mechanical signals produced through

inelastic physical processes in complex, disordered materials like those encountered during

walking in many natural terrains. Patterns of fluctuations accompanying sliding friction

and fracture processes in quasi-brittle, heterogeneous materials subjected to time-varying

loads are characterized using methods from statistical physics. This analysis was used to

formulate novel algorithms for the haptic synthesis of high-frequency signatures of fracture

processes in fiber composites and compressed granular media.

In conclusion, this thesis presents an innovative hardware interface and techniques for

interacting with virtual ground surfaces. It also demonstrates a new haptic perceptual

effect that lends justification to the display paradigm adopted here. Finally, it analyzes and

models transient, texture-like physical phenomena associated with stepping onto complex,

natural ground materials.
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Résumé

Les capacités sensori-motrices du pied sont essentielles à la locomotion humaine, à la collecte

d’informations sur les surfaces de marche, et à l’interaction avec des objets au sol. La

locomotion est de plus en plus utilisée pour interagir et naviguer dans les environnements

virtuels immersifs, mais, contrairement à la main, peu d’attention a été accordée au rendu

des sensations haptiques pour les pieds.

Cette thèse aborde plusieurs problèmes liés à la réalisation d’expériences haptiques

de marche sur des terrains virtuels. Tout d’abord, une nouvelle famille d’interfaces est

présentée, fondée sur un dispositif vibrotactile intégré dans un carreau rigide. Sa dy-

namique structurelle et son contrôleur ont été optimisés pour assurer sa capacité à repro-

duire fidèlement les vibrations mécaniques dans une large bande de fréquence, ce qui était

nécessaire á la réalisation de l’étude de perception présentée en deuxième partie de la thèse.

Un pavage de ces dispositifs est utilisé pour simuler des terrains virtuels et des planchers

tactiles multi-points, dont l’ergonomie est démontrée de manière empirique.

Le deuxième volet de cette thèse est une étude expérimentale sur la contribution de

l’information vibrotactile à la perception de la compliance du sol. Une nouvelle illusion

perceptuelle haptique est démontrée, dans laquelle la compliance apparente du sol est aug-

mentée par les vibrations ressenties par la plante du pied. Cette étude a également révélé

l’étonnante capacité de l’interface vibrotactile à surmonter, en partie, une limitation in-

trinsèque : son incapacité à transmettre des informations kinesthésiques force-déplacement.

La troisième partie de la thèse analyse les signaux mécaniques complexes produits par

les processus physiques inélastiques dans les matériaux désordonnés tels que ceux rencontrés

lors de la marche en terrain naturel. Les modèles de fluctuations accompagnant le frotte-

ment de glissement et les processus de fracture dans les matériaux hétérogènes quasi-fragiles

soumis aux charges variables sont caractérisés par des méthodes de physique statistique.

Cette analyse est utilisée pour formuler de nouveaux algorithmes pour la synthèse haptique

des signatures à hautes fréquences des processus de fracture dans les composites de fibres

et les materiaux granulaires compressés.

En conclusion, cette thèse présente un dispositif vibrotactile et des techniques novateurs

pour interagir avec des terrains virtuels. Elle démontre un nouvel effet perceptuel qui justifie

le paradigme d’interaction haptique adopté ici. Enfin, elle analyse et modélise certains

phénomènes physiques associés à la marche sur des terrains naturels complexes.
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Chapter 1

Introduction

Our feet are instruments of action and of self-motion, but are also used to perceive our

surroundings through the sense of touch. Although tactile perception is finest in the hand,

it is also highly developed in the lower extremities. The foot is capable of experiencing most

of the range of haptic sensations that are felt via the hand, including kinesthesia (the sense

of force and position) and cutaneous sensations including pain, temperature, and vibration.

Arguably, the foot is the most often used haptic sensory organ, in the sense that it is nearly

always active in touching the ground, regulating balance and locomotion. In this respect,

it is one of the most important sources of haptic information about our surroundings.

Haptics plays a distinguished role relative to the other senses, as an important com-

ponent of it is the bidirectional interaction with our physical surroundings, which, in the

case of the foot, largely manifests as self-motion. A diverse variety of ground surfaces and

features are encountered during everyday walking activities. Walking and interacting on

foot generate a rich variety of multimodal information, much of it available through touch.

This information is used to aid motor tasks with the feet, and to identify our surroundings.

Nonetheless, the nature of haptic perception in the foot is less understood than in the case

of the hand, having mainly been studied in relation to its effects on balance and locomotion.

Haptic interfaces for human-computer interaction have advanced greatly in the last

two decades, but lag far behind visual and auditory displays. One reason is the difficulty

involved in specifying and displaying haptic stimuli, which consist of forces or displacements

distributed on the body surface and the dependence of these signals on body movements

during interaction with objects in the environment. The large range and variety of signals



2 Introduction

to which the haptic sense is sensitive amplifies this challenge. Existing interfaces are the

result of severe tradeoffs concerning what aspects of haptic interaction are perceptually

most important, which can be implemented most efficiently, and what paradigms are most

useful or most likely to proliferate.

Just as walking is fundamental to the negotiation of natural environments, it is increas-

ingly relevant to human-computer interaction, because immersive interactive systems are

becoming more widely used, and because more everyday environments are being augmented

with digital technology. Despite the important role played by the feet in numerous human

activities, they have received limited attention as a means of interacting with computers.

Although rarely incorporated in early research on virtual environments, walking is in-

creasingly investigated as a means of navigating in immersive virtual spaces, and has been

found to have a positive effect on the sense of presence. However, despite remarkable ad-

vances in visual display and rendering techniques, little has been done to ensure that the

haptic information users obtain about their surroundings through walking agrees with what

they experience through the other senses.

The few haptic interfaces for the foot that have been developed have largely been

designed to enable locomotion in virtual environments. Existing devices, which are based on

similar principles to those used in motorized exercise equipment, have been used to simulate

walking, running, turning, or other aspects of locomotion on uneven terrain. However,

to date, almost no attention has been given to the simulation of other ground material

properties. Indeed, no haptic interface is useful for displaying all possible force signals,

and those that simulate kinesthetic aspects of locomotion, which involve large forces and

body movements, are ill-suited to reproducing finer textural details that distinguish various

natural and man-made ground surfaces.

Vibrotactile interfaces, which are designed to mirror the haptic subsystem that is most

sensitive to fast or high-frequency mechanical stimuli, offer a complementary alternative.

They are low in cost and complexity, because they are electronically and mechanically

simple and can often be operated in open loop control mode. Although unable to sim-

ulate kinesthetic information, they have proven effective at rendering object properties,

such as surface hardness and texture, that are reflected through high-frequency mechanical

vibrations, and are poorly reproduced by most force-feedback devices.

However, little is known about the nature of vibrotactile stimuli that are produced

during walking on natural ground surfaces, which include materials that are rarely used
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in haptic simulations. Common examples, such as branches, snow, sand, or gravel, are

heterogeneous, collective, and disordered, and the complex, inelastic mechanical responses

that they exhibit when subjected to loads are responsible for the textural “feel” of walking

on them. It appears to be computationally unfeasible to interactively simulate these dis-

tributed processes on a microscopic scale, due to the number of elements involved and to

their complex organization. Effective statistical models have been developed in the science

and engineering literature, but have not yet been applied to haptic rendering.

1.1 Scope

This thesis is motivated by the aim of allowing users to walk on and “feel” natural or man-

made ground surfaces that are simulated in a virtual environment. The virtual ground

surface is simulated by means of haptic (and, optionally, auditory or visual) feedback pro-

vided by a real, instrumented floor. The sensation of touching a virtual surface is produced

by modifying the displacement of the floor in response to forces exerted by the foot. As

a practical measure, only texture-like, high-frequency temporal components are displayed,

because it is far less efficient to reproduce static forces or displacements. Thus, the simula-

tion is based primarily on vibrations presented and felt through a flat, instrumented floor

display.

The thesis addresses several problems motivated by this basic scenario. It presents the

design of a novel vibrotactile floor interface and uses it to realize virtual ground and touch

surface interfaces. It also investigates the contribution of vibrotactile sensory information to

the perception of ground surface properties, and demonstrates that vibrotactile feedback

can, to some extent, compensate for missing kinesthetic information. This seems to be

attributable to the fact that the displacement of many natural materials or mechanisms is

accompanied by texture-like vibrations that are produced through inelastic processes like

friction and fracture. The manifestation of these processes in some disordered materials,

like those found in natural ground surfaces, is analyzed using tools from stochastic physics.

1.2 Overview

This thesis is organized in nine chapters: this introduction, a review of prior literature,

three previously published manuscripts, three chapters (not yet submitted for publication),
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and a summary.

Chapter 2 provides a survey of prior literature relevant to the realization of experi-

ences walking on, or interacting with, virtual ground surfaces. It contains an overview of

relevant aspects of locomotion, a survey of vibrotactile sensation and perception in the feet,

a discussion of mechanical interactions in walking on natural and man-made surfaces, a re-

view of prior literature on human-computer interaction via the feet, a discussion of factors

affecting the design of vibrotactile interfaces, and a review of methods for the physically

based rendering of vibrotactile stimuli. Due to the breadth of the topics involved, further

background is reviewed in the relevant sections of the chapters that follow.

Chapter 3 presents applications of a novel vibrotactile floor display to ambient in-

formation display in intelligent environments. Potential applications of such displays as

navigational aids, non-intrusive information conduits, aids to visually impaired people, en-

tertainment features, and components of immersive virtual environments are discussed.

Two methods for the design of vibrotactile messages presented through a floor interface

are presented and evaluated in an experiment. The results support the feasibility of ambi-

ent vibrotactile information display through floor surfaces, and provide guidelines for the

design of usable vibrotactile messages.

Chapter 4 presents the re-engineered design of the vibrotactile floor interface, which

was used in other chapters of this thesis to implement and evaluate interaction techniques

and rendering algorithms for virtual ground surfaces. The most notable part of this chapter

is the consideration given to optimizing the structural dynamics of the device subject to

constraints imposed by the need to support static loads from users standing on it. Digital

inverse filtering is used to further correct the unloaded device transfer function response,

achieving a flat passband from 50 to 750 Hz, and making it well suited for use in the

perceptual investigation conducted in Chapter 6.

Chapter 5 investigates new techniques for interacting with computationally augmented

floor surfaces. It introduces a distributed, networked version of the vibrotactile floor inter-

face presented in Chapters 3 and 4. Interaction techniques are developed for this distributed

display, based on intrinsic contact sensing methods that make it possible to resolve foot-floor

contact loci with a resolution of about 2 cm. They are used to realize interactive, multi-
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modal simulations of natural walking terrains and multimodal touch surface interfaces for

human-computer interaction. A usability evaluation was conducted, yielding preliminary

guidelines for the design of such applications.

Chapter 6 presents a study that directly addresses an inherent limitation of the vibro-

tactile floor interface: its inability to display kinesthetic force-displacement information,

hence to reproduce the compliant feel of different ground surfaces. A new haptic per-

ceptual illusion is demonstrated, in which the perceived compliance of a floor surface is

increased by vibration feedback felt through it. A series of experiments revealed that the

effect scales monotonically with vibration amplitude, and is robust at amplitudes near to

the psychophysical detection threshold for the stimuli. The results suggest that vibro-

tactile channels play a larger role in the control of locomotion than has been previously

acknowledged.

Chapter 7 and Chapter 8 investigate mechanical interactions associated with experi-

ences of walking on disordered, heterogeneous materials like those commonly encountered

in natural environments. Although Chapters 4 and 5 presented simple stochastic models

for rendering texture-like vibrations associated with the inelastic compression of such ma-

terials, here a more fundamental basis for such algorithms is provided, based on statistical

physics.

Chapter 7 presents and analyzes a novel methods for simulating failure processes in

fiber reinforced composites and granular materials subjected to dynamic loads. An efficient,

temporal model for these fracture-like processes is derived based on a stochastic process

associated with random spatial variations in the local strain thresholds of a distributed

medium.

Chapter 8 analyzes irregular stick-slip motion produced through frictional sliding or

compression of rough or disordered surfaces, using methods from statistical physics. A

novel first passage time problem is formulated, whose solutions determine the statistical

properties of stick-slip motion in a generic class of stochastic friction models. Approximate

solutions to this problem are developed here for the first time. They are shown to capture

rich, pseudo-periodic motions that are not present in any deterministic limit, but instead

correspond to noise activated transient oscillation modes similar to those associated with

stochastic resonance phenomena observed in other physical and biological systems.
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Chapter 9 concludes this thesis with a summary and a discussion of the main findings

and implications for future research.

The novel aspects of this thesis involve hardware interface design, interaction techniques,

models of material responses, and perception. The perceptual investigation provided a

validation of the ability of the vibrotactile floor surface to simulate a key aspect of different

ground surfaces. In addition, it can be regarded as a worst case assessment of the display

paradigm proposed here, since it focused on a perceptual dimension that was, a priori,

compromised in the original design. The possibility it demonstrated, of using vibrotactile

feedback to evoke an illusory sense of compliance, was an unexpected outcome of this thesis.

1.3 Summary of contributions

This thesis contains the following main contributions:

• The design of a novel, high-fidelity vibrotactile interface in a rigid floor surface. The

device was analyzed and structurally optimized to ensure a usable passband extending

from about 50 to 750 Hz.

• The design of a distributed, touch-sensitive vibrotactile display, and techniques for

using it to interact with multimodal simulations of natural ground terrains and touch

surface interfaces.

• The demonstration of a new haptic perceptual-motor illusion, in which vibrotactile

feedback was revealed to increase the perceived compliance of a rigid surface in a

predictable manner.

• An analysis of pseudo-periodic stick-slip motion in a class of stochastic models of

sliding friction. A novel first passage time problem was presented, whose solutions

were demonstrated to capture the statistical properties of the motion. Noise-induced

irregularities in stick-slip motion are characterized as stochastic resonance phenom-

ena, a connection that is, to the best of our knowledge, established here for the first

time.
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• Time-domain methods for simulating fracture processes in stiff, heterogeneous mate-

rials. They are efficient enough to be used for the interactive rendering of vibrotactile

and auditory feedback resulting from stress fluctuations in these materials.

• A demonstration of the feasibility of ambient information display with vibrotactile

messages communicated through a floor surface, and usability guidelines for the design

of such displays.
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Chapter 2

Background

This chapter presents a general survey of prior literature pertinent to the research presented

in this thesis. Due to the diverse range of topics addressed in different parts of this thesis,

further review of specific background relevant to each component of this thesis is given in

sections 3.1, 3.2, 4.1, 5.1, 5.2, 6.1, 7.1, and 8.1 of the chapters that follow.

2.1 Dynamics and forces in walking

Walking is a periodic activity, and a single period is known as the gait cycle. Typical

human walking rates are between 75 and 125 steps per minute (about 1.25 to 2 Hz) [1].

It can be divided into two temporal phases – those of stance and swing (Fig. 2.1). The

former comprises approximately 60 percent of the cycle, during which some part of the

walker’s weight is carried by that foot, and can be characterized in terms of foot position

and contact, decomposed into initial heel strike, followed by foot flat, heel off, knee flexion,

and toe off. The subsequent swing phase spans the period from when the toe first clears

the ground until ground contact is reestablished. Thus, the gait cycle is characterized by a

mixture of postural attributes (e.g., the degree of flexion at the knee) and contact attributes

(e.g., toe on or off). Several time scales are involved, including those of the walking tempo

or pace, the footstep, encompassing an entire swing-stance cycle, and discrete events such

as heel strike and toe slap.

The net force F exerted by the foot against the ground is a vector with components

tangential and normal to the ground surface. One can distinguish between low and high

frequency force components, above and below about 50 Hz. The former is referred to as the
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Ground Reaction Force (GRF), and is responsible for the center of mass movement of the

individual and the support of his or her weight. Although approximately independent of

footwear type, it varies between individuals and walking styles [2]. High-frequency forces are

due to material-dependent transient, noise-like, or oscillatory interactions between the shoe

and ground surface, and are responsible for airborne acoustic and mechanical vibrations

generated during walking [3, 4, 5, 6, 7, 2]. Since these high-frequency signals depend

energetically on walking movements that generated them, the gait frequency is readily

detected in remote measurements via seismic and acoustic sensing [8, 7, 2, 9]. Signatures

of individual footsteps are marked by the two key events: the heel strike and toe slap [3, 4]

(Fig. 2.1). The time between the two is on the order of 100 ms for stereotypical walking.

However, depending on the shoe type, activity, and ground surface shape, a more complex

temporal dependence may be observed.
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Fig. 2.1 Vibration spectrogram a(t, f) and low-frequency normal foot-
ground force F (t) measured at the hard sole of a men’s shoe during one foot-
step of a walker onto rock gravel, together with the corresponding foot contact
states within the gait cycle (author’s measurements). The dark vertical stripes
in the spectrogram correspond to discrete impact or dislocation events that
are characteristic of dynamic loading of a complex, granular medium.
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2.2 Mechanical interactions and materials

Stepping onto a natural or man-made surface produces rich multimodal information, in-

cluding mechanical vibrations that are indicative of the actions and types of materials

involved. Stepping on solid floors in hard-soled shoes is typified by transient impacts due

to initial heel strike with the floor surface and subsequent slap of the toe area, while slid-

ing can produce either squeaking (when surfaces are clean) or textured noise. In indoor

environments, the operation of common foot operated switches, used for lamps, dental

equipment, or other machines, is often accompanied by transient contact events between

solid mechanical elements.

The discrete quality of these mechanical signals can be contrasted with the more tem-

porally extended nature of those generated by a step onto natural ground coverings, such

as gravel, dry sand, or branches. Here, discrete impacts may not be as apparent, and

can be accompanied by both viscoelastic deformation and complex transient, oscillatory,

or noise-like vibrations generated through the inelastic displacement of heterogeneous ma-

terials [10]. A few of the processes that can be involved include brittle fracture and the

production of in-solid acoustic bursts during rapid micro-fracture growth [10, 11, 12], stress

fluctuations during shear sliding on granular media [13, 14, 15, 16], and the collapse of air

pockets in soil or sand.

Thus, foot-ground interactions are commonly accompanied by mechanical vibrations

with energy distributed over a broad range of frequencies. High-frequency vibrations origi-

nate with a few different categories of physical interaction, including impacts, fracture, and

sliding friction. The physics involved is relatively well understood in restricted settings,

such as those involving homogeneous solids, but less so when disordered, heterogeneous

materials are involved. Due to the random nature of stress-strain fluctuations in these ma-

terials, statistical modeling approaches have seen considerable success in describing them

[11, 10]. Chapters 7 and 8 of this thesis investigate stochastic models of fracture and friction

associated with some of the aforementioned processes

2.3 Vibrotactile sensation and perception

The sense of touch in the human foot is highly evolved, and is physiologically highly similar

to that in the hand, with the same types of tactile receptor populations as are present in
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the former, including the fast-adapting (FA) type I and II and slow-adapting (SA) type

I and II cutaneous mechanoreceptors [17, 18], in addition to proprioceptive receptors in-

cluding Golgi organs, muscle spindles, and joint capsule receptors in the muscles, tendons,

and joints. The sole is sensitive to vibrotactile stimuli over a broad range of frequencies,

up to nearly 1000 Hz, with FA receptors comprising about 70% of the cutaneous popula-

tion. Several differences between tactile sensation in the foot and hand have been found,

including an enlargement and more even distribution of receptive fields in the foot, and

higher physiological and psychophysical thresholds for vibrotactile stimuli [18, 19], possibly

related to biomechanical differences between the skin of the hands and feet [20]. Further

comparisons of the vibrotactile sensitivity of the hand and foot were performed by Morioka

et al. [21].

It is almost a truism to say that self motion is the most fundamental function of walk-

ing, so it is not surprising that most of the scientific research in this area is related to the

biomechanics of human locomotion, and to the systems and processes underlying motor be-

havior on foot, including the integration of multisensory information subserving planning

and control. During locomotion, sensory input and muscular responses are coordinated

by reflexes in the lower appendages [22, 23, 24], and prior literature has characterized the

dependence of muscular responses on both stimulus properties and gait phase. The vibro-

tactile sense in the foot has been less studied in this regard, presumably because it is not

a primary channel for acquiring information about low frequency forces and displacements

that are most salient to the control of locomotion and balance.

Perceptual abilities of the foot are essential to the sensorimotor loop involved in the

control of locomotion, but have been much less studied than those of the hand, to which it

is serially homologous. Prior literature has emphasized perceptual-motor abilities related

to the regulation of locomotion and balance on slippery, compliant, or slanted surfaces [25,

26, 27, 28, 29, 30, 31, 32]. The stepping foot is able to discriminate materials distinguished

by elasticity [33, 34] or by raised tactile patterns [35, 36], as demonstrated in research aimed

at evaluating the utility of these features for aiding visually impaired people in walking or

navigating safely and effectively.

Although walking on natural ground surfaces generates rich haptic information [4, 2, 37],

little research exists on the perception of such materials during locomotion. The author

of this thesis collaborated on a prior study in which walkers were tasked with identifying

synthetic and natural walking surfaces in different non-visual sensory conditions, while
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wearing shoes [38]. Better than chance performance was observed in all conditions in which

tactile information was unmodified. Performance was worse when tactile information was

degraded by a vibrotactile masking signal supplied to the foot sole. Although the latter

could have affected haptic information in multiple ways (by perturbing high- and low-

frequency cutaneous tactile information and/or information from deeper joint and muscle

proprioceptors) subsequent analyses indicated that this information was highly relevant for

discriminating walking grounds. Furthermore, performance was not significantly improved

when auditory information was provided in addition to tactile information, suggesting that

similar high frequency information was communicated through both channels.

As mentioned, haptic perceptual abilities of the hand have, unlike those of the foot, been

extensively studied in prior literature [39, 40, 41]. Vibrotactile information generated by

manually tapping, scraping and scanning are salient to the perception of surface properties

such as hardness, texture, or material composition [42, 43, 44, 45, 46, 47]. In the early

20th century, David Katz argued, in essence, that coarse textures are spatially coded,

while fine textures are represented in the time domain [48]. The existence of spatial codes

above a length scale of about 100 µm received support beginning with work by Lederman

and others in the 1970s, while a complementary vibrotactile code for texture has been

extensively described in more recent literature [49]. The vibrotactile sense is especially

salient to to the perception of fine surface textures, and to those felt through a rigid link.

Available evidence suggests that the sensory information involved is preferentially acquired

by FA II (Pacinian) receptors, which are sensitive to frequencies between about 40 and

1000 Hz [49]. A further indication that vibrations felt during surface scanning are involved

in judgements about texture comes from the observation that imposing synthetic vibrations

during manual surface scanning can increase perceived surface roughness [50].

2.4 Display and interaction techniques

In computing applications, the foot has been used to control interfaces for human-computer

interaction and to enable navigation in immersive virtual environments, highlighting dis-

tinct functional uses of the lower appendage for touching objects near the floor, and sup-

porting or moving the body.
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2.4.1 Walking in virtual worlds

Walking is arguably the most intuitive way to navigate an environment. In most research

on virtual environments, users are constrained to remain seated or to stand in place, which

can have a negative impact on the sense of immersion [51]. Consequently, there has been

much recent interest in enabling users of such environments to navigate by walking. One

approach to this problem has resulted in the development of motorized interfaces that

allow the use of normal walking movements to change position within a virtual world.

Motorized treadmills have been extensively used to enable movement in one-dimension,

and this paradigm has been extended to allow for omnidirectional locomotion through an

array of treadmills revolving around a larger one [52]. Another configuration consists of a

pair of robotic platforms beneath the feet that are controlled so as to provide support during

virtual foot-ground contact, while keeping the user in place, while yet another consists of a

spherical cage that rotates as a user walks inside of it [53]. The range of motion, forces, and

speeds that are required to simulate omnidirectional motion make these devices intrinsically

large, challenging to engineer, and costly to produce. In addition, while they are able to

simulate the support and traction supplied by the ground, they cannot reproduce the feeling

of walking on different materials.

Lower-cost methods for walking in virtual environments have been widely pursued in

the VR research community. Passive sensing interfaces have been used to allow for the

control of position via locomotion-like movements without force feedback [54]. Walking in

place is another simple technique, in which movements of the body are sensed, and used to

infer an intended movement trajectory [55]. For virtual environments that are experienced

via an audiovisual head mounted display, a user’s locomotion can be directly mapped to

movements in a virtual environment. The real walkable workspace is typically much smaller

than the virtual environment, and this has led to the development of techniques, such as

redirected walking [56], that can engender the perceptual illusion that one is walking in a

large virtual space.

The auditory and tactile experience of walking on virtual materials can be simulated

by augmenting foot-ground interactions with appropriate sounds or vibrations. Although

vibrotactile interfaces are simpler and lower in cost to implement than haptic force feedback

devices [57], they have only recently been used in relation to walking in virtual environ-

ments. Auditory displays have been more widely investigated, and walking sounds are
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commonly used to accompany first-person movements in immersive games, although they

are rarely accompanied by real foot movements. Cook developed a floor interface (the

Pholiemat), for controlling synthesized walking sounds via the feet, inspired by foley prac-

tice in film [58, 59], and other researchers have experimented with acoustically augmented

shoes [60]. Research on the use of vibrotactile displays for simulating virtual walking ex-

periences via instrumented shoes [61] or floor surfaces [62] is still in its infancy.

2.4.2 The foot in human-computer interaction

Interactions via the feet have been explored in human-computer interaction for several

decades, and prior to that, in various areas of human-machine interaction (e.g., for control-

ling sewing machines or surgical equipment). Game peripherals and computerized exercise

equipment utilizing stepping movements were first popularized in the 1980s [63], while foot

pedals for human-computer interaction were systematically studied shortly thereafter [64].

Manually operated (multi-) touch screens have achieved widespread commercial suc-

cess, but touch-sensitive interfaces for the feet have received far less attention. Companies

including Gesturetek and Reactrix (now defunct) have marketed interactive floor-based vi-

sual displays, in which foot locations are sensed via cameras. Such systems provide poor

information about foot-ground contact, which limits their applicability for either functional

floor-based interfaces or for simulating virtual foot-operated controls. Techniques for con-

tact sensitive multi-touch interaction have been successfully adapted for use with the feet,

although costs may be relatively high due to structural constraints [65]. Other systems

have required users to wear instrumented shoes while interacting with a video projection

on the floor, as in the Step WIM interface of LaViola et al. [66].

Although tactile displays do not seem to have been integrated in any of the aforemen-

tioned interfaces, several researchers have investigated the use of simple forms of tactile

feedback for passive information conveyance to the feet. Actuated shoe soles used to pro-

vide tactile indicators related to meaningful computing events [67, 68], and rhythmic cues

supplied to the feet via a stair climber have been found to be effective at maintaining a

user’s activity level when exercising. In automotive settings, tactile warning cues delivered

via the accelerator pedal have been studied for many years [69], and eventually appeared in

production vehicles. Tactile stimulation to the feet has also been explored as an additional

feedback modality in computer music performance [70]. Further discussion is provided in
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Chapter 3, which presents applications of a vibrotactile floor interface to ambient comput-

ing and human-computer interaction.

Floor- and shoe-based force sensing interfaces have been developed for applications

in the movement and sports sciences, for gait and balance rehabilitation, the analysis of

musical and dance performance, artistic and entertainment creation, architectural design,

marketing, surveillance, virtual reality training, and transportation, among others. Tactile

sensing solutions based on shoe- or floor-mounted arrays of force sensors are commercially

available from companies like TekScan. Several distributed, force-sensing floors have been

developed for interactive art and multimedia performance and surveillance, including the

ASU-AME sensing floor, the GaitMat, Lightfoot, Magic Carpet, Z-Tiles, FootSee, Ada,

and others [71, 72, 73, 74, 75, 76, 77]. A comparative overview is provided by Miranda and

Wanderley [78]. A novel approach based on a sparse network of intrinsic force sensors in a

distributed array of tiles is presented in Chapter 5 of this thesis.

2.5 Vibrotactile interfaces and physically based synthesis

A central topic to this thesis is vibrotactile interaction with virtual ground surfaces. Al-

though simpler vibrotactile stimuli (e.g., status messages) were referred to in the foregoing,

we reserve the term vibrotactile interface to describe devices that present mechanical vi-

brations (displacements or accelerations) interactively in response to user-generated forces

or displacements, typically so as to simulate interaction with a virtual object. Examples of

such interfaces include a handheld rod containing a virtual ball [79], and a graphics tablet

through which virtual surface textures may be felt with a handheld stylus [80], in addition

to the shoe- and floor-based devices mentioned in the preceding section.

2.5.1 Hardware

Although the vibrotactile sense is part of the haptic sensory system, there are at least two

important differences between vibrotactile and force-feedback interfaces. First, the latter is

used to render both static and dynamic forces over a macroscopic range of displacements.

In meeting this goal, most haptic interfaces are compromised in their ability to accurately

reproduce transient or other high frequency forces or displacements. A force-feedback in-

terface has a usable frequency band from DC to an upper limit that is usually constrained

by resonances or anti-resonances in the kinematic mechanism. For example, one device,
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the Sensable Phantom 1.0A, was found to have a lowest structural resonance of 30 Hz [81],

a value that excludes most of the vibrotactile frequency range from the usable passband

of the device. A second difference is that a force-feedback display involves a closed con-

trol loop between displacement and force (impedance control), or force and displacement

(admittance control), because the two are coupled at both the manipulandum and virtual

object simulation. As a result, if care is not taken to ensure the energetic passivity of the

haptic simulation, interactions with it can destabilize due to spurious energy created by

the discrete-time realization of force-displacement relationships. In a vibrotactile interface

this situation is not normally encountered, because the sensor and actuator signals can be

specified to occupy non-overlapping frequency bands. Partly for this reason, most vibro-

tactile interfaces are operated in open loop control mode, and in this respect, and in their

emphasis on the reproduction of transient or oscillatory signals, resemble audio displays.

Most consumer devices that integrate vibrotactile displays, such as mobile phones or

game controllers, make use of inexpensive eccentric mass motors that cannot present vibra-

tions with independently specified amplitude and frequency, hence are ill-suited for high

fidelity vibrotactile display. Less restrictive actuators include inertial (voice coil) motors,

DC motors, and piezoelectric actuators [82]. Inertial motors are able to present vibrations

with a high dynamic range over a large bandwidth of frequencies, and are simple enough

to be constructed by hand. They are based on an inertial slug driven by electromagnetic

induction. The most common configuration consists of a magnet suspended elastically be-

tween the coils of an inductor, which is driven with an oscillating waveform, creating an

axial Lorentz force. Vibrations are induced via conservation of momentum. By suitable

specification of the magnet mass, suspension stiffness, and geometry, the acceleration fre-

quency response can be designed to be approximately flat over a frequency range of interest

[83]. When coupled to a manipulandum or other display components, the structural dy-

namics of the display must also be taken into account. Chapter 4 of this thesis presents

the engineering design of a vibrotactile display integrated in a rigid floor plate.

Users can be enabled to interact with such a device in many ways – for example, by

moving a handheld object, by pressing a surface, or exerting force against a manipulan-

dum. Sensing can be accomplished via accelerometers, rotary position encoders, resistive

or capacitive force sensors, or hall effect position sensors [82]. A simulation of a virtual

object or material is then used in order to compute vibrations in response to the sensed

movements or forces.
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2.5.2 Physically based synthesis

A variety of techniques for synthesizing haptic forces or displacements during interaction

with objects or surfaces in a virtual environment have been developed over the past 15

years [84], and many of them are also relevant for vibrotactile interfaces. The requirements

of vibrotactile synthesis are, in addition, similar to those of sound synthesis, except that,

in the former case, the usable frequency range extends to only 1000 Hz. Also, some aspects

of sound perception, such as reverberation and spatial hearing, do not correspond to any

tactile phenomena. Nonetheless, many techniques that have been developed for sound

synthesis can be used for vibrotactile rendering [59, 85].

As noted in Section 2.2, walking in natural and man-made environments involves basic

interactions, including viscoelastic deformation, solid friction, texture, and impacts, for

which existing haptic rendering methods are applicable [84], and more complex processes,

such as brittle fracture in heterogeneous solids and sliding on granular media, that lie

beyond the state of the art. Two difficulties involved in the haptic rendering of such

phenomena are the high sampling rates required for stable, artifact-free rendering, and the

large number of degrees of freedom involved [84].

In computer graphics research, particle-based rendering methods have been used to an-

imate granular media [86, 87, 88]. However, known algorithms are far too slow for haptic

or vibrotactile interaction, and, due to the low frame rates and gross physical approxima-

tions entailed, they do not capture most of the spatial and temporal stress fluctuations

that are observed in real granular materials. Similar remarks apply to computer graphics

rendering methods for brittle fracture, which, despite recent advances, remain too costly

for interactive haptic, vibrotactile, or audio rendering [89, 90, 91, 92, 93].

However, the disordered nature of these materials allows many aspects of their physics,

such as disorder effects, acoustic emission, and stress fluctuations to be captured by more

efficient, stochastic models that do not attempt to reproduce the full deterministic evolu-

tion of stress throughout the distributed medium [10, 11]. In haptic rendering, stochastic

methods have been used to simulate random force components generated by sliding between

rough, solid surfaces. Siira and Pai used the observation that height profiles of many solid

surfaces are approximately Gaussian distributed to derive a simple time-domain stochastic

texture rendering model [94]. The texture force was taken to be proportional to the sur-

face height at the contact point, hence could be computed by sampling from a Gaussian
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distribution at each time step. The resulting random force component was equivalent to

additive Gaussian white noise, except in a small deadband around zero velocity. Green and

Salisbury used a similar method to render haptic interactions based on measurements of

sliding on sandpaper [95]. Fritz and Barner proposed extensions of this technique, includ-

ing the use of filters or correlated noise to shape the distribution of frequency content in

texture forces. They also applied it to rendering volumetric texture components associated

with viscous forces (e.g., stirring a pool of ball bearings).

In the related field of sound synthesis, noise has also been used to represent random

force components from frictional sliding [96] and scraping [97]. Cook developed efficient

stochastic methods for synthesizing acoustic textures produced by systems composed of

many loose particles, such as maracas [59]. The method assumes the texture is produced

by a large number of discrete impacts occurring at different times, with different forces.

The distribution of impact times is modeled as a Poisson process, where the time ∆t

between events is distributed according to a Poisson distribution P (∆t) = λ∆t exp(−λ∆t),

where λ is the event rate. Heuristics are used to deduce a plausible relationship between

λ(t) and the forces F (t) on the system, or the temporal evolution of other parameters

[98]. Individual impacts may be rendered via playback of short, pre-recorded transients,

or by a discrete-time simulation of shock impacts a Hertzian contact model, coupled to a

resonant modal filter [99]. The drawback of these phenomenological methods is that their

correspondence with the physics of any actual system is obscure. However, they have been

used to synthesize a variety of different sound effects, including those produced by footsteps

on different materials [59, 58].

Chapter 7 of this thesis develops an efficient temporal model of fracture in fiber com-

posite materials based on a widely studied example from physics, while Chapter 8 analyzes

stochastic models for irregular stick-slip oscillations associated with sliding on rough sur-

faces or granular media.
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Preface to Chapter 3:

This paper investigates the use of vibrotactile feedback presented via floor surfaces for

ambient information display in intelligent environments. A number of potential applications

are described, along with relevant design and engineering considerations. An encoding of

vibrotactile communication messages by means of rhythmic sequences of virtual impacts is

presented here for the first time, and is found to result in higher recognition performance

than an encoding based on sequences of tone-like stimuli similar to those used in prior

literature. The results support the feasibility of ambient vibrotactile information display

through floor surfaces, and provide the first guidelines for the design of such interfaces.

Contributions of Authors:

Yon Visell designed the apparatus and display method, and designed, implemented and

ran the experiments, and analyzed the data. He also produced the figures and wrote

the manuscript. Alvin Law contributed to the design of the apparatus, implemented the

apparatus, ran the experiments, and contributed to the data analysis. Prof. Cooperstock

supervised the research and edited the manuscript.
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Abstract Floor surfaces are notable for the diverse roles that they play in our negotiation

of everyday environments. Haptic communication via floor surfaces could enhance or enable

many computer supported activities that involve movement on foot. In this paper, we

discuss potential applications of such interfaces in everyday environments, and present a

haptically augmented floor component through which several interaction methods are being

evaluated. We describe two approaches to the design of structured vibrotactile signals for

this device. The first is centered on a musical phrase metaphor, as employed in prior work

on tactile display. The second is based upon the synthesis of rhythmic patterns of virtual

physical impact transients. We report on an experiment in which participants were able

to identify communication units that were constructed from these signals and displayed

via a floor interface at well above chance levels. The results support the feasibility of

tactile information display via such interfaces, and provide further indications as to how to

effectively design vibrotactile signals for them.

3.1 Introduction

Tactile feedback has received growing attention as a means of enhancing or enabling in-

formation display in diverse computing applications. As human computer interaction has

extended beyond the desktop computing paradigm, and into every other domain of hu-

man activity, tactile display has grown in importance. This is attributable, in part, to its

ability to overcome the sensory overload and attentional demands that arise in complex,

multitasking environments.

Two new paradigms that have emerged within this context are those of mobile or

wearable information appliances, and of ambient computing. While significant attention

has been devoted to the opportunities for tactile display to enhance mobile applications,

less has been given to haptic interaction with computationally augmented environments.

Nonetheless, the fundamental role that floor surfaces play in our haptic negotiation of every-

day environments suggests that they hold significant potential for active tactile information

display.

The design of haptic information for ground surfaces has a long history, as is evidenced

in urban environments. Haptic markers are commonly used to indicate locations or paths of

interest to visually impaired people. Similarly, they are employed to emphasize low-lying

features, such as subway stairs, that need to be highlighted even to sighted individuals.
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Many everyday ground surfaces could also be profitably augmented with active tactile

information displays. Such displays might find roles that are complementary to those that

have been explored in the mobile computing domain. Some simple end-user scenarios may

be helpful to guide the discussion:

Fig. 3.1 A possible end-user scenario: Pedestrians receive vibrotactile cues
via the ground surface, indicating the location of the crossing and state of its
signal.

• A visually impaired pedestrian is traveling to an appointment on foot and by public

transportation. Reaching a noisy urban crosswalk, she is able to infer, via a vibro-

tactile cue received near the curb, that the crossing signal is red. Later she receives

a cue indicating that it is safe to cross (Figure 3.1). She enters the subway and is

able to feel, via haptic feedback supplied near the platform edge, that the train has

not arrived. Once it arrives, similar cues indicate the locations of the train doors.

She reaches the building of an office, and locates the elevator. While ascending to

her destination, she receives a vibrotactile cue from the elevator floor, indicating the

floor number that has been reached, and instantly knows when to disembark.

• An elderly person taking a shower in his home receives subtle vibrotactile feedback

to his feet, unconsciously aiding him in maintaining his balance in response to sensed

shifts in his center of mass and pressure.
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• A rescue team is engaged in an augmented reality training simulation that aids them

in learning to evaluate and respond to the changing conditions of a structure during an

emergency. They receive realistic cues through the response of a haptically actuated

floor delivering signals appropriate to the material and local stability of the ground

surface in the simulation.

3.1.1 Potential Advantages

Floor-based haptic communication interfaces may share many positive features that are

characteristic of other kinds of haptic communication:

• Complementarity to other modalities: Such displays can function well even when

visual attention is occupied, or when the environment is noisy.

• Attentional salience: Tactile displays can be an effective means of directing attention

to a significant event or location, in the presence of task load or sensory distraction.

• Discreetness: Information received through such a display need only be apparent to

its user.

Haptic communication via floor interfaces may, in addition, offer some specific advantages,

such as those of:

• Ubiquity and unintrusiveness: Reflecting the near universal presence of foot-floor

contact in human environments.

• Acceptibility: While people may be averse to touching certain objects in public spaces

such as restrooms, floor surfaces are broadly acceptable to touch, via the shoes.

• Ready accessibility: Floor-based interfaces need not require users to possess or wear

any special technology, making them accessible to a wider range of users.

• Lack of specific demands on visual or manual search: An interface might be posi-

tioned at a location (such as a pedestrian crossing) in such a way that little visual or

manual search is required to locate it. This can be an advantage for users with visual

impairments.
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• Location, navigation, and event salience: Such interfaces may be well suited to appli-

cations that involve pedestrian navigation, wayfinding, or location-based information

display.

• Locomotion-specific effects: As noted below, a floor might be readily designed to

actively enhance specific sensorimotor aspects of walking.

3.2 Background

While the literature on haptic interaction design for the feet is quite limited, much of what

is known about haptic communication via other areas of the body may be readily extended

to the case of interest. In addition, in large part through research conducted in the last two

decades, more is now known about tactile sensation in the feet. This background knowledge

can, by extension, inform the design of floor-based interfaces, and it also raises issues that

are uniquely applicable to haptic communication design for floor surfaces.

3.2.1 Tactile sensation and psychophysics of the foot

The tactile sensory physiology and psychophysics of the foot have been the subject of

considerable research, if to a lesser extent than in the case of the hand. The foot has, since

the mid-20th century, been acknowledged as one of the most sensitive parts of the body to

vibrotactile stimulation [100, 19]. The sensory physiology of the sole of the foot is similar to

that of the glabrous skin of the hand, including the same types of tactile mechanoreceptors

as are present in the latter [101], namely fast-adapting type I and II receptors (FA I,

FA II) and slow-adapting type I and II receptors (SA I, SA II). Their nervous responses

largely mirror those of receptors in the hand [18], although some differences in peripheral

vibrotactile information coding have been identified (see, e.g., Ribot-Ciscar et al. [102]).

With regard to the receptor spatial distribution, Kennedy and Inglis found those in glabrous

skin of the foot sole to be relatively widely distributed, with (in contrast to the hand) little

preferential accumulation in the toe areas [18]. Receptive fields were found to be larger than

in the hand by a factor of about three. Physiological activation thresholds were determined

to be higher on average – by a factor of approximately eight, in the case of FA II receptors

[18]. This latter finding agrees with earlier observations of higher psychophysical thresholds

to vibrotactile stimulation of the foot compared to the hand [19]. It has been suggested
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that this is due, in part, to biomechanical differences between the skin of the hands and

of the feet, and possibly to mechanoreceptor properties [20]. The ball and arch of the foot

have been found to be the areas most sensitive to vibrotactile stimulation [103].

Sensitivity has also been assessed for populations of different ages, with elderly people

demonstrating elevated thresholds for vibrotactile stimulation at FA II mediated frequen-

cies [103] (i.e., those most often targeted by vibrotactile displays [104]). Thus, age is a

significant factor in haptic interaction design for floor interfaces. As in other areas of hap-

tic communication, such differences may be compensated by learning on the part of users,

or by plasticity effects, whereby repeated exposure over time has been found to improve

vibrotactile discrimination [105].

Distinctive functional characteristics of the foot relative to the hand include the reduced

prehensile dexterity of the former (which is reflected in the kinds of activities in which

it is involved), and the fact that static and dynamic forces on the feet during stance

are higher and more sustained than those in the hand (i.e., on the order of 100 to 1000

Newtons in the former case). Thus, while the thresholds measured in the studies cited

above were assessed as subjects were lying down or otherwise off their feet, when individuals

are walking, those thresholds may be higher, due to adaptation effects resulting from the

large forces involved [106]. As in the case of the hand, most of the receptor types of the

foot are simultaneously active during normal motor activities, unlike the more segregated

responses that are observed to accompany simpler cutaneous stimulation by static probes,

vibrators, or electrodes [18, 101]. Ribot-Ciscar et al. observed that vibrotactile stimulation

of the foot can lead to a transformation of physiological messages potentially leading to the

overestimation of static forces through co-activation of SA I afferents [102]. As a result,

the application of extrinsic vibrotactile stimulation can result in unintended behavioral

modifications affecting posture and gait. Ribot-Ciscar et al., among others, have previously

identified similar, manual sensorimotor impairments affecting workers exposed to high-

amplitude vibrations [107]. Roll et al. have investigated various proprioceptive illusions

that can be induced by vibrotactile stimulation [108].

Humans on foot are implicitly engaged in a sensorimotor task (e.g., quiet stance or

normal walking). The cutaneous tactile channels addressed by the types of interface we

describe here are active in the peripheral regulation of balance and locomotion through

reflexes coordinating stimuli felt through the feet to muscles in the leg and foot (see, e.g.,

Tax et al. [22], Zehr et al. [23]). During locomotion, the coupling of motor reflexes to
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cutaneous stimulation has been found to depend on both stimulus properties and on the

instantaneous gait phase at the time of stimulation. Thus, if a display is meant to be

accessed during locomotion, careful consideration is warranted of stimulus design and the

timing of presentation. Such entanglements of tactile sensation in the feet and motor

behavior suggest that constraints on the design of actuated floor displays are needed in

order to avoid adverse effects on gait and stance. At the same time, certain applications

might exploit such effects. For example, a person entering a dangerous area might stop

more quickly if cued by a suitable vibrotactile warning signal from the floor.

Finally, there has been much recent interest in the observation that it is possible to

enhance sensation in the feet, and thereby postural and gait control, by providing sub-

threshold noise to the foot soles [109]. This effect is seen as significant for elderly popu-

lations, and for others with peripheral neuropathies. Sensory aids of this type could be

implemented through the kinds of display described in this article, either as a central or

complementary feature.

3.2.2 Prior research on interfaces for the feet

While there has been little research on the design of haptically actuated floor surfaces, much

may be learned from past work in areas such as the passive haptic design of ground surfaces,

tactile feedback in foot-based human computer interaction, and locomotion interfaces for

virtual environments.

Haptic Design of Ground Surfaces

Public transit areas, such as urban sidewalks, pose special risks to pedestrians with visual

impairments. This is partly due to the fact that they cannot make use of visual cues or

signs that are the most common means of marking hazards (e.g., at intersections). Tactile

ground surface indicators consist of regularly textured areas of ground, in the form of

patterns of raised domes, bars, or other bumps, arranged on the sidewalk to mark significant

paths or points of safety concern [34]. While international specifications for such markers

remain to be established, they must be clearly identifiable, without being obtrusive. When

higher than about 5 mm, they have been found to pose risks for stumbling or falling

[36]. Alternative means of demarcating floor areas have been proposed to remedy this.

Kobayashi et al. investigated the discrimination of floor areas by elasticity, in order to
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determine the feasibility of using this type of material variation as a substitute for ground

surface indicators [33]. An active vibrotactile cue supplied through the ground could provide

another approach.

Haptic locomotion interfaces

One area of recent research has concerned the engineering of locomotion interfaces for

virtual environments, as recently reviewed by Iwata [52] and Hollerbach [53]. However,

this research has predominantly focused on the challenging problems of high-fidelity force-

reflecting haptic interaction for omnidirectional virtual walking experiences. The display

of vibrotactile information underfoot for the purpose of increasing immersion during loco-

motion in virtual environments has only recently begun to be addressed [110].

Tactile communication with the feet

Vibrotactile displays for presenting information-bearing stimuli to the soles of the feet have

been little explored to date. Shoes for this purpose have, for example, been investigated

for information conveyance via non-intrusive or hands-free interfaces [67, 68]. Rovers et al.

found that users were able to identify several families of haptic icons, consisting of moving

patterns on the foot sole presented through an array of small vibration motors in the sole

of a shoe-like apparatus [67].

Despite the limited research that has addressed the feet, there is ample evidence that

information can be transmitted via diverse body surfaces, devices, encodings, and under

many different conditions; extensive reviews of related considerations from the literature

in these areas are provided in [105, 104, 57]. Beginning in the 1960s, Geldard and others

systematically studied the use of tactile displays for communicating symbolic information

via different parts of the body. Later research on sensory substitution aimed at conveying

information about shape, spatial configuration, or environmental conditions near a user of

a distributed tactile display; Such displays were designed for body parts such as the tongue,

forehead, thigh, or back [104]. Basic guidelines for stimulation by vibrotactile feedback are

now being formulated [111]. Trends in recent research aim at uncovering central capacities

for, and limitations on, tactile information processing [105], and at establishing a foundation

for the design of large sets of structured vibrotactile messages, based on perceptual and

usability criteria [57]. Although such guidelines necessarily depend on the display device,
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application, and user community addressed, basic strategies have been successfully applied

to many different interfaces and sensory modalities. We profit from prior research on

musically-inspired tactile communication design in Section 3.3.7, below.

Human-machine and human-computer interfaces

There are many control interfaces for machine operation by foot (car accelerator pedals,

dental equipment, sewing machines), and somewhat fewer for human computer interaction

(foot controlled computer mice, sensing floors and shoes). Few of these have profited from

active haptic feedback. Systems providing haptic warning cues via an automobile’s acceler-

ator pedal have been researched for many years as means of improving driving safety [69],

and implementations have now reached the market (e.g., Infiniti’s Distance Control Assist).

Ferber et al. studied haptic communication during a human control task conducted on a

haptically augmented stair climbing machine. They found some simple haptic cues supplied

to the feet via an exercise machine to be effective at aiding participants in maintaining a

target exercise level. The cues consisted of regularly spaced tapping sequences encouraging

the person exercising to exert more effort when he or she slowed down [112]. Hayward and

Rovan developed vibrotactile interfaces for furnishing additional feedback during computer

music performance, including augmented floor tiles and in-shoe stimulators [70]. While

they reported the feedback to be subjectively effective at conveying spatial and temporal

information, no systematic evaluation was performed. We are not aware of any prior work

on the design of vibrotactile information displays for pedestrians via the actuation of floor

surfaces.

3.3 Ambient haptic floors: display design

Since ambient haptic floor displays have been only recently developed, the potential design

space has been little explored to date. In this section, we highlight roles that such inter-

faces might profitably take on in future applications and discuss design issues, including

prototyping methods. We present a prototype floor platform, and describe several design

strategies we have implemented for it.
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3.3.1 Roles for haptic communication

Although application requirements depend on factors that are difficult to anticipate outside

of a case-based discussion, a number of possible roles for a haptic floor interface can be

identified.

Location-based information display Due, in part, to the commonality of foot-ground

contact, such a device may be suited to providing notifications about a current or future

events associated with a location (e.g., the arrival of a bus at its stop), or of informing

about an ongoing process.

Display of navigation-salient information Such a device could be highly suited to

demarcating a location or region of interest to pedestrians (e.g., a crosswalk location, or

an in-store promotion), a direction or directions of interest, or for indicating a pedestrian

path or passage (e.g., the route to an nearby emergency exit).

Functional augmentation of features or devices In interactive settings, floors as

interfaces may prove useful for supplementing the functionality of existing architectural

features (e.g., steps, entrances, stairs, tactile ground surface indicators) or interfaces (e.g.,

foot switches, haptic locomotion interfaces, exercise machines [112]).

Creative, entertainment, or emotional communication They may also be used for

diversion, comfort, entertainment or in the context of artistic creation, for example, by

silently providing a common tempo to musical performers, or by communicating informa-

tion to a computer music performer [70].

Sensorimotor aids Cutaneous tactile stimulation via the soles of the feet can be designed

to improve locomotion during rehabilitation or normal activities [113, 114]. It could also be

used to provoke reflexes meant to avert a pedestrian from stepping in the path of danger.

Virtual reality display Augmented floor surfaces can be used for simulating natural

ground surface features (e.g., earth, sand, stone) for virtual reality or augmented reality

simulations that involve movement on foot (see [62] and Section 3.3.5, below).
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3.3.2 Physical interaction design considerations

Good design demands consideration of the device’s physical configuration and other factors

affecting the interaction. Some relevant considerations include: Whether the interface is

to be integrated with an existing feature or device (e.g., an area of tactile ground surface

indicators), or if it is to constitute a new artifact, such as a custom-built floor platform;

Whether the interaction is to be afforded to a single person or to a group; The required

spatial resolution; The level of interactivity that is needed; The level of independence of

stimulation to each foot. Such considerations can only be addressed in detail through a

particular design.

3.3.3 Prototyping technologies and methods

Many of the technologies needed for prototyping vibrotactile floor displays are readily

available and require comparatively little engineering to deploy. The necessary electronic

components consist of vibrotactile transducers, amplifiers, and signal generation circuitry

(typically some form of computer with associated digital to analog converter).

Among the distinguishing technical requirements are the relatively higher power de-

mands, owing to both the elevated vibrotactile sensory thresholds in the feet relative to

those in the hand, and to the requirement of actuating a floor surface bearing a large mass.

Among other commercially available actuation technologies, one suitable choice is the

linear voice coil motor. It consists of a metallic mass suspended on an elastic structure

between the coils of an electromagnet, which, when driven, exerts a force directly against

a structure to which it is attached (see the recent review article [82] for a discussion). An

advantage of these actuators is that they provide independent control over amplitude and

frequency, which is not the case for simpler devices, such as the eccentric mass motors

commonly used in mobile phones. A second advantage is that the entire actuator may

be concealed within the device. Several commercially available voice coil actuators exist

that may be suitable for prototyping floor surface applications such as those described

here.1 The main technical requirements are that they possess a usable frequency bandwidth

overlapping the domain of sensitivity of FA II receptors in the feet and are capable of

supplying sufficient power to actuate the surface. Such actuators can readily be driven

1Examples include the IBEAM VT200 (Sonic Immersion LLC, Hürth, Germany) and the TST239 (Clark
Synthesis, Inc., Littleton, CO, USA).
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with normal audio amplifiers.

Some technical simplifications are made possible by presenting vibrotactile stimuli via a

rigid, actuated floor surface. First, this approach facilitates the protection of all electronic

components beneath the surface of the floor (see Section 3.3.4). Second, the size of the

surface being actuated means that if it is driven at frequencies extending into the audible

band, usable auditory feedback can be supplied through the same interface, allowing for

cross-modal information display. Since vibrations above about 1000 Hz are not felt, higher

frequency signal components may, in part, be shaped so as to improve the accompanying

auditory feedback. While we have found this feedback usable in practice, there are sig-

nificant limitations arising from structural resonances and emission characteristics of the

foot-floor system.

In some cases, a stimulus may be supplied through the floor in a way that is conditional

upon, or computed as a function of, forces supplied by a pedestrian stepping onto that area

of the floor. For example, a floor surface may be configured to provide a response resembling

a (virtual) foot switch, controlled by foot pressure. Interactivity may be enabled via an

array of force sensors embedded in the floor. A detailed discussion is omitted here. One

example is described below.

We would like to address a few concerns that may arise in the mind of the reader

regarding such interactions. First, despite the coupling between actuator and sensor, the

forces supplied by the former are often negligible, because the magnitudes involved (on the

order of a few Newtons or less) are much smaller than the low-frequency forces exerted by

pedestrians against the ground (i.e., as large as 1000 Newtons). Second, although actuator

size or other constraints may dictate a coarse spatial arrangement of actuators (distributed

with a spacing of one or several feet in distance) this need not necessarily be apparent to

a user. A stimulus is generally felt through each area of the foot in proportion to the force

it to the vibrating surface. Thus, even though the spatial density of actuators may be very

coarse, the resulting experience is that the stimulus originates at the locus of foot-floor

contact. The effect is similar to that used to present virtual tactile buttons on touchscreen

displays. For similar reasons, boundaries between individual tiles are less noticeable than

might be expected, provided similar responses are supplied by adjacent tiles.
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3.3.4 Prototype vibrotactile device

The device used in our work has evolved through of a series of earlier prototypes [62].

to pedestrians standing or walking upon it. It is assumed that they are wearing their

accustomed footwear, and no special equipment is required to be worn. In addition to the

actuators, force sensing capabilities have been integrated to enable interactivity, along the

lines described above. We have previously used this interface to interactively synthesize

vibrotactile signatures similar to those that would normally be generated by walking on

natural materials, such as snow or gravel [62].

Fig. 3.2 Top: Interactive, four-tile prototype described in the text. Bottom:
Diagram of same, with PC and rendering software.

The device is simple and robust in construction. A prototype is shown in Figure 3.2.

The four tiles are rigid polycarbonate, of dimensions 30.5 × 30.5 × 1.25 cm. They rest on

an aluminum substructure. A force sensing resistor (Interlink model 403) encased in foam

rubber 0.5 cm thick is positioned under each of the four corners of each tile (Figure 3.3).

A vibrotactile actuator is rigidly attached to the underside of each tile via a steel mount-

ing bracket. In applications that are interactive, data from the force sensors is digitized

and transmitted via a serial USB link to a personal computer that interactively generates

the vibrotactile signals. The actuators are inertial voice coil motors (Clark Synthesis model
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30 cm

30 cm

Tile Surface

FSR

Fig. 3.3 A 2× 2 tile prototype seen from above. Force sensing resistors are
positioned as shown.

TST-239). They are capable of driving the floor surface with a greater power (by a factor

of about four) than is required for the tiles used here. However, they are also used to

prototype applications in which much larger tile surfaces are driven.

3.3.5 Temporal interaction design considerations

A floor-based haptic communication display, such as that described above, can also be

characterized in terms of temporal properties of the stimuli involved, and the user interac-

tions, if any, that generate them. Conceptually, one can group these qualities into those

describing short-time properties of the vibrotactile signals being displayed, the manner in

which they are patterned on longer time scales, and the type of interactivity afforded by

the display and application.

For the purpose of this article, short time features are those related to time scales

(smaller than about 200 ms) over which the stimulus may be thought to be relatively sta-

tionary or unitary. Such signals can be thought of as building blocks from which more

complex stimuli can be built. They may be characterized by properties related to their

frequency content, temporal extent, temporal amplitude envelope, or modulation that is

applied to any of these. Alternatively, they might, as discussed below, be designed by anal-

ogy to a physical event, such as an impact transient, with properties resembling hardness

or resonance.

Low-level signals can be profitably organized into structured temporal patterns. A moti-

vation for doing so is to improve identifiability or to increase perceptual information content

in a set of stimuli. The frequency bandwidth and temporal resolution of the tactile channel

limit the amount of information that can be encoded via short-time features. In recent

research on vibrotactile communication, musically inspired structures (motifs or rhythms)
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have been profitably used to design larger sets of vibrotactile icons that are perceptually

well distinguished from each other [115, 116, 117, 57]. An alternative approach, discussed

further below, is to arrange low level signals to resemble the temporal pattern of a physical

process, such as bouncing or breaking (for an example from an auditory perspective, see

[118]).

Finally, properties related to the interaction itself refer to the manner in which vibro-

tactile signals are generated in response to user actions, as captured through sensors of the

device. Here, one can also allow for the possibility that the device is non-interactive. Prop-

erties of the interaction are determined by the sensing method used, and the way in which

the resulting data is used to control the synthesis of the vibrotactile signal. According

to the nature of this control mapping, the interaction may be characterized as discrete or

continuous. A continuous interaction gesture can be described as effective (in the gestural

typology suggested by Cadoz [119]) if the vibrotactile signal is generated in a way that

energetically increases with the energy of users’ actions. A related notion is that stimuli

may be synthesized as if generated by a virtual physical system, such as a bed of gravel,

which is meant to be stepped upon.

3.3.6 Three interaction cases

To illustrate these design considerations, we present three different interaction case exam-

ples (Figure 3.4) developed for the interface described in Section 3.3.4:

1. A floor surface displays structured vibrotactile signals composed of abstract elements

(such as a sum of sinusoids with a certain temporal envelope) resembling musical

notes, and arranged in a rhythmic pattern (i.e., a tacton).

2. Such a surface presents stimuli that resemble the vibrational signature resulting from a

physical object, such as a hammer, tapping with a rhythmic pattern on the underside

of the tile. These representationally coded signals may be thought of as tactile icons.

3. A tile surface responds to the applied force exerted by a footstep with a signature

approximating that of a natural ground material, such as gravel or snow. A computer

simulation is responsible for rendering this feedback in a way that is highly dependent

upon the measured force profile with which the step is executed in time [62].
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1

2

3

Fig. 3.4 Pictorial representations of three interaction paradigms. 1. A
vibrotactile message designed using waveform level properties (i.e., a tacton).
2. One derived from a model of a physical process, such as an object tapping
on the tile. 3. A virtual physical material interaction, such as a step onto a
bed of gravel.

Case 3 has been explored in an earlier publication by the authors [62]. Methods for

the design of stimuli for cases 1 and 2 are described in detail in Section 3.3.7. They are

evaluated in the experiments described in Section 3.4.

3.3.7 Vibrotactile stimulus design

Methods for the the presentation of structured vibrotactile stimuli corresponding to case

examples 2 and 3 of Section 3.3.6 were prototyped. The approach is based in part on a mu-

sical phrase metaphor that has been evaluated positively in recent literature on vibrotactile

display [117, 115, 116]. In it, a stimulus is encoded in a rhythmic phrase, characterized

by a set of notes each having a certain onset time, duration, and amplitude. A phrase is

constrained to consist of two or more repetitions of a musical bar. The time domain of a

single bar is quantized into 24 unit steps. A tempo is set, determining the total duration

of a bar (in seconds). Notes can begin at any step and possess durations given by integer

numbers of steps. Only a single note is allowed to play at any time. The amplitude of each

is specified at its onset. Notes within the pattern of a given vibrotactile signal differ only

in their amplitudes and durations, so that all possess the same short time parameters (e.g.,

frequency and roughness). This limits the number of parameters that must be specified for
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each stimulus. The algorithms used to synthesize the note-level signals are described in the

sections that follow.

The vibrotactile signals used in the experiment described in Section 3.4 were built from

a set of eight rhythmic patterns generated using this method. The corresponding bars are

shown in Figure 3.5. The duration of each bar is between 450 and 750 ms, and each is

repeated a fixed number of times (either 3 or 4). As shown in the figure, an accented

note marks the beginning of each bar, serving as an “anchor” for the pattern [117]. The

waveform of a stimulus from the experimental set, corresponding to rhythm R1 from Figure

3.5, is shown in Figure 3.7.

Waveshaping synthesis

The first approach we adopted to the design of short-time stimuli is based on the spec-

ification of basic signal properties affecting the frequency content, duration, amplitude

T = 0 T = DUR

R1

R2

R3

R4

R5

R6

R7

R8

DUR 
(ms)

REP

450 4

500 3

700 3

750 3

NOTE TIMING / AMPLITUDE

500 3

500 3

650 3

550 3

Fig. 3.5 The eight rhythms (R1 to R8) from which both sets of stimuli were
built. Time runs left to right. The bold horizontal lines show the temporal ex-
tent of notes. The vertical bars coincident with the onsets indicate amplitude.
Bar duration and number of repetitions are shown.
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modulation, and amplitude temporal envelope of the signal, as prescribed in case example

1 of Section 3.3.6.

A basic harmonic signal s(t) is composed of a sum of a fundamental sinusoidal compo-

nent s0(t) = sin(ω0t) at angular frequency ω0, and N harmonic components at frequencies

ωk = kω0. The desired waveform can be efficiently generated by a standard technique from

audio synthesis, known as Chebychev waveshaping [120]. In it, s0(t) is passed through a

static nonlinear transfer function w(x) =
∑

k akTk(x), where ak are the desired harmonic

amplitudes, and Tk(x) is the kth Chebychev polynomial. The result gives the desired

harmonic signal s(t) as

s(t) = w(s0(t)) =
∑
k

akTk(s0(t)) (3.1)

=
N−1∑
k=0

ak sin(ωkt) . (3.2)

Using this method it is simple to design a waveform whose energy lies within the target

frequency band, centered on approximately 250 Hz.

The complete short-time waveform y(t) is obtained by multiplying the harmonic wave-

form s(t) by an amplitude envelope function e(t) with desired starting time ts, duration T ,

amplitude A, attack and decay times ta and td. Finally, it is subjected to form of roughen-

ing, via amplitude modulation with a signal r(t) = 1 + mr sin(2πfrt) of frequency fr and

modulation depth mr. That is, y(t) = s(t) e(t) r(t).

To generate the stimuli used in the experiment (Section 3.4), N = 10 harmonics were

used, with fundamental frequency f0 between 30 and 70 Hz, and a modulation frequency

of fr = 25 Hz. The harmonic amplitudes ak, the roughness mr, were set heuristically by

the designer, as was the base frequency f0. Waveforms used in the experiments are shown

in the top row of Figure 3.6.

Synthesis of virtual impact transients

The second method used to synthesize short-time stimulus components is based on virtual

impact events, consisting of transient forces generated by the collision of two virtual ele-

ments: an exciting, but non-resonant object, termed the hammer, and a resonant object,

termed the sounding object [121]. The impact force F (t) is generated by an efficient, phys-
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Fig. 3.6 Waveforms used to generate stimuli used in the evaluation, ordered
as reported on in the experiment. Top: Those generated using waveshaping
synthesis. Bottom: Those are generated using virtual impact transient model.
The final stimulus sets result upon superimposing the rhythmic patterns de-
scribed in Section 3.3.7.

ically based synthesis model obtained from a simplified version of Hertz’ law, known as

the Hunt-Crossley model [122]. It is obtained by numerically integrating the differential

equation

F (t) = kx(t)α − λx(t)αẋ(t) . (3.3)

Here, x(t) is the compression displacement and ẋ(t) is the compression velocity. The impact

force has parameters governing stiffness k, dissipation λ, and contact shape α. This force

is provided as an input to the resonant sounding object. The latter is modeled as a set of

N resonant filters operating in parallel, with a combined impulse response given by

y(t) =
N∑
i=1

aie
−bit sin(ωit) , (3.4)

and determined by a set of parameters governing the modal amplitudes ai, decay rates

bi, and resonant angular frequencies ωi. An impact event is synthesized by initializing

Equation (3.3) with the desired velocity vI of impact and subsequently integrating the

composite system in time. See [121] for a more detailed discussion, including an overview

of the numerical implementation we have used, which is based on the open source Sound

Design Toolkit from the University of Verona.

The impact event transients used in the evaluation part of this paper were synthesized

with two resonant modes (N = 2). The transients themselves exhibit more complex fre-
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quency spectra than this might suggest, due to dynamic coupling of the nonlinear impact

model with the modal resonant object [121]. Exemplary waveforms synthesized for the

evaluation using this method are shown in the bottom of Figure 3.6.

3.4 Evaluation

An evaluation of the methods for vibrotactile information display via floor surfaces that

were described above has been conducted. The aim was to determine whether vibrotactile

signals designed in the two ways described could be distinguished when presented via a floor

surface. Two sets of eight signals were designed, one based on the waveshaping method

and the other based on the virtual impact transient method. (We refer to these as sets WS

and IT respectively.) Both sets were designed using the same eight underlying rhythmic

patterns (shown in Figure 3.5) as noted in Section 3.3.7.
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Fig. 3.7 Example of a stimulus used in the experiment, resulting from the
model settings that produced the first “impact” waveform of Figure 3.6 in
combination with the first rhythmic pattern of Figure 3.5.

The vibrotactile stimulus sets differed, therefore, only in the note-level signals from

which they were composed. Each tacton from the waveshaping synthesis set (WS) was

assigned distinct values of the fundamental frequency f0, ten harmonic amplitudes ak, and

amplitude modulation depth mr. Stimuli from the impact transient (IT) set were each

designed with different values of the hardness k, contact shape α, and of the frequencies

ωi and decay factors bi of the two modes. The latter were chosen so that the frequency

spectrum of the stimulus had most of its energy near 250 Hz.

Another significant difference between the two sets of stimuli is that the notes from the

waveshaping synthesis (WS) set differ in duration according to the length of the note in

the bar, while in the impact transient (IT) set, the amplitude envelope of each note decays

exponentially as determined by the modal decay factors bi. However, because the relevant

decay times were generally short, as can be seen in row 2 of Figure 3.6, the durations were
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shorter, in nearly all cases, than in the WS set, and they were independent of the note

duration specified in the rhythmic pattern.

The experiment assessed both the rate of correct identification and learning for the

two sets. In descriptive comments received during pre-testing, we observed a tendency for

people to describe the the IT stimulus set in terms of familiar impact events. As a result, we

hypothesized that these stimuli might prove more recognizable, despite the smaller number

of parameters that were used to distinguish them, and the relative lack of note duration

information in the patterns.

3.4.1 Methodology

A total of 24 people aged between 20 and 39 years took part in the experiment. All gave

their informed consent in agreement with university ethics guidelines. Twelve of them were

male and twelve were female. 14 of them were university students. The experiment was

designed with a single independent factor, resulting in each group of twelve participants

being presented with the task of identifying stimuli from one set. A between groups design

was used because the rhythmic content in the two stimulus sets is identical, so participants

exposed to one set would be expected to perform better than otherwise expected with the

second set.

Each participant was given a pair of hard soled men’s dress shoes in his or her size to

wear during the experiment. Apart from size differences all the shoes were identical. The

amplitude of vibration of the tile was adjusted as needed for each participant, depending

on his or her ability to detect a reference vibrotactile noise signal. At the beginning of the

session, participants received instructions, together with an explanation and demonstration

of the experimental interface and the operation of the display. At all subsequent stages

(except during pauses) participants were required to stand on the actuated floor surface,

and to wear closed-ear headphones playing pink noise at a loudness sufficient to mask the

(generally low-level) sounds produced by the apparatus. The software application used

during the experiment ran on a personal computer, implementing the respective design

method from Section 3.3.7. In addition to the floor tile, the interface consisted of a graphical

user interface with numbered buttons, one for each icon, presented on a computer monitor.

Participants selected items in the graphical user interface using a mouse.

The experiment was based on absolute identification of the 8 stimuli from the respective
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set, with a unique correct response required for each (the numerical identifier of the icon,

ranging from 1 to 8). The same stimuli were used for all participants within a given group,

but they were presented in random order in each session of the experiment, with a different

ordering presented to each participant.

After an introduction to the device and interaction method, participants were given

five minutes of self-guided learning. During this time, they could select a numerical iden-

tifier and be presented with the stimulus corresponding to their selection. The rest of the

experiment was divided into six sessions. During each session, all stimuli were presented

twice. Thus, overall, each participant was asked to identify every vibrotactile stimulus

from their set a total of twelve times. Each session took less than about four minutes to

be completed. Participants were allowed a short break between sessions, but in most cases

preferred to continue so as to avoid forgetting the learned associations. Participants were

presented with stimuli sequentially. At each presentation, they could press a button to play

the stimulus up to four times before supplying a response. Feedback, in the form of the

correct stimulus ID, was provided after each response was given. As in previous studies

[123], the reason for providing feedback was to facilitate the assessment of recognition after

learning and rate of learning throughout the experiment.

3.4.2 Results and Discussion

A log of the stimuli and responses was recorded by the application throughout the experi-

ments. Participants were also interviewed following the experiment.

The stimulus sets each included eight items, near the limit of what participants might

be expected to retain in working memory. Training was limited, consisting of a maximum

of, on average, 20 reinforced presentations of each stimulus at the end of the final session.

The stimuli were not assigned any mnemonic, other than an arbitrary numerical index,

that could be used to remember them. Although introducing a semantic association to

each stimulus (for example, the name of a meaningful event) can be used to improve recall,

good design of display and stimuli is a prerequisite to good performance [117]. Since our

intention was to assess the suitability of the display methods behind these two stimulus

sets, we wished to avoid introducing any external effects that might be associated to the

choice of semantic labels.

The mean rate of correct identification after six sessions of enforced learning, averaged
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Fig. 3.8 Top: Correct identification rate for each of the twelve participants
in group assigned to stimulus set IT, after 6 sessions of assessment with en-
forced learning. Bottom: Similar rates for the WS set group.

between all participants (including both stimulus sets) was 61%, with a standard deviation

of 21%. Chance performance would correspond to 12.5%. Post-learning identification

rates for participants in the impact transient (IT) group and for those in the waveshaping

synthesis (WS) group are shown in Figure 3.8. Four of the twelve participants in the IT

group were able to achieve 80% or better correct identification after less than 20 minutes

of enforced learning. One of the twelve participants in the WS group was able to reach this

level of performance.

The results obtained appear to be comparable to published results on absolute iden-

tification of vibrotactile stimuli via manual interfaces after short periods of learning. For

example, Enriquez et al. reported average identification performance of 73% (vs. the ex-

pected chance performance rate of 33%) after an average of 20 minutes of learning [124].
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Fig. 3.9 Top: Confusion pattern within the set of eight WS stimuli in session
6, averaged between participants. Bottom: The same data for the set of eight
IT stimuli.
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The confusion patterns for the stimuli in each group of the experiment are shown in

Figure 3.9, averaged between all sessions and participants. The least confused stimulus

was identified at an average rate of 80%, while the most confused stimulus was identified

at an average rate of only 25%. A close comparison of the confusions within each stimulus

set with the stimulus properties themselves did not reveal any easily discernible feature

of the rhythms or the short-time waveforms that caused them to be confused. Nonethe-

less, the confusion patterns for the two sets appear to be relatively distinguished from one

another, which suggests that the short time features were perceived differently. Perfor-

mance varied considerably between participants as the experiment proceeded, with a few

showing consistently high improvement between sessions, while others showed nearly none.

A summary of the mean correct identification rate using each icon set, averaged between

all sessions, is provided in Figure 3.11. Mean performance on the impact transient (IT)

set was higher than on the waveshaping synthesis (WS) set, but the level of significance

is marginal (ANOVA 1-way p=0.06). Mean correct identification rates in each enforced

learning session are shown in Figure 3.10. The mean correct identification rate after each

of the first two training sessions was significantly higher for the IT set (p=0.01 and 0.02

respectively), but thereafter, the results lacked significance (p > 0.1 in all cases).
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Fig. 3.10 Mean correct identification rates in each session. The error bars
show 95% confidence intervals.

The IT group approached its peak performance with far fewer presentations of the

stimuli than was the case for the WS group. Concretely, after session 1, the IT group
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achieved more than 80% of the performance it reached in session 6, a rate that the WS

group would not achieve until session 3. This suggests that stimuli similar to the IT set

might be advantageous for applications in which little training would be expected, although

further investigation of this is needed. Examples of such applications could include displays

in public spaces, such as crosswalk indicators.
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Fig. 3.11 Box plot summary of the mean correct identification rate for the
IT (left side) and WS (right side) stimulus sets.

Subjective ratings and comments

Participants completed questionnaires after the experiment, rating the task difficulty, sub-

jective properties of the stimuli, providing descriptive feedback regarding the strategies

they adopted. Participants were asked to rate the difficulty of the first task session and

the last session on a scale from 1 (very easy) to 5 (very hard). As expected, the first task

session was rated as significantly harder than the last session (mean 3.96 vs. 3.04, with

p=0.04).

An analysis of the rated difficulty of the first session (ANOVA 1-way), with the stimulus

set type as the independent factor, revealed the WS set was perceived as initially harder

than the IT set (mean 4.4 vs. 3.5, with p=0.02). However, there were no statistically

significant differences between the rated difficulties of the stimulus sets during the last

session. This echoes what was seen in the performance data: the IT stimulus set was more

identifiable than the WS set at the beginning of the experiment, but the difference faded

before the end of the experiment. Based on participant comments, cognitive fatigue may

have been a factor here.
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The study also aimed to assess the level of comfort to users of a vibrotactile display

employing these stimuli. Participants were asked to rate the vibrotactile stimuli on a

five point scale from 5 (comfortable) to 1 (uncomfortable). The average rating among all

participants was 3.5 with a standard deviation of 1.1. No participants rated the stimuli

as uncomfortable, and no significant differences in comfort ratings were found between the

two groups. Some of them noted becoming uncomfortable with standing in the same place

and posture during each session.

During subsequent interviews, several participants reported that the association part of

the task, which required them to learn the numerical indices of the stimuli, was the hardest

part of the experiment, and that they experienced cognitive fatigue as the experiment wore

on. Some participants suggested the task may have been facilitated by the addition of

semantic information, or a non-numerical mnemonic symbol (e.g., an animal name). As

discussed above, this observation may hold potential for aiding the association part of the

task, and, while it would certainly make sense for an application designer to consider, it

does not necessarily speak to the design of the stimuli themselves.

Description of the cause of the stimulus

In a separate study, ten people who did not participate in the forgoing experiment were

presented with the 16 stimuli from the sets used above, in random sequential order, and

were asked to provide, using their own words, a short label describing what caused the

vibration. Sensory conditions were the same as in the first experiment. The most common

response was “unknown” (about 18% of IT set labels, and 40% of WS set labels). 113

other responses were obtained, 72 of which were unique, if often very similar (e.g., “door

knock” and “angry door knock”). Among these labels, most were related to familiar impact

events, including: “door knock”, “horse gallop”, “hammer”, “drum”, “foot falls overhead”,

and “tapping”. To give one example, the second IT stimulus was described by seven of ten

participants as a caused by a “knock” or “knocking”, and by another two as originating

from a “hammer”. There appeared to be a greater tendency for IT set stimuli to be

attributed to such events than was the case for WS set stimuli (mean 58% vs. 18%, with p

= 0.0002). Here, however, we used our own judgement in deciding whether a label referred

to an impact. Several labels were associated only to the WS set, including: “bass guitar”,

“cellphone”, “machinery”, and “car start”.
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While it seems likely that there are differences in causal interpretation between the two

groups of stimuli, more research is clearly needed. It is tempting to suggest that such dif-

ferences, if established, might be linked to the effectiveness of the stimuli at communicating

information. However, analogous research in the auditory display domain, comparing the

effectiveness of melodically designed “earcons” with representational “auditory icons”, has

shown that this issue is far from simple or straightforward [125].

3.5 Conclusion

Floor surfaces already play roles that intimately link tactile sensation in the feet to our

everyday activities. The use of such surfaces as displays for active haptic communication

appears to be a valuable idea, and one that naturally extends accepted areas of practice

in the design of haptic information for ground surfaces. We have highlighted the range of

roles that such an interface might play in future applications, and have pointed to a few

potential end user applications that illustrate these roles.

Distinguishing advantages of these displays include their applicability to a wide range of

settings and environments, their ready accessibility to anyone on foot, and their potential

for seamlessly presenting dynamic information linked to a specific location, navigational or

locomotor task.

We have outlined design considerations for haptic communication through floor surfaces,

and detailed a device and set of interaction studies that have been developed to embody

these. The technological feasibility of such devices is high, and the cost of prototyping

them is low.

A characterization in terms of temporal interaction properties was used to organize dif-

ferent possible interaction designs presented through the floor interface, and three demon-

strations we have developed were described and situated within it. Stimulus design meth-

ods based on signal-level specifications were highlighted, by close analogy to prior work

on vibrotactile information display. Design methods based on physical metaphors, such as

virtual impact events or structured materials were also presented.

The experimental results support the identifiability of vibrotactile messages conveyed

through floor surfaces, and point toward the adaptation of design guidelines developed for

other modes of haptic display to this setting. They also suggest that physical metaphors

may hold promise for improving the design of stimuli for such an information display,
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although further research is needed on this subject.
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Preface to Chapter 4:

This paper presents an analysis and redesign of the vibrotactile floor interface that was

described in the preceding chapter. The structural dynamics of the device was greatly

improved at little added cost, and digital equalization is used to enable the display of

mechanical vibrations accurately within a flat passband from 50 to 750 Hz.

This redesign was substantially motivated by the perceptual investigation presented in

Chapter 6, where it was required to ensure that the range of vibrotactile stimuli investigated

could be presented, as far as possible, without artifacts. In particular, as noted in the paper

that follows, the transfer function of the original floor tile display contained a prominent

resonance below 400 Hz, a frequency of vibration to which the vibrotactile sense is highly

sensitive. Were this resonance not eliminated, most energy in a generic stimulus presented

through the tile display would be concentrated near 400 Hz, irrespective of the actual

waveform commanded to the actuator. Alternatively, stimuli used in our investigation

could have been designed to exclude any frequency content near 400 Hz, but this would

have eliminated a frequency band that is highly salient to vibrotactile perception.

Contributions of Authors:

Yon Visell is responsible for the entirety of the work, which was supervised by Prof. Coop-

erstock, who edited the manuscript of the paper.
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Abstract This paper describes the analysis, optimized redesign and evaluation of a high

fidelity vibrotactile interface integrated in a rigid surface. The main application of the

embodiment described here is vibrotactile display of virtual ground surface material prop-

erties for immersive environments, although the design principles are general. The device

consists of a light, composite plate mounted on an elastic suspension, with integrated force

sensors. It is actuated by a single voice coil motor. The structural dynamics of the de-

vice were optimized, within constraints imposed by the requirements of user interaction,

and corrected via digital inverse filtering, in order to enable accurate simulation of virtual

ground materials. Measurements of the resulting display demonstrate that it is capable of

accurately reproducing forces of more than 40 N across a usable frequency band from 50

Hz to 750 Hz.

4.1 Introduction

Vibrotactile display devices consist of palpable interfaces that are capable of vibrating at

frequencies salient to human tactile perception, but are not necessarily capable of static

force display [104]. Advantages of such displays include their low cost, power efficiency, and

capability of rendering transient or textural effects accurately, at high temporal resolution,

when suitable actuators are used.

4.1.1 Vibrotactile augmentation of floor surfaces

The work presented here concerns the design of a vibrotactile display device integrated in

a rigid panel. The specific embodiment involved is an augmented floor panel designed to

enable vibrotactile interaction with ground surfaces. Potential applications of such a device

include the simulation of ground textures for virtual and augmented reality simulation [126]

or telepresence (e.g., for remote planetary simulation), the rendering of abstract effects or

other ecological cues for rehabilitation, or the presentation of tactile feedback to accompany

the operation of virtual foot controls, control surfaces, or other interfaces [127]. This device

constitutes a redesign and optimization of an interface that was introduced in earlier work

by the authors [128]. The goal was to systematically improve its fidelity. One motivation for

doing so is to avoid artifacts that can affect realism and prevent careful control of stimuli in

experiments involving human vibrotactile perception. The main artifacts alleviated by the

redesign are due to selective variations in the device frequency response within the range of
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human vibrotactile sensitivity. We have also attempted to provide enough documentation

that the device, or others like it, may be produced by researchers or practitioners interested

in vibrotactile display via rigid surfaces. The sections that follow present the device concept,

its mechanical and electronic structure, the optimizations that were undertaken to improve

its dynamic response, and an analysis of the results.

4.1.2 Background

The fidelity of a haptic device depends on the selection and arrangement of electronic com-

ponents, and on its structural design, as has long been emphasized in the research literature

on force-feedback displays. Many of the analogous questions for the design of vibrotactile

(VT) displays have received less attention. The vibrotactile augmentation of touch sur-

faces has been widely investigated for HCI applications [129, 130, 131], although design

issues affecting their perceptual transparency have often been neglected. A few examples

demonstrating optimized vibrotactile device engineering [132] or software compensation of

their dynamics [133] do, nonetheless, exist. Issues related to sensor and actuator selection

are covered in recent reviews of haptic hardware prototyping [134], while the extensive lit-

erature on acoustic and vibration engineering provide the knowledge needed for structural

dynamics optimization [135, 136, 137].

We are not aware of any prior work on the systematic design of vibrotactile floor panels

for haptic interaction. Passive floor-based vibrotactile actuation has been used to present

low frequency information in audiovisual display applications, for special effects (e.g., ve-

hicle rumble), in immersive cinema or VR settings [138]. The fidelity requirements that

must be met by an interactive haptic display are, all things being otherwise equal, higher,

since its users are able to actively sample its response to actions of the feet.

Many designs for vibrotactile-augmented shoes or insoles have been proposed [139, 140,

141], but nearly all have been designed for symbolic information display (e.g., directional

indicators or encoded messages) or biofeedback stimuli, rather than for presenting virtual

ecological stimuli. State of the art haptic force feedback interfaces for walking [142] are

capable of preserving kinesthetic degrees of freedom but are restricted to a small fraction

of the bandwidth that our device achieves. As noted below, a wide bandwidth interface is

advantageous for reproducing the rich variety of high-frequency force information that is

generated during walking in natural environments [143].
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4.2 Display concept and motivation

The interface of the device (Fig. 4.5) consists of a rigid plate that supplies vibrations

in response to forces supplied by a user’s foot, via the shoe. The total normal force F (t)

applied to the plate by a user is measured. It can be assumed to consist of two components:

isolated transients with high frequency content, generated by foot impacts with the plate,

and low-frequency forces generated by active human motions, limited in bandwidth to no

more than 10 Hz [144, 37]. Vibrotactile feedback is assumed to be constrained, due to

actuator limitations, to frequencies greater than a minimum value on the order of 20 Hz.

F(t) v(t)

A. B.

VE

Fig. 4.1 (A.) The experience of stepping onto a deformable object or surface
is (B.) simulated via a rigid vibrotactile interface.

A haptic simulation (Fig. 4.1) provides feedback approximating the vibration response

felt during interaction with a virtual object. Our rendering algorithms are of admittance

type, computing velocities of displacement in response to forces applied to the virtual ob-

ject. An example of such an algorithm is described in Sec. 4.2.2. As with most vibrotactile

displays, vibrations are presented in open loop fashion. During the course of interaction,

user coupling to the device interface is expected to vary from no contact to full-foot contact

with large forces. In the virtual environment, interaction is mediated by an idealized proxy

that is constrained to a constant region on the virtual object surface, at which force is

applied. In these respects, the contact state is entirely modeled in the real world (Fig. 4.2).

In other words, user-supplied forces (zero or otherwise), as measured by the device, are con-

tinuously mapped to the simulation, and there is no modeling of contact variation within

the virtual environment.
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Fig. 4.2 The haptic display concept. (A.) A real system being simulated
involves interaction with an object via a tool (the shoe) in a user’s grasp. The
user exerts a force Fh(t) and experiences a vibration vh(t). (B.) The display
mediates interaction with the virtual environment. The dashed lines demar-
cate system components associated with the object, or its haptic presentation,
from those of the user.

4.2.1 Transparency

In order to ensure perceptual transparency of the display, the admittance of the virtual

object it presents should resemble as closely as possible that of its real counterpart. As

illustrated in Figure 4.2, this requires that the (velocity) feedback generated from forces

applied to the virtual object closely match those produced by interaction with the real

one, and that the device transfer function Hd(s) be as close to unity as possible. Here, we

refer to the free (unloaded) response of the display, corresponding to components to the

left of the dashed lines in Fig. 4.2. When coupled to a user, the acceleration response of

the interface will be modified due to the state of contact between the user and plate, and

the biomechanical dynamics of the user (measurements are presented in Sec. 4.5). These

variations are beneficial in allowing our device to mimic natural variations in the response

of a real object that is being simulated. The dependence of the virtual object response

on the force exerted by the user is incorporated explicitly, because our haptic rendering

models are force driven. This contrasts with the case of impedance based displays, where

only position (or velocity) is measured. In order to ensure transparent open-loop playback

of haptic events in settings like the latter, the device’s response requires corrections that

account for changes in the display admittance due to grip or arm dynamics [145]. Further

discussion is provided in Sec. 4.4.5.
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4.2.2 Application to normal force texture simulation

An example application motivating the design reported here is the display of normal force

textures, in the form of high frequency vibrations simulating the feel of stepping onto

natural ground materials [128]. When a shoe steps onto porous materials like soil or

snow, it is subjected to interactions that can include: viscoelastic components, describing

the recoverable deformation of the volume of the ground surrounding the contact interface;

transient shock components, from the impact of toe and heel against the ground; and plastic

components from the collapse of air pockets, brittle structures or granular force chains,

resulting in unrecoverable deformation [146, 147]. Combinations of such effects give rise

to low-frequency forces and high frequency, texture-like vibrations that are characteristic

of human walking on different surfaces [143]. Figure 4.3 presents an example of force

and vibration data acquired from one footstep on a gravel surface. Because the vibration

signature is continuously coupled to the force input over time in such examples, there is

no straightforward way to convincingly use recorded footstep vibrations for vibrotactile

rendering, although more flexible granular sound-synthesis methods could be used [148,

149]. For the modeling of simpler interactions, involving impulsive contact with solid

materials, recorded transient playback techniques could be used [133].

F(t )

a(t,f )

t = 1.2 s

0 Hz –

10 kHz –

|
0 N –

750 N –

Fig. 4.3 Vibration spectrogram a(t, f) and normal force F (t) measured from
one footstep onto rock gravel (Authors’ recording). Note the discrete, broad-
band impact events evidenced by vertical lines in the spectrogram.

We briefly summarize one approach we have taken to the haptic synthesis of interaction

with such surfaces. It is based on fracture mechanics, which has also proved useful for mod-

eling other types of haptic interaction involving damage [150, 151]. Figure 4.4 illustrates

the continuum model and a simple mechanical analog used for synthesis. In the stuck state,
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the surface has stiffness K = k1 + k2 and is governed by:

F (t) = mẍ+ bẋ+K(x− x0), x0 = k2ξ(t)/K (4.1)

where ξ(t) represents the net plastic displacement up to time t. A Mohr-Coulomb yield

criterion is applied to determine slip onset: When the force on the plastic unit exceeds

a threshold value (which may be constant or noise-dependent), a slip event generates an

incremental displacement ∆ξ(t), along with an energy loss of ∆W representing the inelastic

work of fracture growth. Slip displacements are rendered as discrete transients, using an

event-based approach [133]. High frequency components of such transient events are known

to depend in detail on the materials and forces of interaction, and we model some of these

dependencies when synthesizing the transients [152].

A high fidelity vibrotactile display such as that presented here is useful for reproducing

such phenomena without artifacts.

m

k2

ξ

k1

b

Fe

R2 R1

Fe

Time, t

Slip 
transient

A. B. C.

Force, 
Fe(t)

E(ξ )
Slip energy, 

Fig. 4.4 Normal force texture synthesis. A. A fracture mechanics approach
is adopted. A visco-elasto-plastic body undergoes shear sliding fracture due
to applied force Fe. B. A simple mechanical analog for the generation of slip
events ξ(t) in response to Fe. C. For vibrotactile display, each slip event is
rendered as an impulsive transient using an event-based approach.

4.3 Components

4.3.1 Mechanical Structure

The mechanical design is broadly similar to that of the original device, but accounts better

for both the static and dynamic performance requirements for the display. The top plate

provides an interface to the body, which in the case of our device is assumed to consist of a
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foot wearing a shoe. Statically, the device must resist bending when loaded vertically by a

force of several hundred Newtons. The rigid deflection of the plate under this load must be

minimized subject to the constraint that the plate be able to vibrate freely. This trade-off

is analyzed in Section 4.4.3.

Suspension 
Element

Composite
Plate

Voice-coil
Actuator Force

Sensor
30 cm

Fig. 4.5 Vibrotactile floor interface hardware for a single tile unit. Left:
Photo with large mens’ shoe, showing representative size. The model shown is
based on the low-cost force sensing resistor option. The cable in the foreground
interfaces the sensors with the data acquisition unit. Middle: View showing
main components. Right: Side view with top dimension.

The top plate consists of a commercially manufactured aluminum honeycomb sandwich

panel component (Museum Services Corp model 0513 SSP) with dimensions 30.4×30.4×
2.54 cm and a weight of 400 g. The panel has aluminum facings with a thickness of 0.08

cm. This material was selected for its high bending stiffness to weight ratio. The panel

sides are closed with a basswood frame to eliminate acoustic emissions or deformations

that otherwise result from small deflections of the honeycomb at the edges of the panel.

The plate is supported by cylindrical SBR rubber elastic elements positioned as shown in

Fig. 4.5. In dynamic or multi-tile configurations, a retaining socket surrounding the elastic

support (not present in the figure) is used to keep the plate from changing position. The

actuator is mounted via an aluminum bracket bonded to the center underside of the plate.

4.3.2 Sensing

In order to render an interactive response from a virtual ground surface using the kinds of

models we have developed (Sec. 4.2.2), it is necessary to capture the normal force applied

to the tile by the user’s foot. Positioning the force sensors beneath the plate is feasible,

since the bandwidth of the force applied to the plate by the user is limited. In the design
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presented here, the sensors are furthermore positioned beneath the elastic suspension of

the device, so as to better isolate them from the actuators.

Force sensing is performed via four load cell force transducers (Measurement Systems

model FX19) located below the vibration mount located under each corner of the plate.

Although the cost for outfitting a single-plate device with these sensors is not prohibitive,

many of the applications we have in mind consist of two dimensional m× n arrays of tiles,

requiring a number N = 4mn of sensors. As a result, in a second configuration, four low-

cost resistive force sensors (Interlink model 402 FSR) are used in place of load cells. After

conditioning, the response of these sensors to an applied force is nonlinear, and varies up to

25% from part to part (according to manufacturer ratings). Consequently, a measurement

and subsequent linearization and force calibration of each is performed, using a calibrated

load cell force sensor (details are provided in a separate publication [126]). After such a

calibration, a linear response accurate to within 5% can be obtained using low cost parts.

4.3.3 Actuation

The tile is actuated by a single Lorentz force type inertial motor (Clark Synthesis model

TST429) with a nominal impedance of 6 Ohms. The actuator is coupled to the tile by a

1.25 cm diameter threaded rod interfacing with an aluminum bracket, as shown in Fig. 4.5.

The actuator has a usable bandwidth of about 25 Hz to 20 kHz, and is capable of driving

the plate above strongly enough to quickly produce numbness in the region of the foot that

is in contact with the tile.

4.3.4 Electronics

Analog data from the force sensors is conditioned, amplified, and digitized via a custom

acquisition board, based on an Altera FPGA, with 16-bit analog-to-digital converters. Data

from each sensor is sampled at a rate of 1 kHz and transported to a host computer over

UDP via the board’s 10 Mbps Ethernet interface. Digital to analog conversion of the signal

driving the actuator is performed using a low noise 24-bit, 96 kHz audio interface (Edirol

model FA-101), and amplification is performed using a compact, class-D audio amplifier

based on the Tripath TK2050. The amplifier is rated as capable of providing 100 W to a

nominal 4 Ohm actuator impedance.
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4.4 Dynamic Response

The main factors affecting the dynamic response of the device are the actuator character-

istics, the dynamics of the rigid plate, and that of the elastic suspension. In a suitable

regime, one may regard these as lumped linear systems, with respective Laplace transform

domain transfer functions Ha(s), Hp(s) and Hs(s). The corresponding model device trans-

fer function can be given by Hd(s) = Ha(s)Hp(s)Hs(s). However, the spatial configuration

of these elements relative to each other also contributes to the structural dynamics of the

display.

4.4.1 Actuator Response

Fig. 4.6 shows a typical amplitude frequency response for this family of actuators. The

data was acquired from an accelerometer attached to the mounting bolt, with the actuator

attached to a rigid wooden surface. The shape of this nominal response affects that of our

device (Sec. 4.5).
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Fig. 4.6 Typical acceleration frequency response of the Clark Synthesis TST
family of actuators (manufacturer supplied data, reproduced with permission).

4.4.2 Plate Response

The contribution of the interface plate to the dynamic response of the device can be pre-

dicted in terms of the vibrational characteristics of the plate, and the coupling between

plate and actuator.
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Free response

In the case of a homogeneous, isotropic plate, the free vibrations of interest are governed

by a partial differential equation for bending wave displacements. In the thin plate approx-

imation, it is [137]:

ρh
∂2z

∂t2
+D∇4z = 0, D =

Eh3

12(1− ν2)
(4.2)

Here, z = z(r, t) is displacement, r = (x, y) is a position on the tile surface, t is time, E and

ν are the Young’s modulus and Poisson’s ratio of the plate material, ρ is its mass density,

and h is the plate thickness, D is known as the flexural stiffness, and we neglect effects of

damping.

Below the first resonant frequency of the plate, f1, the vibrational response is well

approximated by that of an ideal, rigid mass coupled to an elastic suspension (Sec. 4.4.3

below). Since we seek a usable display bandwidth with an upper limit of 1 kHz, we want to

ensure that f1 > 1 kHz. For a rectangular, homogeneous, isotropic plate, the frequencies

of the normal modes of bending oscillation are of the form [137]:

f(k) =
hk2

2π

√
D

ρh
, k ∝ L−1 (4.3)

Here, k is the magnitude of the wavenumber vector k = (kx, ky) of the oscillation, and

L−1 is the inverse length of the plate, and x and y are the directions tangent to the plate

surface parallel to its edges. For pure simply supported boundary conditions (which are

never achieved in practice), kx = mπ/L and ky = nπ/L, where m and n are positive (non-

zero) integers [137]. The lowest frequency mode is f1 = f(|k1|), with k1 = (π/L, π/L).

The amplitudes of the normal modes are

ηmn(r) = sin(kxx) sin(kyy) (4.4)

After inserting the form of D from Eq. 4.2 into Eq. 4.3, Poisson’s ratio ν contributes a

factor (1 − ν2)−1/2 to f(k). This factor lies in a range from 1.0 to 1.16 for solid materials

such as are considered here, so in a first approximation we may ignore it. In order to

maximize the frequency f(k) for any given value of the wavenumber magnitude k, and

given plate geometric properties L and h, the plate material should be selected to possess a
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large Young’s modulus E and low mass density ρ. Solid, isotropic materials such as metals

can achieve a high stiffness, but their mass density is typically commensurately higher,

which is a limitation. In addition, their mass grows linearly with thickness, making them

less efficient to actuate. In practice, for a solid plywood plate (light enough to be efficiently

actuated) with dimensions 30.4 cm × 30.4 cm × 3.75 cm, one finds f1 ≈ 400 Hz, which

falls short of the design target.

Composite plate

A class of structures that achieves higher stiffness-to-mass ratios than is possible with

uniform solids is that of composite sandwiches. Such a panel is formed via the use of thin

L

h

Facing Core 
(Honeycomb Matrix)

Fig. 4.7 A composite sandwich plate, shown in profile (side view). It consists
of a stiff, solid facing material bonded (typically laminated) to a lightweight
core, such as a metal or kevlar honeycomb matrix.

layers of stiff solid material bonded to a lightweight core. Fig. 4.7 illustrates a composite

sandwich of the type used in our device. The core consists of an aluminum honeycomb

matrix, while the facing materials consist of aluminum sheet. An effective model for this

material may be developed by replacing the sandwich plate by a homogeneous plate with

equivalent rigidity. In this case, the effective elastic modulus for bending deflection is

approximately given by E ≈ 2Ef tf/(
√

3h) [153], where Ef is the Young’s modulus of

the facing material, tf is the thickness of the facing material, and h is the core thickness

(Fig. 4.7). The corresponding flexural stiffness is approximately D = Ef tfh
2/(6
√

3). To

a first approximation, the frequencies of the normal modes of bending oscillation of the

composite sandwich plate can be obtained from those of the effective homogeneous plate
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model, by substituting this expression for E into Eq. 4.3. The resulting frequencies are:1

f(k) =
k2

2π

√
Ef tfh

6
√

3ρ
, k ∝ L−1 (4.5)

Again, the admissible values of k depend on the boundary conditions. This equation (which

is valid only for thin facings tf � h) depends on the stiffness Ef of the facing material and

the average mass density of the entire panel. For our device, assuming idealized boundary

conditions, the minimum value of k is π
√

2/L (see Sec. 4.4.4). The other factors are given

by: h = 2.5 cm, tf = 0.081 cm, Ef ≈ 68 GPa, and ρ ≈ 210 kg / m3. For these values,

Eq. (4.5) yields f1 ≈ 860 Hz. This overestimates the measured frequency f1 for our device

by approximately 10% (Sec. 4.5).

Actuator coupling

The actuated plate is driven by a surface force (pressure) distribution F (r, t), and the

resulting governing equation possesses a driving term:

ρh
∂2z

∂t2
+D∇4z = F (r, t) (4.6)

For our device, the latter can be modeled as a F (r, t) = F (t)φ(r), where F (t) is the actuator

force amplitude, and φ(r) approximates a spatial Dirac delta function δ(r− r0) centered at

the tile midpoint. Generalizing slightly, one can consider the case of N independent point

actuators at locations ri, in which case F (r) =
∑N

i=1 Fi(t)δ(r − ri), where Fi is the force

signal from the ith actuator.

An arbitrary displacement z(r, t) can be expanded in the normal modes ηmn(r) of vi-

bration, yielding modal coordinates Zmn(t) defined by:

z(r, t) =
∑
m,n≥0

Zmn(t)ηmn(r) , where (4.7)

Zmn(t) =

∫
z(r, t)ηmn(r)d2r (4.8)

1The authors did not find this expression for f(k) in the research literature, but approximations like it
are presumably well-known.



4.4 Dynamic Response 65

In these coordinates, the physical equation is [135]:(
∂2

∂t2
+ ω2

mn

)
Zmn(t) =

∑
i

ηmn(ri)Fi(t) (4.9)

where ωmn is the angular frequency of mode (m,n). Modes having nodes at the actuator

location, ηmn(ri) = 0, satisfy the homogeneous form of Eq. (4.9), so are not excited by the

corresponding actuator signal, and instead contribute antiresonances to the device response.

As shown in Sec. 4.5, the bandwidth of our device is essentially limited by the antiresonance

near 775 Hz for (m,n) = (1, 1).

4.4.3 Elastic Suspension

The actuator is designed to supply a force only along the direction in which it is attached,

so we are primarily interested in normal modes of oscillation in the z-direction. To a first

approximation, the elastic (SBR rubber) suspension may be treated as a linear, lumped

element with stiffness K in the z-direction, coupled to a rigid plate with total mass M

(Fig. 4.8). For small displacements, this stiffness is given by K = EA/h, where E is the

Young’s modulus of the suspension element, A is its vertical surface area, and h is its

height. When the plate is not subjected to load from a foot, the mass M = M0 is due to

the plate and actuator. For the device described here, M0 = 2.7 kg.

Fa

M
A

h E
K

Fig. 4.8 Left: Geometry of one elastic suspension element with height h,
cross-sectional area A, and elastic modulus E. Right: Lumped model of the
tile-suspension system. Fa is the actuator supplied force, K = EA/h is the
stiffness of a suspension element, and M is the combined mass of the actuator
and tile.

Due to the symmetric placement of the actuator, there is a single dominant normal

mode of oscillation, in which all suspension elements are driven in-phase in the vertical

direction. The resonant frequency of this mode in the unloaded condition is given by

f0 = (2π)−1
√

4K/M0 = (2π)−1
√

4EA/(hM0). Above this frequency, the gain of the
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transfer function factor due to the suspension, Hsusp(f), is expected to be approximately

constant.

A softer suspension leads to a larger response bandwidth (i.e., one with a lower frequency

extent) but also to a higher static deflection δz under a load F from a foot. The latter two

are related by δz = F/K = Fh/(EA). As nominal design specifications, we aimed to select

E,A and h so that f0 ≤ 50 Hz, so that the passband would overlap most of the frequency

range of sensitivity of the FA II (Pacinian) tactile mechanoreceptors in the foot. The latter

closely resembles the range for those in the hand [18, 101]. In addition, we aimed to achieve

a worst-case static deflection δz ≤ 5 mm under a load of F = 1000 N, corresponding to a

large human balanced at one corner. Both f0 and δz depend only on the ratio A/h. For

convenience, we choose the cross sectional area A of the suspension element to match that

of the force sensor. To choose the remaining parameters, we perform a simultaneous grid

search on h and E to minimize f0 and δz. Figure 4.9 illustrates the dependence of f0 and δz

on E for a representative set of selected parameter values, i.e., A = 8 cm2 and h = 2.5 cm.

We selected SBR rubber vibration mounts with geometry and Young’s modulus E = 2.0

MPa consistent with this optimization. As shown in the figure, the resulting system is

expected to achieve f0 ≈ 49 Hz and δz ≈ 4.5 mm.
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Fig. 4.9 Resonant supension frequency f0 and static deflection δz
vs. Young’s modulus for the system model with A = 8 cm2 and h = 2.5
cm. The value E = 2 MPa (grey vertical line) satisfies f0 < 50 Hz and δz < 5
mm.
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4.4.4 Simulation

The vibrational characteristics of the tile-actuator system were simulated using finite el-

ement method (FEM) analysis. A three-dimensional geometric model of the device was

designed, incorporating the sandwich panel, actuator (modeled as a homogeneous cylindri-

cal mass), actuator bracket and connecting rod, elastic elements, and supporting structure.

Material properties were assigned approximating those of the device itself, with the core

honeycomb matrix replaced by a homogeneous solid with an equivalent density. Although

this model entails a number of approximations, the qualitative results were expected to be

correct.

Eigenfrequency analysis

At high frequencies, the resonant modes of the plate itself are observed. The first two are

shown in Fig. 4.10. The lowest frequency mode has wavenumber k = (1, 1), while the next

highest resonance shown appears to correspond to a plate-induced mixture of the (0, 2) and

(2, 0) modes. Their frequencies, 896 Hz and 1032 Hz, lie at a ratio of about 1.15:1.

f = f1 f = 1.15 f1

(1,1) (2,0) + (0,2)

Fig. 4.10 Visualization of the first two resonant modes of the device due to
the bending mode vibrations of the plate as identified in the FEM analysis.
The ring mode (right side) arises from the mixing of the plate modes indexed
by the integers shown [137]. The frequencies are 896 Hz and 1032 Hz.

At low frequencies, a series of six resonances at frequencies of 28, 45, 51, and 77 Hz is

observed, corresponding to deformations of the elastic support elements, in agreement with

the lumped model of Sec. 4.4.3. The number of resonances exactly matches the six degrees

of freedom of perturbation of the rigid tile. The deformation shapes recovered from the

FEM analysis show that the 45 Hz resonance corresponds to oscillation in the direction
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normal to the plate surface; it is expected to dominate when the display is driven by the

actuator.

Frequency response simulation

The FEM simulation of the frequency response was performed with a sinusoidal driving

signal originating at the actuator. The z-axis acceleration was measured at several points

on the surface of the plate, with the results shown in Fig. 4.11. As determined above,

the cross-shaped mode gives rise to an antiresonance, due to the actuator location. The

magnitude effect of these resonances, and to a secondary degree their frequency, depends

substantially on the measuring point.
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Fig. 4.11 Result of a FEM analysis of the acceleration response of the device
as measured at four different points on the plate surface. At frequencies below
the first resonant mode of the plate and above the dominant resonant mode of
the suspension, the device response is approximately constant and independent
of location on the plate.

4.4.5 Modeling user-supplied loads

We have so far discussed the response of the device without accounting for effect of to its

user. According to the haptic interaction model adopted here (Sec. 4.2) it is correct to

ignore the influence of this load, as transparency requires that the free (unloaded) display

transfer function approach unity. However, in other circumstances it may be desirable to

compensate for variations in the display response due to user contact. Examples where
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this might be the case include passive vibrotactile stimulation for tactile communication

or psychophysical experiments, or for use with impedance-based rendering algorithms or

simulations that explicitly model user contact conditions in the virtual environment. At

2

1

k2 b2

M2

k1 b1

M1

Mp

ks

A. B.

Fa(t)

Fig. 4.12 (A.) A simplified model of a user-supplied load can be provided
in the form of a link-segment model or (B.) its equivalent mechanical network,
coupled to the display device. Fa(t) is force applied by the actuator.

the frequencies of interest, a user may be modeled as a passive viscoelastic mechanical

system. Figure 4.12 shows a simple link-segment biomechanical model and equivalent

mechanical network coupled to the display. Physiologically, biomechanical properties such

as leg joint stiffness cannot be regarded as static or linear during movement, as muscular

activation regularly modulates the dynamic properties of the lower limbs during activities

on foot [154, 155, 156]. However, as a typical leg stiffness value one may take k = 30

kN/m [154]. Upon adopting a simple, single mass-spring-damper model with this value,

and assuming an effective mass of 50 kg, one finds that a user-supplied load should most

influence frequencies near 150 Hz, in agreement with published measurements [157]. This

prediction is also consistent with the load-dependent frequency response measurements we

report below (Sec. 4.5.1). Similar grip-dependent effects are observed to affect manually

operated haptic [158, 145] and vibrotactile [132] devices.

4.5 Evaluation

As noted in Sec. 4.2.1, our assessment of the transparency of this device is based on the

extent to which the unloaded transfer function of the display approximates unity over the

range of perceptually salient frequencies. We focus here on the flatness of the magnitude

frequency response. The vibrotactile sense is sensitive to phase differences [159], and it



70 Vibrotactile Display Design

is possible that a vibrotactile display may contribute enough phase distortion to affect

perception, particularly where transient signal components are concerned. However knowl-

edge about vibrotactile sensitivity to temporal phase distortion is incomplete, and, as far

as we are aware, phase linearity has never been used to evaluate vibrotactile displays. It is

nonetheless an important consideration in the related field of loudspeaker design.

4.5.1 Frequency response measurement

The magnitude frequency response of the device was measured by driving the plate with the

actuator using the chirp method, with a slow sinusoidal frequency sweep (rate of 100 Hz /

s). Measurement was performed using a piezoelectric accelerometer (AKG model CP-411)

bonded to the top surface of the plate, as described in the caption of Fig. 4.13. Frequency

response measurements were taken for several different foot-plate contact conditions, while

the foot was wearing a rubber soled shoe. As noted above, these contact conditions modify

the impedance of the display, altering its response. The results are shown in Fig. 4.13.
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Fig. 4.13 The measured log magnitude frequency response of the display.
Measurements were taken at a point equidistant from the plate center and
edge, on a line through the center, 15 degrees from the diagonal. The free
response is shown with a black line, and other foot-floor contact conditions
with varying load applied via the foot are shown in gray.

The variation in the magnitude frequency response below 800 Hz is, following the anal-

ysis above, probably attributable to a combination of the resonant modes of the vibration

suspension and the actuator response (Fig. 4.6). The antiresonance around 775 Hz and

the resonance near 1100 Hz are due to the two lowest frequency normal modes of the plate
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(Fig. 4.10) identified above. Variation in the range from 70 Hz to 700 Hz can be attributed

in part to the actuator response. The latter (Fig. 4.6) includes a resonance near 70 Hz

and additional coloration above 380 Hz, likely accounting for the smaller notch seen in the

measurements. Through additional measurements with a calibrated accelerometer (Analog

devices model ADXL 320), it was determined that a force of 40 N could be transmitted at

all frequencies between 50 and 750 Hz. Another pertinent quantity, nonlinear distortion,

was estimated from measurements at 300 Hz to be slightly more than 5% (mean absolute

percent error) up to a force of 30 N.

4.5.2 Digital correction

It is possible to improve the nominal frequency response Hd(f) of the display by filtering

the actuator signal F (t) via a suitably designed linear, time-invariant corrective filter, Hc.

Here, we concentrate on the magnitude only: Hc is designed so that the corrected device

frequency response Hd′(f) = Hd(f)Hc(f) ≈ g in the band of interest, where g is a constant

gain factor.

Since such a filter lacks any spatial dependency, correction is most effective below the

first resonant frequency of the device, f1, because above it the device transfer function

varies across the surface of the plate (Fig. 4.11). As a result, correction is primarily useful

for compensating factors, such as actuator characteristics, that can be treated as lumped

parameter system elements.

We designed the inverse filter Hc to equalize the device response in the frequency range

from f = 50 Hz to 750 Hz. It was implemented digitally as an IIR filter of order N , which

was estimated using the least p-th norm optimization method [160]. Figure 4.14 shows a

comparison of the original (free) frequency response of the device with responses corrected

by filters of order N = 10 and 14. In the latter case, the response is flat in a passband with

-10 dB roll off near 50 Hz and 750 Hz.

4.6 Conclusion

We have presented a vibrotactile display device integrated in a rigid surface, consisting

of an actuated and instrumented floor tile. The analysis considered factors affecting the

bandwidth of the device, including the response of the elastic suspension and rigid plate,

the actuator coupling, and the static deflection of the suspension under load by a human
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Fig. 4.14 Measured device response without foot contact, uncorrected
(lightest gray) and with correction by digital IIR filters of order N = 10
(medium gray) and N = 14 (black).

foot. The plate was implemented as a lightweight composite sandwich panel constructed

from aluminum honeycomb. A digital filter was designed to compensate for artifacts in the

measured frequency response. The device allows for accurate reproduction of frequencies

between about 50 and 750 Hz.

The device is simple, and designed to be easily reproducible or adaptable to the demands

of various applications or research tasks [37, 152]. Formulae such as Eq. (4.5) indicate how

the response characteristics of the display can be expected to scale with system dimensions.

Despite these results, a number of areas can be identified in which the device might be

improved. They include:

• Plate material selection: As presented in the analysis above, a composite panel similar

to that used here, but constructed from a honeycomb core with larger core thickness

h, and facing thickness tf would achieve a usable bandwidth that extends to higher

frequencies. The first resonant frequency of the plate scales as
√
tfh in the thin plate

approximation (which will require corrections if the plate or facings are too thick).

• Actuator design: The large voice coil actuator used in the present device introduces

significant coloration in the frequency response of the device, much of which can

be equalized. A better response may be achieved through the use of smaller, more

efficient voice coil motors coupled to the structure in a spatial configuration chosen

to optimize the device transfer function.
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• Vibration control: Active structural vibration control strategies exist that could im-

prove the fidelity of such a display using arrays of surface mounted sensors and ac-

tuators, together with closed-loop controllers [161, 162, 163]. Such techniques might

be used to achieve accurately controlled vibrational responses under a wider array of

contact loads.

In ongoing research in our lab, the device is being utilized to study the rendering and display

of virtual ground surface properties, related aspects of haptic perception, and the integra-

tion of such display components in multimodal virtual and augmented reality environments

[126].

Appendix: Erratum to “Design of a Vibrotactile Display via a

Rigid Surface”

In the caption to Figure 4.2, the flow variable vh(t) in a two-port network description of the

vibrotactile display is described as a “vibration”. It should, more precisely, be described

as the velocity of mechanical vibrations returned to the foot.
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Preface to Chapter 5:

This chapter presents a distributed, networked version of the floor interface described in

the preceding chapters, and introduces new techniques for interacting with it via the feet,

based on the identification of contact pressure centroids that can be accurately estimated

from intrinsic force measurements acquired from the distributed array of floor tiles. This

method makes it possible for users to interact with simulated, multimodal ground material

simulations or touch surface interfaces distributed over an extended area. The empirical

study included here is one of the first to investigate the usability of floor-based touch surface

interfaces.

Contributions of Authors:

Yon Visell designed the apparatus, vibrotactile feedback, and sensing method. He also

performed the sensor calibrations and collected sensor data, designed, implemented, and

ran the experiments, analyzed the experimental data, prepared the figures and wrote the

manuscript. Severin Smith developed the application software layer implementing the sens-

ing method, and implemented the touch surface demonstrations. Alvin Law implemented

the hardware interface and contributed to its design, and, together with Jessica Ip, devel-

oped the ice demonstration. Rishi Rajalingham contributed to the sensor calibration and

data collection. Prof. Cooperstock supervised the research and edited the manuscript.
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Abstract This chapter presents an interface and set of techniques for interacting via the

feet with computationally augmented floor surfaces. It is based on an array of instrumented

floor tiles distributed over an area of several square meters. Intrinsic force sensing is used

to capture foot-floor contact at resolutions as fine as 2 cm. The interface was used for

user input in a multimodal touch surface paradigm, and for immersive simulation of virtual

walking terrains in an augmented reality environment. Auditory and vibrotactile feedback

are synthesized in response to movements or control actions of the feet. A preliminary

usability evaluation via a target selection task was conducted. It suggests that selectable

interface elements should be at least 7.5 cm wide to be reliably selected, and that, when

users are stationary, interaction is most efficient within a frontal workspace area extending

from 15 to 45 cm from the feet.

5.1 Introduction

To date, there has been limited research on foot-based interaction for computationally

augmented environments. Arguably, one reason for this has been a lack of efficient interfaces

and interaction techniques capable of capturing touch via the feet over a distributed display.

In the present contribution, we desribe the design of an interface based on a distributed

network of low-cost, rigid floor tile components, with integrated sensing and actuation.

Taking advantage of the particular structure of this interface, we draw on contact sensing

techniques, through which we capture foot-floor contact loci with finer resolution than

would be achieved if a single tile were regarded as the smallest relevant spatial unit, and

use these contact points for interaction with virtual ground terrains and touch-surface user

interfaces.

5.2 Background

Examples of the use of foot-controlled input in HCI, interactive arts and video gaming

date at least to the early 1980s, with Amiga’s Joypad (1983) being one widely known

example [63]. In the mid 1980s, Pearson and Weiser investigated foot input devices for

desktop PCs, and invented a pedal-like device called the Mole [64]. However, despite

the high-level of interest in touch screens for the hands, less research and development has

targeted touch-sensitive interfaces for the feet. Companies such as Gesturetek and Reactrix
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have developed interactive floor-based visual displays using video sensing technology, but

such sensors provide no direct information about foot-floor contact forces and positions.

This information is arguably important for rendering interactions with virtual objects or

controls, or for simulating highly contact-dependent interactions with virtual materials.

Tactile sensing for interaction with floor surfaces has conventionally been accomplished

with surface-mounted sensing arrays [74, 164]. It has been applied to problems such as

person tracking, activity tracking, or musical performance. Floor-mounted tactile sensing

arrays are now commercially available, but costs are high and support for real-time inter-

action is limited due to their proprietary nature, and orientation toward applications in

offline gait and posture measurement.

Sensations accompanying walking on natural ground surfaces in real world environments

(sand in the desert, or snow in winter) are rich, multimodal and highly evocative of the set-

tings in which they occur [37]. However, floor-based multimodal (visual, auditory, tactile)

information displays have only recently begun to be investigated [152]. Related research on

virtual and augmented reality environments has focused on the problem of natural naviga-

tion in virtual reality environments. Solutions such as walking in place [55] and redirected

walking techniques [56] map body movements sensed through kinematic tracking onto a

user’s coordinates in a virtual environment (VE). The shoe-based Step WIM interface of

LaViola et al. [66] introduced additional foot gestures for controlling navigation in a larger

VE via a floor map, but required special shoes and did not provide auditory or haptic

feedback. A number of haptic interfaces for enabling omnidirectional in-place locomotion

in VEs have been developed [53], but known solutions either limit freedom in walking, or

are highly complex and costly.

5.2.1 Floor Touch User Interfaces: Potential application space

Virtual floor controls could be advantageous in areas of man-machine interaction in which

foot operated controls or interfaces are already commonplace, such as manufacturing assem-

bly and repair, mass transportation, vehicle operation, or dentistry. A virtualized display

can be used to provide access to instrumentation or machine controls in a way that is flex-

ible to different contexts of use (e.g., different dental procedures). Such an approach may

overcome acknowledged problems with the proliferation of physical foot pedals and other

controllers in medical interactions [165]. Applications to pedestrian navigation or map-
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based visualization could emerge as particularly salient, insofar as they may integrate the

role of the foot in self-motion. Previously investigated applications of immersive virtual

reality, such as architectural walkthroughs or training simulation, may benefit from the

addition of context-based interactive maps or menus, as in the investigation of LaViola et

al. [66]. Other relevant application fields could include entertainment, music performance,

gaming, or advertising, where companies such as Gesturetek and Reactrix have successfully

commercialized interactive, floor-based visual displays for marketing purposes.

Fig. 5.1 Left: The floor interface is situated within an immersive, rear pro-
jected virtual environment simulator. Right: Visual feedback is provided by
top-down video projection.

5.3 System

The interface (Fig. 5.2) consists of a square array of 36 rigid tiles, each of which is instru-

mented with force sensors (four per tile) and a vibrotactile actuator. The floor is coated

in reflective projection paint. A pair of overhead video projectors is available for visual

display, reducing the effects of shadows cast by users. The individual tile interfaces are

rigid, plywood plates with dimensions 30.5 × 30.5 × 2 cm, supported by elastic vibration

mounts, and coupled to a vibrotactile actuator (Clark Synthesis, model TST229) beneath

each plate [166]. Actuator signals are generated on personal computers, output via digital

audio interfaces, and amplified.

Normal forces are sensed at locations below the corner vibration supports of each tile

using a total of four resistive force sensors (Interlink model 402 FSR). Analog data from

the force sensors is conditioned, amplified, and digitized via a 32-channel, 16-bit data
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Fig. 5.2 Left: Diagrammatic view of the interface. Sensing and actuating
components are integrated beneath the floor. Right: View from above showing
sensor locations.

acquisition board based on an Altera FPGA. Each sensor is sampled at a rate of up to 1 kHz

transmitted over a low-latency Ethernet link. An array of six small form factor computers is

used for force data processing and audio and vibrotactile rendering. A separate, networked

server is responsible for rendering visual feedback and managing user input.
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Fig. 5.3 Overview of system components and logical connections between
them.

5.4 Contact sensing

For processing sensor data, we draw on intrinsic contact sensing, which aim to resolve

the locations of contact, the forces at the interface, and the moment about the contact

normals using internal force and torque measurements [167]. It is assumed to involve
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contact between a rigid object and a soft body (here, a foot), and has been previously

used for robotic manipulation. Here we use it for capturing foot-ground interactions via

in-floor force sensors. It requires a number of sensors on the order of the number of rigid

degrees of freedom of the structure, far fewer than are needed for tactile sensing via surface

mounted arrays. Since a tile has fewer sensors than rigid body degrees of freedom, we

make the simplifying assumption of frictionless contact via a normally directed pressure

distribution, and further assume that the relative displacement of the suspension elements

in the tile is negligible. The problem is then to resolve the location of a contact centroid

xc associated with a normal force distribution pR(x) within an area R. In our context, xc

is a contact point such that a normal force Fc at xc gives rise to the same measurements

as pR(x) does [167]. For a floor tile with sensor locations xj where measurements fj are

taken (j indexes the tile sensors), xc and the normal force Fc = (0, 0, Fc) can be recovered

from scalar measurements Fj = (0, 0, fj) via the force and torque equilibrium equations,

4∑
j=1

fj + Fc + fp = 0 (5.1)

4∑
j=1

xj ×Fj + xc ×Fc + xp ×Fp = 0 . (5.2)

Fp = (0, 0, fp) is the weight of the the plate and actuator at the tile’s center xp. The three

nontrivial scalar equalities (5.1, 5.2) yield:

Fc =
4∑
i=1

fi − fp, xc =
1

Fc

(
4∑
i=1

(xi − xp)fi + fcxp

)
(5.3)

The contact centroid lies within the convex hull of the contact area (dashed line, Fig. 5.4) at

the centroid of the pressure distribution [167], and thus provides a concise summary of the

foot-floor contact locus, but not about shape or orientation. When the foot-floor contact

area R overlaps multiple tiles, a pressure centroid xc for the entire area can be computed

from those xck for each tile (computed from Eq. (5.3)), via xc = w1xc1 + w2xc2, where

wk = Fi/F . The domain-independence of this result makes it possible to continuously track

contact across tile boundaries. The difference vector δx = xc1 − xc2 provides additional

shape information about the orientation of the contact distribution at the boundary. For
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Fig. 5.4 Left: A normal force distribution pR(x) and associated contact
centroid position xc. Right: A pressure distribution pR(x) on a region R
spanning adjacent tiles. The weighted sum of centroids xc is the centroid
location for the distribution with support R = R1

⋃
R2. It lies on the line

segment connecting xc1 and xc2. The difference δx = xc1 − xc2 provides
information about contact shape

a linear pressure distribution spanning the two tiles, the direction vector n = δx/|δx| is

the orientation, and |δx| is half of the length of R. For convex contact shapes that are less

sharply oriented (such as those of a foot), the range of angles is compressed around the

edge normal direction.
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Fig. 5.5 Results of 50 measurements comparing true normal force positions
(circles) with contact centroid estimates (Xs).

Figure 5.6 shows the sequence of contact centroid locations produced by an individual

walking across the floor. When there is multi-tile foot-floor contact, as illustrated here, we

use a simple clustering algorithm to associate nearby contact centroids that are assumed

to belong to the same foot.

Figure 5.5 presents measurements of 50 estimated contact positions determined by the

method of Eq. (5.3), using a single calibrated floor tile. Despite distortion near tile edges,
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Fig. 5.6 A recorded sequence of contact centroids produced by an individual
walking across the floor. Each square corresponds to one floor tile. When the
foot lies on a single tile, as weight shifts from heel to toe, an array of centroids
is produced, moving in the direction of travel. At inter-tile boundaries, at each
instant one centroid is produced on each tile that there is contact with.

contacts were localized with a typical accuracy of 2 cm, and worst-case values of ≈ 3 cm,

smaller than the linear dimensions of the tile (30 cm) or the typical width of an adult shoe.

5.5 Channeling material interactions

To demonstrate this interface and interaction techniques, we designed a virtual frozen

pond demonstration that users may walk on, producing patterns of surface cracks that are

rendered and displayed via audio, visual, and vibrotactile channels (Fig. 5.7).

Fig. 5.7 Still images of users interacting with the simulated frozen pond.

5.5.1 Non-visual rendering

In the demonstration, audio and vibrotactile feedback accompany the fracture of the virtual

ice sheet underfoot. The two are derived from a simplified mechanical model. Fracture

events are characterized via an event time ti and energy loss Ei. Figure 5.8 illustrates the
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local continuum description and a simple mechanical analog used for synthesis. In this

model, in the stuck state, the surface has stiffness K = k1 + k2 and is governed by:

F (t) = mẍ+ bẋ+K(x− x0), x0 = k2ξ(t)/K (5.4)

where ξ(t) represents the net plastic displacement up to time t. A Mohr-Coulomb yield

criterion determines slip onset: When the force Fξ on the plastic unit exceeds a threshold

F0 (either a constant value or one sampled from a random process), a slip event is generated

with energy loss Ei, representing the inelastic work of fracture growth. Ei is sampled from

an exponential distribution p(E) ∝ E−γ with a scale parameter γ that is, for many fracture

processes, an approximate invariant of the material medium [37]. Slip displacements are

rendered as transients given by a coupled model consisting of a nonlinear impulse coupled

with a bank of modal oscillators with impulse response s(t) =
∑

i aie
−bit sin(2πfit), deter-

mined by amplitudes ai, decay rates bi, and frequencies fi [99, 121]. A transient impulse

at time t0 is modeled phenomenologically as a nonlinear viscoelastic impact with effective

force f(t) ∝ ∆W , simulated via the Hunt-Crossley impact model [168]

f(t) = kx(t)α − λx(t)αẋ(t) . (5.5)

x(t) is the compression displacement and ẋ(t) is the compression velocity. The impact has

effective parameters governing stiffness k, dissipation λ, and contact shape α.
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Fig. 5.8 A. Behavior at the crack front ck is modeled using a simplified
fracture mechanics treatment. A visco-elasto-plastic body undergoes shear
sliding fracture. B. A simple mechanical analog. C. Each slip event is rendered
as an impulsive transient.
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Fig. 5.9 A crack pattern, modeled as a graph of lines between nodes ci
extending from the seed location p0.

5.5.2 Visual animation and control

Brittle fracture in computer graphics is often animated by simulating the inelastic evolution

of a distributed stress state [92, 91]. Here, we adopted a simplified simulation to fuse the

local temporal crack-growth model given above with a heuristic for spatial crack pattern

growth. The contact centroid xc summarizes the local stress due to the load from a foot.

A fracture pattern consists of a collection of crack fronts, defined by linear sequences of

node positions, c0, c1, . . . , cn. Fronts originate at seed locations p = c0. The fracture is

rendered as line primitives `k = (ck−ck−1) on the ice sheet (Fig. 5.9). Seed locations p are

determined by foot-floor contact. A crack event initiated by the audio-tactile process at

time ti with energy E(ti) results in the creation of a new seed or the growth of fractures from

an existing one. In the former case, a new seed p is formed at the location of the dominant

contact centroid xc if no existing seed lies within distance ∆p. The seed p is created with

a random number Nc of latent crack fronts, c1
0, c

2
0, . . . c

Nc
0 . We sample Nc uniformly in

2, 3, . . . 6. A crack front propagates from a seed p nearest to xc. With probability 1/Nc

the jth crack front of p is extended. Its growth is determined by a propagation vector djm

such that cjm = cjm−1 + djm. We take djm = αEn̂jm, where E is the crack energy, α is a

global growth rate parameter, and n̂jm is the direction. Since we lack information about

the principal stress directions at the front, we propagate in a random direction given by

n̂jm = n̂jm−1 + βt̂, where β ∼ N(β; 0, σ) is a Gaussian random variable and t̂ = n̂j × û,

where u is the upward surface normal (i.e., t is a unit vector tangent to n̂j). The initial

directions at p are spaced equally on the circle.
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Fig. 5.10 Still image from video of a user interacting with floor-based inter-
face widgets.

5.6 Floor Touch Surface Interfaces

These sensing methods can be employed to implement virtual floor-based touch interfaces.

One set of examples we have created consist of array of standard UI widgets to be controlled

with the feet (Fig. 5.10). Input is based on a multi-touch screen metaphor mediated by a

set of interaction points (cursor locations), which are defined as the contact centroids xc

with the largest forces. Force thresholds associated with a control are used to determine

selection. The controls provide positive tactile feedback supplied by the actuators, in the

form of synthesized click-like transient vibrations or sliding (friction) vibrations.

Interface design toolkit We developed a software layer and network protocol to facili-

tate the design of interactive applications using the floor surface. It abstracts the hardware

systems, which are accessed over a local Ethernet network, and connects them to the user

interface. The software layer also processes the sensor data to extract foot-floor contact

points that are used for interaction, and provides them with unique IDs that persist while

contact is sustained. Additionally, it allows to remotely cue and present localized vibrotac-

tile feedback in response to activation or control of user interface objects on the floor. The

protocol design is based, in part, on the TUIO protocol for table-top touch interfaces [169].

Figure 5.10 illustrates a virtual floor-based touch interface, consisting of sliders, buttons,

toggle switches, and similar elements. The controls can be operated without consideration

for the location of the tile boundaries, since we track interaction points continuously across

tile boundaries. Normal force thresholds are used to determine when buttons or other

controls are being engaged.
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5.6.1 Preliminary User Evaluation

A question we encountered when beginning to design applications concerned the appro-

priate size and layout of virtual controls. The required size depends on factors including

sensing limitations, users’ motor abilities, target parameters, and feedback modalities, as

has been extensively studied and modeled in the HCI literature [170, 171]. The size ap-

propriate for touch screen controls has been shown to depend on the interaction technique

adopted. Precision control strategies can enable single pixel accuracy in finger-based touch

screen interaction [172, 173], and related techniques may prove effective for use with the

feet. Limited research has addressed floor interfaces (Sec. 5.6), so we focused here on a

basic task requiring the selection of controls presented at various locations and sizes to a

stationary user.

Human movement research has investigated foot movement control in diverse settings.

Visually guided targeting with the foot has been found to be effectively modeled by a similar

version of Fitts’ law as is employed for modeling hand movements, with an execution time

about twice as long for a similar hand movement [174]. However, the present, preliminary,

investigation addresses a situation in which usability is manifestly co-determined by both

operator and device limitations, providing a window on both.

Apparatus The apparatus is the floor interface presented above. Due to the floor size,

the sensor calibration was less accurate by a factor of two than that which yielded the

position estimates noted above, but was sufficient for interaction points to be effectively

tracked over extended distances on the floor.

Stimuli and method The stimuli consist of round virtual buttons to be selected by

users, who began each trial with their feet in locations marked by white rectangles. Users

could activate a button by pressing it in a way that resulted in a contact centroid within

the area of the button exceeding a force threshold of about 35 N. The buttons ranged in

diameter from 4.5 to 16.5 cm, and were presented at four distances, on lines radiating from

between their feet, oriented at one of two angles, as shown in Fig. 5.11. Upon selection,

the buttons provided visual feedback in the form of a 20 cm white disc centered in place

of the original appearance. All buttons provided the same feedback. Only the buttons and

foot locations were displayed. No audio or vibrotactile feedback was provided.
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Fig. 5.11 Configuration and stimuli from the experiment. Participants se-
lected targets of width w with their dominant foot (shown here as the right
foot), at distances d and bearing angles θ.

Hypothesis We expected user performance to improve with target size and degrade with

target distance. Interaction between target distance and width might be anticipated, but

we do not attempt to validate a model. We expected good performance for targets that

are at least as wide as the foot.

Participants Eight participants, ranging in age between 21 and 38, volunteered for this

study. All of them were research staff or students in the Faculty of Engineering at McGill

University.

Procedure Participants wore their own shoes during the experiment, and selected targets

with their preferred, dominant foot. They were instructed to activate the buttons precisely

and quickly. The non-preferred foot was not constrained, but participants were required to

return both feet to the two rectangular regions shown in Fig. 5.11 between stimuli. Most

chose to leave their non-preferred foot in place throughout each session.

The experiment began with a practice period lasting three minutes, followed by the

main experiment. The latter consisted of two sessions of 12 minutes, with a short pause in

between. A total of 240 stimuli were presented to each participant. Stimuli were presented

in sequential, randomized order. Each button appeared and remained visible and active for

two seconds during which users were able to select it. A three second pause followed, after

which the next button appeared. The success of selection and time required were recorded.

Participants completed a response questionnaire and provided verbal comments afterward.
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Analysis Summaries of the success frequencies are presented in Figure 5.12. Using a

logistic regression analysis, we determined that the main factors of width w, distance d,

and bearing angle θ significantly affected success of selection (p < 0.001). The fitted logit

is z = 1.4 + 0.071w − 0.062d− 0.6θ (with t-values > 7.8). θ is in radians, increasing away

from the preferred foot; d and w are measured in cm. The model correctly predicts 86% of

the responses.

Discussion Users selected larger targets within the allotted two-second interval at a

higher rate of success than smaller ones. Performance with the largest was very high (98%),

and that for the smallest was low (44%). Small targets pose two potential problems. First,

they can be occluded by the foot during selection. This problem was somewhat mitigated

because when this occurred, they were often visible projected on top of the foot. Second,

limitations on precise control can arise from factors such as shoe width, human motor

abilities, and sensor positioning errors. Six out of eight participants reported finding a

strategy to activate the small buttons by using a feature of the shoe or changing the

applied force. Software interaction techniques for improving precise touch screen control

are known [172, 173], and we intend to investigate them in future work.
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Fig. 5.12 Successful target selection rate vs. distance, angle of presenta-
tion (measured away from preferred foot), and button width, inclusive and
exclusive of the farthest targets.

Nearby targets (distances of D = 15 to 25 cm) were selected at a higher rate. However,

performance was better at 25 cm than at the nearest distance of 15 cm (98.5% vs. 84%,

with p < 0.001 using Fisher’s exact test, two-tailed). One apparent reason was that when

an interface element was too close, it could be occluded from view by the body, or could
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present a difficult viewing angle. Due to such effects we would not expect selection time

T to follow a Fitts’ Law relation, T = a + b log2(D/W ), but this was not tested here.

Although a mobile user might be able to avoid visibility problems, they seem to be an

important consideration. For our device, position sensing is most accurate near the centers

of the tiles, as indicated in the preceding section. This was noticed by users of the system,

two of whom volunteered that they had learned to better activate small buttons that were

close to edges by pressing them off-center. In ongoing work, we are developing algorithms

for correcting such positioning distortions. Participants consistently reported difficulty in

selecting targets that were oriented away from their active, selecting foot, however the effect

of bearing angle on performance was small (Fig. 5.12). It is possible that these responses

were indicative of a larger motor effort. Neck fatigue was the most frequently cited source

of discomfort.

Future work Although these results are suggestive, further work is needed in order to

characterize the usability aspects of this display, and others like it. A greater understanding

of factors such as control element size, display scale, motor abilities, modalities, and other

aspects salient to the use of such a device will certainly be needed. In addition, we intend

to investigate aspects of the usability of vibrotactile display to the feet in similar contexts,

since it is, arguably, the most unique aspect of this interface.

Another notable question not addressed by this study concerns the interplay between

users’ movements on foot and their interactions with the touch surface. A novel aspect is

that, implicitly, both feet are involved, due to requirements of movement and of maintaining

balance. In everyday actions, like striking a soccer ball, weight is often shifted onto one

foot, which specifies an anchored location, while the opposite is used to perform an action.

Thus, floor interfaces that involve movement may share similarities to bimanual interaction

in HCI, a connection we intend to explore in future work.

5.7 Conclusions

We described techniques for interaction with virtual ground material simulations and user

interfaces via a distributed, multimodal floor interface. Such foot-floor contact information

is not usually available through optical sensing channels such as motion capture. The

methods are low in cost and complexity, and accessible to multiple users without body-



5.7 Conclusions 91

worn markers or equipment. In addition, this paper demonstrates the integration of these

interaction techniques within multimodal displays implementing virtual ground surface

simulations or floor-based control interfaces. Despite the promising nature of these results,

there are several respects in which the present system might be improved or extended:

• Our system senses three DOF per tile (the normal force fc and position xc). To

solve the sensing problem required assuming frictionless contact (Sec. 5.4). A future

interface for sensing the full six rigid DOF per tile (via additional sensors) would

remove this assumption.

• A floor interface with a denser array of tiles would be capable of capturing more

information about foot-ground contact shape.

• During multi-tile foot-floor contact, a contact-based sensing approach results in clus-

ters of contact centroids. New techniques would be needed in order to extract more

information related to the shape of a pressure or traction distribution from them.

• Interaction points can be followed only as long as foot-floor contact is sustained. It

would be beneficial to be able to coherently track users’ feet between gestures or

actions.

• As noted more extensively in Sec. 5.6.1, above, further work is needed in many areas of

usability in order to develop design guidelines and strategies for floor-based interfaces.

It is nonetheless hoped that this contribution succeeds in demonstrating some potential

uses and design considerations for floor-based touch surfaces in virtual reality and human-

computer interaction.
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Preface to Chapter 6:

This paper investigated the ability of a vibrotactile floor interface to simulate an important

perceptual dimension of natural walking surfaces: their compliance. Although this is a

mechanical attribute that is highly salient to the control of locomotion and to the feel of

different ground surfaces, it would not seem to be appropriate for presentation via a vibro-

tactile display, which cannot directly reproduce kinesthetic force-displacement information.

However, this study demonstrated a robust perceptual illusion in which plantar vibrotactile

feedback increased the perceived compliance of a rigid floor surface. The effect size was

primarily parametrized by vibration amplitude. The influence observed here appears to be

distinct from known effects of plantar vibration feedback on posture. Instead, our findings

appear to be consistent with the notion that vibration feedback provided a cue that tended

to increase perceived displacement of the ground surface during stepping, similar, perhaps,

to the way that vibrations are felt during compression of natural materials such as gravel

or snow underfoot.

The results indicate that vibrotactile feedback supplied to the foot can be unexpectedly

effective at reproducing the compliant feel of soft ground surfaces, and appear to indicate

that vibrotactile sensory information plays a larger role than previously acknowledged in

the sensorimotor loop associated with locomotion.

Contributions of Authors:

Yon Visell conceived and designed the experimental study, designed and calibrated the ap-

paratus, and implemented and ran the experiments. He also contributed to the data anal-

ysis, prepared the figures, and wrote the manuscript. Bruno Giordano designed the experi-

mental study, analyzed the data, and edited the manuscript. Guillaume Millet contributed

to the design and implementation of the apparatus, ran the experiments, and edited the

manuscript. Prof. Cooperstock supervised the research and edited the manuscript.
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6.1 Abstract

Background: The haptic perception of ground compliance is used for stable regulation of

dynamic posture and the control of locomotion in diverse natural environments. Although

rarely investigated in relation to walking, vibrotactile sensory channels are known to be

active in the discrimination of material properties of objects and surfaces through touch.

This study investigated how the perception of ground surface compliance is altered by

plantar vibration feedback.

Methodology/Principal findings: Subjects walked in shoes over a rigid floor plate that

provided plantar vibration feedback, and responded indicating how compliant it felt, either

in subjective magnitude or via pairwise comparisons. In one experiment, the compliance

of the floor plate was also varied. Results showed that perceived compliance of the plate

increased monotonically with vibration feedback intensity, and depended to a lesser extent

on the temporal or frequency distribution of the feedback. When both plate stiffness

(inverse compliance) and vibration amplitude were manipulated, the effect persisted, with

both factors contributing to compliance perception. A significant influence of vibration was

observed even for amplitudes close to psychophysical detection thresholds.

Conclusions/Significance: These findings reveal that vibrotactile sensory channels are

highly salient to the perception of surface compliance, and suggest that correlations between

vibrotactile sensory information and motor activity may be of broader significance for the

control of human locomotion than has been previously acknowledged.

6.2 Introduction

The goal of this study is to measure empirically the role played by vibrotactile sensory

information in the perception of ground surfaces during walking. To this end, we focused on

a basic property of walking surfaces that is highly salient to locomotion—their mechanical

compliance [27, 32]. We investigated what influence, if any, vibration feedback to the

plantar soles may have on the perception of ground surface compliance during walking.
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The perception of ground surfaces is instrumental to enabling us to move easily on foot

in diverse natural environments. Human locomotor movements are adapted when step-

ping onto, off of, or moving over soft, irregular, or slippery surfaces in ways that minimize

metabolic costs, reduce impact forces, or stabilize vertical center of mass [26, 27, 28, 29,

30, 31, 32]. Compliant ground surfaces, such as sand or soggy grass, perturb locomotion

by degrading proprioceptive cues that are acquired via ground contact and by mechanical

perturbations due to the compression of material underfoot. Walkers automatically mod-

ulate their gait pattern and biomechanics to compensate for such changes in compliance

[32].

When haptic sensation in the feet is impaired, as a result of a disease such as diabetes, or

through local anesthesia, it can have detrimental effects on locomotion [175, 176, 177, 178].

However, knowledge about the influence of different sources of haptic sensory information,

such as plantar force or vibromechanical stimuli, on the control of walking is incomplete.

Haptic compliance perception involves discerning the deformability of objects touched

with the hand, or of surfaces felt underfoot. Compliance, the inverse of stiffness, is the

ratio between displacement and applied force, C = ∆x/∆F , and is related to the intrinsic

material property of elasticity. Most prior research has investigated compliance perception

via manual touch [179, 180, 181, 182, 183, 184, 185, 186], but the haptic perceptual system is

also able to discriminate walking surfaces of different elasticity [38, 33]. Sensitivity is highest

when there is direct contact between the surface of the skin and a deformable object. In

this setting, cutaneous tactile cues predominate [184]. Conversely, when touch is mediated

by a rigid link, such as a stick or a stiff shoe sole, cutaneous force cues are combined with

proprioceptive information to form compliance estimates [183, 182, 186, 187]. If cutaneous

information is blocked entirely, performance is greatly degraded [183].

While we are not aware of any prior investigation of effects of vibrotactile sensory in-

formation on compliance perception, it is well established that high-frequency mechanical

vibrations generated during interaction with surfaces via manually tapping or scraping with

a probe, or scanning with a finger, can influence the perception of properties such as hard-

ness and texture [42, 43, 44, 45, 46, 47]. For example, amplifying vibrations generated dur-

ing manual surface scanning, or imposing sinusoidal vibrations, increases perceived surface

roughness [50]. Vibrations produced during frictional sliding are indicative of movement

[188], and could contribute to compliance perception. On this basis, it could be hypothe-

sized that an amplification of plantar vibration intensity would lead to an increase in the
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magnitude of compliance estimates, because displacement and compliance are proportional.

Mechanical signals generated during walking on natural ground surfaces constitute a

rich source of haptic sensory information [4, 2, 37]. The compression of many heterogeneous

materials (e.g., wood, snow, gravel) results in inelastic, unrecoverable deformations with

energy distributed over a broad frequency band [4]. The pattern of these vibrations is highly

correlated with material displacement [10, 11], so it is natural to consider them as potential

displacement cues. Giordano et al. found that walkers are able to distinguish between

the feel of porous and solid ground surfaces, or rock gravel surfaces of different grades,

when walking in shoes [189]. When plantar cutaneous input was masked by mechanical

vibrations, in the form of synthesized pseudo-random noise (frequency distribution: 50 Hz

to 1 kHz), performance was impaired, suggesting that vibrotaction played a significant

role.1

Relatively few studies have investigated haptic perception with the feet. However, the

foot is serially homologous to the hand, and is highly evolved as a sensory instrument. Its

perceptual-motor abilities are involved in the regulation of posture and locomotion [190],

and in the estimation of ground slipperiness and slant [25, 191, 192]. The sensory physiology

of the plantar sole is highly developed, with the same type of mechanoreceptor populations

as are present in the hand: the fast-adapting (FA) type I and II and slow-adapting (SA)

type I and II receptors [17, 18]. The sole is highly sensitive to vibration, with FA receptors

comprising about 70% of the cutaneous population. Low-frequency forces are sensed by

SA receptors [17], and by Golgi organs, muscle spindles, and joint capsule receptors in the

muscles, tendons, and joints.

Vibromechanical stimulation of the plantar sole affects both cutaneous receptors and

deeper foot and ankle proprioceptors. Such stimuli can result in real or illusory postural

effects resembling those due to an increase in local pressure at the same location of the foot

sole [193, 194, 195, 196]. This could be taken to suggest that amplifying plantar vibration

may, by increasing perceived forces, decrease ground compliance estimates—contrary to

what is suggested by foot-ground mechanical considerations. However, studies of this type

have generally been conducted while subjects stood in place, whereas haptic compliance

perception always requires movement. In other experiments on vibration stimulation of

the leg muscles or tendons, different effects have been observed to accompany stimulation

1Further analysis is provided in: Giordano B, Visell Y, Cooperstock JR, Yao HY, Hayward V, and
McAdams S (2010) Audiohaptic identification of ground materials during walking (Submitted).
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provided during stance than those induced when it is provided during locomotion. In the

former case, it induces whole-body postural tilts (attributed to illusory lengthening of the

stimulated muscles), whereas during locomotion it results in modified stepping movements

with little overall change in muscle coordination [197, 198, 199]. Courtine et al. argued that

this reflects the fact that sensory inflow is processed depending on both the body segment

where it arises and the performed task [198]. As a result, we questioned whether prior

results on postural effects of plantar vibration would apply in our study, in which subjects

were actively moving.

Our experiments evaluated the influence of vibrotactile information felt during stepping

onto a floor surface on the perceived compliance of the latter. The above-referenced studies

involved a diverse range of signal types (noise-like or natural textures, and sinusoidal stim-

uli), amplitudes, and temporal dependencies. Experiment 1 was designed to investigate

effects of vibration feedback on perceived compliance, and to clarify their dependency on

time- and frequency-domain stimulus properties. To further determine the extent to which

vibrotactile sensory information is combined with cutaneous force and proprioceptive infor-

mation in the perception of ground compliance, Experiment 2 measured the effect of plantar

vibration on compliance perception via a novel apparatus that allowed both the mechanical

stiffness of a floor plate and vibration feedback presented through it to be manipulated.

Psychophysical amplitude detection thresholds for the stimuli were also measured in order

to provide an indication of the relative intensity of the stimuli.

6.3 Materials and Methods

6.3.1 Ethics Statement

The experiments were conducted in accordance with McGill University ethics guidelines,

and was reviewed and approved by the McGill Research Ethics Board in accordance with

the requirements of the McGill University Policy on Ethical Conduct of Research involving

Human Subjects and with the Tri-Council Policy Statement: Ethical Conduct For Research

Involving Humans.
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6.3.2 General Methods

During the experiments, subjects crossed a short walkway incorporating an actuated floor

plate that provided vibration feedback in response to forces exerted by the foot. The

mechanical stiffness of the plate was manipulated in Experiment 2.

6.3.3 Apparatus

The apparatus consisted of a short walking platform (Fig. 6.1) permitting subjects to take

a single step onto a vibration-actuated floor plate. The plate was actuated by a Lorentz

force inertial motor (Clark Synthesis model TST429) rigidly coupled to it from beneath.

This plate was used to present walkers with vibration feedback and to present a specified

mechanical stiffness to the walker, via a servo controlled mechanism (see Experiment 2).

To ensure that vibromechanical stimuli could be reproduced accurately across a wide

range of frequencies, while assuring the stability of the plate under a human walker, we un-

dertook an extensive redesign of our earlier apparatus [152], as fully described in reference

[200]. Through measurements, we determined that the device was able to reproduce arbi-

trary vibrations accurately at forces of more than 40 N within a flat frequency band from

50 to 750 Hz. Within the range of amplitudes used here, vibrations could be presented with

a nonlinear waveform distortion of less than 3% (mean absolute percent error, measured at

300 Hz). The device could sense static or transient loads of more than 1000 N supplied by a

human foot. Analog data from the force sensors were conditioned, amplified, and digitized

via a 16-bit acquisition card (National Instruments model USB-6218). Digital-to-analog

conversion of the vibration signal was performed using a 24-bit, 48 kHz audio interface

(Edirol model FA-101). The analog signal was then passed through a power amplifier

driving the actuator. In order to assess the accurate reproduction of the vibration stimuli,

they were independently recorded with a miniature accelerometer permanently attached to

the underside of the plate.

6.3.4 General Procedure

During the experiments, stimuli were presented via the plate as subjects stepped on it.

They began on one side of the walkway (see Fig. 6.1), stepped onto the plate with their

dominant foot, and proceeded to the opposite side, turned, stepped on the plate again using

their dominant foot, returned to the first side, and entered their responses via a computer
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Fig. 6.1 Apparatus for producing compliance and vibration stimuli.
Subjects stepped from one side of the platform a onto the vibrating plate b,
and onto the opposite platform a’. They then turned, stepped on b again,
and returned to a. In Experiment 2, the plate also displaced up to 2 cm in
the vertical direction, compressing a volume of EVA foam that was controlled
by the linear servomechanism c, to produce the commanded compliance (see
Fig. 6.3). Subjects entered their responses after each trial at the keyboard d
and received instructions from the large-screen video monitor e.

terminal. Before each experiment, subjects were instructed in the use of the apparatus and

interface.

Both experiments took place in a structurally isolated, soundproofed room with a noise-

floor rating of PNC20. Subjects wore foam earplugs with an NRR attenuation rating of

33 dB and wireless headphones playing pink noise at a volume sufficient to mask any sounds

produced by the vibrating plate and the motors. The non-vibrating walking platforms

were isolated from the actuators via cushioning material, eliminating the transmission of

vibrations to users before stimulus presentation.

A steady walking pace was enforced via a 1 Hz metronome sound audible above the
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pink noise. The experiments were conducted at low light levels to allow subjects to focus

on what they felt, but sufficient for the walkway to remain visible. However, subjects were

asked to avoid looking down at the plate while walking on it, unless necessary to maintain

equilibrium, and instead, were instructed to attend to one of the two static visual markers

that were positioned at a height of 1.3 m (above foot level), and a distance 1 m from either

end of the walkway.

Subjects were required to wear shoes in the experiment in order to avoid directing their

attention to the surface properties of the plate. In order to standardize footwear in all

experiments, only male subjects were recruited, with North American shoe size between 7

and 12. Each was given an identical model men’s hard soled dress shoe in the appropriate

size to wear. All subjects reported normal tactile sensation in the feet, with normal walking

ability, and were naive with respect to the purpose of the study. They were presented with

and signed informed consent forms at the beginning of the experiment and were paid ten

dollars (CAD) per hour for their participation upon completion.

6.3.5 Experiment 1

Experiment 1 was based on ratings of subjective compliance. We investigated the perceived

compliance of a rigid plate augmented with nine different types of vibration feedback at

two amplitude levels, as well as one condition in which no vibration feedback was provided.

Subjects walked across each configuration of the plate, and rated its compliance on a

continuous scale.

Recruitment Twenty people participated in the experiment (mean age 24.5 years, STD

= 6.9 years, average mass 70.9 kg, STD = 11.2 kg). None participated in any other study

on compliance or vibration perception. Other details were as described under “General

Methods”.

Stimuli The stimuli consisted of several different types of vibration feedback and one no-

vibration reference condition. The stiffness of the plate was held constant, and was set equal

to 90 N/mm, the median stiffness value used in Experiment 2. The 18 vibration stimuli

were generated by factorial combination of three parameters: amplitude scale A (0.5, 1.0),

temporal waveform type w(t) (Sinusoidal, White Noise, Textured Noise), and amplitude

envelope e(t) (Constant, Force-Proportional, Dynamic). Each stimulus can be described as
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an acceleration signal delivered from the plate, having the form s(t) = GAe(t)w(t), where

G were stimulus-dependent peak gain factors.
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Fig. 6.2 Vibration feedback stimuli. The thin lines (rows 1, 3, and 5)
show force profiles from footsteps of one participant onto the plate, and the
darker waveforms are the corresponding vibration feedback stimuli. Vibrations
could be felt only during foot-plate contact. Stimuli are labeled with a 2-
letter string, with the first encoding waveform type (S, W, T = Sinusoidal,
White noise, Textured noise), and the second encoding envelope type (C, P,
D = Constant, Proportional, Dynamic). The vibration amplitude range was
normalized for display purposes.

The vibration signals for the nine stimuli resulting from combining the factors “am-

plitude envelope” and “waveform type” are shown in Fig. 6.2. Three different waveforms

w(t) were used. The first was a sinusoid w(t) = sin(2πft) with frequency f = 300 Hz.

The second was a white noise that was band-limited by filtering to remove frequencies

above 700 Hz and below 50 Hz. The third was a noise signal intended to resemble the

texture felt when a porous material, such as gravel, is compressed. It was obtained by

passing an impulsive noise source, consisting of a random impulse train, through a res-

onant filter. The impulses were identical in amplitude scale, and occurred at times ti

whose time intervals ∆ti = ti − ti−1 were sampled from a Poisson stochastic process; the

intervals were distributed as P (∆ti) = λ∆ti exp(−λ∆ti). The mean event frequency was

λ = 0.05 events/ms. Each impulse was rendered as a 1 ms white noise burst beginning at
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ti. The impulse train was passed through a second-order infinite impulse response (IIR)

bandpass filter with center frequency fc = 300 Hz and bandwidth 15 Hz. The resulting

noise had a rough texture with most energy concentrated in a narrow frequency band at

which FA type II mechanoreceptors in the foot sole are most sensitive.

The three different envelopes e(t) specified the amplitude profile of the vibration feed-

back in response to a footstep with normal force profile F (t). The first was a constant

function e(t) = 1, and the second was a linear force-proportional envelope e(t) = F (t)/F0,

with inverse slope F0 = 750 N. The third was a dynamic envelope e(t) = ẋ(t) derived

from an admittance-based simulation of a linear, compressible material, where ẋ(t) is the

time-derivative of the virtual strain x(t) response to F (t), described by

1

M
F (t) = ẍ(t) + 2ζω0ẋ(t) + ω2

0(x(t)− x0) (6.1)

The envelope e(t) = ẋ(t) is obtained in real time as the output of a second-order digital

IIR bandpass filter computed by solving (6.1) using the Laplace transform method and the

bilinear transform [85, 201]. The filter input was F (t)/M and the output was ẋ(t). M

could be taken as the mass of a representative volume element, but here it is an arbitrary

gain factor. We used frequency f0 = w0/(2π) = 12.5 Hz, and set ζ = 1 for critical damping.

This yielded a characteristic envelope response time of τ = 80 ms.

As explained in reference [200], the combination of the dynamic envelope type with the

textured noise waveform (i.e., stimulus TD) can be regarded as a simplified micromechan-

ical model for the production of textured vibrations during the compression of a natural,

heterogeneous material such as gravel, sand, or snow.

Stimulus intensity equalization In a pilot study, we observed that the vibration feed-

back stimuli could significantly increase subjective compliance ratings, and that the effect

depended primarily on the stimulus amplitude parameter. However, RMS signal energy and

subjective stimulus intensity depended on amplitude, waveform, and envelope type param-

eters. To ensure that the latter two could be manipulated independently of amplitude, a

separate procedure was used, prior to the main part of Experiment 1, to equalize the stimuli

with respect to the subjective intensity of vibration. Ten subjects that did not participate

in the main experiment were recruited for this equalization experiment (mean age 23.1

years, STD = 6.1 years, average mass 71.1 kg, STD = 10.4 kg), which was based on a two
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interval forced choice adaptive staircase method. On each trial, subjects walked across two

configurations of the plate differing in vibration feedback type and amplitude and reported

whether the first or second vibration felt stronger. The order of the two stimuli was random

from trial to trial. One of the two, the standard, was always the high-amplitude white noise

stimulus (WC1). The other, the comparison, was one of the remaining eight stimulus types

parametrized by waveform and envelope (type SC, SP, SD, WP, WD, TC, TP, or TD).

The amplitude of the comparison was controlled by a staircase method that tracked the

point of subjective equality, i.e., the amplification factor for the comparison stimulus that

rendered it as intense as the standard. If the subject indicated that the comparison felt

stronger (respectively weaker), then its amplitude was reduced (respectively increased) by

one step unit. The step size was initially large (10 dB) and became smaller (3 dB) after two

reversals in the direction of the threshold-tracking sequence. Each staircase was run for 12

reversals, and the point of subjective intensity equivalence was calculated as the average

between the last 8 reversals. A total of 16 staircases (8 interleaved pairs) were completed

by each subject. Other details were as described under “General Procedure”.

The results of this procedure were used to assign the values of the gain G of the Ex-

periment 1 stimuli. The stimuli were regarded as equal in subjective intensity, within

limitations determined by experiment duration and inter-subject variability. Table 6.1 re-

ports the measured peak and RMS gain values for the equalized stimuli, which are labeled

with a two-letter string, with the first encoding waveform (S, W, T = Sinusoidal, White

noise, Textured noise), the second encoding envelope (C, P, D = Constant, Proportional,

Dynamic). Values are reported for the high-amplitude (A = 1.0) stimuli. Both experiments

also included stimuli with A = 0.5. Amplitudes were verified by accelerometer measure-

ment while the plate was loaded by a footstep. For the noise stimuli (W and T), since

the absolute peak could vary between presentations, a stable measure was obtained as the

median of peak amplitudes on a set of 10 ms windows spanning the highest amplitude

interval.

Procedure For each stimulus presentation during the experiment, subjects walked across

the plate and rated its compliance using a slider labeled “most compliant” and “least

compliant” at the two extremes. Subjects were informed that they might, at times, feel

vibrations via their feet, but no further elaboration was given. The first experimental block

was a warm-up period in which subjects tried all configurations of the plate that would be
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Table 6.1 Experiments 1 and 2: Peak and RMS amplitudes of plate
acceleration, G for the high amplitude A = 1.0 vibration stimuli.
Stimulus labels: S, W, T = Sinusoidal, White noise, Textured noise waveform;
C, P, D = Constant, Proportional, Dynamic envelope.

SC SP SD WC WP WD TC TP TD
Exp. 1 Peak (m/s2) 2.9 3.7 6.8 17.4 18.4 18.2 3.3 4.6 6.8

RMS (m/s2) 1.74 2.4 4.4 10.9 8.5 10.9 1.2 1.75 2.4
Exp. 2 Peak (m/s2) 0.86

RMS (m/s2) 0.29

presented. In this period, they were instructed to focus on the maximum and minimum

compliance within the stimulus set. During the remainder of the experiment, subjects were

asked to use the entire range of the slider when rating the stimuli. The 18 equalized stimuli

were presented in blocked randomized order, each stimulus being presented once on each

of 12 blocks, for a total of 216 trials. The resulting data consisted of twelve compliance

ratings per stimulus from each subject. The entire experiment lasted 90 minutes. There

was a pause of two minutes between blocks, and a pause of five minutes after the sixth

block. Additionally, there was a pause of at least five seconds between stimuli, as subjects

entered their responses. Other details were as described under “General Procedure”.

6.3.6 Experiment 2

The experiment investigated the extent to which vibration feedback modified perception of

the compliance of the floor plate when both vibration amplitude and plate stiffness were

manipulated. The resulting data consisted of the proportion of responses in which the

comparison was judged more compliant, for each stiffness and amplitude level.

Recruitment Twenty new subjects participated in the experiment (mean age 23.1 years,

STD = 4.1 years, average mass 69.8 kg, STD = 11.2 kg). Other details were as described

under “General Methods”.

Apparatus The plate was integrated with a novel mechanism that allowed it to displace

vertically with low friction, and that allowed us to vary the mechanical stiffness of the plate



106 Vibration Increases Haptic Perception of Surface Compliance

precisely for each stimulus within a range from 40 to 160 N/mm. An automated servomech-

anism was used to change the amount of surface area of a pair of highly recoverable, 3 cm

thick foam pads inserted beneath the plate (Fig. 6.3).
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Fig. 6.3 View of the variable compliance mechanism. A. Users
stepped onto vibrating plate a, which was driven by vibration actuator b and
mounted on suspension c. The plate displaced in the vertical direction, guided
by low-noise ball bearing slides d, and compressing a pair of foam inserts e.
To produce the commanded compliance, the foam inserts e were positioned
by the linear servomechanisms f before each stimulus presentation, while the
plate assembly was lifted by servos g. Participant-applied forces were mea-
sured by load cells h under four corners of the plate assembly. B. Image of the
apparatus and shoe as used in the experiment. Opaque panels k and fabric
(not shown) hid the device configuration from subjects’ view. Four optical
motion capture markers m tracked the displacement of the plate with high
precision.

A calibration procedure made it possible to specify plate stiffness, in values of N/mm,

via computer control of foam position, with a mean accuracy of about 1%. Force measure-

ments from the load cells in the apparatus were combined with position measurements from

a precise motion capture system (OptiTrack, Model FLEX:V100R2). Calibration was per-
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formed using least squares regression fit of force to 60 force-displacement profiles consisting

of more than 3000 measurements each (Fig. 6.4). As illustrated, the force-displacement

relationship was approximately linear. Measurements from each force-displacement profile

were acquired by loading the plate with a typical footstep, since, due to the finite recovery

time of the foam pad, the measured stiffness could depend on the temporal profile of the

load.
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Fig. 6.4 Force-displacement profiles and fits of stiffness vs. foam po-
sition used to calibrate the apparatus. A. Examples of three compression
profiles are shown (overlaid) for each of three stiffness values. Each calibration
was based on sixty such profiles, with more than 3000 data points each. B.
Calibration curve fit of stiffness vs. foam position based on measurements at
each position and stiffness.

To ensure that the presented stiffness remained accurate, the calibration process was

repeated four times in the course of the experiment, between experimental sessions. The

minimum stiffness was 52 N/mm, corresponding to an absolute maximum displacement

of approximately 2 cm when a subject walked across it with a maximum downward force

of about 1000 N. We avoided using softer settings, as we found that it could otherwise

become difficult for subjects to step normally and stably across the plate without the need

to look down, which was discouraged (see “General Procedure”). The maximum stiffness

was 146 N/mm, which was close to the highest level that could be well controlled. At

stiffer settings, the intrinsic compliance of the vibration mounts (location b in Fig. 6.3)

would have a non-negligible influence on the plate compliance in ways that depended on

foot location and orientation. In addition, stiffness discrimination underfoot would likely

have become less reliable [33].

All motorized movements resulting from compliance changes were performed smoothly
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to minimize any vibrations due to the mechanism that might otherwise provide informa-

tion about the foam configuration. For the same reason, the duration of any mechanical

reconfiguration was kept constant (t = 4 s).

Stimuli Stimuli were configurations of the floor plate with one of seven different stiff-

ness levels (52, 64, 76, 90, 106, 124 or 146 N/mm) and one of three vibration feedback

conditions. The vibrations were the textured, dynamic type (TD). Two different non-zero

vibration amplitudes were used, respectively 18 dB and 24 dB lower than the high ampli-

tude (A = 1.0) TD stimuli from Experiment 1, as well as a no-vibration condition. These

lower amplitudes were selected through pre-testing to ensure that the resulting psychophys-

ical data would be useful. Higher amplitudes tended to saturate the psychometric curves,

dominating the effect of mechanical stiffness. Although Experiment 1 demonstrated that

all vibration stimuli could increase perceived compliance, the TD type was selected for fur-

ther testing because, among those with the highest mean compliance ratings (within one

standard error of the mean), they had the shortest duration and one of the lowest RMS

amplitudes, limiting the possibility of sensory adaptation during vibration stimulus presen-

tation. The seven stiffnesses and three vibration levels resulted in 21 different comparison

stimuli.

Procedure The experiment was based on the psychophysical method of constant stimuli,

using a two interval forced choice paradigm. Subjects walked across pairs of configurations,

one after the other, and responded to the question “Which one was more compliant (softer,

more compressible)?”. Vibration was added to the comparison stimulus, except in the “no-

vibration” condition, and was never added to the standard. The resulting data consisted of

the proportion of responses in which each comparison configuration (that is, stiffness and

vibration level) was judged more compliant.

The standard and comparison were presented, as in Experiment 1, in sequential random-

ized order. Because stiffness was manipulated in the experiment, subjects were required to

pause for five seconds between each half of a stimulus pair, in order to provide enough time

for the stiffness modification to complete. They were automatically cued to pause and to

continue by the software graphical user interface. The timing of this pause was always the

same, to avoid giving any indication of the amount of change in compliance. Other details

were as described under “General Procedure”.
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Subjects were told that during the main experiment they would be asked to respond

indicating which of the two configurations felt more compliant. They were told that they

might, at times, feel vibrations via their feet, but no further elaboration was given. The first

experimental block was a warm-up period in which subjects tried six randomly generated

stimulus pairs, consisting of random stiffnesses in the range used in the experiment, and

vibration feedback of type WC, with a similar intensity to that used in the main experiment,

although the type was different.

During the main experiment, all stimulus pairs were presented in each block, in random-

ized, balanced order. Randomization of stimulus order was independent for each session

and each subject, and no blocks were repeated. Subjects were required to leave the appa-

ratus and pause for one minute between blocks, and for four minutes after each third block.

They each completed three experimental sessions, comprising a total of twenty blocks. The

duration of the first two sessions was 90 minutes and that of the last session was 1 hour.

No more than two experimental sessions, separated by at least two hours, were permitted

for any subject on a single day. Each subject was presented with each of the 21 pairs a

total of 20 times.

Subjects completed a post-experiment questionnaire and interview, which asked whether

the vibrations were felt, and what decision strategy was used (see Results).

Psychophysical detection thresholds for the stimuli Immediately after subjects

completed the questionnaire, they participated in a final stage of this experiment, which

measured their psychophysical detection thresholds for amplitude. The stimuli consisted

of individual configurations of plates, set to the median stiffness level of 90 N/mm, accom-

panied by vibration feedback of type TD, as used in the main experiment. Amplitude was

manipulated independently during the procedure.

The threshold-measurement procedure was based on a single-interval adaptive yes/no

staircase method developed by Lecluyse and Meddis for auditory threshold testing [202].

They found, through experiments and simulations, that this procedure yielded similar

thresholds to those obtained with two-interval forced choice or maximum likelihood meth-

ods, resulted in less variation, and required fewer trials. The latter was a consideration in

our experiment, because of the required level of activity and duration, which could lead to

fatigue.

Stimuli were presented one at a time, and amplitude was controlled by the staircase pro-
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cedure. Subjects responded after each presentation indicating whether they felt a vibration

from the plate or not. They were instructed to be as sensitive as possible without guessing.

When they responded “yes” (resp. “no”), then the amplitude was reduced (resp. increased)

by one step unit. The step size was initially large (10 dB) and was reduced to a smaller

level (3 dB) after two reversals in direction of the threshold-tracking sequence. For each

comparison, one staircase was started at a high amplitude randomly chosen between +8 dB

and +15 dB (referenced to the Experiment 2 stimulus amplitude of 0.43 m/s2) and one at

a low amplitude between −8 dB and −15 dB. The two staircases were interleaved, with

one of the two randomly selected for presentation on each trial. In order to prevent guess-

ing, 13% of the trials were randomly selected as catch trials, in which no vibration was

present. Subjects were warned that if they answered “yes” on a catch trial, both staircases

would be re-started. The median number of times that subjects were caught guessing in

the experiment was 1.5 (minimum zero, maximum three). In addition, on every 10th trial,

subjects were presented with a no-vibration stimulus and were told that no vibration was

present, to remind them how that condition felt.

Each staircase was continued until 12 reversals were reached. A total of six staircases

(three interleaved pairs) were completed by each subject, and the threshold was calculated

as the average between the last eight reversals from all six staircases. Subjects were required

to pause for 2 minutes between staircase pairs. The total duration for each subject was

approximately 30 minutes.

6.4 Results

6.4.1 Vibration Stimulus Factors Influencing Subjective Compliance

Judgements

Data from Experiment 1 were analyzed to determine the effect of vibration feedback type

on compliance ratings. Mean ratings for all the 19 stimuli are shown in Figure 6.5. Paired

t-tests showed that all 18 vibrating stimuli were perceived as significantly more compliant

than the non-vibrating one (t(19) ≥ 7.04, p < 0.001).

We further analyzed compliance ratings in Experiment 1 with a within-subject repeated

measures ANOVA, with amplitude, envelope, and waveform as factors. Mean compliance

ratings for the values of each factor are shown in Fig. 6.6. The one-way effect of amplitude
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Fig. 6.5 Experiment 1: Subjective compliance ratings for all 19
stimuli, averaged across subjects. A higher value means more compliant
(less stiff). “X” labels the no-vibration stimulus. Others are labeled with a 3-
letter string encoding waveform, envelope, and amplitude level (0, 1 = Linear
amplitude 0.5, 1.0). Error bars = ± 1 standard error of the mean (SEM).
All vibrating stimuli were significantly more compliant than the no-vibration
stimulus.

was significant (p < 0.001, F (2, 19) > 33.0, η2
p ≥ 0.635), as was that of waveform (p ≤ 0.01,

F (2, 19) > 5.24, η2
p ≥ 0.216), but the effect of envelope type was not significant (F (2, 19) ≤

0.057, p ≤ 0.02, η2
p ≤ 0.003). There were significant effects of all two-way interactions,

amplitude× waveform (p < 0.001, F > 11.5, η2
p ≥ 0.378), amplitude× envelope (p ≤ 0.013,

F > 5.8, η2
p ≥ 0.235), and waveform × envelope (p < 0.001, F > 9.273, η2

p ≥ 0.328). There

was no significant three-way effect (p > 0.07, F < 2.3, η2
p ≤ 0.106). Based on this analysis,

amplitude had the largest influence on compliance judgments, while the effects of waveform

and of all two-way interactions were smaller.
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Fig. 6.6 Experiment 1: Average compliance ratings for the three
stimulus factors “waveform type”, “envelope type”, and “ampli-
tude”. Stimulus labels are as given in Fig. 6.5. Error bars: ±1 SEM.
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6.4.2 Effect of Vibration Feedback on Compliance Perception

The results of Experiment 2 consisted of proportions of responses at which the standard

stimulus, a non-vibrating plate with stiffness 90 N/mm, was judged less stiff than a com-

parison that varied in stiffness and in vibration amplitude. Figure 6.7 presents the average

response proportions. A one-way ANOVA of the response proportions for the factor am-

plitude indicated that vibration significantly decreased stiffness at each stiffness level (see

Table 6.2). Although the variation in responses was larger at higher stiffnesses, the effect

of amplitude on subjective compliance was proportionally larger, yielding a higher level of

significance. For all subjects, average response proportions at the largest amplitude level

(0.86 m/s2) were higher than in the no-vibration case.
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Fig. 6.7 Experiment 2: Mean proportion of comparison stimuli
judged stiffer than the standard for each stiffness (units: N/mm)
and amplitude level (units: m/s2). A higher proportion implies a judg-
ment of “stiffer”. The standard had a stiffness of 90 N/mm, as indicated by
the dashed line, and did not present any vibration feedback. Results shown
are averaged between all 20 subjects. Error bars: ±1 SEM.

Binary response data at each vibration amplitude level from each of the 20 subjects were

fitted to a cumulative normal distribution using a probit regression model. A total of 60 fits

were performed (three fits per subject, one at each vibration amplitude level). The models

explain 86.5% of the variance in the data with Pearson correlation ρ = 0.93. The slope,

intercept, and point of subjective equivalence (PSE) in stiffness were computed from each

fit. Median values in each condition are shown in Figure 6.8 and given in Table 6.3. We
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Table 6.2 Experiment 2: Mean proportions of comparison stimuli
that were judged to be stiffer than the standard, as a function of
stiffness, with different levels of vibration.

Response Proportion at Amp. A one-way ANOVA
Stiffness 0.0 m/s2 0.43 m/s2 0.86 m/s2 F (2, 57) p

52 N/mm 0.034 0.010 0.0068 4.3 0.018
64 — 0.13 0.078 0.042 4.24 0.019
76 — 0.33 0.18 0.13 12.5 < 10−4

90 — 0.557 0.29 0.17 50.3 < 10−12

106 — 0.64 0.37 0.22 31.6 < 10−9

124 — 0.69 0.46 0.28 26.9 < 10−8

146 — 0.77 0.49 0.36 22.0 < 10−7

investigated influences of vibration amplitude on the fit parameters using a nonparametric

Friedman test, in order to ensure that the analysis would remain robust to outliers in the

data. The latter resulted from a few subjects whose response proportions increased slowly

with stiffness in the high-amplitude condition, leading to unusually small slope values,

and large PSEs. Vibration amplitude did not significantly affect intercept (χ2(2) = 3.9,

p > 0.14), indicating that subjects were not biased to indiscriminately answer “softer” when

vibration amplitude was higher. PSE increased significantly with amplitude (χ2(2) = 34.9,

p < 10−7), indicating that the stimulus was perceived as softer when vibration was present,

and slope also increased (χ2(2) = 17.2, p < 0.0002), indicating that stiffness discrimination

performance was impaired in the presence of vibration. Nonparametric repeated-measures

tests contrasting all three amplitude levels indicated no significant effect on intercept (p >

0.3, Bonferroni corrected, BC), but did reveal an effect of amplitude on PSE for all pairings

(p < 0.01, BC). There was a significant effect on slope between the no-vibration and either

high- or low-amplitude conditions (p < 0.035, BC), but not between the low- and high-

amplitude vibration conditions (p > 0.34, BC). Increasing the vibration amplitude level

from low to high thus increased the bias in the PSE for stiffness estimation without further

decreasing discriminability.

Experiment 2 also measured psychophysical amplitude thresholds for detection of the

vibration stimuli, for the same subject pool used in the main part of the experiment, with

the plate stiffness set to the median value of 90 N/mm. These thresholds were measured
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Fig. 6.8 Experiment 2: Median values of the PSE and slope from
per-subject psychometric fits at each vibration amplitude level. Er-
ror bars: ±1 SEM (outliers excluded).

in shoes, and would likely be lower if direct skin contact were involved. The measurements

were based on a fast, single interval yes-no procedure with catch trials [202]. Although

Lecluyse and Meddis found this method to yield similar thresholds to those obtained using

a two interval forced choice task, it could be argued to have led some subjects in our exper-

iment to adopt conservative criteria for responding during the detection staircase, which

would yield an overestimate of the thresholds. Figure 6.9 presents the results of the mea-

surements. The mean threshold was 0.46 m/s2, with standard deviation 0.18 m/s2. Mea-

sured thresholds for 10 of the 20 subjects were higher than the low-amplitude (0.43 m/s2)

stimulus by more than two standard errors of the mean. For the subgroup of 10 partici-

pants with the highest thresholds, we analyzed proportions of responses “more compliant”

from the no-vibration (0.0 m/s2) to the low-amplitude (0.43 m/s2) vibration condition at

the same stiffness value (90 N/mm) as was used in the threshold measurement. A paired

Table 6.3 Experiment 2: Median values of the PSE, slope, and
intercept from per-subject psychometric curve fits at each vibration
amplitude level.

Median Value at Peak Amplitude A Friedman Test
0.0 m/s2 0.43 m/s2 0.86 m/s2 χ2(2) p

PSE (N/mm) 100.8 134.5 151.6 34.9 < 10−7

Slope (mm/N) 0.025 0.018 0.018 17.2 < 0.0002
Intercept −2.50 −2.70 −2.77 3.9 > 0.14
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two-tailed t-test revealed a significant effect of amplitude on these response proportions

(mean 0.41 vs. 0.71 with p < 10−4, t(18) > 5.2); see Figure 6.9. The median PSEs of the

psychometric fits for the same subgroup of 10 participants were also significantly higher

in the low-amplitude condition than in the no-vibration condition (median 135.2 N/m

vs. 99.2 N/m, Friedman p ≤ 0.0005, χ2 = 12), and were close in value to the median

PSEs for the complete subject pool. However, the threshold values for the entire sub-

ject pool (n = 20) were not significantly correlated with PSE values in either the low or

high vibration amplitude condition, with differences in PSE values between vibration and

no-vibration cases, or with mean response proportions at stiffness 90 N/mm (Spearman

|ρ| < 0.21, p > 0.37 in all cases).
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Fig. 6.9 Experiment 2: Psychophysical amplitude detection thresh-
olds and response proportions at stiffness level 90 N/mm. Top: Re-
sponse proportions for all 20 subjects at two lowest vibration levels, and stiff-
ness level 90 N/mm. Bottom: Amplitude threshold levels, displayed in dB
referenced to 0.43 m/s2. Subjects are sorted in order of increasing threshold
(same ordering top and bottom). The dashed lines indicate the amplitudes of
the vibrating stimuli used in Experiment 2. Error bars: ±2 SEM.

The post-experiment questionnaire that was completed by Experiment 2 subjects prior

to the threshold measurement included the question: “Did you feel any vibration produced

by the tile?” Five out of twenty subjects responded “No”. A sixth noted that he felt



116 Vibration Increases Haptic Perception of Surface Compliance

vibration on just 5% of trials, and a seventh reported feeling no vibrations, but did report

feeling “a creaking”, “like stepping on an old hardwood floor” on some trials. The remaining

13 subjects answered “Yes”.

6.5 Discussion

These experiments demonstrate that the perceived haptic compliance of a walking surface

is increased in the presence of plantar cutaneous vibration feedback. In Experiment 1,

we found that the largest effect on perceived compliance was due to vibration amplitude,

and that other stimulus factors had a weaker influence. We also found that an increase in

perceived compliance could be achieved with types of vibration feedback that differed in

waveform, amplitude envelope, or the frequency distribution of their energy.

In Experiment 2, we found that vibromechanical stimuli with peak amplitudes of only

0.43 and 0.86 m/s2 could elicit an increase in perceived compliance. These levels were

18 dB smaller than those used in Experiment 1. This held at all tested levels of stiffness.

A substantial increase in the stiffness of the vibration-augmented plate was required for it

to be perceived as having the same stiffness as the non-augmented one, as the vibration

feedback produced positive relative shifts in the median PSE values for stiffness of 34% and

50% at the two amplitude levels.

The amplitudes used in Experiment 2 were considerably smaller than what are expe-

rienced during normal walking on natural granular materials such as gravel.2 Through

pre-testing for Experiment 2, we determined that higher amplitudes tended to dominate

the influence of mechanical stiffness over the range explored. The upper limit of the stiff-

ness range used approached a level at which stiffness perception underfoot is less reliable

[33], while the smallest stiffness was near the limit of what we determined subjects could

comfortably and safely walk on with this apparatus.

None of the experiments involved training, and the effects observed did not require

awareness that vibration feedback was being provided. We can conclude that vibration felt

during stepping on a rigid surface is combined with the mechanical stiffness of the surface

in the haptic perception of compliance. In addition, the results show that the variation of

2Mechanical vibrations measured at the shoe sole during walking on medium rock gravel are broadly
distributed in frequency with RMS acceleration amplitudes as high as 10 m/s2 [38], comparable to those
used in Experiment 1 and significantly larger than those used in Experiment 2.
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vibration feedback alone is sufficient to elicit a percept of compliance.

The compliance estimation task adopted in this study resembled prior experiments

in which subjects used their hands or arms to estimate the haptic compliance of spring-

loaded mechanisms or other objects with non-deformable surfaces [184, 186, 187]. Based

on those results, and on considerations of contact mechanics, it was expected that subjects

in our experiments required both force and displacement information (from kinesthetic

and tactile channels) in order to judge compliance. In this light, it appears that added

vibration feedback results in a modification of force and/or displacement information that

increases compliance estimates. As noted earlier, localized vibration stimulation of the

foot sole has been shown to have a similar effect on postural control to an increase in force

sensation at the same location [193, 194], and this could be thought to influence compliance

judgments. However, an ideal observer combining force F and displacement x to estimate

compliance using the formula C = x/F would produce lower compliance estimates as

force sensation is increased. Our results show an opposite tendency, so it appears unlikely

that the observed effects on perceived compliance were mediated by increased sensations

of applied force. Furthermore, stimuli used in Experiment 2 had a peak amplitude of

0.43 m/s2, less than 0.5% as large as the smallest amplitude used in the aforementioned

studies.3 Furthermore, in our experiment, stimuli were felt through a shoe, whereas those

used in the aforementioned studies involved direct skin contact.

It might be suggested that the observed results could be attributable to sensory adap-

tation of SA I afferents due to the vibromechanical stimuli, which could yield a reduction

of force estimates. However, in our experiments, exposure times averaged less than 1 sec-

ond, with at least 5 seconds between presentations, whereas mean adaptation times for

SA I afferents are about 10 seconds [203, 204]. Additionally, Experiment 2 was based on

pairwise comparison of two stimuli, only one of which could include vibrations. Also, the

low-amplitude Experiment 2 stimuli were 0.6 dB weaker than the mean psychophysical de-

tection threshold measured for our subject pool. While this might be partly attributable to

a tendency of the measurement method used to overestimate the thresholds, it nonetheless

appears unlikely that these stimuli could have produced a significant adaptation of SA I

responses, even after long exposure times. Furthermore, no subjects reported feeling any

desensitization in their feet, and several were unaware of the vibrations. Thus, it appears

3To compare stimuli, we computed accelerations used in experiments by Roll et al. [193, 194] from the
stimulus properties they reported.
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unlikely that sensory adaptation played a significant role.

Conversely, prior studies have demonstrated that sub-threshold levels of plantar stimu-

lation with vibration noise can enhance cutaneous sensitivity in the foot soles, stabilizing

posture [205]. Although such an effect, if present, could have improved haptic force dis-

crimination in our experiment, it would not be expected to influence mean compliance

estimates, so does not seem to be able to explain our main results.

Experiments 1 and 2 compared the perceived compliance of plates with and without vi-

bration feedback. A priori, due to this categorical difference, subjects could have responded

based on cognitive criteria unrelated to a sensation of compliance. However, there are sev-

eral reasons we do not believe cognitive effects played an important role. Subjects were

consistent in responding that the vibrating plates were more compliant, and no subject

inverted this relation. Experiment 2 results did not indicate any tendency on the part of

subjects to respond indiscriminately that the vibrating stimulus was “softer” independent

of actual compliance. In addition, vibration had a significant influence on compliance at

both near-threshold levels (Experiment 2) and at much higher ones (Experiment 1). Fur-

thermore, some subjects in Experiment 2 reported that they were not consciously aware

of the presence of vibration feedback. Finally, a few subjects described what they felt in

a way that is consistent with the notion of a material being compressed underfoot, and

similar responses have been received over the course of numerous demonstrations of the

apparatus to naive users.

Taken together, our findings appear to be consistent with the hypothesis that vibration

feedback supplied a cue that tended to increase perceived displacement during stepping,

due to a sensorimotor contingency similar to that experienced when stepping on a natural

material (e.g., snow, gravel) or displacing a mechanism with friction (e.g., a pedal or slider).

Assuming this to be the case, and supposing that perceived force was not affected, an

ideal observer would infer an increase in compliance that grows linearly with the increased

sensation of displacement, due to the relation C = ∆x/F . In this model, a relative increase

in estimated displacement of 25.0% and 33.5% in the low- and high-amplitude vibration

conditions, respectively, would be required to explain the shifts in median stiffness PSE

values measured in Experiment 2.

One counterintuitive finding is that stimuli with amplitude envelopes that were con-

stant could evoke an increased sensation of compliance, contrary to the idea that vibration

supplies a force-dependent displacement cue. However in the conditions of this study, vi-
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bromechanical energy transmitted to the leg increased with applied force F , due to the

increased coupling of foot and plate, even for constant stimuli. As a result, the feedback

could appear to have been generated by a stepping action even when there was no explicit

relation with applied force, due to the transitive nature of foot-plate contact.

A number of disorders, the most common being diabetes, can impair cutaneous tactile

sensation in the feet and have detrimental effects on locomotion [175, 176, 177]. This has

led various researchers to investigate relations between sensory impairment and control of

balance or locomotion. The present study suggests that vibrotactile sensation may be more

involved in the regulation of walking in natural environments than has been acknowledged.

One pilot study found that step-synchronized plantar vibration feedback during foot-ground

contact may improve locomotion in Parkinson’s disease patients, but there were insufficient

controls to rule out learning or attentional effects [206]. However, it is plausible that the

effects investigated here could play a role in such settings.

Through preliminary body kinematic analyses using motion capture measurements we

have found indications of postural modifications during stepping when plantar vibration

feedback is supplied. This would be consistent with postural kinesthetic illusions that,

absent restraints, result in compensatory body sway [194]. If confirmed, such results might

one day prove useful for the development of gait rehabilitation techniques or vibrotactile

orthotics. We intend to explore these questions further in future work. Finally, we note

that the same compliance illusion seems to be present during interaction via the hands.

This is also something we plan to investigate further, in order to situate our results relative

to prior literature on manual haptic perception.
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Chapter 7

Stochastic Simulation of Fracture

Processes in Heterogeneous Materials

Preface to Chapter 7:

The displacement of many natural ground materials is accompanied by texture-like vibra-

tions that are produced through inelastic processes like friction and fracture. The manifes-

tation of these processes in some disordered materials, like those found in natural ground

surfaces, is analyzed in this chapter and the one that follows, using tools from stochastic

physics.

Chapter 7 analyzes texture-like mechanical signals arising from contact interactions with

disordered, heterogeneous materials like those commonly encountered in natural walking

terrains. It proposes novel methods for simulating stress fluctuations in fiber composite

materials and compressed granular matter under load, based on variations of the widely

studied Fiber Bundle Model, and formulates what are arguably the first physically based

algorithms for the real-time synthesis of high-frequency haptic and auditory signatures of

dynamic fracture processes in quasi-brittle, heterogeneous materials.
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Abstract Fracture-like processes in many quasi-brittle heterogeneous materials under

load give rise to complex, effectively random patterns of failure in time. This chapter pro-

poses efficient methods for simulating fracture processes in heterogeneous materials, based

on variants of the widely used Fiber Bundle Model. This consists of a spatially distributed

array of brittle elastic fibers arranged in parallel. We present a novel temporal formulation

of this model based on two complementary constructions. The first is an exact stochastic

jump process associated with the sequence of random fiber failures under loading. The

second is a smooth, deterministic dynamical process that approximates the mean stress-

strain response of the original model. We apply this construction to two failure processes

that have been treated in prior literature on FBMs: fracture in fiber composites and fail-

ure in compressed granular materials. Through numerical simulations, the approximate

model introduced here is demonstrated to accurately reproduce the constitutive behavior

and statistical fluctuations exhibited by the original. In addition, it is efficient enough to

interactively simulate stress fluctuations and acoustic emissions generated during the load-

ing of large ensembles of fibers (thousands or more), and is amenable to the simulation of

local fracture processes in a distributed medium, which could aid applications in scientific

visualization or virtual reality.

7.1 Introduction

Processes associated with progressive failure in disordered, heterogeneous materials such as

gravel, soil, fiberglass, or wood have attracted interest in scientific and engineering research

over the course of several decades. They are relevant to applications ranging from industrial

material handling, to snowboard design and snow failure prediction [207]. A full micro-

scopic understanding of structural failure in quasi-brittle heterogeneous materials remains

elusive, due to the large number of randomly arranged elements or domains that comprise

them. Nonetheless, the spatial distribution of stresses in such materials is highly orga-

nized, allowing many aspects of their failure under load to be captured via comparatively

simple statistical models [11, 10]. In addition, because the evolution of fracture processes

is greatly influenced by the spatial composition of the materials involved, the pattern of

temporal failures accompanying fracture in heterogeneous materials richly encodes their

spatial disorder.

Fracture-like processes occur in a diverse variety of quasi-brittle, heterogeneous mate-
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rials under load. Here, we investigate their manifestation in fiber composites and granular

media. A common feature of these types of material is their tendency to bear stress along

arrays of brittle, one-dimensional structures loaded in parallel (Figure 7.1). Physical phe-

nomena associated with fracture in such settings depend both on static properties, such

as typical fiber strength and material geometry, and dynamic attributes, such as response

times during fracture, load redistribution or stress percolation, hardening, and relaxation

or creep. Fracture evolution is reflected through temporally disordered patterns of rapid,

inelastic dislocation and acoustic emission accompanying the failure of force-bearing struc-

tures. In strongly disordered materials like granular media, these fluctuations can be as

important as the mean constitutive behavior [14, 13].

Fig. 7.1 Fiber Bundle Models have been successfully used to model fracture
physics in quasi-brittle materials that effectively bear stress along arrays of
one-dimensional structures loaded in parallel. Examples include natural fiber
composites such as wood (left), and granular media, such as sand or gravel
(right), where stress is transmitted along one-dimensional force chains (dark
areas).

A class of statistical models known as Fiber Bundle Models (FBMs) and their vari-

ants have been intensively investigated during the last few decades as effective physical

descriptions of fracture and other inelastic processes in heterogeneous materials [11, 208].

They consist of parallel arrays of one-dimensional (“fiber-like”) brittle elastic elements dis-

tributed over a spatial lattice. Although the spatial representation of fracture processes

that they provide is greatly simplified, it captures important aspects of random failure

in disordered, heterogeneous materials. In addition, they are more analytically and com-

putationally tractable than lattice-, particle-, or continuum mechanics approaches, such

as the random spring model, discrete element method, or finite element models. Despite
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their simplicity, FBMs capture many of the distinctive aspects of damage in heterogeneous

materials, including statistical strength distributions, stress fluctuations, reorganization ac-

companying failure, acoustic emissions, and accumulated damage, that standard continuum

mechanics models of fracture, based on mean-field or homogenized constitutive equations,

cannot [11]. Although improved finite-element methodologies have been developed to bet-

ter capture such phenomena, the simulation of inelastic damage processes in quasi-brittle,

heterogeneous materials that exhibit important stress fluctuations poses an outstanding

challenge to research in this area [11]. Furthermore, even in relatively homogeneous solids,

real-time simulation of brittle fracture using finite-element methods is only possible with

severe accuracy-performance compromises. This can produce visual results that may be

sufficient for entertainment or gaming, but which are of limited physical validity [209].

This paper presents new methods for simulating failure processes in fiber composites and

in compressed granular matter, respectively based on variations of the Fiber Bundle Model

and the so-called Inverse Fiber Bundle Model. The methods we present are based on a novel

factorization of these models into an approximate mean constitutive response, describing

the averaged nonlinear stress-strain behavior, and a stochastic jump process (presented

here for the first time) modeling the fluctuating pattern of failures in the material. The

former aspect allows the (smooth) stress-strain dynamics to be simulated deterministically,

unlike standard treatments of FBMs, where it depends on the (rapidly fluctuating) random

failure history in the material. The latter provides an iterative stochastic description of

thresholds of failure in the material as it is loaded. Section 7.2 presents novel methods for

simulating the Fiber Bundle Model for failure in fiber composites. In Section 7.3, stress

fluctuations in compressed granular media are treated using a similar approach. The results

of simulations are presented in Sections 7.2.3 and 7.3.3. Section 7.4 describes audio-rate

real-time implementations of these algorithms. Section 7.5 concludes with a discussion of

the main results and future extensions of this work.

7.2 Fracture processes in fiber composites: Fiber Bundle Model

Fiber reinforced composites consist of solid materials composed of strong fibers embedded

in a matrix. Examples include natural materials like wood, or synthetic materials like

fiberglass to which fibers are added to improve the mechanical performance. Fiber Bundle

Models have proven to be very effective in modeling constitutive and transient aspects of
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the mechanical response of such materials. They are modeled as a bundle of N fibers as a

parallel array of mechanical elements, arranged in a lattice or a linear array, as illustrated

in Figure 7.2. The displacement x(t) of the system evolves continuously, subject to

σ(t) = NF (bF ẋ+ kFx) +N(bRẋ+mẍ) (7.1)

where NF is the number of intact fibers. Fracture in a fiber occurs when its strain x(t)

exceeds that fiber’s breaking threshold ξ. When this occurs, the load that the fiber carried

is immediately redistributed among those that remain. The resulting transient response

is parametrized by the effective (per-fiber) mass m, elastic constant kF and two damping

constants bF and bR. The breaking thresholds ξ for different fibers are distributed ran-

domly according a probability density p(ξ). Following failure, a broken fiber contributes to

relaxation via the damping unit bR, which can model creeping displacement in the matrix

or sliding of fibers against it [210]. Numerous variations on this basic model are possible

[208]. Elastic properties of the matrix may be introduced by placing bR in parallel with an

elastic element with stiffness kR, or relaxation may be omitted entirely by setting bR = 0.

Each breaking fiber releases an amount of energy given by E = kF ξ
2, which depends on

the strain x = ξ at the instant it fails.

σ
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k bF
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Fig. 7.2 Fiber Bundle Model of fracture. A. The parallel array of N brittle
fibers is loaded in compression or tension with externally applied stress σ. B.
At the crack front, the weakest surviving fiber approaches failure due to local
stress σF = σ/NF , where NF is the number of intact fibers. C. A simple
mechanical analog for the generation of fracture events in each fiber of the
bundle. Brittle fracture is modeled by a plastic unit that breaks when the
force on it is greater than a random threshold ξ, resulting in disconnection of
load-bearing spring kF and damper bF . Post-fracture relaxation is modeled
via the persistent damping factor bR.
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Although stress is redistributed locally in real materials, which can significantly affect

material strength and stress fluctuations [211], we make the simplifying assumption of global

load sharing between fibers, so that the per-fiber load σF is σ/NF . Possible extensions of this

work that would account for local load sharing are discussed in Section 5.7. Since a fracture

event decreases NF , the failure of a single fiber can increase the load on those that survive,

leading to additional failures. This continues until x(t) < ξ∗, where ξ∗ is the threshold of

the weakest surviving fiber. When a critical value σc of the applied stress is reached, the

bundle will be incapable of supporting the load, and all remaining fibers will break in order

of increasing strength. The number NF of fibers surviving at a given load depends on the

random assignment of thresholds, but its expected value is N̄F = N(1−P (x)), where P (·)
is the cumulative distribution function (CDF) of p(·).

FBMs are normally treated as distributed models comprised of lattices of fibers with

breaking thresholds ξj that are independently drawn from p(ξ), and (at least for global

load sharing models) sorted in increasing order (so that ξj > ξj−1) at the time of model

instantiation. Thus, in conventional simulations, although an analytical solution is not

necessarily known in advance, the evolution is completely deterministic, with the source of

uncertainty hidden in the lattice initial conditions.

Although physically correct, this makes it difficult to discern the extent of interaction

between the instantaneous dynamical evolution of the model and the random probability

of failure at any time. In addition, the dynamical evolution of the model at any instant in

time is linear, and does not reflect the nonlinear constitutive (stress-strain) behavior.

In order to derive a temporally local formulation that reflects the most salient mean

and fluctuating aspects of the model, we proceed in two steps. First we derive a stochastic

process that exactly governs the failure events of the model, then develop an approximation

that allows us to separate the constitutive dynamical evolution from the random failure

process.

7.2.1 Stochastic process formulation

At any time the evolution of the FBM is determined by the number NF of intact fibers

and, when a failure event is encountered, on the breaking threshold ξ∗ of the weakest intact

fiber in the bundle, which indicates when the next random failure event will occur. Upon

failure, the breaking threshold of the weakest intact fiber increases by a random amount
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that can be considered to be determined by p(ξ) and the number of failures until that

instant, equal to N −NF + 1. This process can be naturally described by considering the

weakest fiber threshold ξ(t) = ξ∗ at any instant t to be a stochastic jump process, defined

as a temporally fluctuating, monotonically increasing function ξ(t) of continuous time,

whose jth piecewise-constant value ξ(t) = ξj is computed at the instant ξ(t− dt) = ξj−1 is

surpassed.

Here, we provide a temporally local definition of the process ξ(t) that also ensures that it

follows the desired strength distribution p(ξ). The procedure is based on known algorithms

for random variate generation [212]. First, we construct an ordered set sj of N random

variables (sj > sj−1, 0 ≤ j ≤ N) uniformly distributed on the interval [0, 1], then map

these onto random variables ξj distributed according to p(·) using the inverse CDF method

[212]. Let uj be independent samples of a random variable uniformly distributed in [0, 1],

and set

s0 = 0 (7.2)

sj = sj−1 + (1− sj−1)
(

1− u1/Nj
F

j

)
, j = 1, 2, . . . , N (7.3)

ξj = P−1(sj), j = 1, 2, . . . , N (7.4)

where P (·) is the CDF of the fiber strain threshold distribution, and N j
F = N − j+ 1 is the

number of surviving fibers prior to the jth failure. By construction, the resulting threshold

sequence is equivalent to a set of N independent samples from p(ξ) that have been sorted

in increasing magnitude. The algorithm is illustrated in Figure 7.3.

We extend the strain threshold process to a piecewise-continuous function of continuous

time by defining ξ(t) = ξj if ξj is the failure strain of the weakest surviving fiber at time t.

Similarly, let NF (t) denote the number of surviving fibers in the sample at time t. When

a fracture event occurs, the value of ξ(t) jumps and that of NF (t) decreases by one. This

happens whenever the strain x(t) of the weakest surviving fiber at time t exceeds ξ(t). This

strain is given by the solution at time t of Equation (7.1).

Expressed as a function of continuous time, a fracture event at time t is accompanied

by the jump from ξ to a new value ξ′ given by

s′ = s+ (1− s)
(
1− u1/NF (t)

)
(7.5)

ξ′ = P−1(s′). (7.6)
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x1

ξ1

ξ2

ξ3

x2 x3 x=1

p(x)
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Fig. 7.3 The sequential sampling algorithm described in equations (7.2-7.4)
determines the next value ξj of the threshold via a process that depends only
on sj−1, with the distribution represented by the shaded area to the right of
sj , and the number of remaining fibers, N j

F . The modified algorithm described
in the text samples ξ(t) in a way that depends only on its value ξ(t−dt) at the
preceding instant and the load σ(t), assuming the latter to be monotonically
increasing.

Substituting the first equation into the second, and using ξ′ = P−1(s′), yields an expression

for ξ′ in terms of ξ and NF (t):

ξ′ = P−1

(
P (ξ) +

(
1− P (ξ)

)(
1− u1/NF (t)

))
. (7.7)

The size of a jump in ξ at time t depends on the state of the co-evolving random process

NF (t) and on the value of ξ(t), while the time at which it occurs depends on the relative

values of ξ(t) and the load-dependent strain x(t). The algorithm result can be interpreted

as a model of a single fiber that undergoes repeated fracture displacements of size S(ti) =

ξ(ti + dt) − ξ(ti) at times ti = t1, t2, . . . , tN , similar to the Continuous Damage Model of

Kun et al. [213]. The process ξ(t) captures most of the interesting statistics of the response
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of the FBM, including the distributions of time-intervals between fracture, and the fracture

size distribution.

7.2.2 Mean damage approximations

In the algorithm presented above, the strain threshold ξ(t) depends on the level of damage at

the time of fracture (represented through NF ), which is itself a random value that depends

on the history of failures in the sample. Similarly, the strain x(t) depends on the stochastic

evolution of damage in the bundle. We asked whether one can usefully approximate the

model in such a way that the strain and damage evolve deterministically, with random

effects entirely captured by ξ. Such an approximation can be obtained by replacing NF (t)

in the jump and evolution equations, (7.7) and (7.1), by the expected survival number

N̄F (t) given the load history. The latter is indicative of the mean damage that would be

expected for an ensemble of instances of the model subjected to the load σ(t) until time t.

D
σ(t)

S

x(t)

k,b,m

E, Δt

ξ'

σ

x

E

t

Fig. 7.4 Illustration of the mean damage model, composed of a deterministic
process D describing the mean constitutive response and a stochastic process
S describing the fluctuations.

The expected survival number N̄F (t) depends on the strain via

N̄F (t) = N̄F (x∗) = N (1− P (x∗(t))) , x∗(t) = max
t′<t

x(t′). (7.8)

Under monotonically increasing loading, this is simply N̄F (t) = N(1 − P (x(t))). Upon

replacing NF by N̄F this yields factorization of the model into a deterministic part D,



130 Simulating Fracture Processes in Heterogeneous Materials

governing the nonlinear stress-strain response,

σ(t) = N̄F (t)(bF ẋ+ kFx) +N(bRẋ+mẍ) (7.9)

and a stochastic jump process S describing the stress fluctuations:

ξ′ = P−1

(
P (ξ) +

(
1− P (ξ)

)(
1− u1/N̄F

))
(7.10)

while x(t) > ξ.

This model system is illustrated in Figure 7.4. Both portions of the model depend, through

P (·) and N̄F , on the form of the breaking distribution p(ξ) that is adopted.

Uniform failure distribution The simplest choice of breaking distribution is that which

is uniform on the unit interval [0, 1]. Assuming slowly increasing loading, x∗(t) = x(t), so

that N̄F (t) = N(1− x(t)), the homogenized nonlinear stress-strain response becomes:

σ(t) = N(1− x) (bF ẋ+ kFx) +N(bRẋ+mẍ) (7.11)

while the increased threshold ξ′ is sampled as:

ξ′ = ξ + (ξ − 1)2(u1/(N(1−ξ)) − 1), (7.12)

where u is a sample of a random variable uniformly distributed in [0, 1].

Weibull failure distribution The Weibull distribution has been found to be a good

empirical statistical distribution for solid strength in materials science. The Weibull CDF

is given by

P (ξ) = 1− exp(ξ/λ)kΘ(ξ) (7.13)

where λ and k are scale and shape parameters, and Θ(·) is the Heaviside step function,

with Θ(ξ) = 0 for ξ < 0 and Θ(ξ) = 1 for ξ > 0. For this choice of distribution, under

slowly increasing loading, the mean damage model can be written as

σ(t) = N exp(−x/λ)k (bF ẋ+ kFx) +N(bRẋ+mẍ) (7.14)
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with the jump event sampled as

ξ′ = λ (ξ/λ)k log
(

1− e(−ξ/λ)k
(

1− u1/(N exp(−ξ/λ)k)
))1/k

. (7.15)

Fig. 7.5 Typical stress-controlled loading responses to σ(t) = σ0r(t), where
r(t) = 0 for t ≤ 0 to r(t) = 1 for t ≥ 0.8, for a simulation with 2000 fibers, and
Weibull-distributed thresholds (parameters k = 4 and λ = 2.5). Top row: The
surviving fraction NF (t)/N of fibers is shown. The maximum stress for each
column is indicated at top relative to the critical stress σc = 2800. σ0 > σc
in the simulation on the right hand side, and the bundle failed under load,
with NF (t)/N dropping rapidly to zero at time tc = 0.68. Bottom row: The
fluctuating threshold ξ(t) and the strain x(t) are displayed.

7.2.3 Numerical simulations

For convenience, we refer to the original FBM and the mean damage version as M and M̄ .

Although the validity of the mean damage approximation is not obvious, the most salient
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phenomena to Fiber Bundle Models of fracture (e.g., the value of the critical stress σc, or

scaling behavior of fluctuations as failure approaches (Sec. 7.2.3)) are known to depend only

weakly on the precise distribution of fiber strengths [11, 208]. In addition, the relatively

slower deterministic part of the M̄ differs from M only due to effects of fluctuations in the

number NF of intact fibers, which can be regarded as a source of high-frequency noise that

should approximately average to zero. Thus, we hypothesized that even if fluctuations in

NF are significant, the resulting behavior will be similar in both cases. We evaluate this

hypothesis empirically in the next sections.

To evaluate the Fiber Bundle Model algorithms presented above, we performed simu-

lations by numerically integrating the dynamical equations, using the exact algorithm and

the approximate versions. The stress-strain constitutive behavior, time to failure, and the

distribution of response fluctuations for each were tested under stress-controlled loading

with a slow ramping force input σ(t) = σ0r(t), where r(t) = 0 for t ≤ 0 to r(t) = 1 for

t ≥ 0.8. A Weibull distribution of breaking thresholds was used, as in Equations (7.14)

and (7.15).

For the simulations, the ordinary differential equation (ODE) describing the system

evolution between failure was integrated, and failure was tested at each time step. Upon

failure, new values of the fluctuating fiber strength ξ(t) were sampled using Equation (7.3)

until ξ(t) > x(t). When N is large, due to the frequent fracture events, the equations for

model M appear to become stiff, so a variable time step implicit ODE solver was used with

both, to avoid any effects of the integration method on the comparison.

Stress-controlled loading responses for both models are shown in Figure 7.5. The results

for each are qualitatively indistinguishable, so examples are only given for model M . The

per-fiber load increases linearly until the current threshold level ξ(t) is met, at which point

one or more fibers fail and a new value of ξ(t) is sampled. The size and density of these

failure events increase with the applied load, until the model reaches a stable point, or a

critical load is achieved, causing the bundle to collapse.

The stress-strain relationships for both the exact and approximate algorithms are shown

in Figure 7.6. These relationships and the critical load estimates were obtained from a

sampling of 200 uniformly spaced values of the terminal load, extending from sub-critical to

supra-critical values. Qualitatively the curves for each are nearly identical. Approximation

M̄ yields a discrepancy of less than 2% in the critical load (σc = 2850 vs. 2800).

Figures 7.7 and 7.8 examine the empirical distributions of failure event time intervals
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Fig. 7.6 The constitutive stress-strain relationship σ(x) for models M and
M̄ . Simulated measurements were made under slow ramp loading conditions,
as in Figure 7.5, at supra-critical values of the applied stress, σ > σc. The
curve shown is the mean of 200 simulations with 2000 fibers. The blue dashed
line shows the critical stress values of σc(M) = 2800, σc(M̃) = 2900 and
σc(M̄) = 2850. The mean damage approximation yields a discrepancy in σc
of less than 2%. The dashed red lines display 95% confidence intervals.

∆t and of energy fluctuations E for the two models. The fracture of a fiber at strain x

releases an amount of energy given by E = kFx
2. To estimate the distribution of energy

fluctuations, energy released by all events within each time window of duration 0.005 was

integrated. The results for each model are qualitatively similar, and exhibit approximate

power law scaling behavior expected during fracture approaching critical failure at load σc

[208]. Modest disagreements between the distribution of event time intervals obtained with

models M and M̄ occur at relatively frequent but small values of ∆t.

7.3 Stress fluctuations in compressed granular media

Complex patterns of force fluctuations accompany the compression of stiff granular mate-

rials, which, as in the case of fiber composite materials, have been successfully modeled

in terms of the inelastic failure of one-dimensional structures loaded in parallel [214, 215].

The latter arise due to the organization of stress in granular materials in highly heteroge-

neous force networks. Most stress in these materials is concentrated along one-dimensional

chains of contacting particles. This has important consequences for the macroscopic dy-

namics of these materials. It can, for example, result in the clogging of granular material
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Fig. 7.7 Distribution of times between failure events, ∆t, for each model,
demonstrating similar, approximately power law scaling behavior, with and
without the mean damage approximation. Distributions were estimated from
200 simulations of bundles with 2000 fibers subjected to ramp loading. Other
simulation details were as in Figure 7.5.

flows through narrow passages in industrial hoppers, due to the formation of bridge-like

structures between the surrounding walls (Fig. 7.9).

Axially compressed granular materials are supported primarily by force chains perco-

lating along the direction of the principle axis (Fig. 7.10). When compressed, these chains

are created and restructured due to relative displacements of the grains, which rearrange

their positions until a stronger, stable configuration is reached. Because energy is rapidly

dissipated in granular assemblies (as evidenced by the short time taken for sand poured

onto a flat surface to come to rest), for stiff materials, these rearrangements occur rapidly

and highly inelastically, giving rise to large transient stress fluctuations. The latter are

widely used to study the evolution of force chains during loading [216, 214].

7.3.1 Inverse Fiber Bundle Model

A model for the evolution of force chains during compression was proposed by Hidalgo et

al. [214, 215], as an extension of the continuous damage Fiber Bundle Model, which had

been previously used to describe the failure of fiber-reinforced composites [213, 217]. They

conducted experiments in which an ensemble of granular particles was monitored while it
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Fig. 7.8 Empirical distribution of fracture energy E in windows of duration
0.005, showing approximate power law scaling behavior for the same two mod-
els. Inset: Energy burst size vs time during one simulation trial. Distributions
were estimated from 200 simulations of bundles with 2000 fibers subjected to
ramp loading. Other simulation details were as in Figure 7.5.

was subjected to uniaxial compression. Their model effectively captured both the nonlinear

constitutive behavior of the medium and predicted the amplitude distribution of acoustic

signals emitted by microscopic rearrangements of the particles during compression, yielding

excellent quantitative agreement with experimental results.

In this model, granular force chains are represented by an array of fibers loaded in

parallel with randomly distributed failure thresholds. However, in contrast to the stan-

dard FBM, during compression when the load on a fiber exceeds its threshold, the chain

restructures, becoming stronger, stiffer and straighter. Because failure in this system is

followed by a strengthening, rather than a removal, of the affected fiber, it has been called

the inverse Fiber Bundle Model. The stiffness of a failed chain increases multiplicatively

after each failure, with

k′ = ak = k(1 + α), α > 0. (7.16)

Consequently, rather than weakening as a result of damage, as in the FBM, the bun-

dle grows progressively stronger, corresponding to the increasingly dense packing of the

granular medium. If viscoelastic damping is modeled, it may be similarly increased to

b′ = b(1+α), to preserve the same damping ratio. The constitutive dynamics of the bundle
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Fig. 7.9 Granular flow through a tube can become obstructed by large forces
resulting from force chains bridging the walls. Such effects can disrupt indus-
trial processes or result in costly accidents, such as the rupturing of grain
silos.

F

Fig. 7.10 The inverse fiber bundle effectively models a compressed granular
medium as a parallel array of fibers, which represent the percolation of one-
dimensional force chains through the medium.

can be described, using the parametrization of Section 7.2, by

σ(t) = A(t)(bF ẋ+ kFx), (7.17)

where

A(t) =
N∑
j=1

(1 + α)nj(t) (7.18)

and nj(t) is the number of failures of the jth fiber at time t. When a given fiber has failed

a maximum number nmax of times (nmax is a parameter of the model), it is assumed to

be unable to further restructure, attaining a maximum stiffness of kmax = kF (1 + α)nmax .

Subsequently, that fiber contributes a linear response. When all fibers have failed nmax

times, the bundle enters a linear response regime, which is also observed in packed granular
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Fig. 7.11 Compression results in rapid events through which force chains
are restructured, becoming stronger, stiffer and straighter.

matter.

7.3.2 Sequential algorithm and mean damage approximation

This model is amenable to a theoretical analysis of some of its statistical properties, but

for present purposes we focus on simulating it using the same approach that was applied

to the Fiber Bundle Model in Section 7.2.

The value of α, the relative increase in stiffness at each fracture, can be assumed to be

small (in the simulations below, α = 0.005), in which case we can approximate

A(t) ≈
N∑
j=1

(1 + αnj(t)) = N + α IF (t), (7.19)

where IF (t) is the total number of failure events until time t.

Since the new value of the breaking threshold of a failed fiber is larger than the previ-

ous value, then if all threshold are assumed to be drawn from the same distribution, the

sequential algorithm of Section 7.2.1 can be used for simulation. After a failure, the next

lowest threshold of the model is drawn according to

ξ′ = P−1

(
P (ξ) +

(
1− P (ξ)

)(
1− u1/NT

))
. (7.20)

In the mean damage approximation, the discrete random variables IF (t) and NT (t) appear-
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ing in (7.17) and (7.20) are replaced by their expected values, yielding

σ(t) = (N + α ĪF (t))(bF ẋ(t) + kFx(t)). (7.21)

The expected number of failures ĪF (t) at a given strain level is given by

ĪF (t) = nmaxNP (x∗(t)), x∗(t) = max
t′<t

x(t′). (7.22)

The expected survival number is, as for the Fiber Bundle Model, given by NF (t) = N(1−
P (x∗(t))). Finally, the expected value of the number of remaining failures in the bundle is

N̄T = N̄Fnmax. The constitutive and fluctuating response of this model can be written as

σ(t) = N(1 + αnmaxP (x∗))(bF ẋ+ kFx). (7.23)

and

ξ′ = P−1

(
P (ξ) +

(
1− P (ξ)

)(
1− u[Nnmax(1−P (x∗))]−1

))
. (7.24)

Failure criteria For a material sample under a uniform, uniaxial load, either a maximum

stress or maximum strain criterion may be used (the latter being identical to that employed

for the fiber composite model of Section 7.2). In a local model of failure in a three-

dimensional volume of granular material, the breaking threshold depends on the magnitude

and directions of stresses or strains, because the load bearing force chains in the material

reorganize to align with the direction of maximum stress. For coarse-grained soils or other

granular media, failure can often be described by a Mohr-Coulomb yield criterion. This

can be written as

s/n = tan(φ), (7.25)

where s/n is the ratio of maximum and minimum principle stresses at the location of

interest, and the parameter φ, the angle of repose (or angle of internal friction) of the

granular material, describes the material strength.
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7.3.3 Numerical simulations

The mean damage inverse Fiber Bundle Model presented above was simulated under uniax-

ial, stress-controlled loading, in the same manner as in Section 7.2.3. A Weibull distribution

of breaking thresholds was used with the same values of the parameters as used in the pre-

vious simulations. Figure 7.12 shows typical response profiles of the model under ramp

loading conditions. As noted above, the nonlinear stress-strain relation is, opposite to the

case of the Fiber Bundle Model, concave, corresponding to the increasing stiffness of the

granular medium as it is compressed.

Fig. 7.12 Response of the inverse Fiber Bundle Model under ramp loading
conditions. Top Left: Applied stress vs time. Top Right: Number of fracture
events per fiber vs time. Bottom Left: Strain x(t). Bottom right: Constitutive,
stress-strain behavior. Data shown is based on 200 simulations of bundles with
2000 fibers subjected to ramp loading with maximum stress σ = 2667. Other
simulation parametesr were as given in Figure 7.5.

Figure 7.13 presents empirical distributions of the times ∆t between failure events and

of the energy fluctuations of the model during loading. Both were computed as in Section

7.2.3. Energy fluctuations are observed, for large enough values of nmax, to scale as p(E) ∼
E−2.0, which is consistent with published results [214]. Theory predicts critical scaling in
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this model to occur when the maximum number of permitted rearrangements nmax of each

fiber is large, and theoretical calculations of the values of the scaling exponents have been

found to agree very well with experimental observations of fluctuations in a compressed

granular system [214].

Fig. 7.13 Left: Empirical distribution of times between failure events, ∆t,
for the inverse Fiber Bundle Model. Right: Distribution of failure energy
fluctuations (computed in windows of duration 0.005), exhibiting power-law
scaling over more than one order of magnitude. Inset: Energy fluctuation
size vs time during one simulation trial. Distributions were computed from
500 simulations of bundles with 200 fibers subjected to ramp loading with
maximum stress σ0 = 105 and nmax = 20. Other simulation details were as
given in Figure 7.5.

An example showing the response of the inverse Fiber Bundle Model to a dynamically

variable applied stress (in this case, one simulating the load profile of a human footstep),

is shown in Figure 7.14. Although the behavior observed is plausibly realistic, with most

fracture energy produced during initial loading (heel strike) and in stress buildup prior to

unloading (toe off), a more realistic response would be obtained if the spatially distributed

nature of foot-ground contact were accounted for.

7.4 Real-time, interactive simulation

Interactive simulation of failure processes in quasi-brittle, heterogeneous materials is of

interest for scientific visualization or immersive virtual reality. The algorithms above were
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Fig. 7.14 The response of a bundle of 2000 fibers to a dynamic load, simu-
lating that due to a footstep. Shown are the applied load σ(t), and the energy
E(t) computed in windows of duration ∆t = 0.005.

also implemented in real-time simulations that execute at sampling rates of 48 kHz, suf-

ficient to reproduce stress fluctuations accompanying fracture evolution across the entire

vibrotactile and audible bandwidths (Fig. 7.15). A variable stress σ(t) (either simulated

or acquired via instrumentation) is provided as a real-time input to the dynamics, result-

ing in a time-varying strain x(t) that evokes a sequence of transient failures with energies

E = ∆NkFx(t)2, where ∆N is the number of fibers that fail in a given time-step. Discretiza-

tion of the dynamics was performed via Laplace transformation of the ordinary differential

equations, followed by the bilinear transform mapping from the s- to the z-plane. This

explicit integration method provides a reasonable accuracy-performance tradeoff at high

(audio bandwidth) sampling rates [85].

The algorithm requires minimal computation. When fracture events are sparse, most

computation time is spent on the integration (model M , whose linear dynamics may be

implemented as a second order IIR filter, requires five multiply-accumulate operations per

sample period). When the failure rate is large, more computation time is spent updating

the breaking threshold ξ after each failure, which requires calculating the inverse fiber

strength CDF P−1(·). However, by interpolating values stored in a function table or by

precomputing thresholds, this cost can be reduced to a small number of operations per

fracture event.



142 Simulating Fracture Processes in Heterogeneous Materials

0.0

1.0

2.0
3.0

x 10 4

0 0.5 1
Time, t

0.99 1.0t

0.0

0.4

0.8

1.2

0.0

0.4

0.8

1.2

0 Hz

4 kHz

8 kHz

Fr
eq

ue
nc

y, 
f 

Th
re

sh
old

St
ra

in
Fo

rc
e

-1.0

0.0

1.0

ξ(t)

x(t)

F(t)

Fig. 7.15 Representative data from the interactive implementation of Fiber
Bundle Model M . Data shown corresponds to a model with 350 fibers. Acous-
tic transfer is simulated by a resonant filter with 10 modes. Left column, Top
to Bottom: Force input F (t), strain x(t), threshold ξ(t), and time-frequency
spectrogram of acoustic energy of fracture. Right: Fracture event waveform.

The simulation also includes a simple, linear filter model of acoustic transfer in the

medium. It is represented by a modal resonant filter with impulse response [59]

h(t) =
M∑
i=1

Aie
−bit sin(2πfit). (7.26)

Although the resonant filter parameters could, in principle, be precomputed by modeling

the material geometry and constitution, we adopted a simpler approach, in which the

frequencies fi are randomly distributed as p(f) ∝ fα, where the parameter α controls the
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rate of growth of mode density with frequency, which is related to the geometry, dimension,

and wave velocity of the propagating medium. The decay factors bi describe the amount

of damping in the material. The amplitudes Ai are chosen to provide a decaying spectrum

envelope with Ai = A0f
−r
i . This rate of amplitude decrease with frequency corresponds to

a decay of 6r dB/octave [85]. By choosing the number Nm of modes, their decay rate r

with frequency, and their distribution α appropriately, the acoustic response can be shaped

to qualitatively resemble the material of interest (e.g., wood, stone).

7.5 Conclusions

This paper presented algorithms for simulating failure in fiber reinforced composites and

granular materials, based on new formulations of the Fiber Bundle Model and Inverse Fiber

Bundle Model. A local temporal formulation of random failure evolution was provided

through the identification of a stochastic jump process governing failure thresholds. A mean

damage approximation was also proposed, offering the possibility to isolate the average

stress-stain behavior from the fluctuating response of the model. This construction was

empirically found to accurately reproduce the deterministic and stochastic response of the

exact algorithm, in the case of the Fiber Bundle Model. In addition, the energy burst

distribution obtained here for the Inverse Fiber Bundle agrees with published theoretical

and experimental findings. An efficient implementation of these algorithms, suitable for

interactive simulation, was also described. As the underlying model is temporal in nature,

spatial degrees of freedom are not represented. However, the result can be regarded as

an approximate model of temporal fluctuations (e.g., energy bursts, strain fluctuations, or

acoustic emissions) during the dynamic loading of a quasi-brittle, heterogeneous medium.

Future work Although these results were obtained under the simplified assumption of

global load sharing, the essential properties that facilitated time-domain descriptions of

these systems are related to the sequential nature of failure in fiber composites, and these

are still present if local load distribution is accounted for [11]. Similarly, individual fibers

need not necessarily be considered to respond linearly. These cases will be investigated in

future work.

This work could also be extended to address the interactive simulation of high-frequency

fracture processes in a volume of a distributed granular or other heterogeneous medium



144 Simulating Fracture Processes in Heterogeneous Materials

xk

Fig. 7.16 The algorithms presented here may be amenable to the simulation
of high-frequency failure processes in distributed media at interactive rates, by
virtue of the separation they provide between the slower, homogenized volu-
metric response and the rapid fluctuations, which can be represented through
local, stress-driven fracture processes associated with points xk.

(Fig. 7.16). This could, in principle, be facilitated by the mean damage approximation. In a

distributed setting, the averaged nonlinear strain response (Equation (7.23) for the inverse

Fiber Bundle Model) could, instead, be obtained from a homogenized continuum mechanics

model of the constitutive behavior of the distributed medium, which can be simulated using

finite element, elastic mesh, or point cloud based algorithms. Local fluctuations could then

be synthesized by associating independent instances ξk(t) of the breaking threshold process

to points xk associated with effective volume elements defined by finite elements or by

point based radial basis functions Φi(x). Conditions for fracture in the local bundle could

be obtained from a measure of maximal strain obtained from the strain matrix ε, similar to

criteria used to nucleate and grow cracks in physics-based fracture animation for computer

graphics [92, 91, 209]. Since the constitutive behavior is relatively smooth, this part of the

simulation can be integrated at a lower rate than is used to render inelastic fluctuations

accompanying fracture. However, this remains to be investigated in future work.
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Chapter 8

A first passage time problem

associated with stick-slip oscillations

Preface to Chapter 8:

This chapter investigates another fundamental category of complex physical interactions

with materials encountered in many natural and man-made environments, in the form of

shear sliding interactions. It analyzes the statistics of slip events in patterns of irregular

stick-slip oscillations that accompany frictional sliding on, or compression of, rough or

disordered surfaces, using methods from stochastic physics. The results provide a rich

quantitative and qualitative portrait of stick-slip motion in different sliding regimes that

can be observed in real or simulated frictional systems. In the context of virtual foot-ground

interactions, they may be used to introduce material-dependent temporal irregularities in

event-based algorithms for the haptic synthesis of stick-slip motion [218, 219]. However, the

results presented in this chapter are relevant to a wider range of research in engineering and

physics related to sliding friction dynamics and to friction-induced vibration and sound.
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Abstract Frictional stick-slip motion occurs in diverse physical systems, and the oscilla-

tions that accompany it are typically pseudo-periodic or irregular, due to effectively random

components in the friction force. This chapter is concerned with predicting statistical dis-

tributions of periods, sliding displacements, and slip durations for a family of stochastic

sliding friction models. To this end, a novel first passage time problem associated with fric-

tional stick-slip oscillations is formulated, and approximate solutions are developed using

an asymptotic expansion due to Stratonovich [220]. A Langevin sliding friction model is

used to evaluate the analytical predictions. The results of Monte Carlo simulations confirm

the approximate validity of those predictions over a wide range of parameters. This sys-

tem exhibits rich, pseudo-periodic motions that are not present in the deterministic limit,

but are stimulated by the presence of noise, as reflected in the statistical distributions

investigated here.

8.1 Introduction

Stick-slip oscillations are observed in diverse frictional settings: during macroscopic sliding

friction between solid surfaces, such as vehicle brakes [221]; in the excitation of a violin

string by the bow [222]; in nanoscale friction between a probe and surface atoms on an

atomic substrate [223, 224]; or in the compression or shear response of a granular material

[16, 13]. The pattern of these cyclic transitions between sticking and sliding between two

surfaces is characteristic of the material properties, contact interfaces, and forces on the

system. Stick-slip oscillations are an important source of vibration and acoustic emissions

in natural and man-made mechanical systems, and a large amount of engineering research

has been devoted to controlling them.

Although phenomenological models of sliding friction may be expressed in terms of

mean velocities, effectively averaging over temporal and spatial variations, real friction

depends on localized contact between surfaces (necessarily rough) at multiple asperities.

For metals, these are superficial irregularities on the order of a few µm in size. Sliding

motion results in the collision of many such asperities per second, which can be thought

of as a source of noise, giving the forces a random character. In some cases the random

components predominate, as in sliding on dry granular media, which is accompanied by

large shear stress fluctuations [16, 15, 14, 12]. In both solid and granular friction, multiple

velocity- and mass-dependent sliding regimes are observed, exhibiting irregular stick-slip
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motion, periodic stick-slip oscillation, and continuous sliding [225, 16, 15], and the slip

distances, force fluctuations, and slip time intervals are found to be broadly distributed,

so that the regular motion predicted by deterministic friction-velocity relationships exists

only in an averaged sense. While several stochastic models have been proposed to describe

granular [13] and solid friction [225, 226, 221, 227, 228], as yet, no theoretical description

is able to account for the complexity of oscillatory behavior observed within or between

different regimes.

The goal of the present work is to explain the influence of dynamical parameters and

noise characteristics on the distribution of periods, slip durations, and slip displacements

in stochastic models of sliding friction. We associate these distributions with solutions

of a first passage time problem associated with the velocity variable of a sliding friction

system. The first passage time of a stochastic process refers to the length of time required

for it to surpass a designated value for the first time. Determining the distribution of

first passage times of such a process encompasses an important category of problems in

stochastic physics [229].

While the physical setting of interest to this paper has not been directly addressed in

prior literature, Lima et al. investigated a related problem, concerning the distribution of

distances traveled by a block sliding on an inclined plane before it comes to rest [226]. They

successfully explained prior experimental findings of Brito and Gomes [230] by means of a

simple stochastic friction law, which could be expressed as a biased diffusion. The sliding

distance distribution was obtained by solving a first passage time problem for the block’s

terminal displacement, using the Fokker-Planck equation [226].
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Fig. 8.1 A. A viscoelastic body sliding across a surface, an example of a
system that exhibits frictional stick-slip oscillations, behavior that can be cap-
tured via B. a simple mechanical model, comprising a block, spring, damper,
and sliding surface. C. When the velocity is below a critical value, the system
oscillates from a sliding state, when the spring-damper force exceeds that sup-
plied by static friction, to a sticking state, when the relative velocity is zero.
At high velocities, continuous sliding motion is observed.
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In the case of present interest, the presence of oscillatory dynamics makes it impossible

to derive statistical descriptions of the motion from analytical solutions of the Fokker-

Planck equation, using known techniques. Instead, in Section 8.2.1, approximate solutions

are developed, and expressed in terms of slip-to-stick transition probabilities, using an

asymptotic expansion originally due to Stratonovich [220]. This approach was motivated

by research of Verechtchaguina et al. on the distribution of firing intervals in resonant

neuron models [231]. Section 8.3 presents analytical results for a linear Langevin stick-

slip friction model, and compares these with estimates obtained by direct Monte Carlo

simulation. The slip-times in this model are broadly distributed and evidence transitional

behavior from periodic to irregular motion. They also predict other phenomena, such as

the occurrence of sub-harmonic peaks in the distribution of oscillation periods, that are

characteristic of stochastic resonance phenomena appearing in many bistable dynamical

systems subjected to noise [232].

8.2 Stick-slip motion as a first passage time problem

In a simple solid friction model based, for example, on the Coulomb-Amonton law the period

τ of oscillation is a single-valued function of velocity, mass, and other system parameters,

equal to the sum of time spent in stick and slip phases, τ = Tst + Tsl. In the reference

frame of the sliding surface (Fig. 8.1), the oscillatory motion can be described as follows.

1. A stick-slip transition occurs when the spring-damper force exceeds the maximum

force of static friction, at a point (x0, vb) in the phase space of the system (Fig. 8.2A),

where vb is the velocity of the sliding surface.

2. Sliding motion follows, until time Tsl, when v(t) = vb, at which point the block is

stationary with respect to surface.

3. Slip onset recurs after a time Tst, when (x, v, t) = (x0, vb, τ), and the cycle repeats.

Such regular motion is observed at low velocities in real systems, including some involving

highly disordered materials [16]. When additional effects, such as contact aging or coupling

of normal and tangential forces, become important, more complex oscillatory motion is

observed, including multiple resonant oscillation periods at discrete frequencies (Fig. 8.2B).

The addition of even small random forces during sliding results in growing state uncertainty
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following slip onset (Fig. 8.2C), leading to a finite-width distribution p(τ) of oscillation

periods τ . Here, we investigate how this distribution varies with the noise characteristics

and dynamics of a class of friction models.
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Fig. 8.2 Phase-space portraits for three model friction laws. A. Periodic
phase-space orbit produced by a system conforming to a simple friction law.
B. Oscillation in a friction model that incorporates multiple degrees of freedom
or nonlinearities. C. Noise in a stochastic friction model, leading to a finite-
width distribution F(T ) of periods. At slip onset the state of the system is
localized near (x0, v0), and is subsequently described by a probability distri-
bution P (x, v, t|x0, v0, t0) that spreads out in time. The ellipsoids represent
level sets of P at successive times.

For the remainder, we consider models of stochastic friction that are assumed to have

deterministic limits with stick-slip oscillatory regimes. Sliding motion is assumed to be

governed by a continuous time Markov process:

ẋ = f(x(t); η(t)), (8.1)

where η is a random process (the noise source), f(·) describes the sliding dynamics, and

the vector x(t) = (x, v = ẋ, . . .) is meant to account for x, v, and any other required state

variables. For simplicity, let t0 = 0. After slip onset, the state distribution is localized near

(x0, v0, . . .), and its uncertainty grows over time, as represented via a transition probability

density P (x, t|x0, t = 0). The initial displacement x0 could be considered to have a random

component, due to variations in local contact strength, but we ignore this possibility here,

and focus on the distribution of periods of the motion p(T |x0, 0), assuming a reset to sharp
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initial conditions (x0, v0) at each slip onset.

A transition from slip to stick occurs at time Tsl when v(Tsl) = vb. Let F(x, t) be the

probability density for a slip to stick transition to occur at displacement x and time Tsl = t.

F(x, t) is thus the joint density of times at which the sliding motion process first passes the

level v(t) = vb (ensuring stick onset), at the position x. We ignore creep motion, so that Tst

is a deterministic function of the (random) value of the displacement x(Tsl) at stick onset.

The former is given by Tst = (x0 − x(Tsl))/vb. Since the period of the motion τ = Tst + Tsl

is the sum of durations spent in the two phases, it is distributed according to

p(T |x0, 0) =

∫ T

0

dτF(x̂(τ), τ), x̂(τ) ≡ x0 − vb(T − τ). (8.2)

The slip duration Tsl and sliding displacement d = x0− x(Tsl) are distributed according to

the marginal densities

p(Tsl) = F(t = Tsl) =

∫ ∞
−∞

dx F(x, t) (8.3)

p(d) = F(x = x0 − d) =

∫ ∞
0

dt F(x, t) (8.4)

where p(d) is the probability density of slip displacements. Computing the densities

F(x, t),F(x) and F(t), which are characteristic of the random stick-slip behavior of the

system, requires determining the distribution of first passages of the velocity v across the

value vb, which is equivalent to solving a first passage time problem in the variable v [229].

Such problems are conventionally formulated via a Fokker-Planck partial differential

equation governing the transition probability density function P (x, t) ≡ P (x, t|x0, t0). For

the Langevin system studied in Section 8.3, it has the form [233]

∂P

∂t
= −v∂P

∂x
+ U ′(x)

∂P

∂v
+ γ

[
∂P

∂v
vP +

∂2P

∂v2

]
(8.5)

with potential U(x) = kx2. The required densities can be obtained from solutions of this

equation in the presence of an absorbing boundary condition at v = vb [233, 229]:

P (x, vb, t) = 0 with ∂P (x, vb, t)/∂v > 0. (8.6)
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However, solution methods are known only for limiting cases, in which the motion is highly

damped [234], the relaxation time is much shorter than the asymptotic escape time (defined

in Section 8.3), or the dynamics can otherwise be reduced to a Brownian motion in a single

variable (Smoluchowsi approximation [235]).

The approach adopted below, based on an asymptotic expansion due to Stratonovich

[220], was inspired by recent work of Verechtchaguina et al. on the discharge rate of a

resonant, spiking neuron model [236, 231]. The problem they treated involved first pas-

sage in the displacement variable x(t) rather than velocity v(t), as is relevant here. This

complicates the integrals that arise, but interesting analytic approximations are possible.

We first address the density F(T ) of slip times, then treat the slip distance and oscillation

period.

8.2.1 Approximate slip time densities

A set of approximations to the first passage time density F(T ) for the slip duration can be

developed, based on the following asymptotic expansion involving crossing time densities

of the sliding mode dynamics [220, 231]:

F(T ) =
∞∑
p=0

(−1)p

p!

∫ T

0

dt1 · · ·
∫ T

0

dtp np+1(t1, t2, . . . , T ). (8.7)

The first term, n1(T ), is the density of all upcrossings at time T . An upcrossing is a passage

of the system state trajectory across the boundary v = vb from below. Thus, n1(t)dt is

the probability that v(t) < vb < v(t + dt). This represents a slip-to-stick transition. This

probability density depends on the sliding mode dynamics, noise distribution, and initial

state, as will be elaborated in Section 8.2.3. Since multiple upcrossings are possible, n1(T )

is not normalized to one, and diverges on long time scales. The terms nk(tk, tk−1, . . . , t1)

represent the joint densities of v(t) performing upcrossings at the set of k times indicated.

The partial sums of Equation (8.7) can be regarded as successive approximations to

F(T ) [236]. The first, F (1)
n (T ) = n1(T ), overestimates by including all trajectories that

crossed at time T , and not only those that crossed for the first time at T . The two-term

estimate, F (2)
n (T ) adds a correction term accounting for all trajectories that performed one
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upcrossing prior to time T :

F (2)
n (T ) = n1(T )−

∫ T

0

n2(t1, T )dt1. (8.8)

F (2)
n (T ) can be shown to overcompensate for trajectories with more than one upcrossing

before T , leading to further approximations.

A second family of approximations is obtained by viewing F(T ) as the waiting-time

density for the set of upcrossing times tk (Fig. 8.3), and developing a cumulant expansion

associated with that of Equation (8.7) [235, 220]. Let S(T ) be defined by

F(T ) = Ṡ(T )e−S(T ). (8.9)

The quantity Ṡ(T ) = dS(T )/dT can be interpreted as a time-dependent escape (slip-to-

stick) rate. Cumulant expansion functions gk may be defined via

S(T ) = −
∞∑
p=1

(−1)p

p!

∫ T

0

· · ·
∫ T

0

gp(t1, . . . , tp)dt1 · · · dtp. (8.10)

vb

0 T

t1 t2

Fig. 8.3 The upcrossings of v(t) may be viewed as a stochastic point pro-
cess, whose sample space consists of k-tuples of upcrossing times, 0 < t1 <
t2 < . . . < tk < ∞, and whose distribution functions are given by the joint
upcrossing densities nk(t1, t2, . . . , tk) of v.
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In light of (8.9), the densities gk are related to the nk through:

n1(t1) = g1(t1)

n2(t1, t2) = g2(t1, t2) + g1(t1)g1(t2) (8.11)

n3(t1, t2, t3) = g3(t1, t2, t3) + g1(t1)g2(t2, t3) + g1(t2)g2(t1, t3)

+ g1(t3)g2(t1, t2) + g1(t1)g2(t2)g3(t3)
...

The advantage of this representation is that if the crossing times tk occur independently,

all gk for k > 1 vanish. If the points are assumed to occur almost independently, then the

gk will decrease rapidly in magnitude [235]. Thus, replacing S(T ) by its partial sums in

Eq. (8.10), corresponds to an approximation in which the upcrossing times nearly decouple.

From the relations (8.11), this is equivalent to replacing the joint upcrossing distributions nk

of each order k by a product of one point distributions n1. When g2(t1, t2) = 0, it therefore

follows that n2(t1, t2) = n1(t1)n2(t2), and likewise for k > 2. This leads to a first order

decoupling approximation, F (1)
g (T ), in which all higher order densities are approximated

via n1. The terms in the infinte sum of Equation (8.7) then form an exponential series,

yielding

F (1)
g (T ) = n1(T ) exp

(
−
∫ T

0

n1(t)dt

)
. (8.12)

Higher-order decoupling approximations F (k)
g (T ) can also be defined [231]. Unlike the

truncations of Eq. (8.7), they are normalized for all positive times, due to the form of

Equation (8.9).

8.2.2 Joint first passage densities

The foregoing approximations can be readily extended to the case of the joint density

F(x, T ), which describes the infinitesimal probability for a slip-to-stick transition to occur

at position x and time T . Equation (8.7) generalizes to

F(x, T ) =
∞∑
p=0

(−1)p

p!

∫ T

0

dt1

∫ ∞
−∞

dx1 · · ·
∫ T

0

dtp

∫ ∞
−∞

dxp np+1(x1, t1;x2, t2; . . . ;x, T ).

(8.13)
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The joint upcrossing densities nk in x and t describe the joint density of v(t) performing

an upcrossing at the intermediate times t1, t2, . . . , tk and positions x1, x2, . . . xk. As above,

truncation approximations F (k)
n (x, T ) are obtained by retaining a finite number of terms in

the sum, with F (1)
n (x, T ) = n1(x, T ) being the first order estimate. Decoupling approxima-

tions are obtained by assuming that the intermediate crossings (xk, tk) occur approximately

independently. Assuming full independence, the higher order crossing densities can be ex-

pressed in terms of n1(x, t), and the infinite series in Equation (8.13) forms an exponential

sum, yielding

F (1)
g (x, T ) = n1(x, T ) exp

(
−
∫ T

0

n1(t)dt

)
. (8.14)

where the marginalization property n1(T ) =
∫∞
−∞ n1(x, T )dx was used to simplify the ex-

ponent.

Oscillation period density The probability density for the oscillation period was de-

termined in (8.2) to be given by

p(τ = T ) =

∫ T

0

dτF(x̂, τ), x̂ ≡ x0 − vb(T − τ). (8.15)

It can be estimated by substituting the approximations for F(x, T ) obtained above.

Slip length density Slip length is given by d = x0 − xsl, where xsl = x(Tsl) is the

displacement at stick onset. The density governing the latter is obtained by marginalizing

F(x, T ) over time, yielding

p(d = x0 − x) =

∫ ∞
0

dT F(x, T ). (8.16)

Since this involves an integral over all time, the non-normalized estimates Fn(x, T ) may

not be used without further normalization in time (for example, by defining them to be

zero for T > T ∗ for suitable T ∗). However, the decoupling approximations may be directly

applied to estimate p(d).
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8.2.3 Upcrossing densities

In order to compute the distributions of interest for a particular friction model, expressions

for the upcrossing densities nk are needed. To facilitate this, a simplifying assumption is

made that the sliding mode dynamics constitute a Markov process in variables (x, v), with

additive noise, described by

v̇(t) = f(x(t), v(t)) + η(t), ẋ(t) = v(t), v̇(t) = a(t). (8.17)

Motivation for assuming an additive noise term is provided in the next section.

For an upcrossing to occur at a time t > t0, the velocity should lie in the range vb−a dt <
v(t) < vb. The probability for this to occur is∫ vb

vb−adt
dv P (x, v, a, t|x0, v0, t0) = |a|P (x, vb, a, t|x0, v0, t0)dt. (8.18)

P (x, v, a, t|x0, v0, t0) is the conditional probability density for the process to be at (x, v, a)

at time t. It can be expressed as:

P (x, v, a, t|x0, v0, t0) = P (x, vb, t|x0, v0, t0)P (a|x, vb, t, x0, v0, t0) (8.19)

= P10 P (a|x, vb),

where the first factor, P10 ≡ P (x, v, t|x0, v0, t0) is the transition probability density. The

conditional distribution of a(t) appearing in the second factor depends only on x and v,

because it is fully determined at any time t by Equation (8.17). It has a mean given by

µa(t) = f(x(t), vb(t)), with a distribution about this mean given by that of the noise process

η(t).

Since a > 0 is required for an upcrossing, n1(x, vb, t) is obtained by integrating Equation

(8.18) over all values of a > 0:

n1(x, vb, t) =

∫ ∞
0

da aP (x, vb, a, t|x0, v0, t0)

= P10

∫ ∞
0

da aP (a|x, vb) ≡ P10Ia(x, v). (8.20)
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The density n1(t) of upcrossings across the entire boundary v = vb is thus

n1(t) =

∫ ∞
−∞

dxP (x, vb, t|x0, v0, t0)Ia(x, vb). (8.21)

Similarly, n2(t1, t2) can be demonstrated to be given by

n2(t1, t2) =

∫ ∞
−∞

dx1P10 Ia1(x1, v1)n1(t2|x1, v1, t1). (8.22)

where n1(t2|x1, v1, t1) is the upcrossing density from an initial state (x1, v1, t1). The kth

density, nk, is given by a similar integral, with factors like those that appear in n1 and n2

together with the joint upcrossing densities of lower order.

8.3 Stick-slip motion in a Langevin friction model

As an illustrative example, consider a system undergoing stick-slip motion, with sliding

dynamics corresponding to a damped harmonic oscillator driven by additive, Gaussian

noise. It is described by the Langevin equation:

ẋ = v, a = v̇ = −ω2
0x− ζv + η(t). (8.23)

Here, the random force η(t) is assumed to be Gaussian white noise, with < η(τ)η(τ+ t) >=

2Dδ(t), but analogous results can be obtained with colored noise. This equation has been

used to model experimentally observed sliding friction in the presence of noise generated via

collisions with surface asperities or particles [225, 13]. Although surface noise will generally

be velocity and history dependent during sliding, Johansen et al. found that omitting this

dependence did not degrade the ability of their model to explain experimental observations

of a solid friction system during continuous sliding [225].

As the system (8.23) is linear and the noise is Gaussian, the transition probability

density P10 = P (x, v, t|x0, v0, t0) is a bivariate Gaussian process. The explicit solution in

the free-sliding regime is well-known [237, 238]. The mean trajectories µx(t) and µv(t) of

P10 are given by the equations of motion for the damped harmonic oscillator:

µx(t) = Ae−ζt sin(ω1t+ φ) , µv(t) = dµx/dt (8.24)
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with angular frequency ω2
1 = ω2

0 − ζ/4. The initial conditions are fixed through the initial

amplitude A and phase angle φ, which depend on x0 and v0. The variances are

Σxx = w2
0f+(t)

Σvv = f−(t) (8.25)

Σxv = Dω2
1e
−ζt sin(ω1t)

2

where the functions f±(t) are given by

f±(t) =
D

ζ

(
1− ω−2

1 e−ζt(ω2
1 +

1

2
ζ2 sin(ω1t)

2 ± zω1 sin(ω1t) cos(ω1t))

)
. (8.26)

8.3.1 Upcrossing density

From Equation (8.20), the upcrossing density n1(x, vb, t) across velocity barrier v = vb is

n1(x, vb, t) = P10Ia(x, v) = P10

∫ ∞
0

da aP (a|x, vb) (8.27)

The conditional distribution P (a|x, vb) for the acceleration is fully determined by Eq. (8.23),

and has the form of a Gaussian probability distribution, P (a|x, vb) = N(a;µa, σ
2), with a

mean given by µa = −ω2
0x− ζv, and variance σ2 = 2D. One can compute that

Ia(x, v) =

∫ ∞
0

da aN(a;µa, σ
2) (8.28)

=

√
σ2

2π
exp

(
− µ2

a

2σ2

)
− µa

2
erfc

(
µa√
2σ

)
,

≡ Ia,1(x, v) + Ia,2(x, v). (8.29)

The upcrossing density n1(T ) is given as in Eq. (8.21):

n1(T ) =

∫ ∞
−∞

dxP10(x, vb, T )Ia(x, vb). (8.30)

The first factor, the transition probability density P10, is a Gaussian function of the in-

tegration variable x. An analytic expression for n1(T ) can be obtained as follows. The
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product P10Ia,1 is a bivariate Gaussian function of x = (x, v). One can write:

P10(x, v) = N(x;µ,Σ) (8.31)

Ia,1(x, v) =

√
σ2

2π
exp

(
−1

2
xtSx

)
where N is the bivariate Gaussian (normal) distribution and

µ = (µx µv)
t (8.32)

Σ =

(
Σxx Σxv

Σxv Σvv

)
(8.33)

Σ−1 ≡

(
Cxx Cxv

Cxv Cvv

)
= C (8.34)

S =

(
ω4

0 ω2
0ζ

ω2
0ζ ζ2

)
σ2 (8.35)

The equations of motion for the covariances Σ and means µ were given in Section 8.3.

However, the result for n1(T ) does not depend on their explicit form, but only on the

linearity of the system, the additive, Gaussian nature of the noise, and the sliding mode

barrier v = vb.

The integrand P10Ia,1 is a product of bivariate Gaussian functions, which can be written

as

P10(x, v, t)Ia,1(x, v) = Z̃N(x; µ̃, Σ̃), (8.36)

with

Z̃ =
σ√
2π
|1 + ΣS|−1/2 exp

(
−1

2
µtQµ

)
(8.37)

Σ̃ = (Σ−1 + S)−1 (8.38)

Q = S(1 + ΣS)−1 (8.39)

µ̃ = Σ̃Σ−1µ (8.40)
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The integral over x then gives∫ ∞
−∞

dxP10Ia,1 = Z̃N(v; µ̃v, Σ̃vv). (8.41)

The second factor in the integral for n1(t) is P10(x, v)Ia,2(x, v), which is the product of

a Gaussian function of x and a complementary error function. Carrying out the integral

yields ∫ ∞
−∞

dxP10Ia,2 = Z ′
(
n
√
π erfc (nq) + (q−2 − 1)e−n

2q2
)

(8.42)

with:

Z ′ =
σ|2πΣ|−1/2

2
√
Cxx

exp

(
−1

2
(v − µv)2Cvv

)
(8.43)

n =

√
2

σ

(
v (ζ − Cxv

Cxx
ω2

0) + µxω
2
0

)
(8.44)

q =

(
1 +

4ω4
0

σ2Cxx

)−1/2

. (8.45)

The expression for the first upcrossing density n1(t) is thus

n1(t) = Z̃N(v; µ̃v, Σ̃vv) + Z ′
(
n
√
π erfc (nq) + (q−1 − q)e−n2q2

)
. (8.46)

Higher order joint upcrossing densities can also be reduced to multiple integrals in-

volving factors that are linear, Gaussian, and of Error Function type in the variables of

integration. Although complex, they can be computed via repeated numerical integration.

n1(T ) is used to compute the first-order truncation and cumulant approximations,

F (1)
n (T ) = n1(T ) and F (1)

g (T ) = n1(T ) exp(−
∫∞
−∞ n1(T )dt). The joint upcrossing density

n1(x, T ) of Eq. (8.27) is similarly used to estimate the probability density p(T ) of oscillation

periods (Eq. (8.15)), and the distribution p(d) of slip displacements (Eq. (8.16)). In the

next section, these approximations are evaluated via stochastic simulations.

8.3.2 Results

The analytic approximations for the densities of interest were compared with estimates

obtained by Monte Carlo simulation, based on the stochastic harmonic oscillator system
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of Section 8.3. The estimates were computed by integrating the equivalent Itô stochastic

differential equation (SDE) in time. Each simulated instance was numerically integrated

using the Euler-Maruyama method, beginning from the starting configuration (x0, v0, t0)

until first passage, i.e., until time T at which it reached the boundary v = vb. Figure 8.4

illustrates examples of phase space trajectories until first passage. Each density estimate

was based on 105 to 106 simulation runs. The integration time step was h = 0.002, and

other parameters were as noted in the figure captions.

−1 −0.5 0 0.5 1

−1

−0.5

0

0.5

1

v

x

(x0 ,v0)

(x(T) ,v(T))
vb=

Fig. 8.4 Two phase space trajectories (x(t), v(t)) for the stochastic harmonic
oscillator system, simulated by numerical integration of the equivalent SDE
from a localized initial state (x0(t), v0(t)) until the time T of first passage,
v(T ) = vb. The solid line trajectory belongs to the fundamental mode of stick-
slip oscillation with mean frequency ω′, and the dashed line to an oscillation
with approximate frequency ω = ω′/2. Parameters are D = 0.0005, vb =
1.0, ω0 = 1, ζ = 0.01. The integration timestep h = 0.001.

The evolution of this system can be usefully characterized by three different time scales.

The first two are the oscillation period τ = 2π/ω1 = 2π/
√
ω2

0 − ζ2/4 and the relaxation

time tr = 2/ζ, which determine the evolution of the mean trajectories. The third time

scale, related to relative magnitude of the noise, is

TR = 1/n0, n0 = lim
T→∞

n1(T ) =
ω0

2π
exp

(
−vbζ

2D

)
. (8.47)

n0 is known as the Rice frequency [239], and is associated with the asymptotic mean time

between upcrossings, TR = 1/n0. The values of these three time scales, and that of the
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sliding velocity vb, give rise to qualitative differences in the distributions of interest for this

system.
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Fig. 8.5 The first upcrossing density, n1(t), which describes the level crossing
behavior of the system in the absence of absorption from to slip-to-stick tran-
sitions. The exact analytic result of Equation (8.46) (gray line) is compared
with a Monte Carlo estimate (x’s). Left: D = 0.4, vb = 1.0, x0 = 0.0, v0 =
−1.0, ω0 = 1, ζ = 0.1. Right: D = 0.04, vb = 1.3, x0 = 0.3, ω0 = 1, ζ = 0.11.

Upcrossing density Figure 8.5 compares the analytic result for the upcrossing density

n1(T ) (Eq. (8.46)) with the estimate obtained by Monte Carlo simulation, for two different

values of the system parameters. The analytic result is in close agreement with the simu-

lation result in both cases. This is as expected, since no approximation was entailed here.

The largest maximum of the upcrossing distribution lies close to the value determined by

the mean free-sliding trajectory, corresponding to the oscillation period τ .

Slip duration The distribution of slip durations is given by the first passage time density

F(T ). Figure (8.6) compares the two approximations with results of simulations. The first,

F (1)
n (T ) = n1(T ), shows good correspondence with the first maximum of F(T ), but over-

estimates subsequent ones, since n1(T ) also counts all upcrossings after the first. At large

times, it overestimates the value of F(T ) by an amount equal to the asymptotic upcross-

ing frequency n0 (Eq. (8.47)). The decoupling approximation, F (1)
g (T ), exhibits no such

asymptotic error, but, in the example of Fig. 8.6, it underestimates the first maximum and

overestimates the second. The relative merits of these approximations in different regimes

are extensively analyzed in one of the references [231], so a detailed discussion is omitted

here. Figure (8.7) examines the decoupling approximation in different noise and damping
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Fig. 8.6 Comparison of two different analytic approximations for the first
passage time density. Left: The approximation F (1)

n (T ) = n1(T ) in terms of
the upcrossing density is compared with the Monte Carlo estimate of F(T )
(marked as x). There is good qualitative agreement on the first maximum,
but subsequent maxima are overestimated or erroneously included. Right:
The same comparison for the decoupling approximation F (1)

g (T ). There is an
undershoot of the first maximum and overestimation of the second. Parame-
ters are D = 0.4, vb = 1.0, x0 = 0.0, v0 = −1.0, ω0 = 1, ζ = 0.1.

conditions. The locations and approximate sizes of the maxima are correctly reproduced,

despite discrepancies in the high noise conditions. When the oscillation period is signifi-

cantly longer than the escape time (high noise condition) or when the relaxation time is

short (high damping condition), only a single prominent maximum appears (Fig. 8.6).

In the underdamped regime, tr > τ , when the noise level D is moderate, it can happen

that a trajectory of the stochastic dynamical system “misses” a slip-to-stick transition on

one oscillation cycle, but achieves it on the next. Those that pass N cycles of the motion

before crossing contribute to a peak of the temporal distributions with mean period Nτ

(e.g., Fig. 8.5, right panel). In the present example, although they occur at subharmonic

frequencies of the fundamental period, they are randomly spaced in time, so do not con-

tribute to any stationary subharmonic mode of oscillation. Similarly, in the high-velocity

regime, where stick-slip oscillations would not manifest in the deterministic limit, they can

occur randomly in the presence of noise, as evidenced here by the appearance of peaks in

the temporal distributions. Further discussion is provided below.

Oscillation period and stochastic resonance The distribution of oscillation periods,

p(T ), was computed using Equation (8.15) and the decoupling approximation F (1)
g (x, T )
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Fig. 8.8 The distribution of stick-slip oscillation periods, p(T ). Analytic
results were based on the decoupling approximation F (1)

g (x, T ) for the joint
first passage density. Left: ζ = 0.4, ω0 = 1, D = 0.1, vb = 1.0. Right: ζ =
0.11, ω0 = 1, D = 0.04, vb = 1.0

for the joint first passage density. The results are qualitatively similar to those for F(T ):

At lower values of the damping, there is a decaying sequence of maxima, which are also

apparent in the approximation, yielding quasi-periodic oscillations with periods spaced

at integer multiples of the free-sliding period. At sufficiently high velocities, they lie at

multiples of the fundamental stick-slip oscillation period, since little time is spent in the

stick phase, but as mentioned above, they do not correspond to any stationary subharmonic

oscillation mode of the system, since they are randomly distributed in time. However,

transient subharmonic oscillations do occur in real frictional systems, including stringed
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musical instruments [222], and are observed in deterministic friction models that account

for dynamical degrees of freedom related to contact area, coupling of normal and tangential

oscillation modes, or coupling to other resonant degrees of freedom [221, 240].

T
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 T
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Fig. 8.9 Noise-driven excitation of stick-slip oscillations. The distribution
of stick-slip oscillation periods, p(T ), is shown for different values of the ampli-
tude, D, evaluated using the analytical decoupling approximation, F (1)

g (x, T ).
Other parameters were: ζ = 0.11, ω0 = 1, vb = 1.0, x0 = 0.1.

These trajectories can be regarded as noise induced attractors, since they are not present

in the deterministic limit. The appearance of noise-stimulated peaks in the waiting time

distribution of a stochastic dynamical system passing a threshold is one of the characteristic

features of stochastic resonance phenomena [232]. Figure 8.9 illustrates its manifestation in

the present system in further detail. In the absence of noise, there is not enough energy for
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the system to reach first passage (the sliding velocity, vb, and damping, ζ, being too large).

The addition of modest amounts of noise stimulates transient oscillations at a hierarchy

of periods subharmonically related to the resonant frequency of the free sliding oscillation

mode.
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Fig. 8.10 The distribution p(d) of slip displacements: analytical result and
Monte Carlo estimate. Here, ζ = 0.4, ω0 = 1, D = 0.1, vb = 0.45, x0 = 0.9.

Slip displacement For comparison with simulations, the slip displacement distribution

was computed via Equation (8.16) using the decoupling approximation for F(x, T ). Figure

8.10 shows a typical example, which also demonstrates good qualitative agreement with

simulations. The slip length distribution is found to have an approximately Gaussian

shape in all cases examined. The simulation indicates a small non-zero probability for slip

displacements near d = 0, corresponding to the resumption of sticking immediately after

slip onset. Although predicted by the model here, this should be regarded as an unphysical

artifact, since transient slip dynamics and presliding displacement effects, which would

greatly influence such transitions at the microscopic level, are not accounted for in the

simple Langevin friction model.

Although no analytic formula was obtained for them, higher order approximations

(based on F (k)
n (T ) and F (k)

g (T ), k > 1) can be computed via numerical integration. How-

ever, because of the complex form of the equations and the multiple integrals involved, to

do so is not more computationally efficient than direct Monte Carlo simulation.
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8.4 Conclusion

This chapter presented an investigation of the role of noise in stick-slip oscillations, by for-

mulating a novel first passage time problem for a class of stochastic sliding friction models.

Analytical approximations were obtained for the finite-width distributions of the period,

slip time, and slip length. The first-order versions of these approximations were evaluated

for a sliding friction model based on the Langevin equation, demonstrating close agreement

with simulations in some regions of the parameter space, and significant departures, despite

qualitative similarity, in others. Higher-order approximations would be expected to provide

more accurate results, but the repeated integrals involved must be evaluated numerically,

which is not necessarily more instructive or efficient than direct Monte Carlo simulation.

Although these results are promising, further investigation is needed to compare pre-

dictions with experimental results on sliding friction or other systems exhibiting stick-slip

behavior, and to apply the analytical techniques used here to other models of friction.

Furthermore, when noise and damping are modest, it is observed that, in the Langevin

friction model, the slip period distribution is well approximated by a mixture of Gaussian

distributions centered at multiples of the fundamental period. It may be possible to derive

such an approximation as an extension of the results presented here, but this remains to

be explored in future work.

Despite these limitations, the results presented here may shed further light on effects

of friction noise on stick-slip motion. This type of knowledge is useful in several areas of

engineering and physics related to vibration and sound, ranging from noise reduction in

vehicle brakes, to the simulation of material responses in virtual reality, or the analysis

of bowed musical instruments. The particular distributions derived here could facilitate

efficient real-time simulation of friction oscillations in ways that accurately capture the

rich, pseudo-periodic motions that manifest in the presence of modest levels of noise.
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Chapter 9

Conclusions

This thesis is the first to address the simulation of experiences of walking on virtual ground

surfaces via a vibrotactile display and to evaluate the influence of feedback of this type

on the perception of ground surfaces. It is also one of the first attempts to investigate

haptic rendering of transient, texture-like effects produced during interaction with com-

plex, heterogeneous materials, such as fiber reinforced composites (e.g., fracturing wood)

or granular media (gravel, sand). This document provides practical guidelines for the en-

gineering of hardware interfaces, algorithms, and interaction methods, and also provides

a physically based characterization of stochastic textures produced through normal and

shear interactions with complex, deformable ground surfaces.

9.1 Results

9.1.1 Devices

Four variants of the vibrotactile floor interface were presented, in Chapters 3, 4, 5, and 6.

The re-engineered display introduced in Chapter 4 provides a well-characterized platform

for presenting controlled vibrotactile stimuli for perceptual or psychophysics experiments.

The variable compliance version introduced in Chapter 6 proved to be an effective ex-

perimental setup for studying a novel effect of vibrotactile sensory information on the

perception of mechanical compliance, and could also be used to explore related effects on

the control and kinematics of walking. The distributed floor surface presented in Chapter

5 provides an efficient, reproducible platform for the design of multi-user interactions with
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virtual ground surfaces over an extended area.

The decision to restrict the haptic feedback that was supplied to the vibrotactile fre-

quency band greatly simplified and reduced costs associated with this interface. This sim-

plification came at the expense of kinesthetic information that might otherwise be supplied

via low frequency force feedback. The latter could be provided by a haptic locomotion

interface, such as the Sarcos Biport [53], but costs would be greatly increased and band-

width severely limited. A better option would be to augment such a kinesthetic locomotion

interface with high-frequency vibrations supplied by vibrotactile actuators embedded in

the footpads, but this has never, to our knowledge, been attempted.

9.1.2 Information Display and Interaction Techniques

As presented in Chapter 3, vibrotactile communication messages presented through floor

surfaces provide an unobtrusive means of displaying ambient information in a wide range

of intelligent environments without requiring their users to don any specialized apparel or

equipment. They might be used to support activities ranging from assisted living in smart

home environments to accessible transit in public spaces. Prior literature has investigated

the usability of haptic messages presented via handheld devices or body-worn displays. The

notion of using ubiquitous foot-floor contact to transmit similar information was investi-

gated here for the first time, although vibrotactile communication with the foot has been

previously proposed for musical performance [70], motor rehabilitation [206], or enhancing

the use of an exercise machine [112].

This thesis also developed simple techniques for interacting with virtual ground material

simulations and user interfaces realized via a distributed multimodal floor interface. In

this approach, foot-floor interactions are mediated by cursor-like contact centroids, whose

positions can be accurately estimated from intrinsic force measurements,. Similar results

could be obtained via surface-mounted force sensing, but much larger numbers of sensing

elements would be needed, increasing costs and complexity. A number of demonstration

applications were presented, along with guidelines for touch-surface interface design based

on an empirical study of their usability.
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9.1.3 Perception

A broad hypothesis motivating this research was that vibration feedback that is similar

to what is felt when stepping onto natural materials could evoke sensations of walking

on the same materials [62, 241]. However, it was an unexpected result of this thesis that

similar vibrations could compensate for missing kinesthetic information, due to a perceptual

illusion in which the apparent compliance was increased when plantar vibration feedback

was supplied. The observed effect proved highly reproducible, scaled monotonically with

amplitude, depended only weakly on the vibration waveform used, and remained robust at

vibration amplitudes near to the psychophysical detection threshold for the stimuli. Prior

literature has studied the contribution of vibotactile cues produced during the relative

sliding of a hand and a surface to the perception of movement [242, 243, 244], but the

relevance of these results to the effect observed here is unclear. The only pertinent haptic

simulation we are aware of involves vibrations produced by a virtual rolling ball in a hand-

held rod [79]. In addition, although postural effects of plantar vibration feedback have been

documented in prior research, the effect observed here does not appear to be in any way

directly related, as discussed in Chapter 6.

9.1.4 Mechanical Interactions

Mechanical interactions with complex, heterogeneous materials give rise to texture-like

high-frequency vibrations whose random character can be effectively captured via statis-

tical models. Chapter 7 presented algorithms for simulating stress fluctuations in fiber

composite materials and compressed granular matter under load, based on variations of

the widely studied fiber bundle model. The latter has been demonstrated to capture the

most characteristic statistical properties of these systems despite its simplicity. The novel

formulations presented here are based on an effective model that can be considered to rep-

resent a single stochastic fiber undergoing failure at successive, random levels of an applied

strain. The results are the first practical algorithms for haptic synthesis of high-frequency

fracture processes in quasi-brittle, heterogeneous materials. While there are some similar-

ities between the aforementioned algorithms and stochastic models that have been used to

render haptic surface textures associated with scraping solid objects, the latter have not

been used to render textures produced through inelastic compression of stiff materials. Ex-

isting physically inspired algorithms for the synthesis of acoustic [59, 98] or haptic textures
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(e.g., Chapters 4 and 5 and [62, 241]) in collective or volumetric material interactions can

produce qualitatively evocative effects, but have heretofore been based on heuristics lacking

in physical justification.

Haptic rendering of interactions with fracturing materials could, alternatively, be based

on finite-element, mesh or point-based models like those used for rendering brittle fracture

in computer graphics [92, 209]. A related model that has been used in scientific studies

of spatial disorder in heterogeneous materials is the random spring model [11]. However,

to the best of our knowledge none of these has ever been applied for haptic rendering. It

appears unlikely that any of them may be usable for interactive simulation at moderately

high spatial resolution and at the high sampling frequencies (several kHz) required for

stable, accurate haptic rendering or for the synthesis of high-frequency vibrotactile effects,

even granted severe speed-accuracy tradeoffs.

Chapter 8 of this thesis derived the statistical properties of irregular stick-slip oscilla-

tions accompanying shear sliding, through solutions of a novel first passage time problem

associated with the motion. The results characterize motion in different sliding regimes

observed in real or simulated frictional systems, and provide a statistical model of tem-

poral irregularities arising from material disorder. In the context of virtual foot-ground

interactions, they could be used to integrate material-dependent temporal irregularities in

event-based models of stick-slip motion [218, 219].

9.2 Future Work

The most obvious application of the results of this thesis would be to aid the design of

interactions with virtual ground surfaces in virtual or augmented reality, or with multimodal

touch surface interfaces. The former could improve the sense of immersion or presence in

the virtual environment, while the latter could improve the viability of human-computer

interaction via the feet in diverse contexts like those discussed in Chapters 3 and 5.

The stochastic fracture and friction models developed here provide a physical basis

for the development of haptic rendering algorithms that can preserve the characteristic

fluctuations during complex physical interactions with disordered, heterogeneous materials.

Chapter 7 presented models of fluctuations in fiber composite and compressed granular

media based on a mean damage approximation to the inverse fiber bundle model, and as

further discussed in Section 7.4, this could provide a basis for render local stress fluctuations
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within larger effective volume elements whose constitutive response is obtained from a

lower-rate simulation of a distributed, homogenized medium, based on finite element, point-

based, or spring mesh methods.

Stick-slip motion accompanying displacement between rough or disordered surfaces is of

fundamental interest in physics and material science, and the results presented in Chapter

8 may shed further light on the nature of friction-induced vibrations. Potential applications

of these results can be envisaged in fields such as vibration control, brake noise reduction, or

musical instrument analysis and simulation. In addition, while this investigation provided

a novel description of irregular stick-slip motion as a stochastic resonance phenomenon,

further research is needed to clarify the extent to which this may shed further light on the

dynamics of sliding friction.

The ability of vibrations presented through an otherwise rigid floor surface to evoke

an illusory sense of compliance suggests that vibrotactile channels play a larger role in the

control of locomotion than has been previously acknowledged. This effect may find applica-

tions in the scientific study of human locomotion, and could lead to the development of gait

rehabilitation techniques involving plantar vibration stimulation or to the development of

vibrotactile orthotics. Further hints as to the potential for such applications were provided

by preliminary observations that postural modifications are evoked during stepping onto

a surface through which vibration feedback is supplied, although further analysis and re-

search is needed. In addition, we have found, through informal investigations, that the same

perceptual effect accompanies vibration feedback supplied to the hands, but this remains

to be investigated in future work. If this is the case, it could be used to improve haptic

virtual reality simulations for the hands, or to render virtual compliance effects associated

with controls presented via manually operated touch screen interfaces.
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