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Knowledge does not come from amusement, but from hard work;
Virtue is nurtured not by following, but by independent thinking.

— Han Yu, An Explication of Progress in Learning
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Abstract

Detonation propagation in a compressible medium wherein the energy release has

been made spatially inhomogeneous is examined via numerical simulations. The inhomo-

geneity is introduced via concentrating reactive material into regions which are separated

by inert gaps while maintaining the same average energy density. The propagation ve-

locity and propagation limit of detonation waves under the influence of these imposed

inhomogeneities are put to a rigorous examination.

Spatial inhomogeneities are introduced to adiabatic detonation systems with a hier-

archy of complexities. In a system governed by one-dimensional Euler equations with a

simplified mechanism of instantaneous energy deposition, i.e., a source triggered by the

passage of leading shock after a prescribed delay time, the resulting averaged propagation

speed over hundreds of spatially discrete sources is compared to the ideal Chapman-

Jouguet (CJ) speed for an equivalent amount of energy release. Velocities in excess of

the CJ speed are found as the reactive regions are made increasingly discrete, with devi-

ation above CJ being as great as 15%. The deviation above the CJ value increases with

decreasing values of specific heat ratio γ. When the sources are sufficiently spread out

so as to make the energy release of the media nearly continuous, the classic CJ solution

is obtained for the average wave speed. In the limit of highly discrete sources, time-

averaged mean wave structure shows that the effective sonic surface does not correspond

to an equilibrium state. The average state of the flow leaving the wave in this case does

eventually reach the equilibrium Hugoniot, but only after the effective sonic surface has

been crossed. Thus, the super-CJ waves observed in the limit of highly discretized sources

can be understood as weak detonations due to the non-equilibrium state at the effective
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sonic surface.

The investigation on how detonation velocity is influenced by the presence of spa-

tial inhomogeneities is then extended to one- and two-dimensional systems with a more

realistic mechanism of energy release, i.e., single-step Arrhenius kinetics. In the case

of sufficiently inhomogeneous media wherein the spacing between the reactive zones is

greater than the inherent reaction zone length, average wave speeds significantly greater

than the corresponding CJ speed of the homogenized medium are obtained. If the shock

transit time between reactive zones is less than the reaction time scale, then the classical

CJ detonation velocity is recovered. The super-CJ wave propagation is also identified in

the cases with a two-dimensional arrangement of spatial inhomogeneities. The correspon-

dence of the super-CJ behavior identified in this study with real detonation phenomena

that may be observed in experiments is discussed.

Finally, a random distribution of spatially discrete sources is implemented into a two-

dimensional detonation system confined by an inert, compressible layer of gas. In this

system, detonation waves experience losses due to lateral expansion behind a curved

shock front and, thus, propagate at a velocity lower than the ideal CJ velocity. As the

thickness of the reactive layer within the confinement decreases, the deficit in propagation

velocity increases; below a critical thickness, detonations can no longer propagate in a

self-sustained manner. The critical thickness for a steady propagation is determined for a

homogeneous reactive medium and a mixture with randomly distributed, discrete reactive

sources. The simulation results show that, for a sufficiently high activation energy, the

spatial inhomogeneities assist a detonation wave to propagate beyond the limit that is

encountered in a homogeneous reactive medium. This enhancing effect of the spatial

inhomogeneities on the near-limit propagation of detonation waves is found to be more

pronounced with increasing activation energy.
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Résumé

L’étude de la propagation d’une onde de détonation dans un milieu compressible in-

homogène est menée à l’aide de simulations numériques. L’inhomogénéité du milieu est

introduite en imposant une concentration plus haute de matières réactives dans certaines

régions séparées les unes des autres par du gaz inerte tout en conservant une densité

d’énergie moyenne constante. L’influence des inhomogénéités spatiales sur la vitesse de

propagation du front d’onde et sur la limite de propagation des ondes de détonation est

étudiée avec rigueur et précision.

Les inhomogénéités spatiales sont introduites dans des systèmes adiabatiques avec

un degré de complexité croissante. Dans un système unidimensionnel inhomogène gou-

verné par les équations d’Euler et avec un mécanisme de déposition d’énergie simplifié

(une source est déclenchée lors du passage du front d’onde après un certain intervalle

de temps), la vitesse de propagation moyenne de l’onde est mesurée puis comparée à

la vitesse de propagation obtenue dans les conditions idéales de Chapman-Jouguet (CJ)

dont la quantité d’énergie libérée est identique. A mesure que les régions réactives sont

de plus en plus discrètes, on observe des vitesses supérieures à la vitesse CJ, la déviation

pouvant atteindre jusqu’à 15%. L’écart (excédentaire) avec la vitesse CJ est d’autant plus

grand que le coefficient adiabatique γ décrôıt. Lorsque les sources sont suffisamment dis-

persées, tout en conservant une quantité l’énergie libérée identique, on retrouve la vitesse

CJ pour la vitesse de propagation moyenne. Dans le cas limite où les sources discrètes

sont fortement éparpillées, la structure moyenne de l’onde révèle que la surface sonique

effective ne correspond pas à un état d’équilibre. L’état thermodynamique moyen du

milieu quittant le système d’ondes peut éventuellement atteindre l’équilibre d’Hugoniot
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mais une fois seulement que la surface sonique effective a été dépassée. Ainsi, les ondes

super-CJ observées dans le cas limite où les sources discrètes sont très espacées peuvent

être considérées comme de faibles détonations dues à l’état de non-équilibre de la surface

sonique effective.

L’étude de l’influence des inhomogénéités sur la vitesse de propagation de l’onde de

détonation est ensuite étendue à des cas unidimensionnels et bidimensionnels avec un

mécanisme de libration d’énergie plus réaliste i.e. la cinétique d’Arrhenius en une seule

étape. Dans le cas de milieux inhomogènes où l’espacement entre les différentes zones ac-

tives est plus grand que la zone de réaction intrinsèque, la vitesse moyenne de l’onde est

considérablement plus grande que la vitesse CJ correspondante obtenue dans un milieu

homogène. Si l’onde de choc parcourt la distance séparant deux zones actives consécutives

avec un délai inférieur au temps de réaction alors la vitesse classique de CJ est de nou-

veau obtenue. La propagation des ondes super-CJ est également visible quand les in-

homogénéités sont reparties dans les deux directions de l’espace. Le comportement des

ondes super-CJ simulé dans cette étude numérique est comparé aux phénomènes observés

dans de véritables expériences.

Enfin, une distribution aléatoire de sources discrètes est implémentée dans un système

de détonation bidimensionnel isolé par une couche de gaz compressible inerte. Dans

ce système, l’onde de détonation perd une certaine quantité de mouvement à cause de

l’expansion latérale se produisant avec une onde de choc incurvée, d’où une vitesse de

propagation plus faible que dans le cas idéal de CJ. À mesure que l’épaisseur de la couche

réactive dans le système confiné décrôıt, la vitesse de propagation décrôıt également et

l’écart avec le cas idéal augmente; en dessous d’une valeur limite, la détonation ne peut

plus avoir lieu de manière auto-entretenue. L’épaisseur limite pour avoir une propagation

auto-entretenue est déterminée pour le cas d’une détonation dans un milieu réactif ho-

mogène et pour un système avec des sources actives discrètes réparties aléatoirement dans
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le domaine. Les résultats des simulations montrent que, pour une énergie d’activation suff-

isamment grande, les inhomogénéités discrètes présentes dans le domaine contribuent à

la propagation des ondes de détonation au-delà de la limite précédemment trouvée pour

un milieu réactif homogène. Cet effet des inhomogénéités sur la limite de propagation est

d’autant plus prononcé que l’énergie d’activation est grande.
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Preface

This present dissertation consists of manuscripts which are in publication (Ch. 2)

or being prepared for submission (Ch. 3). My own and my collaborators’ contributions

towards the accomplishment of each research project are listed below:

Chapter 2 (Sec. 2.1): This section of the present thesis contains material that appears

in “Effect of spatial discretization of energy on detonation wave propagation,” 817,

306-338, Journal of Fluid Mechanics, 2017. [1] In order to model the one-dimensional

gasdynamic system coupled with an instantaneous energy deposition process, I wrote

a simulation code based on a fixed (non-adaptive) uniform grid. Most of the results

reported in this article were obtained by myself using my simulation code. The data

points for highly spatially discretized sources (plotted in Figs. 2.5 and 2.6) were

obtained by Evgeny Timofeev, enabled by his simulation code with adaptive mesh

refinement (AMR). This manuscript was partially written by me with a substantial

amount of text in the Introduction and Discussions written by Andrew Higgins and

a description of the AMR methodology written by Evgeny Timofeev. Scientific ad-

vice and editorial support were provided by both co-authors, with additional input

from the anonymous peer reviewers.

Chapter 2 (Sec. 2.2): This section of the present thesis contains material that appears

in “Propagation of gaseous detonation waves in a spatially inhomogeneous reac-

tive medium,” 2, 053201, Physical Review Fluids, 2017. [2] The simulation code

used in this study to solve the one-dimensional reactive Euler equations coupled

with a temperature-dependent reaction model was developed by myself. The two-
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dimensional simulations were performed by me using a code based on a GPU-

accelerated computing architecture, which was originally written by Nikolaos Niki-

forakis’ research group at the University of Cambridge, UK, and further developed

by me to treat the specific problem at hand. Hoi Dick Ng introduced me to this

GPU-based code and assisted me in its further development. Charles Kiyanda set

up and maintained a workstation that allowed me to perform the simulations on

GPU computing processors. This manuscript was entirely written by myself and

edited by the co-authors (Andrew Higgins, with additional input from Hoi Dick Ng

and Charles Kiyanda).

Chapter 3: The manuscript of this chapter is being prepared for submission to the Shock

Waves Journal, which was entirely written by myself and edited by Andrew Hig-

gins. The GPU-based code was further developed by me to model a two-dimensional

detonation system with a charge of randomly distributed discrete sources confined

by a layer of inert gas. A theoretical model was implemented by me to provide

a prediction that can be compared with the simulation results. The detail of this

model (shown in Appendices C and D) was published in “Geometric scaling for a

detonation wave governed by a pressure-dependent reaction rate and yielding con-

finement”, 27, 027102, Physics of Fluids, 2015. [3] That study utilized the results

of simulations that used a code written by Jianling Li for comparison to the the-

oretical model, however, results using that code are not included in this dissertation.

The original contributions of this dissertation are:

1. A detonation wave, under the influence of sufficiently discretized energy release, may

propagate at a velocity significantly greater than the Chapman Jouguet (CJ) ve-
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locity for a homogeneous system with the same amount of energy release. This

result was demonstrated using computational simulations in which the sources were

deposited via direct energy deposition into the computational cells. The super-

CJ result was also reproduced in a more realistic gas-phase detonation system in

which the energy release was controlled by Arrhenius kinetics, in both one- and

two-dimensional systems. Decreasing either the discreteness (i.e., spreading out the

energy release zones so as to approach a homogeneous system) or decreasing the

spacing of the inhomogeneities in comparison to the chemical length scale resulted

in the wave speed reverting to the classical CJ solution.

2. The results of simulations of detonation in spatially discrete systems were analyzed

via spatio-temporal averaging and space-time (x-t) diagrams. The averaging analy-

sis revealed the super-CJ waves to be classified as weak detonations resulting from

the nonequilibrium flow at the effective sonic surface at the exit of the detonation

wave. Analysis of the transient wave dynamics and the reaction progress variable

on an x-t diagram was used to define a discreteness parameter that can be used to

quantify the deviation from the classical CJ solution. This result establishes the

range of applicability of the CJ model of detonations and when that model is no

longer appropriate due to the effect of discreteness.

3. The effect of the discrete energy sources on the near-limit propagation of detonation

waves, i.e., assisting a detonation wave to propagate in a reactive layer thinner than

the critical thickness resulting from a homogeneous medium, was demonstrated in a

gas-phase detonation via computational simulations. The sensitizing effect of spatial

inhomogeneities was found to increase when the activation energy was increased.
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The outcome of this study contributes to the understanding of how the spatially

inhomogeneous nature of gaseous detonations assist in sustaining detonation wave

propagation in response to losses due to lateral expansion in the reaction zone.
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Chapter 1

Introduction

1.1 Spatially inhomogeneous nature of detonation phe-

nomena

The spatially inhomogeneous nature of detonations in explosive gases and condensed-

phase energetic materials has been revealed over the past 60 years. [6, 7] The experimental

evidence of cellular structure exhibited by gaseous detonations was first noted by Denisov

and Troshin [8], and these detonation cells are now recognized as being essential for

the propagation of detonations in high activation energy mixtures (e.g. hydrocarbon

fuels and air). Over the past decade, using high-resolution schlieren and self-luminous

photography, the spatially inhomogeneous wave and reaction zone structure of gaseous

detonations have been illustrated in greater detail. [9, 4, 10] The structure consists of

triple-point interactions between the leading shock and transverse shock waves that result

in a cellular wave front. As a result of this spatially and temporally varying shock front

compressing the reactive mixture at different strengths, the distribution of post-shock

temperature varies greatly over the detonation cell cycle. Since the exothermic reactions

20
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in gaseous combustible mixtures governed by Arrhenius kinetics are very temperature

sensitive, the reaction rates in different regions behind the leading shock may differ by

several orders of magnitude. Although zones of prompt reaction triggered by adiabatic

compression may exist in regions of the front consisting of strong Mach stems, weakly-

shocked pockets of reactant may not be able to undergo significant exothermic reaction

due to their thermal history on the time scale of a detonation. [9, 4, 10] These pockets

eventually burn out during the cell cycle, likely due to a turbulent flame-like mechanism,

releasing their energy in compression waves that still help to support the leading front. A

schlieren photograph of detonation structure in an oxygen/methane mixture (Fig. 1.1(a))

recorded and interpreted by Radulescu et al. [4] is shown as an example of spatially

inhomogeneous gaseous detonations.

In some homogeneous condensed-phase explosives, detonations are also observed to

develop multidimensional instabilities which resemble the cellular structure in gaseous

detonations. The evidence of transverse waves that arise from homogeneous solid and

liquid explosives can be found in the following examples: Cellular patterns formed by

triple-point trajectories in cast trinitrotoluene (TNT) were captured by Howe et al. [11];

Urtiew et al. observed cellular patterns imprinted on a steel tube wall by a detonation in

liquid nitromethane-acetone mixture [12]. The reaction zone structure of these initially

homogeneous condensed-phase detonations likely exhibits spatial variations rendered by

the interacting waves, similar to that in gaseous detonations.

In polycrystalline and slurry high-explosives, the mixtures are inherently inhomoge-

neous, and the reaction zone is usually controlled by the heterogeneity of the medium,

wherein shock localization at density inhomogeneities results in local centers of energy

release, so-called “hot spot”, from which reaction fronts burnout the rest of the explosive

within the reaction zone. Greater complications are unveiled in some recent experimental

studies showing that a cellular-like wave structure may also arise in some heterogeneous
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Figure 1.1: A schematic introducing the problem studied in this dissertation: (a) an ex-
ample showing the spatially inhomogeneous nature of detonations (a schlieren photograph
of detonation structure in an oxygen/methane mixture [4]); (b) the theoretical depiction
of a detonation wave in the ZND solution; (c) a conceptual illustration of the approach
of inducing complex wave structure by imposing spatial inhomogeneities in the reactive
medium in which a detonation wave propagates.
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explosives i.e., polymethyl methacrylate (PMMA)-gelled nitromethane mixed with glass

micro-balloons [13] and vapor-deposited hexanitrostilbene (HNS) films [14]. The spatially

inhomogeneous nature of detonation phenomena thus makes a notoriously challenging

problem for theoretical description.

1.2 Theoretical description of detonation phenomena

Given such challenging problems of detonation research, the available theoretical tools

deriving from first principles are surprisingly simple. Over a century ago, the first con-

ceptual picture of a detonation wave was independently proposed by Chapman and

Jouguet [15, 16]. In this theoretical model, the flow of reactants enters the coupled

shock and reaction complex at the detonation velocity, and the flow of products exits this

wave complex at the local sonic speed, which is known as the Chapman-Jouguet (CJ)

criterion. Knowing the chemical energy density and the thermodynamic state of the re-

active medium, the detonation velocity can be predicted by applying CJ criterion to the

conservation equations. Nearly 50 years later, the steady, one-dimensional flow structure

linking the upstream state and downstream CJ equilibrium state of a detonation wave

was independently solved by Zeldovich [17], von Neumann [18], and Döring [19], which is

known as the ZND solution. A conceptual illustration of the ZND solution of detonation

structure is shown in Fig. 1.1 (b).

Based on the ZND solution, quasi-one-dimensional models with losses were developed.

For detonations experiencing lateral expansion, an analytic relation between the detona-

tion velocity deficit and the curvature of the leading shock front at the central axis (i.e.,

DN-κ relation) was obtained by Wood and Kirkwood [20]. If a DN-κ relation is provided,

a procedure of geometrically constructing a two-dimensional leading shock front, which

was even earlier proposed by Eyring et al. [5], can be used to obtain a relation between
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detonation velocity deficit and charge diameter as well as to predict the critical size below

which a detonation fails to propagate. Since the early 1980’s, inspired by Whitham’s the-

ory of Geometrical Shock Dynamics (GSD) [21], a theory of Detonation Shock Dynamics

(DSD) assuming a smooth, weakly-curved detonation front and a slowly evolving flow

structure has been developed to describe the propagation of detonation waves in two- or

three-dimensional space [22, 23, 24].

Perhaps in all theoretical models of detonations, a smooth, laminar-like wave structure

and a homogeneous reactive medium based on the averaged thermodynamics, flow and

chemical properties are assumed. The question then arises as to whether the propagation

behavior of detonation waves that are influenced by their inhomogeneous nature can be

accurately predicted by these simple models based on an averaging treatment. Answering

this question is attempted in the current thesis.

1.3 Objective of the thesis

The objective of this thesis is to examine how spatial inhomogeneities affect the prop-

agation of detonations via computational simulations. It is however worthwhile to note

that to numerically resolve the self-developed instabilities in a multidimensional detona-

tion complex is a challenging task as well. As shown for example by Mazaheri et al.,

a fully converged result cannot be obtained for a two-dimensional, cellular detonation

structure at a numerical resolution of 103 to 104 computational cells per half-reaction-

zone length1 [25] It is rather difficult to quantitatively characterize these inhomogeneities

developed in the reaction zone as they significantly vary with numerical resolution; thus, it

1Numerical resolution of the reaction zone dynamics within a detonation wave complex is commonly
assessed by comparing the computational grid size to the characteristic length of the reaction zone coupled
to the leading shock front. This characteristic length can be evaluated as the distance downstream from
the leading shock to the location where 50% of the reactants have been converted to products in the ideal
ZND wave structure, which is known as the half-reaction-zone length.
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is questionable to use these simulations to scrutinize the effect of spatial inhomogeneities

on the overall propagation behavior of detonations.

In this current work, instead of exhausting the computational efforts to resolve the

naturally developed instabilities from a homogeneous reactive medium, complex wave

structures can be induced by imposing spatial inhomogeneities in the initial detonable

medium. Starting from a homogeneous reactive medium, inhomogeneities can be imple-

mented by collecting the reactive material in the medium and concentrating them into

spatially discrete pockets that are separated by inert material. The imposed inhomo-

geneities can be quantitatively characterized and controlled; the induced wave structure

is hypothesized to have the same effects on detonation propagation as those resulting

from the intrinsic instabilities or the complex mesoscale morphologies. This approach of

imposing inhomogeneities, as illustrated in Fig. 1.1(c), draws inspiration from Vasil’ev

and Nikolaev’s heuristic model [26], which utilized two-dimensionally arranged point-like

sources to induce interacting blast waves mimicking detonation cell structure.

Using the above-mentioned approach, this present body of work builds upon similar

research examining flame propagation in discretized media, in which point-like sources

release heat to diffuse outward and trigger subsequent sources [27, 28, 29, 30, 31, 32].

A wave propagation mechanism by which an energetic source generates a blast that, in

turn, can initiate the next source was proposed by Stewart and Asay [33] in modeling

the response of propellant beds comprised of explosive grains to strong shock stimuli.

They outlined a “theory of discrete interactions” in which initiation of subsequent sources

would be described by a nonlinear recursion relation. Propagation of detonation in media

with a sinusoidal variation in properties was explored computationally by Morano and

Shepherd [34] in one dimension and extended to two dimensions by Li et al. [35]. In these
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studies, no significant deviation greater than 2% away from CJ was observed when the

detonation propagated without losses present. Li et al. did observe enhanced wave speeds

when the detonation propagated in a layer with inhomogeneities and yielding confinement

(in comparison to a detonation propagating in a homogeneous layer with the same yielding

confinement). [35]

The effect of spatial inhomogeneities on the wave propagation velocity in adiabatic

detonation systems with a hierarchy of complexities will be investigated in Ch. 2. By

introducing spatial inhomogeneities to a detonable mixture confined by a compressible,

inert layer, their influence on the critical charge thickness marking the propagation limit

will be examined in in Ch. 3. Simulation results will then be analyzed and compared with

the theoretical predictions made using the models (briefly reviewed in Sec. 1.2) which

neglect the presence of spatial inhomogeneities. The difference between the simulation

and analysis results and the theoretical predictions will be discussed in order to further

elucidate the physical mechanisms of a spatially inhomogeneous reaction zone supporting

a detonation complex to propagate.



Chapter 2

Effect of spatial inhomogeneities on

detonation velocity

Despite the inhomogeneous features of detonations as reviewed in Sec. 1.1, the average

velocity of detonation fronts is usually very close to the predictions of the CJ criterion.

Detonation waves in gaseous is usually observed to propagate within 1% of the equilibrium

CJ velocity (VCJ). In condensed-phase energetic materials, the prediction of VCJ is also

fairly close to the experimental measurement, despite some uncertainty in the equation

of state of condensed materials at extremely high pressure. The success of the steady,

one-dimensional CJ criterion in predicting the propagation speed of a detonation wave

with a highly complex, transient structure seems thus contradictory. Although this para-

doxical situation was first articulated by A.K. Oppenheim in 1961 [36], a fully satisfactory

explanation still eludes researchers.

In this chapter, the CJ prediction of detonation velocity will be put to a rigorous

examination. Spatial inhomogeneities in chemical reactivity will be imposed to the initial

explosive mixtures. The detonations propagating in these inhomogeneous media will be

computationally simulated. The resulting propagation velocity will then be compared

27



28

with the corresponding VCJ for the same amount of energy release. This examination

on detonation velocity will be performed in several modeling systems with a hierarchy

of complexities. In Sec. 2.1, the modeling system is governed by the one-dimensional

Euler equations with spatial inhomogeneities introduced via concentrating reactant into

spatially discrete layers separated by inert gaps. The simplest mechanism of energy

deposition is incorporated in this model: each reactive layer is instantaneously triggered

by the passage of the leading shock after a prescribed delay time. A system based on

Euler equations with single-step Arrhenius kinetics is modeled in Sec. 2.2 to investigate

the effect of spatial inhomogeneities on the propagation velocity of gaseous detonations.

The simulations are also extended to two dimensions in this section.
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2.1 One-dimensional detonation system with an in-

stantaneous energy deposition

The objective of this section is to put the CJ criterion to a rigorous test by examining

detonation in a media in which the energy release is concentrated into spatially discrete

layers separated by regions of inert gas (as illustrated in Fig. 2.1). The energetic layers

will release their energy when activated by a passing shock front after a fixed delay

time. The new blast wave generated by the energy release becomes the mechanism to

initiate additional sources, such that the wave propagates via a sequence of “sympathetic

detonations.” The spatial scale of the sources and their spacing will be varied, examining

the behavior of the wave propagation in this system from continuous energy release (i.e.,

no discretization) to highly-concentrated sources in the limit of δ-function-like sources of

energy separated by layers of inert gas. The overall energy release will be maintained as

constant, so that the average wave velocity can always be compared to the equivalent CJ

speed of the homogenized media.

The plan for this section is as follows. In Sec. 2.1.1, the problem statement and pa-

rameters will be defined. Section 2.1.2 describes the numerical methodology used to solve

the governing Euler equations. Section 2.1.3 presents the results of a study where each

of the model parameters was systematically varied and compared to the ideal CJ deto-

nation velocity of the equivalent homogenous media. Section 2.1.3.3 analyzes the results

by temporally averaging select simulations to provide a quasi-steady one-dimensional de-

scription of the transient waves. The results are discussed in Sec. 2.1.4 and summarized

in the Conclusions (Sec. 2.1.5). An Appendix presents an ad hoc, or heuristic, model that

attempts to construct an analytic solution to this problem for the case of zero delay in

triggering the sources.
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2.1.1 Problem statement

This study considers a calorically perfect gas (i.e., fixed ratio of specific heats γ) that

has the potential to release energy with a heating value of Q̃ (J/kg). The tilde “∼” denotes

a dimensional quantity. The flow variables, density, pressure, and particle velocity, are

non-dimensionalized with reference to the initial state ahead of the leading shock, i.e.,

ρ = ρ̃/ρ̃0, p = p̃/p̃0, and u = ũ/
√
p̃0/ρ̃0, respectively, and the space coordinate x by the

spacing between two adjacent sources L̃, i.e., x = x̃/L̃. The subscript “0” indicates the

initial state of the uniform reactive medium. The heat release Q̃ is non-dimensionalized

as Q = Q̃/ (p̃0/ρ̃0). A detonation wave propagating through this uniform medium is

expected to move at the non-dimensional CJ speed, given by,

VCJ = MCJc0 =


√√√√γ2 − 1

γ
Q+

√(
γ2 − 1

γ
Q+ 1

)2

− 1 + 1

√γ (2.1)

where c0 denotes the non-dimensionalized initial speed of sound and equals
√
γ. Equa-

tion 2.1 is the classical CJ detonation solution, and is used to compare the resulting

propagation speeds from the discrete source simulations with that of the steady deto-

nation in the equivalent homogeneous media. All the simulation results of wave speeds

reported in this paper are normalized by the corresponding VCJ.

To examine the effect of spatial discretization, the energy is initially collected in regions

with width W̃ (source width) that are spaced a distance L̃ apart (i.e., the distance L̃ is,

for example, from the right edge of a source to the right edge of its neighbor). The

total energy release per unit mass of the medium remains fixed at Q, so the energy in

each concentrated source is QL̃/W̃ . The initial discreteness of the system is described by

a parameter Γinit = W̃/L̃. As Γinit → 0, the sources of energy become highly spatially

concentrated. In the limit of Γinit → 1, the energy release becomes continuous through the
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medium. In most of the simulations reported in this paper, the following mechanism of

energy deposition is incorporated (unless otherwise specified). A discrete source of energy

is instantaneously triggered by the passage of a rightward-propagating shock wave past the

right edge of the source, independent of the strength of the shock, after a non-dimensional

time delay td (time variables are non-dimensionalized as t = t̃/
(
L̃/
√
p̃0/ρ̃0

)
). This time

delay is reported as another non-dimensional value τ = tdVCJ, where the time required for

the CJ detonation to propagate over the distance L̃ in the equivalent homogenous system

has been used to non-dimensionalize the delay time. Note that the non-dimensionalized

spacing between two adjacent sources is unity.

Two different scenarios of sources are considered: fixed and convected sources that

deposit their energy instantaneously. For fixed sources, the energy source is considered

to be independent of the inert, gaseous media and is not convected along with it. Con-

ceptually, this would correspond to a fine mesh of explosive wire in a tube filled with

inert gas, wherein the mesh spans the tube cross-sectional area and is attached to the

tube wall. In this case, the shock-accelerated, inert gas is free to flow (without resis-

tance) around the sources of energy, which remain fixed until they release their energy.

In the second scenario (convected sources), the sources are assumed to be embedded in

the inert, gaseous media and convect along with it. This would correspond to a layer of

explosive dust, suspended between sections of inert gas. As the successive blast waves

propagate through the media, the sources in this scenario are compressed and convected

along with the post-shocked inert gas. The two above-described scenarios are illustrated

schematically in Fig. 2.2.

For an instantaneous energy deposition, after the delay time has elapsed, the energy

that is released by the source is deposited in the volume occupied by the source at that

moment. Maintaining the overall amount of specific heat release of the medium at Q, the

conservation laws require that the energy deposition results in an increase in the pressure
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Figure 2.1: Schematic of an explosive medium with (a) source energy (red dots) uniformly
distributed throughout inert medium (blue dots) and with (b) source energy collected into
planar sheets (layers of red dots of width W and spacing L) with inert media in between.

in the region of an activated source by an amount given by,

∆p =
Q (γ − 1)

Γ
(2.2)

where Γ is the effective spatial discreteness of a source when it instantaneously releases

energy. It is important to note that, in the scenario of fixed sources, the source width

remains constant as being processed by the leading shock and hence Γ = Γinit; in the

scenario of convected sources, the actual source width W̃ at the instant of energy release

is smaller than its initial value, i.e., Γ < Γinit, due to the compression of the media

in which the source energy is stored and the particle motion induced by the passage

of the shock wave. The numerical implementation of delay time and convected source

tracking and energy addition is described in Sec. 2.1.2. This method of adding energy to

a compressible flow is essentially the same as that originally used by [37] to numerically

simulate the Taylor-Sedov point-blast problem.

The gasdynamics of the proposed system coupled with a mechanism of instantaneous

energy deposition after a delay time can be described by the one-dimensional Euler equa-
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Figure 2.2: Schematic of the numerical implementation of the energy release process and
source tracking algorithm for (a) lab-fixed and (b) convected discrete sources at three
different moments: (i) before the arrival of the leading shock wave xs(t), (ii) the source
being shocked marking the onset of delay period, and (iii) the source instantaneously
releasing energy.
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tions with a source term S in the lab-fixed reference frame,

∂U

∂t
+
∂F (U)

∂x
= S (U) (2.3)

where the conserved variable U and the convective flux F are, respectively,

U =


ρ

ρu

ρe

 F (U) =


ρu

ρu2 + p

(ρe+ p)u

 (2.4)

In the above equations, e = p/(γ−1)ρ+u2/2 is the non-dimensional specific total energy.

For the cases where energy is deposited instantaneously, the energy is incorporated in

the energy balance equation via S (U) as follows,

S (U) =


0

0∑
n ∆pδ (ti,n − td) H (x− xL,n) H (xR,n − x)

 (2.5)

where δ and H denote δ- and Heaviside functions, respectively, and n is the index of each

discrete source of energy. The positions of the left and right edges of the n-th source are

denoted as xL,n and xR,n, respectively. The two Heaviside functions, i.e., H (x− xL,n) and

H (xR,n − x), describe that the energy is deposited in the volume occupied by the n-th

source. Note that, in the case with extremely discrete sources, where (xR,n − xL,n) = W

tends to 0, the spatially discrete sources approach the limit of a δ-function in space,

i.e., limW→0 H (x− xL,n) H (xR,n − x) /W = δ (x− xn). For convected sources, the fluid

elements marking the left and right edges of the n-th source move at their corresponding
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particle velocities, hence, their motions are governed by the following equations,

dxL,n

dt
= u (xL,n, t) and

dxR,n

dt
= u (xR,n, t) (2.6)

A variable, ti,n, with its initial value 0, is introduced in Eq. 2.5 to measure the time

elapsed since the source has been shocked. The time evolution of ti,n is described by the

following equation,

dti,n
dt

= H (p (xR,n, t)− p0) (2.7)

The Heaviside function indicates that the measurement of ti,n starts once the local pressure

at the right edge of the source becomes incrementally greater than the initial pressure of

the medium.

2.1.2 Numerical methodology

Two independently-written, one-dimensional, finite-volume Euler codes were used in

this study. One of them was based on a fixed (non-adaptive) uniform grid. This solver,

however, encountered computer memory limitations as the sources were progressively

made more discrete, due to the requirement for a minimum number of computational

cells within each source to properly resolve all wave phenomena induced by energy release

(see discussion below). For this reason, a second code using adaptive mesh refinement was

used to both extend the results into the limit of highly spatially discrete sources and verify

the results of the fixed-grid code. Both codes solve the one-dimensional Euler equations

using the MUSCL-Hancock TVD node-centered Godunov-type finite-volume scheme [38]

with an exact Riemann solver and the van Leer non-smooth slope limiter. The scheme is

of second order of accuracy in space and time on smooth solutions.

In the adaptive code, the background (initial) grid is also uniform. Grid adaptation is
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performed at each time step via hierarchical h-refinement. Each refinement level reduces

the local grid step by two times. The number of refinement levels is determined from the

requirement of having the smallest grid step corresponding to the desired number of grid

nodes within the energy source (see discussion below). The refinement/coarsening sensor

is based on normalized second derivatives of density and pressure. Prior to energy release

via pressure modification for a source, the grid is refined in the vicinity of the source,

regardless of the sensor values in the region, so that the energy release and subsequent

induced wave motion would be always resolved on the finest mesh. The data structure

and adaptation procedure of the adaptive code were adopted, with suitable simplification,

from the two-dimensional unstructured Euler code described by Satio et al. [39] to a one-

dimensional code. Preliminary numerical trials demonstrated that simple linear solution

interpolation used in the code [39] when inserting a new node led to significant (of the order

of 5%) error in wave speeds when long distance propagation typical for the problem under

consideration was simulated. For this reason, node insertion and deletion procedures were

modified to be fully conservative, i.e., the conservation of mass, momentum, and energy

were strictly enforced when assigning gasdynamic parameters at a newly inserted node or

removing a node.

In both fixed and adaptive mesh refinement codes, the instantaneous energy deposition

by each discrete source after a finite delay period is implemented as follows. The trajectory

of the leading shock front, xs(t), is tracked in the simulations by finding the location where

p first increases to 1.01 from its upstream initial state p0 = 1 at each time step. A discrete

source is considered as being shocked once the leading shock passes the right edge of the

space occupied by this source, i.e., the pressure at right edge of the source p (xR, t) becomes

greater than p0 (here and below the source index n is omitted). The time elapsed since

the source has been shocked, ti, is measured by numerically integrating Eq. 2.7. The
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algorithm of delay time update at each time step ∆t is formulated as follows,

tt+∆t
i = tti + ∆ti, where ∆ti =


0, p (xR, t) = p0

∆t, p (xR, t) > p0

(2.8)

Once ti reaches td, the simulation is stopped before advancing to the next time step, and

energy is deposited within the space occupied by this triggered source, i.e., between the

left and right edges of this source (xL 6 x 6 xR), via increasing the pressure by ∆p,

pupdated (x, t) = p (x, t) + ∆p at ti = td (2.9)

with the value of ∆p being given by Eq. 2.2. Unlike in the scenario of fixed sources, the

location and volume occupied by a convected source change with time. The trajectories

of the fluid elements marking the right and left edges of each convected source, i.e., xR(t)

and xL(t), respectively, are tracked via numerical integration of the corresponding particle

paths described by Eq. 2.6 using a Lagrangian approach,

xt+∆t
R = xtR + ∆t · utR

xt+∆t
L = xtL + ∆t · utL

(2.10)

With this source tracking algorithm, the code is able to add pressure into the space

occupied by a convected source at the moment when it releases energy after the delay

period. The numerical implementation of energy release and source tracking algorithm

for lab-fixed and convected sources is illustrated in Fig. 2.2.

The length of the entire simulated problem is over 100 spatial units, i.e., containing

more than 100 discrete sources. In order to make the simulation time-efficient, the com-

putation, at every time step, is only performed in a window enclosing the leading wave
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complex in a laboratory-fixed reference frame, instead of the entire simulation domain. A

minimum eight-unit-wide window (i.e., containing 8 sources) is necessary to capture all

of the dynamics contributing to the propagation of the leading wave front for the longest

delay times considered in this study. Once the leading front reaches the end of this com-

putational window, the window frame (i.e., left and right boundaries) advanced by one

spatial unit while maintaining the same width of the domain. A transparent boundary

condition is applied on both boundaries of the computational window [38]. In order to

rule out any possible influence of the boundary conditions, a 10-unit-wide window was

used in all the simulations reported below. As the numerical resolution is increased from

50 to 200 computational cells within a discrete source, the simulation results did not show

any significant difference. The results reported in this paper were all performed with a

numerical resolution of 100 computational cells per source.

2.1.3 Results

The results of a sample calculation are shown in Fig. 2.3, showing the pressure profile

of the computational domain for a simulation of Scenario 1 with the following parameters:

Γ = 0.05, τ = 1.5, Q = 50, and γ = 5/3. Both early time (the first 3 sources) and later

time (after the triggering of 280 sources) are shown in parts (a) and (b), respectively, and

symbols indicate the location and status of the sources (i.e., unshocked, shocked with

delay time elapsing, and energy released). The local shock dynamics following the initial

release of energy resembles a classical blast wave profile. At later times (Fig. 2.3(b)), a

large number of saw-toothed waves, which are residual, decaying blast waves from earlier

sources, can be seen superimposed upon the flow field. Figure 2.4 shows x-t diagrams

constructed from simulation results (Γ = 0.05, τ = 0.1, Q = 50, γ = 1.1, and sources

held fixed), with the shading indicating pressure in the flow field obtained over the region
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Figure 2.3: Pressure profiles showing evolution of flow field with instantaneous release of
source energy (Γ = 0.05, τ = 1.5, Q = 50, γ = 5/3, and lab-fixed sources): (a) triggering
of the first 3 sources and (b) later time evolution after triggering 280 sources. The symbols
plotted on the horizontal axis indicate the location of energy sources. An open diamond
represents a source before being shocked, a solid diamond – a source undergoing delay
period after being shocked, and a solid circle – a source after releasing its energy.
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from the 280th to the 284th source. The dark V-shaped regions in the pressure fields are

the blast waves generated by the energy release of the sources, propagating both forward

and backward in the flow. The forward propagating blast generated by a newly triggered

source catches up and accelerates the leading shock ahead of it. After the leading shock

has traveled a sufficiently long distance, the process of new sources releasing their energy

and the forward propagating blast waves catching up to the leading shock becomes nearly

periodic. In Fig. 2.4(b), the spatial coordinates are transformed into a reference frame

moving at the average velocity of the leading shock, i.e., x′ = x − Vavgt. Right-running

characteristics are constructed in Fig. 2.4(b) by integrating an ODE describing the path

along which acoustic signals move through the domain at the particle velocity (with re-

spect to the wave-attached frame) plus the local sound speed. The use of x-t diagrams

and characteristics analysis was first explored by McVey and Toong [40] and recently by

Kasimov and Stewart [41] and Leung et al. [42] to illustrate the physical mechanisms

governing the instabilities in hypersonic exothermic flow and pulsating detonations, re-

spectively. This construction of the x-t diagram is a post-processing exercise performed

upon the already-computed solution. In Fig. 2.4(b), there is a characteristic (plotted as a

thickened line) such that the characteristics upstream (on the right) of it can eventually

reach the leading shock, while those downstream (on the left) can never reach the leading

shock. This limiting characteristic is known as the separatrix, such that only the flow

field upstream of it is able to influence the shock front. It can be clearly seen in Fig. 2.4(b)

that the separatix oscillates around a location which is significantly downstream from the

loci of sources releasing energy.

Figure 2.5(a) shows the evolution of the instantaneous velocity, Vinst, normalized by

VCJ, at which the leading wave front propagates over the first 8 lab-fixed sources for the

case of Γ = 0.05, τ = 0.01, Q = 50, and γ = 1.1. As described in Sec. 2.1.2, the trajectory

of the leading shock front is tracked in the simulations. Vinst as a function of xs can thus
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Figure 2.4: x-t diagram of flow field in (a) lab-fixed and (b) wave-fixed reference frame
(Γ = 0.05, τ = 0.1, Q = 50, γ = 1.1, and lab-fixed sources). The curves in (b) are
right-running characteristics generated by integrating the trajectory of an acoustic wave
through the already-computed flow field, and the thickened curve indicates the separatrix.
The symbols plotted on the horizontal axis indicate the location of energy sources.



2.1. Detonation system with an instantaneous energy deposition 42

be obtained by numerically differentiating xs(t) using a central difference scheme. Vinst

exhibits large fluctuations as the successive sources are triggered and the blast waves they

drive reach the leading shock front. Each time a blast wave reaches and merges with the

shock front, Vinst is brought to a peak value, and then, decays to a local minimum velocity

just before the next blast wave reaches the front. In Fig. 2.5(a), it can be observed that

both the local minimum and maximum Vinst, just before and after the instant of the next

blast wave reaching the front respectively, monotonically increase to steady values as the

sources are successively triggered. Also shown in Fig. 2.5(a) is the prediction of a simple

heuristic model that is based on the classic similarity solution of Taylor and Sedov for

planar blast waves, the concept of energy partitioning of new source energy released at

the blast front, and displacement of the flow field resulting from the residual influence of

prior sources; see the Appendix for a complete development of this model.

With xs(t) obtained from the simulation results, the average velocity at which the

leading wave front travels from one source to the next can be calculated. Figure 2.5(b)

shows the evolution of the source-to-source average wave velocity, Vavg,source, as a function

of the distance traveled by the leading wave front. The results shown in this figure are for

the cases of various values of discreteness (Γ = 0.001 to continuous), τ = 0.01, Q = 50,

and γ = 1.1 over 100 lab-fixed sources. For all values of Γ, Vavg,source gradually increases

and converges to a nearly constant value. A plateau value of Vavg,source indicates that the

dynamics of the shock front triggering the energy release of the sources and the resulting

blast waves reaching and supporting the shock front have reached a quasi-periodic state

with a constant time interval between the trigger of subsequent sources. As the sources

become more discrete (Γ→ 0.001), the plateau Vavg,source converges to a value that is 15%

in excess of the CJ velocity of the equivalent homogeneous system (note the horizontal

line indicating CJ velocity) for γ = 1.1. The distance required for Vavg,source to reach a

quasi-steady value decreases from the order of 100 for continuous energy source to that in
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Figure 2.5: The history of (a) the instantaneous wave velocity normalized by VCJ over
the first 8 lab-fixed sources for the case of Γ = 0.05, τ = 0.01, Q = 50, and γ = 1.1, and
(b) the source-to-source average wave velocity over 100 lab-fixed sources for the cases of
Γ = 0.001 to 1, τ = 0.01, Q = 50, and γ = 1.1 as a function of the leading shock position
xs. The heuristic model prediction is plotted as a dashed curve. In (b), the symbols are
plotted only for the first 10 sources.

the order of 10 for Γ = 0.001. The heuristic model (see the Appendix) prediction of how

Vavg,source evolves as sources are triggered successively is also shown in Fig. 2.5(b). In order

to show the results for a large range in the value of source discreteness, the simulation

results shown in Fig. 2.5(b) are those obtained by using the adaptive mesh refinement

code.

The following subsections systematically study the average velocity of the wave as the

various parameters in the model are varied. The influence of the source scenarios (lab-

fixed vs. convected sources) and energy deposition mechanism (instantaneous deposition

vs. single-step Arrhenius kinetics) is also investigated. All average velocities, subsequently

reported in this paper and denoted as Vavg, were measured after the leading shock front

has reached a quasi-steady value. The length of the simulation domain, i.e., the total
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number of discrete sources, over which the detonation wave needs to propagate to reach a

quasi-periodic state, varied approximately from 20 to 100 as Γ increases from 0.001 to 1.

In the simulations using the fixed, uniform grid code, which are the cases with relatively

less discrete sources (Γ > 0.05), the leading front propagated through 300 sources, and the

average velocities calculated over the last 100, 50, or 10 sources differed by less than 0.1%.

Hence, for the simulations using the fixed, uniform grid code, average velocity over the

last 50 sources, i.e., from the 250th to 300th source, is reported in the following subsections

of Sec. 2.1.3 as Vavg. For the cases with extremely discrete sources (Γ 6 0.01) which were

only simulated using the adaptive mesh code, the length of the simulation domain cannot

be extended beyond 30 sources due to computational time and memory limits. This length

is, however, sufficient for the wave propagation to reach a quasi-periodic state as shown

in Fig. 2.5(b). Hence, for those cases, it is sufficient to report the average velocity over

the last 10 sources as Vavg. All values are normalized by the CJ velocity of the equivalent

homogenized media.

2.1.3.1 Fixed sources with instantaneous energy deposition

Discreteness

The effect of the spatial concentration of the sources, i.e., the effective discreteness

parameter Γ, which is the same as the initial discreteness in this scenario with fixed sources

(Γ = Γinit = W̃t=0/L̃), on the average shock front velocity (normalized by CJ velocity) is

reported in Fig. 2.6(a). For these calculations, the value of Q was held constant at 50, the

delay time was a constant τ = 0.01, and the sources were assumed to remain fixed after the

passage of the shock. Note that in all simulations, as the width of the source was expanded

to fill the entire space between sources (Γ → 1), the average wave velocity converged to

the CJ velocity (to within 0.5%). Also note that in this limit, the energy of each source is
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still released instantaneously, only now there is no gap between subsequent sources. The

fact that the CJ velocity is recovered in the limit of homogeneous energy released in a

piecewise continuous manner is good confirmation in the overall implementation of this

model.

As the sources are made progressively more discrete by concentrating them in space,

an increasing deviation in the average velocity away from the CJ solution is observed.

For γ = 5/3, the deviation from CJ reaches a plateau value of Vavg/VCJ = 1.025 as Γ

decreases below 0.2. For lesser values of γ, greater deviations from CJ are observed and

the deviation continues to increase as the sources are made increasingly discrete (Γ→ 0).

For the cases with highly discrete sources, i.e., Γ < 0.05, the numerical code with a fixed

grid cannot adequately resolve the sources with sufficient resolution (100 computational

cells per source) due to computer memory limitations, motivating the use of the adaptive

refinement code. The uniform, fixed grid and adaptive mesh refinement codes exhibit good

agreement, as seen by comparing the solid and open symbols in Fig. 2.6(a), respectively,

providing confidence that the results of this study, and the observed super-CJ velocities

in particular, are not an artifact of the particular solver used.

For the case of γ = 1.1, the average wave speed achieves a value of 15% greater than

CJ (i.e., Vavg/VCJ = 1.15) as the sources become concentrated into 5% of the available

volume (i.e., discreteness Γ = 0.05). This is the greatest deviation away from the CJ

solution observed in this study. The effect of the ratio of specific heats is explored further

in the next section. As the sources are made progressively more discrete (Γ < 0.05) in

the γ = 1.1 case, the average wave speed appears to reach a plateau value. We interpret

this plateau as an asymptotic limit in spatial discreteness, and we explore the concept of

an asymptotic limit of δ-function-like sources further in the Appendix.
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Specific heat ratio

The average wave speed measured for quasi-periodic propagation is reported as a

function of the specific heat ratio γ in Fig. 2.6(b). For these simulations, the value of

heat release was fixed at Q = 50, the delay time at τ = 0.01, and the discreteness was

fixed at Γ = 0.05. From Fig. 2.6(a), this value of the discreteness parameter is seen to be

sufficiently small that the wave is propagating in the asymptotic limit of highly discretized

sources, such that decreasing the value of Γ further will no longer influence the result.

The average velocity (as normalized by the CJ velocity) is seen to increase as the value

of γ is decreased. Also shown in this figure is the result of the heuristic model developed

in the Appendix. The qualitative agreement between the model and the simulations will

provide a basis to explain the dependence on γ, as discussed in Sec. 2.1.4.

Heat release

The value of the heat release Q was varied in a way such that the Mach number of

the CJ detonation in the homogenous media remained between values of MCJ = 4 and

MCJ = 10, in order to be representative of real detonable mixtures. This resulted in the

value of Q varying between 50 and 250 for γ = 1.1 and between 10 and 60 for γ = 5/3.

The average wave speed measurements of these simulations are shown in Fig. 2.6(c). The

observed wave speed normalized by the CJ speed is not particularly sensitive to the heat

release of the mixture.

Delay time

The assumption of a fixed delay time, which is not influenced by the strength of

the shock wave that triggers the source or the post-shock thermodynamic states, may

be viewed as an unrealistic assumption in the model. Thus, it is important to examine
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Figure 2.6: Simulation results of the average wave velocity normalized by the CJ velocity
as a function of (a) effective discreteness, (b) specific heat ratio, (c) heat release, and (d)
delay time with lab-fixed sources. Simulation data obtained using the adaptive refinement
code are plotted as open circles. In (a), the simulation results with τ = 0.01, Q = 50, and
γ = 1.1, 1.4, and 5/3 are labeled (i), (ii), and (iii), respectively. In (b), the simulation
results with Γ = 0.05, τ = 0.01, and Q = 50 are plotted as diamonds and compared to
the heuristic model prediction plotted as a solid curve (see the Appendix). In (c), the
simulation results with Γ = 0.05 and τ = 0.01 are plotted as circles and diamonds for
γ = 1.1 and 5/3, respectively. In (d), the simulation results with Γ = 0.05 and Q = 50
are plotted as circles and diamonds for γ = 1.1 and 5/3, respectively.
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the influence of varying the delay time τ in separate calculations. The effect of varying

the delay time, which remained fixed for each simulation, is reported in Fig. 2.6(d) for

discreteness Γ = 0.05 and Q = 50. Note that, as the delay time is varied from τ = 0.004

to τ = 3, the observed average wave speed does not exhibit any overall trend. A small

deviation is observed around τ = 0.03 and τ = 0.1 for γ = 1.1 and 5/3, respectively,

however, we are unable to attribute any significance to this particular result.

2.1.3.2 Convected sources with instantaneous energy deposition

The simulations presented so far are for the case of sources that remain spatially fixed

after the passage of the shock. In order to examine the influence of this assumption,

a series of simulations were performed in which the energy source is embedded in the

medium through which the shock wave propagates, and following the passage of the

shock wave, is convected along with the flow. Since a convected source is compressed by

the shock wave, the width of a source when it releases energy after a finite delay time

td is smaller than its initial width before the passage of the shock. Hence, the effective

discreteness (Γ = W̃ti=td/L̃) is smaller than that in the initial distribution of sources

(Γinit), and this effective discreteness is used here to compare these results with those

from Sec. 2.1.3.1 in Fig. 2.7. The simulations were performed with Q = 50, τ = 0.01, and

γ = 1.1 and 5/3. The result of an increasing average wave speed for the cases of convected

sources, as the value of Γ → 0, coincides with that for the cases of fixed sources. For Γ

approximately below 0.1, the average wave speed reaches a plateau value of 15% and 3%

greater than the CJ value for γ = 1.1 and 5/3, respectively.

2.1.3.3 Analysis

The fact that a spectrum of quasi-periodic solutions that propagate at average speeds

significantly greater than the CJ speed (i.e., super-CJ solutions) when the source energy



2.1. Detonation system with an instantaneous energy deposition 49

0.9

1.0

1.1

1.2

10
-2

10
-1

10
0

V
av
g
/
V
C
J

Γ

(i)

(ii)

Figure 2.7: Simulation results of the average wave velocity normalized by the CJ velocity
as (a) a function of effective discreteness Γ for the cases of instantaneously triggered lab-
fixed (circles) and convected (diamonds) sources with τ = 0.01, Q = 50, and (i) γ = 1.1
(solid symbols and trend line) and (ii) γ = 5/3 (open symbols and dashed trend line).



2.1. Detonation system with an instantaneous energy deposition 50

is sufficiently concentrated in space is a result that could be met with a large degree of

skepticism, given the considerable success of the CJ solution in comparison with experi-

ments. In order to provide an explanation of this finding, the results of select simulations

reported in the prior section were analyzed using the conventional pressure/specific vol-

ume (p-v) representation of thermodynamic states. Following the approach developed by

White [43], Lee and Radulescu [9], Radulescu et al. [4], and Sow et al. [44], the flow field

of the wave propagating in a discrete source detonation will be analyzed in a moving refer-

ence frame and the flow at each point in the domain will be averaged over time. This will

enable the average structure of the wave to be compared to the classical structure of the

ZND model of a detonation, as visualized in the p-v diagram. The analysis shown in this

section was only performed for the simulation results for the cases with instantaneously

triggered, lab-fixed sources.

Similar to the analysis performed by Radulescu et al. [4], the averaging is done in a

reference frame moving at the average velocity of the wave calculated from the 250th to

the 300th source. Thus, in the moving reference frame, the spatial coordinate and particle

velocity are transformed as x′ = x−Vavgt and u′ = u−Vavg, respectively. For convenience,

u denotes the particle velocity with respect to the moving frame in this section.

A simple time averaging, or Reynolds averaging procedure, is then applied to density

and pressure (and other quantities in Eqs. 2.13-2.17) as follows,

ρ̄ (x′) =
1

t2 − t1

∫ t2

t1

ρ (x′, t) dt (2.11)

p̄ (x′) =
1

t2 − t1

∫ t2

t1

p (x′, t) dt (2.12)

where t1 and t2 indicate the starting and ending time of the period, respectively, over which

ρ and p are averaged. The bar “ ” indicates time-averaged variables. Favre averaging
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(i.e., density weighted averaging) is applied to particle velocity and specific energy as

follows,

u∗ =
ρu

ρ̄
and u = u∗ + u′′ (2.13)

e∗ =
ρe

ρ̄
and e = e∗ + e′′ (2.14)

where superscripts ∗ and ′′ indicate Favre-averaged variables and fluctuating quantities, re-

spectively. The average structure of the wave is therefore governed by the one-dimensional,

stationary Favre-averaged Euler equations as follows,

∂

∂x′
(ρ̄u∗) = 0 (2.15)

∂

∂x′

(
ρ̄u∗2 + p̄+ ρu′′2

)
= 0 (2.16)

∂

∂x′
(
ρ̄e∗u∗ + ρ̄ (e′′u′′)

∗
+ pu

)
= 0 (2.17)

For an averaged fluid element traversing the wave structure, its averaged mass and mo-

mentum are conserved according to,

M
2

=
p̄− 1 + f

γ (v̄ − 1)
(2.18)

where v̄ = 1/ρ̄ is the averaged specific volume, M = Vavg/c0 is the Mach number of the

average wave velocity, and f = ρu′′2 is the Reynolds stress, which measures the intensity

of fluctuations in momentum. Note that when f = 0, i.e., there is no fluctuation in fluid

momentum over time, Eq. (2.18) reverts to the ideal Rayleigh line that a fluid element

traversing a one-dimensional steady detonation structure is expected to follow.

The average sound speed, which is assumed to be independent of the intensity of
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fluctuation, can be calculated as,

c∗ =

√
γp̄

ρ̄
(2.19)

The sonic point in the one-dimensional averaged wave structure is located at the position

where u∗+c∗ = 0. The importance of using a mean steady detonation profile to determine

the location of the effective sonic plane was highlighted by Lee and Radulescu [9].

Figure 2.8 shows the simulation results for the case of continuous (i.e., Γ = 1) lab-

fixed energy sources, Q = 50, τ = 0.1, and γ = 1.1 analyzed using the Favre averaging

approach and p-v representation of thermodynamic states. Note that while the source

energy is uniform throughout the medium, it is still released in piecewise-continuous

segments with width L̃, which is non-dimensionalized to a value of unity when reported

here. In Fig. 2.8(a), the evolution of the flow field is plotted as a grayscale contour of

pressure in a x′-t diagram. Figure 2.8(b) shows the spatial profile of f in the wave-attached

reference frame, which measures the intensity of mechanical fluctuations around the Favre-

averaged value in the flow field, normalized by Q. The one-dimensional steady structure of

the time-averaged pressure p̄ in the wave-attached reference frame is plotted in Fig. 2.8(c)

below the x′-t diagram. The thermodynamic path taken by a fluid element traversing this

one-dimensional steady, averaged wave structure is plotted in a p-v diagram as shown in

Fig. 2.8(d). The location of the sharp increase in p̄ from the upstream initial state to

its peak value occurs in the region between the leading shock and the loci of the source

releasing energy in the x′-t diagram. The peak in the averaged pressure matches the von

Neumann pressure, i.e., the downstream pressure behind a normal shock of strength MCJ,

shown in Fig. 2.8(d). As shown in Fig. 2.8(a), the u+c characteristics near the separatrix

are quasi-straight lines with slight wiggles as they pass through backward-running shock

waves and contact surfaces.

Comparing Fig. 2.8(a) and (c), the sonic point in the averaged profile is found to match
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curve of zero energy release Q = 0, curve (iii) is the ideal Rayleigh line corresponding to
a leading shock strength of MCJ, and curve (iv) is the p-v thermodynamic path taken by
a fluid element traversing the one-dimensional averaged wave structure.
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the trajectory of the limiting characteristic of the separatrix, which appears downstream

from the loci of sources releasing energy. The thermodynamic state at this averaged

sonic point nearly coincides with the CJ state of a one-dimensional steady detonation

wave propagating at MCJ, as seen in Fig. 2.8(d). This is consistent with the result

that the M obtained from the simulation with continuous energy sources is only 0.3%

greater than the MCJ for the same total energy release Q. Since the CJ point is the

intersection of the ideal Rayleigh line and the equilibrium Hugoniot curve of complete

energy release, the averaged flow field relaxes to equilibrium at the sonic point.1 In

Fig. 2.8(b), it can be seen that mechanical fluctuation f/Q is significantly positive only

in a narrow region which corresponds to the sharp increase in averaged pressure shown in

Fig. 2.8(c). In Fig. 2.8(d), the averaged p-v path from the upstream initial state to the

peak averaged pressure (or the von Neumann) state significantly departs from the ideal

Rayleigh line corresponding to a wave speed of MCJ, which can be interpreted as the fact

that the mechanical fluctuation is concentrated between the shock and energy release as

shown in Fig. 2.8(b). As f/Q rapidly decays to and remains at zero downstream of the

location of peak averaged pressure to the sonic point, the averaged p-v path connecting

the peak averaged pressure state to the sonic point coincides with the ideal Rayleigh line.

In the case of continuous energy sources, despite the mechanical fluctuation caused by

the interaction between the forward-running blast generated by each individual source

releasing its energy and the preceding shock front, the highly unsteady wave propagation

and energy deposition process has a temporal average structure that is nearly equivalent

to a steady one-dimensional detonation structure with the same amount of heat release.

The excellent agreement obtained between the averaged structure of the wave extracted

from the simulations (with continuous energy release) and the steady ZND structure can

1It is important to note that, in this problem, the term “equilibrium” refers to mechanical (or hydro-
dynamic) equilibrium that the flow reaches at the sonic point in the classical CJ solution, rather than
chemical equilibrium of a system with reversible reactions.



2.1. Detonation system with an instantaneous energy deposition 55

be taken as validation of the averaging method used in this study.

Figure 2.9 shows the simulation results for the case of highly discrete (Γ = 0.05) lab-

fixed energy sources, Q = 50, τ = 0.1, and γ = 1.1 analyzed using the Favre averaging

approach and the p-v representation of thermodynamic states. As seen from Fig. 2.6(b),

Γ = 0.05 approximately corresponds to the limit of discreteness where the wave velocity

becomes independent of the value of Γ (i.e., making the sources even more discrete does

not result in greater deviation from the CJ solution). The x′-t diagram of flow field

evolution, the spatial profile of f/Q, the one-dimensional steady profile of p̄, and the

p-v diagram of the averaged wave structure are plotted in Fig. 2.9(a), (b), (c), and (d),

respectively. Comparing Fig. 2.9(a) and (c), it can be found that the increase in averaged

pressure from the initial state to its peak value spans over the region where the forward-

running blast waves interact with the leading shock front in the x′-t diagram. As shown

in Fig. 2.9(b), the maximum intensity of mechanical fluctuation is associated with wave

interactions in this region.

In contrast to the continuous case (Fig. 2.8), as shown in Fig. 2.9(a), the u+c character-

istics exhibit a “zig-zag” pattern as they are processed by much stronger backward-running

blast waves. The trajectory of the limiting characteristic (i.e., separatrix) oscillates back

and forth while its overall zig-zag pattern remains in a fixed region relative to the leading

wave front over time. For this particular calculation, the sonic point found in the one-

dimensional Favre-averaged wave structure coincides with the right (or upstream) end of

the limiting characteristic. Similar to the continuous case, the location of the sonic point

is significantly downstream from the loci of discrete sources releasing energy. For instan-

taneous energy deposition, this result, wherein the forward-most point of characteristic

propagation corresponds the sonic point found in the averaging procedure, was verified

for all cases considered.

Plotting the p-v path taken by a fluid element traversing the Favre-averaged wave
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Figure 2.9: For the case of highly discrete (Γ = 0.05) lab-fixed energy sources, Q = 50,
τ = 0.1, and γ = 1.1, (a) pressure contour plotted as a x′-t diagram showing the evolution
of the flow field and right-running characteristics, (b) the spatial profile of the intensity
of mechanical fluctuation f normalized by Q, (c) the one-dimensional steady structure
of the time-averaged pressure p̄ in the wave-attached reference frame, and (d) the p-v
representation of the one-dimensional averaged wave structure. In (d), curve (i) is the
equilibrium Hugoniot curve of complete energy release Q = 50, curve (ii) is the Hugoniot
curve of zero energy release Q = 0, curves (iii) and (iv) are the ideal Rayleigh lines
corresponding to a leading shock strength of MCJ and M , respectively, and curve (v)
is the p-v thermodynamic path taken by a fluid element traversing the one-dimensional
averaged wave structure.
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structure in Fig. 2.9(d), it can be seen that the peak averaged pressure is greater than

the von Neumann pressure behind a shock of strength MCJ. The averaged sonic point

departs from the CJ point, and is not found on the equilibrium Hugoniot curve for Q = 50.

Hence, equilibrium is not reached as the separatrix and the effective sonic surface in the

flow field are encountered. Equilibrium is eventually attained in the far field downstream

from the sonic point, as this downstream state coincides with the intersection between

the equilibrium Hugoniot curve of Q = 50 and the Rayleigh line of a wave speed M . The

averaged pressure at this equilibrium state is significantly less than that of the CJ state.

The M for Γ = 0.05 discrete case, which is 14% greater than MCJ, is associated with

a weak detonation solution. As shown in Fig. 2.9(b), the mechanical fluctuation retains

a significantly positive value from the leading wave front to a location beyond the sonic

point, such that the entire averaged p-v path departs from the ideal Rayleigh line based

on a one-dimensional steady detonation structure. The quantity f/Q eventually decays to

zero in the far field downstream, consistent with the result that the far-field downstream

thermodynamic state reaches the intersection between the equilibrium product Hugoniot

curve and the Rayleigh line associated with the wave speed M .

2.1.4 Discussion

The results presented in this paper demonstrate that the classical CJ solution for

detonation velocity breaks down and is no longer valid as the source of energy is spatially

concentrated into highly discretized sources. In order to explain this result, the analysis

in Sec. 2.1.3.3 shows that flow crossing the separatrix (i.e., the limiting characteristic that

can influence the shock front) has not reached equilibrium due to on-going shock wave

interactions that are occurring in the flow for the case of a highly discretized medium.

This separatrix is the unsteady flow analog to a sonic surface, and the fact that the
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flow is not in equilibrium at the effective sonic surface is a hypothesis as to why non-CJ

speeds are observed. As seen in Fig. 2.9(d), the flow does eventually reach the equilibrium

Hugoniot downstream of the effective sonic surface. This result suggests that the super-CJ

speeds in this study are properly designated as weak detonations. Prior examples of weak

detonations include so-called pathological detonations, in which competing exothermic

and endothermic reactions permit the flow in the reaction zone to pass through a sonic

point while in a non-equilibrium state [18, 6, 45], and ultrafast detonations [46], in which

chemical reactions are sufficiently fast that significant reaction occurs within the shock

front itself, enabling the wave to by-pass the von Neumann state and proceed directly

to the weak branch of the product Hugoniot. The mechanism suggested in this paper,

namely, a high degree of flow non-equilibrium resulting from shock interactions, is believed

to be a new mechanism able to realize weak (non-CJ) solutions.

The deviations from CJ speed depend significantly upon the ratio of specific heats, γ,

as seen in Fig. 2.6(b). The heuristic model developed in the Appendix, which examines

the limiting case of the time delay going to zero (τ → 0) and the spatial discreteness also

approaching zero (Γ→ 0), such that the energy release of the first source will result in a

classical point blast solution, may provide an explanation for this trend. In this model,

subsequent sources will release their energy on the shock front of the prior source, and as

discussed in the Appendix, the partitioning of energy release of that source into forward

and backward directed blast waves is related to the density ratio in the limit of a strong

shock front (γ+1
γ−1

). Since this function increases rapidly as the value of γ approaches unity

(γ → 1), we would expect the energy release of subsequent sources to be increasingly

directed in the direction of propagation. In simpler language, in the limit of γ going to

unity, the strong shock front becomes a solid wall, so that energy released on that wall

results in a blast wave directed entirely forward. This picture may provide a qualitative

explanation for the influence of γ, and indeed the simple heuristic model developed in the
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Appendix performs better in predicting the average wave speed than might be expected,

as seen in Fig. 2.6(b).

As the value of dimensionless heat releaseQ varies in a way such that the CJ detonation

velocity for an equivalent homogeneous reactive medium remains in the range between

MCJ = 4 and MCJ = 10, the ratio of the resulting Vavg in the discrete reactive system to

the homogenous equivalent VCJ exhibits no significant change (see Fig. 2.6(c)). An insight

obtained from the heuristic model is that the key dynamics of the wave propagation in a

medium of discrete sources can be fairly well pictured as a complex superposition of blast

waves generated by a series of point sources. According to the Taylor-Sedov blast wave

solution, the average speed at which the blast wave front propagates over a fixed distance

has a square root dependence on the energy released by a planar source, namely,
√
Q. In

the limit of large heat release, the CJ velocity also linearly depends on
√
Q. Hence, this

dependence of
√
Q might be expected to cancel out when Vavg is normalized by VCJ, and

this may explain the results presented here.

The result that the deviations of the average wave speed away from the CJ speed do

not depend on delay time is another result from this study, as seen in Fig. 2.6(d). The

delay time was varied between τ = 0.004, meaning that the sources release their energy

effectively instantaneously upon contact with the leading shock, and τ = 3, meaning

that the blast wave released by a source must approximately propagate a distance of

three source spacings before it reaches the location where the shock was when the source

released its energy, by which time the leading shock had moved further downstream as

well, resulting in it taking even longer for the blast to reach the leading shock. In this

limit of large τ , given the large number of blast wave interactions that occur before the

blast from a source actually reaches the leading shock and contributes to its sustenance,

it is perhaps remarkable that the average speed does not depend upon the delay time.

Note, however, that in the classical CJ detonation model, the details of the reaction zone,
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such as kinetic rates, do not affect the detonation wave velocity. In this connection, it is

perhaps plausible that the results do not depend on the delay time of the discrete sources.

The results of this study may have application to resolving the conundrum that was

discussed previously in Ch. 2, namely, resolving why the CJ criterion is so successful in

describing the average propagation velocity of transient and multidimensional detonation

waves. Unstable detonations feature pockets of gas that may get compressed by multiple

shock waves and explode, while other portions of the detonation cell might be described by

a non-reacting shock wave. The study of Kiyanda and Higgins [47] estimated that nearly

the entire second half of a detonation cell in low pressure methane/oxygen does not react

coupled to the shock front, but rather burns as shock-compressed pockets detached from

the leading front. The effective discreteness of such unstable detonations, as defined in

this paper, is unlikely to be less than Γ = 0.3. As shown in Fig. 2.7, it is unlikely that

deviations from the ideal CJ speed would be more than a few percent for this degree of

discreteness, a difference that is hardly experimentally resolvable. This result may also

have relevance to the phenomenon of galloping detonation, wherein steady detonation

propagation is not possible due to the tube diameter being smaller than a characteristic

cell size required for propagation, such that the detonation fails to approximately half CJ

speed and periodically reinitiates to an initially overdriven wave via a process similar to

deflagration to detonation transition (DDT). Despite the fact that the cycle of the gallop-

ing detonation occurs over hundreds of tube diameters and the wave should experience

significant heat and momentum losses due to the relatively small size of the tube used,

galloping detonations continue to propagate remarkably close to the CJ speed on average

[48, 49, 50]. This aspect of the discrete source detonation model has been further explored

by Radulescu and Shepherd [51]. The possibility that all real detonations might be weak

detonations (if only slightly away from the CJ solution) is intriguing, as this idea was

suggested by Davis [52] but has not attracted significant attention in detonation research.
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The results of the present study are fundamentally different from those of Mi and

Higgins [53], which examined the discrete source detonation problem in a Burgers analog

system. The one-dimensional, inviscid scalar Burgers equation with a source term was

proposed by Fickett and Davis [54] and Majda [55] as an analog to the reactive Euler

equations in order to explore detonation dynamics. In recent years, study of this scalar

analog system has generated a number of interesting results, including the existence of

pulsating, chaotic solutions [56, 57, 58, 59]. The study of Mi and Higgins [53] was a pre-

cursor to the present study using the inviscid Burgers equation with periodically spaced

δ-function sources that were triggered by the passage of the leading shock front. Both

regularly spaced sources with fixed delay and randomly spaced sources with randomly

generated delays were considered. The resulting wave dynamics involved the interaction

of a number of sawtooth-profiled blast waves generated by the sources. For the Burgers

equation the trajectories of the blast waves could be solved analytically. In all cases con-

sidered, the average propagation velocity was found to be within 1% of the CJ detonation

velocity of the equivalent CJ system. That result is in seeming contradiction to the re-

sults of the present study, which exhibited super-CJ solutions, so comparing these two

studies warrants further discussion. The Euler equations have three families of propagat-

ing characteristics, namely, right-running, left-running, and particle characteristics, while

the Burgers equation has only the family of right-running characteristics. This feature

of the Burgers equation system might explain the unusual dynamics noted in [53] (see

Sec. 2.1.3.2 and Fig. 2.7(b)) wherein the limiting characteristic became coincident with

the locus of new sources in the case of regularly spaced sources with a fixed delay, while

in the present study, the limiting characteristic is spatially separated from the locus of

new sources (see Figs. 2.4 and 2.9 in the present paper). This aspect of the Euler equa-

tions means that the dynamics of the shock front influences the post-shock flow, which

in turn influences the shock again, resulting in the entire flow being a nonsimple wave re-
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gion. In the present study, the super-CJ velocity in a discrete reactive medium is a direct

result of the significantly intense mechanical fluctuation near the limiting characteristic

(as explained in Sec. 2.1.3.3 and shown in Fig. 2.9), which is caused by the downstream

propagating blast waves generated by the sources releasing energy. In contrast, due to the

lack of left-running characteristics, a source releasing energy cannot generate a blast wave

influencing the flow field downstream from the source in the Burgers equation system

[53]. Thus, we can hypothesize that it is the existence of both right- and left-running

characteristics that is the necessary feature to observe the super-CJ solutions found in

this study.

Extension of the current, Euler equation-based study to higher dimensions is likely

to reveal richer behavior. Examination of the propagation of flames in three dimen-

sional systems of random, discrete sources has revealed a percolation-like regime that has

demonstrated the ability of flames to propagate beyond the thermodynamic limit of the

corresponding homogeneous medium [31], and similar behavior may occur with detona-

tions in discrete systems. Examination of detonation propagation in the limit of spatially

randomized, point-like sources in three dimensional clouds may have some relevance to

the anomalous scaling between experiments in axisymmetric geometries (tubes) and two-

dimensional slab geometries (rectangular geometries) [60, 61, 62, 63, 64]. A preliminary

step in this direction was made in the recent computational study of Li et al. [35], in

which a two-dimensional sinusoidal ripple in properties was introduced in a medium prior

to detonation propagation through it. Extension of this study using perturbations with

greater discreteness than sinusoidal would be of great interest.

Detonation theory has profitably explored the asymptotic limits of high activation

energy [65, 66], zero activation energy [67], high overdrive [68, 69], low energy release [70],

and the Newtonian limit (i.e., ratio of specific heats approaching unity) [71]. The line of

investigation suggested in this study examines a different type of asymptotic limit, the
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limit of spatially discrete energy sources approaching δ-functions in space and time. It

is unknown if a rational asymptotic solution to the problem, rigorously derived from the

governing Euler equations can be found, in contrast to the ad hoc solution constructed

in the Appendix. This problem is left as an open question to the detonation theory

community.

2.1.5 Conclusions

Detonation propagation in systems with the energy release of the medium spatially

concentrated into discrete pockets was simulated computationally. The energy release of

one such discrete source drives a blast wave, which is capable of initiating the next source

after a prescribed delay. The resulting ensemble of blast wave interactions propagates in

a quasi-periodic manner, and the average wave speed was measured. Systematic variation

of the model parameters identified that the average wave deviated significantly from the

CJ detonation speed of the equivalent homogenous media, with speeds as great as 15%

in excess of the CJ speed being measured. This discrepancy is significant, given that ex-

perimental measurements of detonation speeds in gases usually agree to within 1% of the

equilibrium CJ speed. A systematic variation of model parameters found that the devia-

tion away from CJ depended on the degree of spatial concentration of the sources (more

discrete sources resulted in greater deviations above CJ), with the wave speed reaching

an asymptotic limit as the sources were concentrated into a space occupying less than

1% of the entire domain (limit of Γ → 0). The deviation from CJ also depended on the

ratio of specific heats (with greater deviations observed as γ → 1), but the deviation from

CJ did not depend upon the delay time of the sources between being shocked and releas-

ing their energy or the average value of the energy release. The results were interpreted

via temporal averaging of the simulations onto a steady, one-dimensional projection that
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could be compared with the classical ZND structure of detonations. This analysis sug-

gests that the existence of non-CJ solutions can be interpreted as weak detonations due

to the non-equilibrium of the flow resulting from the ensemble of shock interactions as

the flow crosses the effective sonic surface.
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2.2 One- and two-dimensional detonation systems with

Arrhenius kinetics

In the previous section, an artificial mechanism of energy deposition, i.e., a discrete

source that is instantaneously triggered by the passage of the leading shock, indepen-

dent of the shock strength, after a prescribed delay time, was implemented due to its

simplicity. Hence, a more realistic mechanism of heat release, wherein the energy release

evolves from the reactive media itself, depending upon the local thermodynamic state,

must be incorporated in order to further investigate the effect of spatial inhomogeneities

on gaseous detonations.

In this section, the effect of both one- and two-dimensional spatial inhomogeneities

on the propagation speed of gaseous detonation waves without losses is computationally

examined. Since a typical detonable mixture of gases is governed by activated chemi-

cal reactions, single-step Arrhenius kinetics, as the simplest candidate reaction model,

is incorporated into the system. The spatial discretization of energy can be realized, as

illustrated in Fig. 2.10(b), via concentrating the reactant into layers (or sheets), standing

perpendicular to the direction of detonation wave propagation, separated by regions of

inert gas. Another way to discretize the reactive medium is by concentrating the reactant

into infinitely long square-based prisms laying along an axis that is perpendicular to the

direction of detonation wave propagation, as shown in Fig. 2.10(c). This arrangement can

be implemented in two-dimensional simulations as an array of square sources. These two

arrangements of spatial inhomogeneities are referred to as reactive layers and squares,

respectively, in this paper.
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The first objective of this study is to examine whether the super-CJ wave propagation

still occurs in a one- or two-dimensional gaseous detonation system with state-dependent

Arrhenius kinetics. The simulation results are then analyzed via a spatio-temporal aver-

aging procedure to further elucidate the physical mechanism that is responsible for this

super-CJ wave speed. By performing parametric studies, a continuous transition from

the continuum CJ propagation to the super-CJ waves in extremely discretized reactive

media, i.e., a sequence of point-source blasts that in turn trigger the next source, is sys-

tematically explored and analyzed.

This section is organized as follows. In Sec. 2.2.1, the problem statement and the

governing equations of the proposed system are introduced. Section 2.2.2 describes the

numerical methodology used to solve the governing equations. The results of sample one-

and two-dimensional wave structures, the history of instantaneous propagation speed, and

the averaged propagation speed as a function of the model parameters are presented in

Sec. 2.2.3. In Sec. 2.2.4, the procedures of data analysis are described. The findings based

upon the simulation results and the analysis are discussed in Sec. 2.2.5 and summarized

in the Conclusions (Sec. 2.2.6). The detailed derivation of the governing equations based

on the averaged properties can be found in the Appendix B.

2.2.1 Problem statement

The detonable mixtures are modeled to be calorically perfect (i.e., with a fixed ratio

of specific heats γ) and have the potential to release chemical energy with a specific heat-

ing value Q̃ (J/kg). The tilde “∼” denotes a dimensional quantity. The flow variables,

density, pressure, temperature, and particle velocity (x- and y-components), are non-



2.2. Detonation system with Arrhenius kinetics 67

Figure 2.10: Conceptual illustrations of a reactive system with (a) energy sources (red
dots) homogeneously embedded within an inert medium (blue dots), (b) energy sources
collected into spatially discretized layers (or sheets), and (c) energy sources collected into
square-based prisms separated by inert regions.
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dimensionalized with reference to the initial state ahead of the leading shock as shown in

Sec. 2.1.1. The properties of a thermodynamic state are related via the ideal gas law, i.e.,

p̃ = ρ̃R̃T̃ , where R̃ is the gas constant, or p = ρT in dimensionless form. The heat release

Q̃ is non-dimensionalized as Q = Q̃/ (p̃0/ρ̃0). Applying the CJ criterion, the velocity of a

detonation wave propagating in a uniform reactive medium with the heat release Q can

be calculated via Eq. 2.1. The average propagation speed resulting from each inhomoge-

neous scenario simulated in this study will be compared with the VCJ corresponding to a

homogeneous reactive system with the same average energy release Q.

The non-linear, unsteady gasdynamics of the system is described by the two-dimensional

(or one-dimensional) reactive Euler equations in the laboratory-fixed reference frame:

∂U

∂t
+
∂F (U)

∂x
+
∂G (U)

∂y
= S (U) (2.20)

where the conserved variable U, the convective fluxes F and G, and reactive source term

S are, respectively,

U =



ρ

ρu

ρv

ρe

ρZ


F =



ρu

ρu2 + p

ρuv

(ρe+ p)u

ρZu


G =



ρv

ρuv

ρv2 + p

(ρe+ p)v

ρZv


S =



0

0

0

0

ρΩ


(2.21)

In the above equations, e is the non-dimensional specific total energy, and Z is the reaction

progress variable, or the normalized concentration of reactant, which varies between 1

(unreacted) and 0 (fully reacted). For a homogeneous reactive system, the specific total

energy is defined as e = p/(γ − 1)ρ + (u2 + v2)/2 + ZQ. In this study, the reaction rate



2.2. Detonation system with Arrhenius kinetics 69

p

inert regions

Z=0

W

L

spatial discreteness

 Γ = W/L

p = 2p
CJ

Z = 0

initiation zone

ρ = 2ρ
CJ

discrete reactive layers

Z=1 

u = 0

p = p
0

ρ = ρ
0

u = 0

p

p = 2p
CJ

Z = 0

initiation zone

ρ = 2ρ
CJ

u = 0
W

L

L

inert region Z=0

discrete reactive squares

Z=1

spatial discreteness

 Γ = W /L
2 2

p = p
0

ρ = ρ
0

u = 0

(a)

(b)

Figure 2.11: Schematic showing the initiation method and implementation of spatially
discrete reactive (a) layer and (b) squares.

Ω = ∂Z/∂t is governed by single-step Arrhenius chemical kinetics as follows,

Ω = −kZ × exp (−Ea/T ) (2.22)

where k and Ea are the dimensionless pre-exponential factor and activation energy, re-

spectively.

The reactive domain that contains discrete sources is initialized with uniform pressure,
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density, and particle velocity as p = 1, ρ = 1, and u = 0, respectively. An initiation zone,

where pressure and density equal twice the corresponding CJ value, i.e., p = 2pCJ and

ρ = 2ρCJ, is placed on the left of the reactive domain. A rightward propagating shock

wave generated from this initiation zone thus triggers the discrete sources and supports a

reaction wave to propagate to the right. The spatial inhomogeneities are introduced into

the system as spatially discrete reactive layers or squares separated by inert regions. This

spatial discretization is realized by initializing Z as 1 in the reactive sources and 0 in the

inert regions. As shown in Fig. 2(a), the reactive layers with a width W are distributed

in the domain with a regular spacing L between each two consecutive layers. Thus, the

initial distribution of Z in space can be described as a summation of regularly spaced,

one-dimensional Heaviside (boxcar) functions,

Z (x, y, t = 0) =
∑

i
H (x− iL) H (iL+W − x) (2.23)

where i is the index of each discrete reactive layer. The scenario with discrete reactive

squares is shown in Fig. 2 (b). The side length of each square source is W and the spacing

between each two neighboring sources is L. In this case, the initial distribution of Z can

be described as a summation of regularly spaced, two-dimensional Heaviside functions,

Z (x, y, t = 0) =
∑

i

∑
j
H (x− iL) H (iL+W − x) H (y − jL) H (jL+W − y) (2.24)

where i and j are the indices of each discrete reactive square in x- and y-directions, re-

spectively.

The spatial discreteness parameter Γ is defined as Γ = W/L for the cases with reactive

layers and Γ = W 2/L2 for the cases with reactive squares. In the limit of Γ → 1, the



2.2. Detonation system with Arrhenius kinetics 71

initial distribution of Z becomes uniform in the reactive medium; in the limit of Γ → 0,

the spatially discrete source approaches a δ-function in space. In order to maintain the

overall amount of energy release Q the same as the homogeneous case (Γ = 1), the ac-

tual heat release associated with each discrete source must be increased according to the

prescribed spatial discreteness Γ. Hence, for the cases with discrete reactive sources, the

specific total energy is formulated as e = p/(γ − 1)ρ+ (u2 + v2)/2 + ZQ/Γ.

This current study is focused on exploring the effect of spatial discreteness Γ and source

spacing L on the wave propagation behavior in an inhomogeneous reactive medium. The

values of Q and γ are chosen to be Q = 50 and γ = 1.2 to represent a typical gaseous

detonable mixture. The dimensionless activation energy is chosen to be Ea = 20 to ensure

stable detonation propagation in the one-dimensional, homogeneous system, which can

be used as a control case to more clearly identify the effect of the spatial inhomogeneities

and intrinsic multi-dimensional instabilities on the resulting propagation behavior. [72, 73]

The pre-exponential factor k = 16.45 is chosen so that the half-reaction-zone length for

the homogeneous case is unity.

2.2.2 Numerical methodology

Two independently-written simulation codes were used to solve the one- and two-

dimensional reactive Euler equations. Both of them were based upon a uniform Cartesian

grid. The one-dimensional simulation code used the MUSCL-Hancock TVD Godunov-

type finite-volume scheme [38] with an exact Riemann solver and the van Leer non-smooth

slope limiter. The reaction process in the one-dimensional simulations was solved using a

second-order, two-stage explicit Runge-Kutta method. The Strang splitting method was

used in order to maintain second-order accuracy. [74] The two-dimensional simulation
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code was also based upon the MUSCL-Hancock scheme but with an HLLC approximate

solver for the Riemann problem. [75, 76] This code was implemented in Nvidia’s CUDA

programming language and performed on a Nvidia Tesla K40M GPU computing proces-

sor to accelerate the simulation runs.

In each case simulated in this study, the length (i.e., size in the x-direction) of the

entire domain was at least 50 times the source spacing L. For the cases with reactive

squares, the transverse width (i.e., size in the y-direction) was at least 5L. In order to

have a better algorithmic efficiency, instead of the entire domain, the simulations were

only performed in a window that enclosed the leading wave complex at each time step.

A window size (in the x-direction) of 10L (i.e., containing 10 discrete reactive layers or

10 vertical arrays of reactive squares) was used and was verified to be sufficient to cap-

ture all of the dynamics contributing to the propagation of the leading shock. Once the

leading shock front reached the end (right boundary) of the computational window, the

window frame (i.e., left and right boundaries) was advanced by half of the window size

5L. A transmissive boundary condition was applied on both left and right boundaries

of the computational window. On the top and bottom boundaries, a periodic boundary

condition was applied to simulate a detonation wave propagating in an infinitely wide

domain without experiencing any losses due to lateral expansion. The minimum numeri-

cal resolution used in this study was 20 computational cells per half-reaction-zone (unity)

length of the homogeneous case, i.e., ∆x = 0.05. For cases with very small source spacing,

e.g., L = 1, a high numerical resolution of 100 computational cells per half-reaction-zone

length was used to ensure a sufficient number (∼ 10) of computational cells within a

discrete source.
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2.2.3 Result

Results from three different cases are presented here: reactive layers in one dimension,

reactive layers in two dimensions, and reactive squares in two dimensions. For each case,

a snapshot of the flow field will be shown, followed by the velocity history. The measured

average velocity, Vavg, will be presented as a function of spatial discreteness Γ and source

spacing L. Since Q = 50, γ = 1.2, and Ea = 20 are fixed in this current study, only

the values of L and Γ are mentioned for each specific case of simulation presented in the

remainder of this paper. In Figs. 2.15 and 2.18 where the results of Vavg are presented, the

data points for the cases with one-dimensional reactive layers, two-dimensional reactive

layers, and two-dimensional reactive squares are plotted as blue circles, green diamonds,

and red squares, respectively; solid symbols are for the cases with a fixed L and various

Γ, while open symbols are for the cases with a fixed Γ and various L.

2.2.3.1 One-dimensional reactive layers

The sample result plotted in Fig. 2.12 shows the time evolution (from (a) to (c))

of the pressure (top row) and reaction progress variable (bottom row) profiles of the

computational domain for a simulation with Γ = 0.04 and L = 10 (spacing between two

sources). The leading wave front propagates rightward in this figure. The δ-function-like,

vertical spikes in the profile of Z, as indicated in the figure, are the discrete reactive layers

where chemical energy is highly concentrated. As shown in Fig. 2.12(a), the peak in the

pressure profile is associated with a strong exothermic reaction upon the leading shock

encountering one of these reactive layers. The shorter spike in the Z profile in Fig. 2.12(a)

corresponds to this partially reacted discrete source shortly after being shocked. As shown

in Fig. 2.12(b), forward- and backward-running blast waves that are generated by this

strong exothermic reaction can be identified in the pressure profile. Downstream from the
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Figure 2.12: Time evolution (from (a) to (c)) of the pressure (top row) and reaction
progress variable (bottom row) profiles for a one-dimensional simulation with reactive
layers and the following parameters: Γ = 0.04 and L = 10.

leading shock, the pressure profile consists of a large number of decaying and interacting

blast waves generated by the earlier sources. The history of the instantaneous propagation

speed V normalized by VCJ for the same case is plotted in Fig. 2.14(a) as a function of the

leading shock position xs. The trajectory of the leading shock xs(t) can be obtained from

the simulation by finding the location where pressure increases to p = 1.5 from its initial,

pre-shock state p0 = 1 at each time step. The instantaneous propagation speed V can

then be calculated by numerically differentiating xs(t) over time. After a short process

of initiation (over approximately 5 sources), the wave propagation becomes periodic as

shown in the inset in Fig. 2.14(a). A cycle of pulsation in wave velocity, V , occurs over

a length that is the same as the spacing between two reactive layers, L. An averaged

propagation speed can be measured over a long distance (about 40 sources). The average

wave speeds Vavg, normalized by VCJ, resulting from the one-dimensional simulations are

plotted as functions of Γ and L (as solid and open blue circles) in Fig. 2.15(a) and (b),

respectively. As Γ decreases from 1 to 0.01 or L increases from 1 to 200, Vavg increases

from VCJ and asymptotically approaches a plateau value that is approximately 9-10%

greater than VCJ.
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2.2.3.2 Two-dimensional reactive layers

The sample results plotted in Fig. 2.13(a) and (b) are the two-dimensional contours

of the pressure (left column) and reaction progress variable (right column) at early ((a)

t = 30.2) and later (b) t = 140.5) times for a simulation of discrete reactive layers with

Γ = 0.04 and L = 10. The leading wave front propagates rightward in this figure. The red,

vertical lines in the contours of Z are the highly concentrated, reactive layers. At early

times, as shown in Fig. 2.13(a), the resulting wave structure remains transversely planar

(uniform in the y-direction). Forward- and backward-running blast waves associated with

high pressure (yellow-red) regions can be clearly identified in Fig. 2.13(a). At later times,

as shown in Fig. 2.13(b), significant instabilities have developed, resulting in a no longer

planar but highly irregular wave structure. The history of V/VCJ as a function of leading

shock position xs is plotted in Fig. 2.14(b). At each time step, the leading shock position

is found along the middle line in y-direction of the two-dimensional domain (at y = 25)

using the same technique described in Sec. 2.2.3.1.

As shown in Inset I of Fig. 2.14(b), V varies in a regularly periodic fashion over a length

scale of L. After the wave propagates over more than 700 sources, the variations in V

become irregular and exhibit much larger amplitudes. As shown in Inset II, the spacing

between two consecutive peaks in V is no longer a constant distance L. Note that, before

the onset of instabilities, the propagation dynamics resulting from this two-dimensional

case with reactive layers are identical to those of the one-dimensional case with the same

parameter values (shown in Fig. 2.14(a)). The average propagation velocities reported in

this paper were measured over a sufficiently long distance (more than 40 sources) after

the instabilities had fully developed. The Vavg values resulting from the two-dimensional

simulations with reactive layers are plotted as functions of Γ and L (as solid and open

green diamonds) in Fig. 2.15(a) and (b), respectively. As Γ decreases or L increases, Vavg
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increases from VCJ to super-CJ values. In Fig. 2.15(b), as L increases from 5 to 200, Vavg

asymptotically approaches a plateau value that is nearly 10% greater than VCJ, which is

approximately the same as that resulting from the one-dimensional cases. The Vavg of

the two-dimensional simulations are less than those of the corresponding values of the

one-dimensional simulations for the same value of Γ and L.

2.2.3.3 Two-dimensional reactive squares

The sample results plotted in Fig. 2.13(c) are the two-dimensional contours of the

pressure (left figure) and reaction progress variable (right figure) at early and later times

for a simulation of discrete reactive squares with Γ = 0.04 and L = 25. The leading wave

front propagates rightward in this figure. The red squares in the contour of Z are the

highly concentrated sources of energy. As shown in the contour of pressure in Fig. 2.13(c),

the transversely regular, wavy leading wave front, which consists of blast waves generated

by the energy release of regularly spaced square sources, can be identified. Downstream

(to the left) from the leading shock, the wave structure becomes increasingly irregular.

In the plot of V/VCJ as a function of leading shock position (Fig. 2.13(c)), a regularly

periodic variation in V over a length of L, as shown in the inset of Fig. 2.14(c), persists

throughout the simulation containing 120 vertical arrays of square sources. The leading

shock position is again defined as that along the middle line in y-direction of the two-

dimensional domain (at y = 62.5). The values of Vavg resulting from the two-dimensional

simulations with reactive squares are plotted as functions of Γ and L (as solid and open

red squares) in Fig. 2.15(a) and (b), respectively. As Γ decreases or L increases, Vavg

increases from VCJ to super-CJ values. In Fig. 2.15(b), at L = 50, Vavg reaches the same

plateau value (i.e., nearly 10% greater than VCJ) as that resulting from both the one-

and two-dimensional cases with reactive layers. The Vavg of the two-dimensional, reactive

square cases is fairly close to that of the two-dimensional, reactive layer cases, but lower
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than that of the one-dimensional cases for the same values of Γ and L.

2.2.4 Analysis

As shown in Sec. 2.2.3, a full spectrum of average wave propagation speeds that are

significantly greater than VCJ is obtained in both one- and two-dimensional systems with

discretized energy sources governed by finite-rate, state-dependent Arrhenius kinetics.

In order to understand the physical mechanism underlying these super-CJ waves, the

simulation results are analyzed in two steps. First, the results of select cases are analyzed

via a density-weighted (Favre), spatio-temporal averaging method. Using this analysis,

which was introduced to the field of detonation by Lee and Radulescu [9], Radulescu et

al. [4], and Sow et al. [44]. The super-CJ propagation, resulting from a system with

highly concentrated sources that instantaneously deposit energy after a fixed delay time
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is interpreted in Sec. 2.1 as weak detonations owing to the non-equilibrium condition at

the average sonic surface. The motivation of performing this analysis in the present study

is to verify that this mechanism of weak detonation is also responsible for the super-CJ

propagation with more realistic reaction kinetics and a higher dimension. Second, with

the assistance of an x-t diagram constructed from the numerical flow field, a physical

parameter, τc, which compares the reaction time of a source tr and shock transit time

from one source to the next ts, i.e., τc = tr/ts, can be determined. This parameter is used

to explain the continuous transition of the propagation speed from VCJ to the plateau

super-CJ value.

2.2.4.1 Averaged steady, one-dimensional wave structure

One- and two-dimensional systems with discrete reactive layers are analyzed using a

Favre-averaging approach. The two representative cases selected for further analysis are

with Γ = 0.04 and L = 10. The resulting average wave speed Vavg in both these one-

and two-dimensional cases is approximately 10% greater than the CJ speed. Since the

simulations are performed in a lab-fixed reference frame, the data are first transformed

into a wave-attached reference frame moving at a constant value of Vavg. For the one-

dimensional case, temporal averaging is performed to the transient wave structure as the

leading shock propagates over 20 sources. For the two-dimensional case, the resulting

flow field at each time step is first spatially averaged over the transverse (y-) direction.

The temporal averaging is then performed to the time history of the spatially averaged

one-dimensional wave profiles. The two-dimensional results are averaged over the time

span required for the leading shock to propagate over 20 sources. The detailed derivation

of the Favre-averaged equations can be found in the Appendix.

In Fig. 2.16(a), the averaged pressure p̄ for the one-dimensional case is plotted with
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respect to the wave-attached coordinates x′, where x′ = x − Vavgt. The sonic point

marked as the black circle on the profile of p̄ is where the slope of the averaged u + c

characteristics equals 0, i.e., u∗ + c∗ = 0. The average pressure at this averaged sonic

point, p̄sonic = 25.1, is significantly greater than the pressure of the equilibrium CJ state,

as indicated by the horizontal dashed line, pCJ = 21.5. This deviation of p̄sonic from pCJ

suggests that equilibrium is not reached as the flow passes through the effective sonic

surface. In order to further verify this finding, the thermicity due to the mechanical

fluctuation in momentum φM (blue dash-dot curve), the thermicity due to the thermal

fluctuation in total energy φT (green dash curve), and the exothermicity associated with

chemical reaction φR (red dotted curve) are evaluated and plotted near the average sonic

point in Fig. 2.16(b). Thermicity is defined as the terms in the momentum equation

that result in a change in the average flow velocity or, equivalently, a change in average

pressure of the flow in the reaction zone of a detonation. As shown in this inset, φM,

φT, and φR are still finite, the total thermicity, i.e., φ = φM + φT + φR (thick black line),

reaches zero in the vicinity of the sonic point. These significant fluctuations in momentum

and total energy render a non-equilibrium state of the flow upon reaching the effective

sonic surface. The derivation of φM, φT, and φR, and the master equation (Eq. D.3) that

relates the acceleration/deceleration of the averaged flow with the total thermicity and

sonic condition are shown in the Appendix.

A similar profile of p̄ is obtained for the two-dimensional case as shown in Fig. 2.16(c).

The jump in pressure associated to the averaged leading shock front is however less sharp

(smeared out) than that for the one-dimensional case. As indicated by the black circle

in the inset, p̄sonic = 21.8 is close to but still greater than pCJ (dashed line). As shown

in Fig. 2.16(d), while the exothermic reaction rate still remains significantly positive, and

φM and φT persist with significantly large amplitudes, the total thermicity φ vanishes in

the immediate vicinity of the average sonic point. Thus, in the two-dimensional case, the
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non-equilibrium state associated with significant mechanical and thermal fluctuations is

identified at the location where the averaged flow encounters the effective sonic surface.

2.2.4.2 Evaluation of τc

As shown in Sec. 2.2.3 (Fig. 2.15), a continuous transition of the propagation speed

from VCJ to the plateau super-CJ value is found as Γ decreases from 1 to 0 or L increases.

An analogous spectrum of propagation regimes is identified in flame propagation in re-

active media with spatially discrete or point-like sources. [27, 28, 29, 30, 31, 32, 77, 78]

A physical parameter, τc, which is the ratio between the heat release time of each source

and the characteristic time of heat diffusion between neighboring sources, is used to char-

acterize the corresponding flame propagation regime. Similarly, in this system of discrete

source detonations, single-step Arrhenius kinetics with a finite reaction rate permit us

to measure the time over which a discrete source (layer or square) releases its chemical

energy, tr. Knowing the trajectory of the leading shock wave, the time required for the

wave front to travel from one discrete source to the next, ts, can also be measured. Thus,

the ratio between tr and ts, i.e., τc = tr/ts, can be evaluated. As the physical significance

of τc related to the wave propagation regimes in discretized reactive media is discussed in

Sec. 2.2.5, this subsection is only focused on presenting an approach to post-processing

the simulation data in order to evaluate τc.

The time evolution of the reaction progress variable Z can be plotted in an x′-t diagram

where x′ is the spatial coordinate in a wave-attached reference frame. This x′-t diagram of

Z can be directly constructed from the simulation results for the one-dimensional cases.

For the two-dimensional simulations, the flow field of Z at each time step first needs to

be spatially averaged along the y-axis to obtain a one-dimensional profile. Then, the

x′-t diagram can be constructed based on these averaged profiles of Z from the two-
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dimensional simulation results. The x′-t diagrams of Z for cases with various model

parameters are shown in Fig. 2.17.

Figure 2.17(a), the case with one-dimensional reactive layers (Γ = 0.04 and L = 10),

is taken in this subsection as an example to explain how τc is determined. The color

contour of Z is scaled from bright to dark as Z = 1 to 0. Thus, the bright stripes on the

right of this figure are the loci of unreacted discrete layers moving (leftwards) towards

the leading shock whose trajectory is plotted as the blue curve. The shock transit time

between discrete sources ts can be obtained by measuring the vertical spacing between

two bright stripes. The dark zones separating the discrete layers are the inert regions.
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The areas of gradual color change emanating from where the leading shock encounters the

reactive layers indicate the energy release. The areas of energy release are bounded by a

thin red outline, which is the iso-contour of Z = 0.05, indicating that 95% of the chemical

energy initially stored in each source is released within the bounded zone. The reaction

time tr of each discrete source can be measured as the vertical spacing between the locus

of shock-source intersection and the upper bound (in time) of the 95% heat release zone.

Although this technique of determining tr is somewhat arbitrary, it should be sufficient

to characterize the wave propagation regimes as long as this measurement is consistently

performed in this study. The results of average propagation velocity normalized by the CJ

value for the scenarios of one-dimensional reactive layers (blue circles), two-dimensional

reactive layers (green diamonds), and two-dimensional reactive squares (red squares) with

various Γ (solid symbols) and L (open symbols) can thus be plotted as a function of τc as

shown in Fig. 2.18.

2.2.5 Discussion

The results presented in this paper show that, in an adiabatic system of discretized

energy sources governed by single-step Arrhenius kinetics, waves can propagate, in a

self-sustained manner, at a speed that is significantly greater than the CJ value of a

homogeneous system with the same amount of overall heat release and without the sup-

port of a piston. Based on the analysis presented in Sec. 2.2.4.1 for selected one- and

two-dimensional cases, this nearly 10% super-CJ wave propagation can be interpreted as

a weak detonation where the flow remains in a non-equilibrium state upon reaching the

effective sonic surface. Note that, of all detonation solutions satisfying the conservation

laws, the CJ solution with a complete equilibrium state at the sonic surface corresponds

to the slowest possible wave speed. By evaluating the terms which comprise the total
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thermicity in the master equation (Eq. D.3) based on the Favre-averaged properties, the

non-equilibrium condition at the sonic point is attributed to the intense fluctuations in

momentum and total energy of the flow. The generalized-CJ condition, i.e., a vanish-

ing thermicity (φ = 0) at the average sonic point (u∗ + c∗ = 0), is satisfied owing to

the balance between the exothermic chemical reaction and the mechanical and thermal

fluctuations. The finding of this study incorporating a more realistic, state-dependent

reaction model complements the study of Sec. 2.1, verifying that the classic CJ criterion

assuming a homogeneous medium based on averaged properties is not always applicable

to predict the wave propagation speed in a spatially inhomogeneous system, and further

suggesting that the resulting super-CJ propagation is independent of the particular en-

ergy deposition mechanism.

In Sec. 2.1, where an instantaneous, state- and shock strength-independent mecha-

nism of energy deposition was considered, the spatial coordinate can be normalized by

the regular spacing between two consecutive sources. In other words, source spacing L

does not affect the wave propagation behavior. In that study, the ratio of specific heat

capacity γ and the spatial discreteness parameter Γ are the only two factors determining

the deviation of average wave speed away from the CJ solution. In the current study, how-

ever, as a finite-rate, state-dependent reaction rate is incorporated, an additional length

scale, i.e., the reaction zone length of a detonation in the homogenized system, comes into

play. This physical length scale is a function of Ea, Q, and γ, but independent of source

spacing. The source spacing relative to the intrinsic reaction zone length therefore affects

the resulting wave propagation behavior.

The effect of L on the average wave speed can be identified in Fig. 2.15(b). For a

fixed spatial discreteness Γ = 0.04, Vavg increases from VCJ to a plateau value that is
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10% greater than VCJ as L increases from 1 (i.e., source spacing equals half-reaction-zone

length) to 200. As Γ decreases from 1 to the limit of Γ → 0, a similar trend of Vavg in-

creasing from the CJ speed to the same plateau value is shown in Fig. 2.15(a). These two

asymptotic limits of Γ can be understood as follows: When Γ = 1, the source size equals

the source spacing; the system is thus continuous, resulting in a CJ propagation speed.

As Γ → 0, the discrete sources tend to be spatial δ-functions and release energy nearly

instantaneously. In this limit, each source generates forward- and backward-running blast

waves. The forward running blast triggers the next source, so the wave propagates via a

mechanism of sequentially initiated blast waves by the point sources, which can be qual-

itatively captured by the heuristic model based on the construction of point-source blast

solutions in the Appendix B. Since the variation of Vavg as a function of L is between the

same asymptotic limits as those of Γ, the underlying mechanisms at these limits must

have an equivalent effect on the wave propagation. When L is small, i.e., on the order of

the intrinsic half-reaction-zone length, these spatial inhomogeneities are too fine so that

the reactive medium is effectively homogenized. In the other limit, where L is hundreds

of times larger than the half-reaction-zone length, the time of a discrete source being pro-

cessed by the leading shock and releasing energy is much shorter than the time required

for the leading shock to travel from a source to the next. Hence, given the large time scale

of wave propagation, the energy of one source is released effectively instantaneously, and

the overall picture of this wave propagation reverts to the case of sequentially triggered

point blasts. Note that, since neither losses nor a chemical kinetic cutoff are considered in

this system, further increasing L will not qualitatively alter the resulting wave dynamics

or lead to quenching.

The continuous spectrum of the wave solutions from the effectively homogeneous CJ

propagation to a sequence of point-source blasts can be rationalized with the assistance
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of τc evaluated via the method presented in Sec. 2.2.4.2. In other words, the effect of L

and Γ on the wave propagation speed can be reconciled by considering the τc parameter.

The x′-t diagram of Z-contour shown in Fig. 2.17(b) is for the case of one-dimensional

reactive layers with Γ = 0.04 and L = 1, where the reaction time tr of a source is much

longer than the shock transit time ts, i.e., τc is significantly greater than unity. This case

corresponds to the scenario wherein the very small scale discrete sources are effectively

homogenized, and results in a CJ wave speed. Keeping Γ fixed at 0.04 and increasing L

to 10 (for the one-dimensional case), as shown in Fig. 2.17(a), tr is still finite but smaller

than ts. In this case, where τc = 0.21, Vavg reaches an intermediate value that is approx-

imately 8.5% greater than VCJ, but still less than the 10% super-CJ plateau value. For

the one-dimensional case with Γ = 0.04 and L increased to 50, as shown in Fig. 2.17(c),

tr is significantly smaller than ts, i.e., τc = 0.05. The wave propagation in this case is thus

via the mechanism of sequentially triggered point-source blasts, and a plateau super-CJ

speed is observed.

As shown in Fig. 2.15, the resulting Vavg values in the one- and two-dimensional cases

with reactive layers coincide at the CJ and plateau super-CJ limits, but differ over the

transitional range of Γ and L. Over this range, the Vavg values of the two-dimensional

cases are smaller than that of the one-dimensional cases. This difference is due to the

fact that, while the detonation in the one-dimensional homogeneous system is stable for

the selected parameters (Q = 50, γ = 1.2, and Ea = 20) [72], it is intrinsically unstable

in a homogeneous two-dimensional system. [73] In addition, the stability analysis which

indicates that this system should be stable in one-dimension only applies to homogeneous

media. As the source energy is concentrated into reactive layers or squares, the local heat

release increases by a factor of 1/Γ, likely promoting the development of instability. For

the cases with large Γ and small L, which are not severely inhomogeneous, the intrinsic
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detonation instabilities are likely developed in a two-dimensional system. As shown in the

two-dimensional sample result in Fig. 2.13(b), after the instabilities have fully developed,

the leading shock front becomes transversely wavy, and thus processes different parts of

the discrete reactive layer at different times and with different strength. The spatially

smeared shock front in the p̄ profile for the two-dimensional case shown in Fig. 2.16(c) is

a result of these developed instabilities. Hence, the heat release of a discrete layer is also

temporally and spatially smeared out, having a homogenizing effect on the energy deposi-

tion. This effect can be verified in the x′-t diagram of Z-contour for the two-dimensional

case with Γ = 0.04 and L = 10 based on the spatially averaged one-dimensional wave

profiles (Fig. 2.17(d)). The τc for this case is determined as 0.33, which is greater than

that for the one-dimensional case with the same Γ and L, i.e., τc = 0.21, as shown in

Fig. 2.17(a) and (d). Correspondingly, the Vavg resulting from the above-mentioned two-

dimensional case is 6.1% greater than VCJ while that for the one-dimensional case is 8.5%

greater than VCJ. Therefore, as an alternative to Γ and L, τc can be used as a general pa-

rameter that quantifies the effect of energy discretization on the wave propagation speed.

As demonstrated in Fig. 2.18, the results Vavg for both one- and two-dimensional cases

with various Γ and L follow qualitatively the same trend when plotted as a function of

τc.

In this study, the super-CJ wave propagation is identified in the cases with a two-

dimensional arrangement of reactive squares. The super-CJ plateau value and the de-

pendence of the deviation from the CJ propagation on the spatial discreteness Γ and

spacing between reactive squares L is qualitatively the same as that for the cases with re-

active layers. This result suggests that the super-CJ wave propagation and its underlying

mechanism due to the spatial inhomogeneities are unlikely an artifact only arising from

a one-dimensional system or a system with a one-dimensional, laminar-like arrangement
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of discrete sources (i.e., reactive layers), but a rather fundamental consequence of multi-

dimensionally distributed inhomogeneities on the propagation of reaction waves.

Although this study considers simplified scenarios of spatial inhomogeneities, it may

capture some details of a detonation propagating in the combustion chamber of a rotat-

ing detonation engine with discretely located fuel/oxidizer injection. The scenario with

reactive layers resembles the RDE design where detonable gases are axially injected into

the annular combustion chamber such as those studied in Refs. [79, 80, 81]; the RDEs

with impinging injection of non-premixed fuel and oxidizer [82, 83] can be conceptualized

as the scenario with discrete reactive squares. The key finding of this current work may

explain the 5% super-CJ detonation velocity recently reported by Fujii et al. [80] for the

numerical simulations of a detonation wave propagating in a RDE combustion chamber

with relatively widely spaced, premixed gas injection.

Drawing inspiration from Vasil’ev and Nikolaev’s heuristic model [26], which uti-

lized interacting point-source blast waves to mimic detonation cell structure, the two-

dimensional arrangement of highly concentrated, reactive squares considered in this study

can be used to investigate the wave dynamics of cellular detonations in future efforts. By

selecting a source spacing L that is similar to typical detonation cell sizes, the wave struc-

ture induced by imposing spatial inhomogeneities can be hypothesized to have a similar

effect on the overall propagation behavior and critical limits as those resulting from the

intrinsic cellular structure. Spatially regular and random distributions of inhomogeneities

can potentially be used to induce wave structures similar to that in weakly and strongly

unstable mixtures, respectively.

Further development of this detonation system with spatial inhomogeneities will also
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be carried out by incorporating a multi-step, chain-branching reaction scheme that pro-

vides a kinetic quenching mechanism [84, 85], i.e., a critical temperature below which the

exothermic reaction rate is decreased significantly (or quenches). With such a system, it

would be possible to examine critical detonation phenomena, for example, a propagation

limit in source spacing L beyond which the blast wave generated by a discrete source

decays to a shock that is too weak to trigger the exothermic reaction of the subsequent

sources.

2.2.6 Conclusions

The effect of spatial inhomogeneity in the reaction progress variable upon detonation

propagation, while maintaining the overall energy release of the medium as constant, has

been studied via numerical simulations in one-dimensional systems and in two-dimensional

systems of reactive layers and squares governed by activated, Arrhenius kinetics. The

average wave speeds are observed to agree with the predictions of the classical Chapman-

Jouguet criterion provided that the time scale of the energy release is greater than the

time required for the leading shock to propagate between sources. This regime is observed

if the medium is nearly homogeneous (i.e., with the gaps of inert media being smaller than

the reactive areas) or when the spacing between the reactive layers is small in comparison

to the half reaction zone length of a detonation in the equivalent homogeneous media. In

sufficiently inhomogeneous media, wherein the spacing between reactive regions is greater

than the inherent reaction zone length, average wave propagation speeds significantly

greater than the CJ velocity of the equivalent homogenous medium are observed (up

to 10%). Based on spatial and temporal averaging of the numerical results, the super-

CJ waves can be interpreted as weak detonations wherein the generalized CJ condition

applies at a state of non-equilibrium existing at an effective sonic point inside the wave
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structure, rather than at an equilibrium point located at the end of the reaction zone

in the classical CJ detonation criterion. The non-equilibrium condition in the flow is

attributed to persistent fluctuations in momentum and total energy resulting from the

intense shock waves generated by the concentrated pockets of energy release.



Chapter 3

Effect of spatial inhomogeneities on

propagation limit of detonations

with compressible confinement

The propagation of gaseous detonations in a charge with an inert, compressible con-

finement, as illustrated in Fig. 3.1, has been an intriguing problem for researchers over

the past 60 years. This problem, considered as an analog to detonations propagating

in condensed-phase explosives with yielding confinement, was first studied in the 1960s

in order to examine the influence of the confining material on the propagation dynam-

ics. [86, 87, 88] In the pioneering studies of this problem, the propagating detonation

wave was theoretically depicted as a planar leading shock followed by laterally expanding

flow, in spite of the curve front revealed by schlieren images. [86, 87, 88] The discover of

cellular structure of gaseous detonations made around the same time [8] also complicated

the understanding of the structure of the flow field for this problem. Over the following

two decades, deeper and more quantitative insights into the cellular wave structure of

gaseous detonation was gained. In the 1980s, creating cylindrical gas columns of det-
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Figure 3.1: Conceptual illustration of a cellular detonation wave propagating in a mixture
of detonable gases confined by an inert gas layer.

onable mixtures bounded by inert gases via various experimental techniques, researchers

revisited this problem with their focus upon linking the critical charge diameter (d∗) for

a self-sustained propagation to other dynamic parameters of gaseous detonations, such

as detonation cell size (λ) and critical diameter for a transition to unconfined detonation

(dc). [89, 90, 91, 92]

As an upsurge in developing rotating detonation engines (RDEs) arose since the turn

of the new century, the attention of researchers has again been drawn to the dynamic

behavior of cellular detonations interacting with an inert gas confinement. A detonation

wave spinning in the annular combustion chamber of an RDE experiences lateral expan-

sion in the axial direction of the engine; hence, determining the critical height (h∗) of

the combustible mixture injected into the chamber for a detonation wave to continuously

propagate is crucial for the RDE design. [93, 94] To this end, recent studies on detonations

with an inert gas confinement have been focused on rectangular geometries, wherein det-

onable gases are initially separated from [95, 96, 97, 98, 99, 100, 101, 102] or dynamically

injected [80, 103] into an inert medium, simulating the combustion scenarios arising from

RDEs.



96

Due to the difficulty in experimentally preparing the reactive and inert gas mixtures

under consistent initial conditions, experimental values of d∗ or h∗ have not been exten-

sively reported in the literature. In Vasil’ev and Zak’s experiments, a detonation wave

propagates in a cylindrical jet of reactive gases surrounded by inert gases without a phys-

ical separation at the reactant-inert interface. [91] These authors determined a critical

diameter d∗ ≈ 40-60λ for various detonable mixtures. For experimental set-up with a

physical separation between the reactive and inert gases, significantly smaller values of

d∗/λ or h∗/λ have been reported in the literature. Murray and Lee determined a critical

diameter d∗ ≈ 7.5-15.2λ for a detonation wave to self-sustainably propagate in cylindrical

plastic bags filled of explosive gases. [89, 90] In Rudy et al.’s work, a critical thickness

h∗ ≈ 3-5λ was found for semi-confined (confined by a rigid wall on one side and a layer

of inert gases with a thin-film separation on the other side) hydrogen/air and hydro-

gen/methane/air mixtures. [96, 97] This nearly one-order-of-magnitude discrepancy can

be explained as that the presence of a film significantly increases the confinement strength

comparing to merely a layer of inert gas, thus, suppresses the expansion flow to a certain

extent, allowing a detonation wave to propagate into smaller charges. Based on these

limited experimental data, however, whether or how the critical charge size varies with

the nature of the reactive mixture (e.g., activation energy, mixture stability, etc.) and the

inert confinement (e.g., acoustic impedance) still remains unclear.

Two recent studies put the complex dynamics of this problem under closer scrutiny

via computational simulations. [99, 100] Houim and Fievisohn’s work is focused on illus-

trating the mechanism through which the wave interaction at the reactant-inert interface

influences the overall propagation behavior. [99] They found that, at a height of the re-

actant layer about h ≈ 4-5λ, the detonation wave propagates if the acoustic impedance
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of the confining layer is greater than that of the reactant, and the detonation fails if the

impedance nearly matches at the interface. Since the activation energy Ea = 39.19 was

fixed in their work, the dependence of h∗/λ on Ea or cell regularity was not examined in

this study. In Reynaud et al.’s work, various activation energies, characterized as ranging

from regular to mildly irregular mixtures, are considered. [100] They showed that the

resulting h∗ increases from 1 to 20 times the cell size in the ideal case as Ea increases

from 10 to 38.23. This trend is seemingly opposite to the dependence of the critical di-

ameter for a transition to unconfined detonation normalized by detonation cell size, i.e.,

dc/λ, on the activation energy, or cell regularity, of the mixture. There is perhaps a large

uncertainty in these simulation results due to the challenge in numerically resolving the

naturally developed, spatially inhomogeneous wave structure and energy release in the

reaction zone (as discussed in Ch. 1).

A more important aspect of this problem is that examining how a cellular detonation

responds to lateral losses allows one to better understand the mechanism of propagation.

Without losses, the detonation velocity is always the ideal CJ velocity (or excess above

VCJ in highly discrete cases). With the yielding confinement, however, the propagation

velocity exhibits a deficit. Examining how this deficit from VCJ increases as the reactive

layer thickness approaches a critical value h∗ is a measure of the effective activation en-

ergy governing the dynamic behavior of detonation waves. It is hence of importance to

investigate cellular detonation waves interacting with compressible confinement in order

to probe the effective activation energy of the actual transient, multidimensional structure

of detonation waves.

The aim of this current study is to further elucidate the mechanism of the spatially

inhomogeneous nature of gaseous detonations responding to the losses resulting from the
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lateral expansion in the reaction zone. In this chapter, the approach of imposing spatial

inhomogeneities is extended to a two-dimensional system of a detonable gaseous mixture

confined by an inert gas layer. This approach was recently explored in Li et al.’s work

where the inhomogeneities were introduced as a sinusoidal variation in the initial density

and temperature of the reactive medium. [35] In this study, the inhomogeneities are intro-

duced as a spatially random distribution of discrete reactive sources where the reactants

are highly concentrated, similar to those used in previous chapters. Simulations based on

the two-dimensional, reactive Euler equations are performed for both homogeneous and

randomly inhomogeneous cases. The influence of activation energy and the characteristic

of the imposed sources on the near-limit propagation is investigated.

This chapter is organized as follows. In Sec. 3.1, the problem for simulation is stated.

Section 3.2 describes the numerical methodology used to solve the governing equations.

The simulation results of wave structures, the history of instantaneous propagation speed,

the averaged propagation speed as a function of the reciprocal of the reactive layer thick-

ness 1/h, and the critical thickness for self-sustained propagation h∗ as a function of

spatial discreteness Γ are presented in Sec. 3.3. In Sec. 3.4, a theoretical model based

on the ZND-type wave structure is described. The findings based upon the simulation

results are discussed in Sec. 3.5 and summarized in the Conclusions (Sec. 3.6).

3.1 Problem statement

The reactive system consists of an inviscid, calorically perfect gas (i.e., with a con-

stant ratio of specific heat γ). The gasdynamics of this system is described by the two-

dimensional reactive Euler equations in a lab-fixed reference frame with flow and state
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variables non-dimensionalized with respect to the pre-shock, initial state (same as the gov-

erning equations Eqs. 2.20 and 2.21 formulated in Sec. 2.2). For a homogeneous reactive

system, the specific total energy is defined as e = p/(γ− 1)ρ+ (u2 + v2)/2 +ZQ, where Z

is the reaction progress variable, which varies between 1 (unreacted) and 0 (fully reacted),

and Q is the dimensionless energy released by the complete chemical reaction. Applying

the CJ criterion, the velocity (VCJ) of a detonation wave propagating in a homogenous

reactive system with the energy release Q can be calculated via Eq. 2.1. In order to

represent a typical gaseous detonable mixture, Q = 50 and γ = 1.2 are chosen for all

the simulations in this chapter. The reaction rate Ω = ∂Z/∂t is governed by single-step

Arrhenius chemical kinetics as Eq. 2.22. Three different values for the dimensionless ac-

tivation energy, i.e., Ea = 10, 20, and 30, are considered, and the value of preexponential

factor k in the reaction rate is accordingly selected so that the half-reaction-zone length

l1/2 in the ideal ZND solution for the homogeneous case is unity.

The initial configuration of the simulation system is illustrated in Fig. 3.2(a). The red

region on the bottom is the reactive gas layer with a thickness h; the blue region on the

top is the inert gas layer with a thickness hI, where Z equals 0 initially. The critical thick-

ness of the reactive layer below which a detonation wave fails to propagate is denoted as

h∗ in this chapter. A high-pressure region near the left end of the simulation domain, as

shown in Fig. 3.2(a), is used to initiate a rightward-propagating detonation wave. For the

cases with a low activation energy, i.e., Ea = 10 and 20, the pressure and density in the

initiation zone was set equal twice the corresponding CJ state properties, i.e., p = 2pCJ

and ρ = 2ρCJ; for the cases with a relatively high activation energy, i.e., Ea = 30, the

pressure and density in the initiation were set to p = 5pCJ and ρ = 2ρCJ. The rest of the

simulation domain was initialized with uniform, density, and particle velocity as p = 1,

ρ = 1, u = 0, and v = 0.
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Figure 3.2: Schematic illustration of (a) the initial conditions for the simulation system
and (b) the method used to initialize a spatially random distribution of discrete sources.

The spatial inhomogeneities are introduced to the simulation system as spatially dis-

crete reactive squares, similar to those described in Sec. 2.2.1 (Fig. 2.11(b)). The reaction

progress variable Z is initialized as 1 in these reactive sources and 0 in the inert regions

separating them. Different from a regularly spaced array of sources introduced in Sec. 2.2,

square sources of the same size are randomly distributed in the reactive layer. With a pre-

scribed average spacing between neighboring sources L, the spatial discreteness parameter

Γ can be defined as the ratio between the size of a source and the inert area surrounding

it, i.e., Γ = W 2/L2. In the limit of Γ→ 1, the reactive layer becomes homogeneous where

the initial distribution of Z is uniform; in the limit of Γ→ 0, a discrete source approaches

a δ-function in space, namely, a point source of energy. In order to maintain the average
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specific energy release Q the same as that in the homogeneous cases, the actual energy

release associated with each discrete source must be increased according to the prescribed

spatial discreteness Γ. For the cases with spatial inhomogeneities, the specific total energy

is formulated as e = p/(γ − 1)ρ + (u2 + v2)/2 + ZQ/Γ. The method used to randomize

the positions of the discrete sources while maintaining a prescribed value of the overall

discreteness Γ is described in the next section.

3.2 Numerical methodology

The simulation code used to solve the two-dimensional reactive Euler equations is

based upon a uniform Cartesian grid. The MUSCL-Hancock scheme with the van Leer

nonsmooth slope limiter and a Harten-Lax-van Leer-contact (HLLC) approximate solver

for the Riemann problem was used. This code is implemented in Nvidia’s CUDA pro-

gramming language. The simulations were performed on a Nvidia Tesla K40M GPU

computing processor. The Strang splitting method was adopted to treat separately the

hydrodynamic process and the reactive process. This numerical scheme is thus of second-

order accuracy in space and time.

In each case where a detonation wave successfully propagated, the length (in x-

direction) of the entire simulation domain was approximately 3000 times the half-reaction-

zone length l1/2 for an ideal, homogeneous case. The technique of an advancing computa-

tional window, which were developed in several recent studies for simulating detonation

waves propagating over a long distance [104, 35, 3, 100], was used in this study in order

to reduce the computational cost. Instead of the entire domain, the simulations were only

performed in a window that enclosed the leading wave complex. Once the leading shock

front nearly reached the end of the computational window (i.e., 20l1/2 away from the right
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boundary), the left and right boundaries of the window were advanced by half of the win-

dow size. A window size of 600l1/2 was used for all the simulations in this study and was

verified to be sufficiently large to capture the reaction zone dynamics that contribute to

the propagating wave front. On the top, left, and right boundaries of this computational

window, a transmissive boundary condition is applied; on the bottom boundary, a reflect-

ing boundary is applied to model a rigid confining wall. For all simulations reported in

this chapter, a minimum thickness of the inert layer hI = 50l1/2 was used to eliminate the

influence of the top boundary on the propagation dynamics.

As the average source spacing L and the overall spatial discreteness Γ were prescribed,

the width of each square source W was calculated as W =
√

ΓL2. In order to initial-

ize the simulation domain with a spatially random distribution of discrete sources, the

reactive layer was first divided into squares of a size W 2 as marked by the thick black

lines in Fig. 3.2(b). Note that a source-sized square is much larger than the size of the

computational cells shown as thin gray lines. A random number Nr between 0 and 1 was

assigned to each source-sized square using a uniform random number generator. As shown

in Fig. 3.2(b), if a Nr is less than or equal to the spatial discreteness Γ, a reactive source

is placed at this square, and all the computational cells within this square are initialized

with Z = 1; otherwise, the square contains only inert material with Z = 0. A numerical

resolution of 10 computational cells per half-reaction-zone length of the ideal homoge-

neous case, i.e., l1/2/∆x = 10, was for most of the simulations reported in this Chapter.

For selected cases, simulations were performed at different resolutions, i.e., l1/2/∆x = 5,

20, and 30, for convergence tests. For the cases with very small discrete sources, e.g.,

W = 1 corresponding to L = 10 and Γ = 0.01, the minimum resolution ensures a suffi-

cient number of computational cells within a square source (100 cells in the source with

10 cells along each side of the square).
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3.3 Results

For all the simulations performed in this chapter, the average specific energy release

Q = 50 and the ratio of specific heats γ = 1.2 are fixed. Three different values of activation

energy, i.e., Ea = 10, 20, and 30, are considered. The value of the preexponential factor

k is selected to be k = 3.64, 16.45, and 80.24 for Ea = 10, 20, and 30, respectively, so

that the half-reaction-zone length l1/2 in the ideal ZND solution for the homogeneous case

equals to unity. Thus, all the length quantities reported in this section are in the unit

of the corresponding l1/2. The average source spacing L and the spatial discreteness Γ

can be independently varied to quantitatively control the nature of the imposed spatial

inhomogeneities. For each set of simulations with fixed Ea, L, and Γ, the only variable

parameter is the thickness of the detonable layer h. Some selected results showing the

wave structure for both homogeneous and inhomogeneous cases with various governing

parameters are presented in Sec. 3.3.1. Sample plots of the propagation velocity histories

resulting from different cases, which allows one to identify whether a detonation wave

successfully propagates or not, are shown in Sec. 3.3.2. The measured average propagation

velocity Vavg for all the cases considered in this study plotted as functions of the reciprocal

of the detonable layer thickness, i.e., 1/h, and the determined critical thickness h∗ below

which a detonation wave extinguishes are summarized in Sec. 3.3.3.

3.3.1 Wave structure

For Ea = 20, selected snapshots of the wave structures resulting from a homogeneous

case and inhomogeneous cases with moderately discretized (L = 10, Γ = 0.25) and highly

discretized (L = 10, Γ = 0.01) sources are shown in Fig. 3.3(a), (b), and (c), respectively.

The top half of each subfigure is the contour plot of reaction progress variable Z; the
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bottom half is the contour plot of pressure. The red area in the plot of Z is the reactive

regions, or discrete sources in the inhomogeneous cases (Fig. 3.3(b) and (c)). The white

dash lines indicate the interface between the reactive medium and the inert confinement.

At the selected reactive layer thickness h = 100, a detonation wave can propagate in all

three cases.

In the homogeneous case (Fig. 3.3(a)), transverse waves interacting with a globally

curved leading shock front can be observed. A thin blue-green streak attached to the con-

finement interface can be seen on the Z-plot in Fig. 3.3(a), indicating that flow behind

the leading shock laterally expand and some partially reacted gas moves away from the

detonation complex. For the case with moderately discrete sources (L = 10, Γ = 0.25),

as shown in Fig. 3.3(b), the resulting reaction-zone wave structure appears to be spa-

tially more inhomogeneous than that from an initially homogeneous medium, featuring

spatially localized high-pressure pockets near the leading shock front. A global curvature

of the leading shock front can still be identified. While maintaining the average source

spacing L = 10 the same, decreasing Γ to 0.01 makes the chemical energy possessed by

the medium highly concentrated into the small (W = 1) discrete sources as shown in

Fig. 3.3(c). The resulting localized high-pressure pockets behind the leading shock are

separated by rather large low-pressure regions. Although the shock front propagating

in the reactive layer can be distinguished from the oblique shock compressing the inert

confinement, it does not seem to exhibit a globally curved shape.

Sample wave structures shown in Fig. 3.4 are for the case of lower activation energy

Ea = 10. With a homogeneous reactive medium, as shown in Fig. 3.4(a), the resulting

wave front exhibits a nearly smooth curvature without any noticeable transverse waves.

Discretizing the reactive medium into square sources with Γ = 0.25 and an average source
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Figure 3.3: Wave structures (contour plots of reaction progress variable on top and pres-
sure on bottom) for the cases with Ea = 20, h = 100, and (a) a spatially homogeneous re-
active medium, (b) an inhomogeneous medium with moderately discrete sources (L = 10,
Γ = 0.25), and (c) an inhomogeneous medium with highly discrete sources (L = 10,
Γ = 0.01).
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Figure 3.4: Wave structures (contour plots of reaction progress variable on top and pres-
sure on bottom) for the cases with Ea = 10, h = 30, and (a) a spatially homogeneous
reactive medium, (b) an inhomogeneous medium with discrete sources of L = 10, Γ = 0.25
and (c) L = 1, Γ = 0.25.
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Figure 3.5: The history of instantaneous propagation velocity V normalized by the
Chapman-Jouguet (CJ) velocity VCJ as a function of the leading shock position xs for
Ea = 20: (a) a homogeneous case with h = 80; inhomogeneous cases (L = 10 and
Γ = 0.25) with (b) h = 80 and (c) h = 40.

spacing L = 10, significantly larger than the intrinsic reaction-zone length for an ideal,

homogeneous case, the wave structure becomes irregular as shown in Fig. 3.4(b). A

localized high-pressure region can be observed near the leading shock front. While fixing

the spatial discreteness Γ = 0.25 and reducing the average source spacing to L = 1, i.e.,

equals to the l1/2 for the ideal ZND solution, a lightly rough wave front with an identifiable

global curvature is recovered as shown in Fig. 3.4(c).

3.3.2 Velocity history

For each simulation run, the trajectory of the leading shock front xs(t) along the rigid

wall (the bottom boundary of the simulation domain) can be recorded by finding the

location where pressure increases to p = 1.01 from its initial value p = 1 every unity time

step. The instantaneous propagation velocity V can then be calculated by numerically

differentiating xs(t) over time. For some selected cases with Ea = 20, sample results of

the instantaneous propagation velocity histories normalized by VCJ as a function of the

leading shock position are plotted in Fig. 3.5.
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As shown in Fig. 3.5(a) and (b), for both homogeneous and inhomogeneous (L = 10

and Γ = 0.25) cases, respectively, with a reactive layer thickness h = 80, the detonation

wave can self-sustainably propagate. The fluctuation in V for the homogeneous case

shown in Fig. 3.5(a) has an average amplitude of approximately 80% of VCJ (from 0.6

to 1.4VCJ). For the inhomogeneous cases with h = 80 (Fig. 3.5(b)), V fluctuates over

a much larger range from 0.5 to 1.8VCJ. The inhomogeneous case shown in Fig. 3.5(c)

has a much thinner reactive layer of h = 40. The resulting velocity history exhibits some

fluctuations around VCJ after the initiation process, and decreases to a very low value

(below 0.2VCJ). A velocity history as shown in Fig. 3.5(c) indicates that a detonation

wave cannot successfully propagate at this reactive layer thickness, i.e., h < h∗, for the

given set of parameters.

3.3.3 Average propagation velocity

For a case of simulation where the resulting detonation wave successfully propagates,

although the instantaneous propagation velocity exhibits fluctuations due to the presence

of inhomogeneities in energy release, a quasi-steady propagation velocity can be measured

in an average sense over time or propagation distance. The total distance over which a

detonation wave propagates in such a simulation run is approximately 3000. The average

propagation velocity Vavg is measured over the second half of the propagation distance,

i.e., from xs ≈ 1500 to 3000, in order to avoid the influence of the initiation process on the

measurement. The measured Vavg normalized by the CJ velocity are plotted as a function

of the reciprocal of the reactive layer thickness 1/h for all the cases with Ea = 10, 20,

and = 30 in Fig. 3.6(a), (b), and (c), respectively. Two average velocities over smaller

distances, i.e., xs ≈ 1500 to 2250 and xs ≈ 2250 to 3000, are also measured to provide

information regarding the uncertainty in the measurement of Vavg and plotted as error
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Figure 3.6: Average propagation velocity Vavg normalized by the CJ velocity as a function
of the reciprocal of the reactive layer thickness 1/h for the cases with (a) Ea = 10, (b)
Ea = 20, and (c) Ea = 30. The black curve on each plot is the theoretical prediction
using the Wood and Kirkwood model with a curvature-based geometric construction of
the wave front.

bars to the data points in Fig. 3.6.

The results plotted in Fig. 3.6(a) are for the cases with a very low activation energy

Ea = 10. As the reactive layer thickness decreases (i.e., 1/h increases), the average ve-

locity resulting from homogeneous and inhomogeneous cases decreases. The Vavg for the

inhomogeneous cases with an average source spacing L = 10 (red circles) are slightly

higher than those resulting from the homogeneous cases (blue squares). For the inhomo-

geneous cases with an average source spacing L = 1 (cyan diamonds), the resulting Vavg

are very close to those for the homogeneous cases. For all three of these cases, the result-

ing Vavg decreases with h in a seemingly linear fashion; no case resulting in a quenched

detonation is captured given this low activation energy Ea = 10.

In Fig. 3.6(b) and (c), the results of Vavg/VCJ plotted as a function of 1/h are for

the cases with relatively higher activation energies, i.e., Ea = 20 and Ea = 30. For an
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infinitely large reactive medium, i.e., an adiabatic detonation system without losses, the

Vavg resulting from the homogeneous cases with both Ea = 20 and 30 is very close to

VCJ (with less than 1% difference). As the half thickness decreases, the velocity deficit

from the CJ value becomes greater and greater until the propagation limit is encountered

between h = 60 and h = 50 for Ea = 20 and between h = 250 and h = 240 for Ea = 30.

For the cases with Ea = 20 and moderately discretized sources (Γ = 0.25, red circles in

Fig. 3.6(b)), the resulting Vavg is not significantly different from that of the homogeneous

cases at larges reactive layer thicknesses (small 1/h); near the critical thickness marking

the propagation limit, the Vavg for the Γ = 0.25 inhomogeneous cases are significantly

greater than that for the homogeneous cases. For the case with h = 50, the resulting

detonation wave can propagate in the inhomogeneous case but fails in the homogeneous

case. For the cases with Ea = 20 and extremely discretized reactive sources (Γ = 0.01,

cyan downward-pointing triangles in Fig. 3.6(b)), the resulting Vavg is significantly greater

than the CJ velocity for the ideal, homogeneous system with the same amount of overall

heat release; the propagation limit is encountered at a much smaller critical thickness

between h = 20 and h = 30.

For the cases with Ea = 30 as shown in Fig. 3.6(c), the homogeneous cases (blue

squares) result in a larger velocity deficit from VCJ and reaches the propagation limit

at a larger h comparing to those with a inhomogeneous medium. Making the reactive

source sufficiently discrete (i.e., Γ ≤ 0.16), the resulting Vavg are significantly greater than

VCJ at relatively large reactive layer thickness. As Γ decreases from 0.25 (red circles)

to Γ = 0.01 (cyan downward-pointing triangles), a detonation wave can self-sustainably

propagate into thinner and thinner reactive layers.
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3.3.4 Critical thickness

With activation energies Ea = 20 and 30, the failure of detonation propagation is

captured in the cases with both a homogeneous reactive layer and a random distribu-

tion of discrete sources as shown in Fig. 3.6(b) and (c). The critical thickness of the

reactive layer h∗ below which a detonation fails to propagate can thus be determined

for these cases and summarized in Fig. 3.7. For each data point plotted on this figure,

the upper error bar indicates the smallest thickness at which the simulation results in a

self-sustained propagation, h∗go; the lower error indicates the largest thickness at which a

failure of propagation is identified, h∗no−go. The critical thickness h∗ is determined as the

average value between h∗go and h∗no−go, i.e., h∗ = (h∗go + h∗no−go)/2. Note that there is no

simulation performed exactly at the critical thickness h∗.

The simulation results of h∗ at a numerical resolution of 10 computational cells per

the half-reaction-zone length (l1/2/∆x = 10) are plotted as a function of Γ, the spatial

discreteness of the imposed inhomogeneous sources, with a fixed average source spacing

L = 10 in Fig. 3.7(a). On the right end of this plot, Γ = 1 associates with the cases of a

homogeneous reactive layer. The results with Ea = 20, plotted as circles, show that the

critical thickness decreases from h∗ = 57.5±2.5 to 25±5 as the reactive medium is varied

from spatially homogeneous to highly discretized, i.e., from Γ = 1 to Γ = 0.01. For the

cases with Ea = 30, the resulting h∗ (blue squares in Fig. 3.7) decreases from 247.5± 2.5

to 45± 5 as Γ decreases Γ = 1 to Γ = 0.01, exhibiting a steeper slope of change with the

spatial discreteness of the reactive medium than that associated with the Ea = 20 results.

In Fig. 3.7(b), the simulation results of critical thickness h∗ at different numerical

resolutions are plotted as a function of activation energy Ea for the homogeneous Γ = 1
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cases (marked as squares) and the most highly discretized cases with Γ = 0.01 and L = 10

(marked as circles). For the cases with Ea = 20, simulations have been performed at 4

different resolutions: l1/2/∆x = 5 (green symbols), 10 (black symbols), 20 (blue symbols),

and 30 (red symbols). For the cases with Ea = 30, simulations have been performed at

3 different resolutions: l1/2/∆x = 5, 10, and 20. Note that, since the spatial discreteness

for square reactive sources is defined as Γ = W 2/L2, for the most highly discretized case

with Γ = 0.01 and L = 10, there are 25, 100, 400, and 900 computational cells resolving

each discrete source at numerical resolutions of l1/2/∆x = 5, 10, 20, and 30, respectively.

For Ea = 20, homogeneous case shown in Fig. 3.7(b), as the numerical resolution was

increases from l1/2/∆x = 10 to 20, the result of h∗ increases by approximately 9%; as the

numerical resolution was increases from l1/2/∆x = 20 to 30, there is no change greater

than ±4% in the result of h∗. For the highly discretized case with Ea = 20, Γ = 0.01,

and L = 10, there is no change greater than the prescribed average source spacing L in

the result of h∗ was the resolution as increased from l1/2/∆x = 5 to 30. For Ea = 30,

homogeneous case shown in Fig. 3.7(b), as the numerical resolution was increases from

l1/2/∆x = 5 to 10, the result of h∗ increases by approximately 26%; as the numerical

resolution was increases from l1/2/∆x = 10 to 20, the change in the result of h∗ is less

than ±1%. For the highly discretized case with Ea = 30, Γ = 0.01, and L = 10, there is

no change greater than the prescribed average source spacing L in the result of h∗ as the

resolution was increased from l1/2/∆x = 5 to 20.

Via performing convergence tests for the selected cases shown in Fig. 3.7(b), a numer-

ical resolution of l1/2/∆x = 10 has been demonstrated to be fairly sufficient to determine

the critical reactive layer thickness for a self-sustainable propagation. For the highly dis-

cretized cases, since simulations have been performed at thicknesses being integer times
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Figure 3.7: Critical thickness of the reactive layer h∗ as (a) a function of spatial discrete-
ness Γ and (b) a function of activation energy Ea with L = 10. Results of h∗ at different
numerical resolutions are plotted on (b).

of the source spacing, e.g., h = 20, 30, 40, and so on for L = 10, these cases result in

h∗ with an error range of ±L/2. Although this error range is relatively great comparing

to the determined h∗ for the highly discretized cases (Γ = 0.01 and L = 10), simulations

performed at different resolutions result in a consistent range of h within which the prop-

agation limit is encountered, i.e., between h = 20 and 30 for Ea = 20, and between h = 40

and 50 for Ea = 30. Thus, further increasing the numerical resolution will very unlikely

alter the qualitative dependence of h∗ on the spatial discreteness Γ and activation energy

Ea for Ea = 20 and Ea = 30 as reported in this Section. Additional details of how the

convergence test has been performed for the cases shown in Fig. 3.7(b) are provided in

Appendix E.
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3.4 Theoretical model

The prediction of the Vavg vs. h relation using a theoretical model is plotted as the

black curves in Fig. 3.6. This model is based on the assumption of a smoothly curved

leading shock front followed by a steady, laminar-like reaction zone structure. First, using

Wood and Kirkwood’s quasi-one-dimensional model along the central streamline (equiv-

alent to that along the rigid wall confinement in the problem considered in this study),

the relation between the normal detonation velocity and the wave front curvature (Dn-κ

relation), can be solved. [20] The smoothly curved leading wave front can then be ge-

ometrically constructed knowing the Dn-κ relation using the method first developed by

Eyring et al. [5] This theoretical model, combining Wood and Kirkwood’s solution and

Eyring et al.’s geometric construction (see more details in Appendices C and D, respec-

tively), was used by Li et al. [3, 35] to predict the Vavg vs. h relation.

For the cases with a low activation energy Ea = 10 shown in Fig. 3.6(a), the theoretical

prediction is very close to the simulations results for both homogeneous and inhomoge-

neous cases at large thicknesses; a propagation limit, marked by the turning point of the

Vavg vs. 1/h curve, is predicted by this model, but it is not captured by the numerical

simulations. For higher activation energies Ea = 20 and 30 shown in Fig. 3.6(b) and (c),

respectively, the model predicts significantly smaller velocity deficits and critical reactive

layer thickness than the simulations results for the homogeneous and moderately inho-

mogeneous (Γ = 0.25) cases. The simulation results of Vavg for the near-limit cases with

highly discretized inhomogeneities (Γ = 0.01) appear to be fairly close to the turning

point of the theoretical prediction curves in Fig. 3.6(b) and (c).
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3.5 Discussions

The simulation results reported in this chapter show that, for a sufficiently high ac-

tivation energy, i.e., Ea ≥ 20, the presence of spatially discrete reactive sources assist a

detonation wave to propagate beyond the limit encountered in a homogeneous reactive

medium. For the cases with a relatively high Ea = 30, as varying the spatial inhomogene-

ity of the initial distribution of reactant from a homogeneous medium to highly discretized

reactive sources, the critical thickness of the reactive layer for a self-sustained propagation

is reduced by nearly an order of magnitude (shown in Fig. 3.7). This sensitizing effect

of spatial inhomogeneities on the near-limit propagation of detonation waves was first

found by Li et al. [35] In their work, a pressure-dependent reaction model, which results

in a smooth, laminar-like wave structure in the homogeneous case, was incorporated. The

finding of this current study thus complements Li et al.’s work [35] by showing this en-

hancing effect in an unstable denotative system governed by Arrhenius kinetics. Given

that the inhomogeneities were implemented as spatially discrete regions with highly con-

centrated reactant in this study, a significantly more pronounced effect of inhomogeneities

on the propagation limit was found in the limit of extremely discretized sources of energy

or point-like sources (Γ → 0). The resulting dynamics in this limit could not be easily

captured using a system previously explored by Li et al., wherein inhomogeneities were

implemented as variations in the initial density and temperature distribution.

A homogeneous mixture of reactive gases with Ea = 20 ∼ 30 results in a detonation

wave exhibiting regular or slightly irregular cell patterns. In such a cellular detonation

complex, the transversely propagating shock waves are rather weak so that the triple-point

interaction along the leading shock front cannot trigger localized explosions as strong as
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those in a highly irregular mixture (with larger activation energies, e.g., Ea > 40). The

reactive gas shocked by the weak parts of the leading wave front undergoes relatively slow

combustion processes. Resulting from the lateral expansion, the strength of the leading

shock decreases significantly in the transverse direction from the rigid wall towards the in-

ert confinement. A more substantial amount of slowly reacting gas can thus be found near

the expanding confinement interface downstream from the leading shock as indicated in

Fig. 3.3(a). The energy release from these slowly reacting pockets of gas are not sufficient

to restrengthen the leading shock wave propagating in a sub-critical case. Hence, a near-

limit, cellular detonation wave under compressible confinement suffers not only losses in

momentum of the expanding product in the x-direction, but also an insufficient support

from the slow energy release of the weakly shocked reactant. This mechanism underlying

the failure of a cellular detonation wave is likely verified by comparing the simulation

results and model prediction of Vavg and h∗ with a homogeneous reactive medium. For

the cases with Ea = 20 and 30 (shown in Fig. 3.6(b) and (c)), the simulation results of h∗

are significantly larger than those predicted by the theoretical model assuming a smoothly

curved shock front wherein only losses in momentum are considered. For the cases with

Ea = 10, the wave front resulting from the simulations is nearly smooth (Fig. 3.3(a)),

and thus, the results of Vavg agree fairly well with the theoretical prediction as shown in

Fig. 3.6(a).

For the homogeneous cases, the simulation results of h∗ normalized by the half-

reaction-zone length l1/2 of the corresponding ideal ZND solution increases by nearly an

order of magnitude as activation energy increases from 20 to 30, which are qualitatively

consistent with the results reported by Reynaud et al. [100] This trend can be explained

considering the above-described failure mechanism for regular or slightly irregular cel-

lular detonations. As a large amount of reactive gas is processed by the leading shock
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at a strength that is considerably lower than the corresponding CJ Mach number, the

exothermic reaction is initiated at a relatively low temperature (much lower than the von

Neumann (vN) temperature associated with MCJ). Given the exponential temperature-

dependence of an activated reaction rate (for instance, single-step Arrhenius kinetics), at

a very low post-shock temperature, the reaction rate is lower for a higher activation en-

ergy. Thus, the effective reaction zone length for these weakly shocked pockets (denoted

as leff for convenience) increases with an increasing activation energy. The l1/2 of the ZND

solution is based on the assumption of a reaction process triggered by a leading shock

of MCJ, i.e., initiated at a much higher temperature associated with the vN state. With

an increasing Ea, l1/2 should thus decrease. Therefore, if the ratio h∗/leff remains a con-

stant characteristic value for detonable mixtures with a similar detonation cell regularity,

h∗/l1/2 must increase as Ea increases.

By spatially discretizing the reactive medium (decreasing Γ while keeping L fixed), the

chemical energy of the medium is concentrated into smaller and smaller reactive sources.

In such cases, the amount of weakly shocked reactant that undergoes a slow heat release

process is reduced and completely eliminated in the limit of Γ → 0; the energy release

is thus dominated by the localized explosions or high pressure pockets as these highly

concentrated sources are triggered by the shock front. Therefore, this sensitizing effect of

spatially discrete sources seems to be more pronounced with an increasing Ea in the range

featuring a regular or slightly irregular, homogeneous mixture. For the cases with nearly

point-like sources (Γ = 0.01), as shown in Fig. 3.7, the values of h∗ resulting from the

simulations with Ea = 20 and 30 seem to converge to a rather narrow range of h∗ = 25-

45 for a fixed average source spacing L = 10. These results suggest that, in the limit

of extremely discretized sources, h∗ is more likely governed by the average number of

localized explosions that can be triggered transversely across the reactive layer, in other
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words, the ratio between h∗ and the average source spacing L might be an approximately

constant value, which is independent of Ea.

3.6 Conclusions

The effect of a spatially random distribution of inhomogeneities in the initial reac-

tant concentration upon the propagation limit of gaseous detonation with compressible

confinement has been studied via numerical simulations. Detonation systems with a ho-

mogeneous reactive medium are also simulated, and the results are compared with those

from the simulations with an inhomogeneous medium in order to illustrate the effect of

spatial inhomogeneities. A critical thickness of the reactive layer below which a detonation

wave cannot propagate in a self-sustained manner has been determined for both homo-

geneous and inhomogeneous cases with Ea = 20 and 30, which represent a homogeneous

detonable mixture featuring regular or slightly irregular cell patterns. The simulation

results suggest that the imposed spatially discrete sources have a sensitizing effect on the

near-limit propagation of detonation waves, i.e., concentrating the energy sources assists

the detonation wave to propagate significantly beyond the limit that is encountered in

the homogeneous system with the same amount of overall energy release. The mechanism

underlying this sensitizing effect is related to the difference in the nature of the energy

release processes between a homogeneous reactive medium and a random distribution of

highly discretized reactive sources.



Chapter 4

Concluding remarks

This present body of work has been aimed to further elucidate the propagation mech-

anism of detonation waves of a spatially inhomogeneous nature via numerical simulations.

Instead of directly resolving the naturally developed inhomogeneities within a detonation

wave complex which takes a tremendous amount of computational effort, the approach of

imposing discretely located reactive sources to the medium has been explored in this cur-

rent work. In Ch. 2, discrete sources were introduced to adiabatic detonation systems with

a hierarchy of complexities in order to investigate the effect of spatial inhomogeneities on

the propagation velocity. The simulation results reveal that, with a sufficiently inhomo-

geneous reactive medium, a detonation wave propagates at a velocity that is significantly

greater than the CJ velocity for the same amount of overall energy release. This super-CJ

wave propagation can be understood as a weak detonation due to the non-equilibrium

state at the effective sonic surface. In Ch. 3, a random distribution of spatially discrete

sources was implemented into a two-dimensional detonation system confined by an inert,

compressible layer of gas. The simulation results show that, for a sufficiently high activa-

tion energy, the spatial inhomogeneities assist a detonation wave to propagate beyond the

limit that is encountered in a homogeneous reactive medium with the equivalent amount
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of energy release. The underlying sensitization mechanism is due to the energy release

dominated by the localized explosions as the highly discretized sources are triggered.



Appendix A

Derivation of the Favre-averaged

equations, the master equation, and

the thermicity terms

The complete derivation of the Favre-averaged (i.e., density-weighted, spatio-temporally

averaged) equations, the master equation, and the thermicity terms (φ, φM, φT, and φR)

are presented in this Appendix. The averaging is performed in a reference frame moving

at the averaged wave propagation velocity Vavg. In this moving reference frame, the spa-

tial coordinate and the x-component of particle velocity are transformed as x′ = x−Vavgt

and u′ = u − Vavg, respectively. For convenience, u denotes the x-component of particle

velocity with respect to the moving frame in this Appendix.

A simple spatio-temporal averaging (or only temporal for one-dimensional cases), i.e.,

Reynolds averaging procedure, is then applied to density and pressure as follows

ρ̄ (x′) =
1

t2 − t1

∫ t2

t1

1

y2 − y1

∫ y2

y1

ρ (x′, t) dydt and ρ = ρ̄+ ρ◦ (A.1)
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p̄ (x′) =
1

t2 − t1

∫ t2

t1

1

y2 − y1

∫ y2

y1

p (x′, t) dydt and p = p̄+ p◦ (A.2)

where t1 and t2 indicate the starting and ending time of the period, and y1 and y2 indi-

cate the lower and upper boundaries of the computational domain in the y-direction, over

which ρ and p are averaged. The bar “ ” and superscript “◦” indicate spatio-temporally

averaged variables and their corresponding fluctuating quantities. Favre averaging (i.e.,

density-weighted averaging) is applied to the particle velocity and reaction progress vari-

able as follows,

u∗ =
ρu

ρ̄
and u = u∗ + u′′ (A.3)

Z∗ =
ρZ

ρ̄
and Z = Z∗ + Z ′′ (A.4)

where superscripts “∗” and “′′” indicate Favre-averaged variables and their correspond-

ing fluctuating quantities, respectively. The average structure of the wave is therefore

governed by the one-dimensional, stationary Favre-averaged Euler equations as follows,

∂

∂x′
(ρ̄u∗) = 0 (A.5)

∂

∂x′

(
ρ̄u∗2 + p̄+ ρu′′2

)
= 0 (A.6)

∂

∂x′
(
ρ̄e∗u∗ + ρ̄ (e′′u′′)

∗
+ pu

)
= 0 (A.7)

where the averaged specific total energy e∗ can be expressed as follows,

e∗ =
p̄

ρ̄(γ − 1)
+
u∗2

2
+
Z∗Q

Γ
(A.8)

Knowing the upstream boundary condition, i.e., the initial state of the region ahead of
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the leading shock, Eqs. A.5-C.1 can be integrated to obtain the following equations,

ρ̄u∗ = Vavg (A.9)

V 2
avg

ρ̄
+ p̄+ f = V 2

avg + 1 (A.10)

γp̄

(γ − 1)ρ̄
+
u∗2

2
+
Z∗Q

Γ
+

g

Vavg

=
γ

γ − 1
+Q+

Vavg
2

2
(A.11)

where f = ρu′′2 and g = ρe′′u′′ + p◦u′′ are the intensities of mechanical and thermal

fluctuations, respectively. With the averaged quantities Vavg, p̄, ρ̄, u∗, and Z∗ calculated,

f and g can be then evaluated using Eqs. C.4 and D.1. The average sound speed, which

is assumed to be independent of the intensity of fluctuation, can be calculated as

c∗ =

√
γp̄

ρ̄
(A.12)

The effective sonic point in the one-dimensional averaged wave structure is located at the

position at where u∗ + c∗ = 0. Considering Eqs. A.5 and A.6 and taking the expression

for e∗ (Eq. C.2) into Eq. C.1, after some algebraic manipulation, one obtains the so-called

master equation as follows,

du∗

dx′
=
γu∗ df

dx′
− (γ − 1) dg

dx′
− (γ−1)QVavg

Γ
dZ∗

dx′

ρ̄ (c∗2 − u∗2)
=

φ

ρ̄ (c∗2 − u∗2)
(A.13)
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where

φM = γu∗
df

dx′

φT = −(γ − 1)
dg

dx′

φR = −(γ − 1)QVavg

Γ

dZ∗

dx′

φ = φM + φT + φR

(A.14)

The master equation describes how the particle velocity of a fluid element traversing

through a one-dimensional, steady Favre-averaged wave structure is influenced by the

thermicity (φ) due to mechanical fluctuations (φM), thermal fluctuations (φM), and chem-

ical reaction progress (φR). Upon the flow passing through the averaged sonic point where

the denominator of the master equation (Eq. D.3) equals zero, i.e., c∗2 − u∗2 = 0, the

thermicity φ must vanish, i.e., φ = 0. Otherwise, a singularity would be encountered at

the averaged sonic point. Thus, the condition φ = 0 at the sonic surface that permits a

singularity-free wave structure is known as the generalized CJ condition.



Appendix B

Heuristic model for the discrete

source detonation problem

The collection of a large number of interacting blast waves and other unsteady flow

features that comprise the dynamics of the discrete source detonation problem are un-

likely to be amenable to an analytic solution. In the limit of point-like energy sources

(discreteness Γ → 0) and the delay time going to zero (τ → 0), however, the problem

becomes simpler. In this case, as shown in figure B.1(a), the blast wave from a new source

originates on the shock front of the prior blast, initially with no other flow interactions

involved. This problem, and the subsequent propagation of the blast, are considered in

this Appendix in an attempt to construct an analytic solution to this problem. It should

be emphasized that this is a constructed solution, in which previously known solutions

are patched together in an ad hoc, or heuristic, manner, rather than a solution to the

discrete detonation problem derived rigorously from the governing conservation laws.
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Figure B.1: Schematic illustration of the one-dimensional, discrete-source detonation
propagation problem, as an x-t (space-time) diagram (a). In (b), the mechanism of source
energy deposition is assumed to occur via the impulsive motion of two outward-facing,
massless pistons. The approximation of the carried-over influence from the previous
sources onto the (i − 1)th source is shown in (c). In (d), the carried-over particle ve-
locity imposed on the ith source, V i

p,0, is approximated as the piston velocity required to
sustain the instantaneous shock velocity, V i

s,0.
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B.1 Taylor-Sedov solution for point-source blast

An approximate, analytical solution to this problem for the case where the delay time

and discreteness are both taken to the limit of zero begins with the similarity solution for

the planar version of the well-known point-blast problem of Taylor and Sedov [105]. For

a planar blast wave, the Taylor-Sedov solution that governs the motion of the shock front

is given by the following non-dimensionalized equation,

Vinst =
dxs

dt
=

√
0.5Q

Bxs

(B.1)

where Vinst is the instantaneous velocity of the leading shock front, xs is the position of

the leading shock front, and B is a dimensionless energy parameter depending on the

specific heat capacity ratio γ. Considering that the point source releases its energy in an

initially uniform and quiescent medium, the source energy Q is equally partitioned into

forward and backward propagating blast waves. The factor of 0.5 in (B.1) thus indicates

that only half of the source energy contributes to the forward propagating blast wave.

B.2 Energy partition of blast waves

Except for the first source, each subsequent source releases its energy at the shock

front originating from the previous source; thus, the blast energy is not equally parti-

tioned into forward and backward propagating blast waves. In order to estimate this

partitioning, the following model of blast energy deposition is proposed. As illustrated in

figure B.1(b), the mechanism of source energy deposition is hypothesized to be two mass-

less pistons, one that pushes outward into the undisturbed gas ahead of the blast and the

other that pushes into the gas behind the blast from the prior source. An approximation
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Figure B.2: Schematic layout of the gasdynamic analysis for the energy deposition pro-
cess of a new source modeled as two massless pistons impulsively pushing forward and
backward.

of blast energy partitioning can be made based on a simple analysis of the gasdynam-

ics shortly after a new source depositing its energy, as detailed in the following paragraph.

In order to demonstrate this simple analysis, figure B.1(b) is redrawn as figure B.2 with

different regions labeled as follows: Region (0) is the undisturbed region ahead of the lead-

ing shock front; Region (1) is the gas behind the blast wave from the previous source;

Region (2) is the gas behind the forward-propagating shock wave generated by the new

source; Region (3) is the gas behind backward-propagating shock generated by the new

source. The Mach numbers associated with the incident blast from the previous source,

the forward-propagating shock from the new source, and the backward-propagating shock

from the new source are denoted as Ms,1, Ms,2, and Ms,3, respectively. The particle veloc-

ity in Region (1) is Vp,1; the particle velocity in Region (2) or piston velocity pushing the

forward-propagating shock is Vp,2; the particle velocity in Region (3) or piston velocity
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pushing the backward-propagating shock is Vp,3.

The particle (or piston) velocity Vp required to maintain a strong shock wave of a

Mach number Ms can be calculated as

Vp =
2

γ + 1
Msc (B.2)

where c is the sound speed in the gas ahead of the shock wave. Via this relation, the

blast Mach numbers can be expressed in terms of the particle velocities and sound speed

in different regions as follows,

Ms,1 =
γ + 1

2

Vp,1

c0

, Ms,2 =
γ + 1

2

Vp,2

c0

, Ms,3 =
γ + 1

2

(Vp,1 + Vp,3)

c1

(B.3)

Applying the Rankin-Hugoniot relations for strong shocks, the pressure ratio across each

shock wave can be expressed as a function of the corresponding shock Mach number as

follows,

p1

p0

=
2γ

γ + 1
(Ms,1)2,

p2

p0

=
2γ

γ + 1
(Ms,2)2,

p3

p1

=
2γ

γ + 1
(Ms,3)2 (B.4)

and the ratio between sound speeds c0 and c1 can be expressed as

c1

c0

=

√
2γ(γ − 1)

(γ + 1)2
Ms,1 (B.5)

Taking the expression for the shock Mach numbers (B.3) into (B.4) and (B.5) and con-

sidering p0 = 1, after some algebraic manipulation, the pressure in Regions (2) and (3)

can be expressed in terms of the particle velocities as follows,

p2 =
γ(γ + 1)

2

(
Vp,2

c0

)2

p3 =
γ(γ + 1)2

2(γ − 1)

(
Vp,1 + Vp,3

c0

)2

(B.6)
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Applying the condition that the pressure on both piston faces must be equal (since,

being massless, they cannot exert any net force on the flow), i.e., p2 = p3, the following

equation can be derived by equating the expressions for p2 and p3 (B.6):

Vp,2 =

√
γ + 1

γ − 1
(Vp,1 + Vp,3) (B.7)

Assuming that the particle motion behind the backward-propagating blast is much stronger

than the particle motion behind the incident blast from the previous source, i.e., Vp,3 �

Vp,1, thus, Vp,1 +Vp,3 ≈ Vp,3, and a relation between the two piston velocities Vp,2 and Vp,3

can be obtained,

Vp,2

Vp,3

=

√
γ + 1

γ − 1
(B.8)

The source energy partitioned into forward- and backward-propagating blast waves

can be estimated as the work done by the pistons pushing forward and backward, re-

spectively. A factor η can be defined as the ratio of the energy partitioned into the

forward-propagating blast over the total amount of source energy,

η =
Qforward

Q
=

Qforward

Qforward +Qbackward

=
Vp,2p2A∆t

Vp,2p2A∆t+ Vp,3p3A∆t
(B.9)

Since the area A on which the pistons push and the time duration ∆t are the same, and

the pressures on the piston faces are equal (p2 = p3), taking the relation (B.8) between

Vp,2 and Vp,3 into (B.9), the blast energy partition factor η can be obtained as a function

of γ only,

Qforward

Q
= η =

1√
γ−1
γ+1

+ 1
(B.10)

Since only ηQ contributes to the forward propagating blast, the equation describing the
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motion of the leading shock front needs to be modified,

Vinst =
dxs

dt
=

√
ηQ

Bxs

(B.11)

Interestingly, (B.10) is the same partition of blast energy found by Sakurai [106] in ex-

amining planar blast waves generated by energy release at a stationary density interface

(as opposed to energy release at a moving shock front in the current problem).

B.3 Carry-over of influence from one source to the

next

Following the release of source energy, the subsequent blast wave motion is additionally

influenced by the particle velocity that was imposed by the blast wave from the previous

sources. Considering the energy partitioned into the forward propagating blast and the

particle motion imposed by the previous source, the motion of the blast wave propagation

from one source to the next (from the ith to the (i+ 1)th source) is given by,

Vinst =
dxis
dt

=

√
ηQ

Bxis
+ V i

p

(
xis
)

(B.12)

where xis is the leading shock position relative to the location of the ith source, and V i
p (xis)

is the particle velocity carried over from the previous source. This relation (B.12) assumes

that the blast wave from a source is additionally advected by the particle motion imposed

by the prior source. Since the spacing between two consecutive sources is of unit length,

xis increases from 0 to 1 as the blast wave propagates from the ith to the (i+ 1)th source,

and it is related to the absolute position of the leading shock xs relative to the location

of the first source (x = 0) via xs = (i− 1) +xis. Note that, for algebraic convenience, only
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the leading shock position relative to the ith source, xis, is used to formulate the governing

equations of the heuristic model in this Appendix. A series of ad hoc approximations are

made to incorporate V i
p into (B.12), as detailed in the following paragraphs.

The carried-over particle velocity at the location of a newly triggered (the ith) source,

i.e., V i
p(xis = 0) or V i

p,0, can be approximated as follows. The blast wave, which imposes

V i
p,0 onto the ith source, is a result of the energy release of not only the (i − 1)th source,

but also all the previous sources (from the first one) with diminishing effect. As shown in

figure B.1(c), this influence from the previous sources is approximated as the kinetic energy

possessed by the particle motion imposed on the (i−1)th source, i.e.,
(
V i−1

p,0

)2
/2, added to

the forward-partitioned source energy ηQ to propel the blast propagating towards the ith

source. With this carried-over amount of energy from the previous sources, the velocity,

at which the blast reaches the ith source, can be obtained from the Taylor-Sedov solution,

V i
s,0 =

√
ηQ

B
+

(
V i−1

p,0

)2

2
(B.13)

The particle velocity imposed on the ith source, V i
p,0, as shown in figure B.1(d), can be

then approximated as the piston velocity required to sustain the blast front moving at its

approximated instantaneous velocity V i
s,0,

V i
p,0 =

2

γ + 1
V i

s,0 =
2

γ + 1

√
ηQ

B
+

(
V i−1

p,0

)2

2
(B.14)

As the carried-over particle velocity is zero when the first source releases energy, V 1
p , the

subsequent values of V i
p,0 can be calculated recursively. As the blast wave propagates

to the next source, the influence of the previous source on the particle motion should

diminish. In order to consider this effect, V i
p is modeled to be inversely proportional to
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xis,

V i
p

(
xis
)

=
1

xis + 1
V i

p,0 (B.15)

Note that the factor 1/ (xis + 1) is an ad hoc approximation made to consider the diminish-

ing effect of the imposed particle motion, but not rigorously derived from the solution for

the blast wave profile. When the leading shock front just reaches the ith source (xis = 0),

(B.15) gives V i
p (xis = 0) = V i

p,0; when the leading shock reaches the next source (xis = 1),

(B.15) gives V i
p (xis = 1) = 0.5V i

p,0.

Taking the ad hoc approximations of V i
p (B.13)-(B.15) into (B.12), the equation de-

scribing the leading shock propagation from one source to the next is formulated as

follows,

Vinst =
dxis
dt

=

√
ηQ

Bxis
+

1

(xis + 1)

1

(γ + 1)

√
ηQ

B
+

(
V i−1

p,0

)2

2︸ ︷︷ ︸
V i
p,0

(B.16)

By solving (B.16) source by source, the model predictions for the instantaneous velocity

of the shock front Vinst as a function of shock front position xs and the source-to-source

average velocity Vavg,source can be obtained.

B.4 Summary of procedure

A summary of the procedure to calculate the model prediction of Vinst as a function of

xs and the average velocity of the leading shock propagating from the ith to the (i+ 1)th

source V i
avg,source is provided as follows:

• For the first source (i = 1), since it deposits its energy into an initially uniform and

quiescent medium without any carried-over influence, V 1
p = 0 and η = 0.5. Having

V 1
p = 0 in (B.12), the governing equation for Vinst reverts to the Taylor-Sedov point-
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blast solution as (B.1).

• For the second source, Vinst can be obtained by evaluating the right-hand side of

(B.16) where V i−1
p,0 for i = 2 is V 1

p,0. Since there is no carried-over particle motion

for the first source, V 1
p,0 = 0. The blast energy partition factor η can be calculated

via (B.10). Thus, every element on the right-hand side of (B.16) is known, and Vinst

for the second source can be calculated.

• For the third source (i = 3), Vinst can again be obtained by evaluating the right-

hand side of (B.16). This time V i−1
p,0 that appears in (B.16) is V 2

p,0, which has already

been solved when evaluating the second term on the right-hand side of (B.16) for

the second source or equivalently calculated via (B.14).

• For each subsequent source, since the input from the previous source V i−1
p,0 has

already been solved, the instantaneous velocity of the shock front Vinst can be cal-

culated via evaluating the right-hand side of (B.16).

• Knowing that the spacing between two sources is 1, the average velocity of the

leading shock propagating from the ith to the (i + 1)th source, V i
avg,source, can be

expressed as follows,

1/V i
avg,source =

∫ 1

0

dxis
Vinst (xis)

(B.17)

With the model prediction of Vinst (xis) obtained from the previous steps, the right-

hand side of (B.17) can be numerically integrated to compute V i
avg,source.

B.5 Model results

The predictions of this model for the instantaneous velocity of the shock front are

shown in figure 2.5(a). Note that, since the Taylor-Sedov similarity solution for a point
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blast (in planar geometry) is used, the shock velocity at each source is initially infinite.

The velocity decays as the blast propagates forward, then jumps up again as a new source

is triggered. The minimum velocity before each new source is triggered monotonically

increases as more sources are encountered, in qualitative agreement with the computa-

tional simulations. In figure 2.5(b), the average velocity (from one source to the next) is

plotted as a dashed line, and again exhibits good qualitative agreement with simulations

in the limit as discreteness Γ→ 0, although it tends to over-predict the final value of the

plateau velocity. This model can be used to examine the effect of γ, which enters the

model significantly via the partitioning of blast energy released at the shock front (B.10),

as shown in figure 2.6(b). Again, the model captures the qualitative trend of an increas-

ing deviation away from the CJ solution as γ approaches unity, although the predicted

deviation is more than twice that observed in the simulations.



Appendix C

Normal Detonation Velocity and

Shock Front Curvature (DN-κ)

Relation

As Wood and Kirkwood[20] originally proposed, the DN-κ relation can be obtained

by solving the two-dimensional steady reactive Euler equation along the central axial

streamline of the reaction zone. Given conditions of symmetry along this streamline, the

transverse or radial flow velocity v is zero. Hence, the continuity equation along this

streamline can be written as,

∂ρu

∂x
+ αρ

∂v

∂y
= 0 (C.1)

where y denotes the transverse and radial coordinate, and α has the value of 1 and 2 for

the two-dimensional slab and axisymmetric geometries, respectively.

By performing a simple geometrical analysis along the leading shock front, a relation

between the derivative of radial flow immediately behind the shock and the curvature of
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the shock front at the central axis can be obtained as,

∂v

∂y
=
D − uvN

R
(C.2)

where uvN is the axial velocity at the von Neumann point, and R is the local radius of

curvature at the central axis. Considering that the length of the effective reaction zone is

much smaller than the radius of curvature of the shock front, ∂v
∂y

can be assumed to only

vary with local axial velocity while R is taken as constant,

∂v

∂y
=
D − u(x)

R
(C.3)

The shock radius of curvature R can be linked to the shock front curvature κ through the

following relation,

κ =
α

R
(C.4)

By numerically solving the two-dimensional steady reactive Euler equations coupled with

the relation between the shock front curvature and the derivative of radial flow velocity

along the central axial streamline, a unique value of κ can be determined for a given

detonation velocity. Thus, detonation velocity can be obtained as a function of shock

front curvature. This relation relates the normal component of detonation velocity DN to

the local shock front curvature away from the central axis. Note that the α appearing in

Eq. (C.4) will cancel out with that in the equations of mass and momentum conservation,

so the solutions of the governing equations for the DN-κ relation for two-dimensional slab

and axisymmetric geometries will be the same.



Appendix D

Geometric Construction of

Detonation Wave Front

The approach of geometrically constructing the detonation wave front utilizing the

DN-κ relation (see Appendix C) was originally developed by Eyring et al. [5] to obtain

a relation for the detonation velocity as a function of charge thickness or radius. In this

model, any small portion of the wave front of the detonation propagating in a finite sized

charge can be approximated by an infinitesimal segment of a steady spherical or cylindrical

wave. [5] The radius of this wave can be obtained from the DN-κ relation providing the

detonation velocity component normal to the local wave front, DN. As illustrated in

Figure D.1 (a), starting from the central axis, a series of arc segments, which have their

sweep angles of a small incremental angle φ and radii determined through the obtained

DN-κ relation, are piecewise drawn and connected to define the shape of the detonation

wave front. From this simple geometrical analysis, the following relation can be obtained

to calculate the half-thickness or the radius of the charge,

t

2
or r = Rnsinnφ+

n−1∑
i=1

(Ri −Ri+1) sin iφ (D.1)
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where n denotes the total number of incremental angle φ’s required to reach the boundary

of the charge. To find n, the shock polar matching condition needs to be applied at the

explosive and confinement boundary. As the shock front angle to the incoming flow is

obtained at the confinement boundary, n can be calculated via the following relation,

nφ = 90◦ − σB (D.2)

Provided σB, the shock front angle at the confinement boundary, and DN-κ relation (see

Appendix C) are known, the approach of constructing the detonation wave front can be

then applied to solve for the steady detonation velocity as a function of charge thickness

or radius.

In the limit where the incremental angles are taken as infinitesimally small, the Eyring

construction can be cast in the form of a differential equation that relates the mathemati-

cal formulation of local curvature in terms of local wave front position, xs(y), and its first

and second-order derivatives with respect to y, to the local curvature determined by the

calculated DN-κ relation. As illustrated in Fig. D.1 (b), the local DN can be related to

the local slope of the wave front profile, dxs
dy

, as follows,

DN =
D√

1 +
(

dxs
dy

)2
(D.3)

Thus, the governing differential equation can be formulated as,

d2xs
dy2[

1 +
(

dxs
dy

)2
] 3

2

= κ (DN) = κ

 D√
1 +

(
dxs
dy

)2

 (D.4)
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This equation can be numerically integrated starting from the centerline boundary con-

dition (dxs
dy

= 0) and integrating toward the edge of the charge in order to compute the

critical diameter for a given detonation velocity. This equation is seen to be identical

to that obtained via Detonation Shock Dynamics when the front evolution equation is

relaxed to a steady state solution. This integration procedure is continued outward, with

the shock angle continuously decreasing, until the shock angle matches the value deter-

mined by shock polar analysis, σB, as shown in Fig D.1 (b). In the problem studied in

Ch. 3, the acoustic impedance in the inert gas confinement is the same as that in the

initial reactive layer. The σB for such a case is thus assumed to associated with a sonic

flow condition behind the leading shock.
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Figure D.1: Illustations of (a) the geometric construction of detonation wave front after
Eyring et al. [5], (b) geometric relation between local DN and the slope of the shock wave
front profile, and the shock angle at the confinement boundary.



Appendix E

Numerical convergence study for

critical reactive layer thickness

For both of the moderately high activation energies considered in Ch. 3, i.e., Ea = 20

and Ea = 30, numerical convergence tests have been performed for the homogeneous cases

(Γ = 1) and the most highly discretized cases (Γ = 0.01 and L = 10). The convergence

study for the resulting critical reactive layer thickness h∗ from these cases is shown as the

“go” vs. “no-go” charts plotted in Figs. E.1 and E.2.

In Figs. E.1 and E.2, each symbol represents a case of one or several simulations with

a reactive layer thickness h at a numerical resolution in terms of the number of compu-

tational cells per the ideal half-reaction-zone length l1/2/∆x. In these figures, a circle ◦

indicates a “go”, i.e., a case resulting in a self-sustainable propagation; a cross × indi-

cates a “no-go”, i.e., a case of propagation failure. The dashed line indicates the boundary

between “go” and “no-go” results that defines the critical thickness h∗ as a function of

numerical resolution. Considering the stochastic nature of the distribution of reactive

sources in a highly inhomogeneous medium, for the near-limit cases, five simulations have
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Figure E.1: Numerical convergence study for the result of critical reactive layer thickness
h∗ with Ea = 20 for (a) homogeneous cases and (b) inhomogeneous cases with Γ = 0.01
and L = 10.
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Figure E.2: Numerical convergence study for the result of critical reactive layer thickness
h∗ with Ea = 30 for (a) homogeneous cases and (b) inhomogeneous cases with Γ = 0.01
and L = 10.
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been performed for the same value of h. Only if all of these five simulations result in a

successful wave propagation over a distance that is more than approximately 150 times

the average source spacing L, the case with the corresponding h is considered as a “go”.

For the homogeneous cases with both Ea = 20 and Ea = 30 as shown in Figs. E.1(a)

and E.2(a), respectively, simulations at a relatively coarse resolution result in a smaller

critical thickness. This reduction in h∗ could be attributed to the fact that the effect of

numerical diffusion becomes more significant when the inviscid Euler equations are solved

at coarser resolutions. In a cellular detonation structure that arises from a homogeneous

reactive medium, there is a large amount of reactant that is shocked by the weak parts

of the leading shock and undergoes a very slow burning process. The efficiency of this

slow reaction process can be significantly enhanced by numerical diffusion. Simulations

at coarse resolution likely result in an artificially (numerically) enhanced energy release

rate and, thus, enables a detonation wave to propagate in a thinner reactive layer.

For the highly discretized cases shown in Figs. E.1(b) and E.2(b), simulations have

been performed at thicknesses being integer times of the source spacing, e.g., h = 20, 30,

40, and so on for L = 10. Thus, these cases result in h∗ with an error range of ±L/2.

Although this error range is relatively great comparing to the determined h∗ for the highly

discretized cases (Γ = 0.01 and L = 10), simulations performed at different resolutions

result in a consistent range of h within which the propagation limit is encountered, i.e.,

between h = 20 and 30 for Ea = 20, and between h = 40 and 50 for Ea = 30.
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