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Almost Periodic Functions 

on the Rot~tion Group 

Introduction 

The aim of this thesis is to exhibit the 

bounded representations of the rotation group, Jl.n, 

by considering the ~lmost periodic functions on ~n• 

By /),n is meant the rotation group in Rn, or more 

explicitly the group of all proper orthogonal n-matrices 

where n ~ 3. The case n = 3 will be given speci~l 

consideration. 

The presentation can be divided roughly into 

three parts. The first part is a brief description of 

the theory of almost periodic functions on an arbitrary 

group, as first developed by von Neumann. This section 

serves only to display the properties of almost period

ic functions and their relations to group represent

ations which will be needed for the discussion of the 

rotation group. The theoreme and properties are only 

stated in this part and no attempt is made to be complete 

or rigorous. For those less familiar with the theory, 

the exposition is illustrated by the familiar example 

of the continuous periodic functions. 
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The second part deals with the almost periodic 

functions on rkn, 2nd, corresponding to these, the al• 

most periodic functions on the sphere sn. The properties 

of spherical harmonies are investigated and it is shown 

that the irreducible modules of almost periodic functions 

on sn are precisely the sets of harmonie functions of 

degree s on for s=1,2,3, •••• 

In the last part, the irreducible represent

ations of !l are exhibited using the modules of almost n 

periodic functions on ~ found in the preceding section. 

A slightly different approach is adopted for ~~ using 

the representations of ~ by quaternions. This results 

in the finding of representations of all dimensions, the 

coefficients of the matrices being expressed as spherical 

harmonies on the unit sphere in R4• 
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I Almost Periodic Functions* 

1. Definition 

Let us begin by considering an arbitrary 

group G with elements a, b, ••• ,x, y, ••• , and 

complex-valued functions f(x), g{x), ••• , on these 

elements. A function f(x) is called almost periodic 

(a.p.) on G if for every E> 0 there exist finitely 

many subsets A1 , ••• ,An of G such that 

A1 '"" A2 '"'•. • '"" An = G, and If{ axb) - .f{ a yb) 1 < € for 

any x, y belonging to any one of the subsets Ai, 

i = 1 ' 2' • • •' n' and .for any a, b in the group G. 

The set of subsets A1, ••• ,An will be called a 

partition of G for f{x) and ~ . 
As an example of almost periodic functions, 

we may consider the continuous periodic .functions on the 

real line with period 2n. In this case the group will 

be the additive group of real numbers mod 2n, and the 

functions on the group will be the continuous functions 

on [o, 2n] with f(x + 2n) = f(x). Since the functions 

are uniformly continuous on the closed interval [o, 2n], 

for any f(x) we may choose a a so that 

lf{x)- f{y)l < E for all x, y auch that 1x- yi< S 
{ mod 2n). Hence for a parti ti on for f( x) and E , we 

may take any division of the segment [o, 2n] into seg-

* {1): pp 24- 65 
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ments of length less than Â • Then if x, y belong to 

any one of these segments, lf(x +a) - f(y + a)l < t 

for all real a. 

Returning to the general case, we mention 

only that almost periodicity implies the following 

properties: 

1 ) if f(x) is a.p. on G, then f(x) is bounded 

on G; 

2) if f(x) and g(x) are a.p. on G, th en 

f{x) + g(x) and f(x) g(x) are also; 

3} if f(x) is a.p., and 1' is a continuous complex 

valued function defined on complex numbers, then cp (f(x )] 

is a.p. on X E G 

- in particuls.r fT'i1"' lf(x)l, oc.f(x), and f(x- 1 ) 

are a.p. if f(x) is; 

4) if a sequence {fi{x>} of a.p. functions converges 

uniformly to f( x), then f(x) is a.p. on x € G 

2. The Mean Value 

Beaause of the restricted range of values of 

f(x) over eaoh subset Ai of a partition, one might 

expeot to find a "mean value" of f(x) by forming 

~ 2":~=1 f(ai), where of some partition for 

f( x) and e. , and then let ting ( _, 0. A unique limi t 

in the above process may be obtained by considering 

minimal partitions - that 1s, a partition for f(x) 

also. 
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and E, A
1

, ••• ,AM where M is the smallest number 

of subsets a partition for f{x) and e may have. 

The existence of the above mean value is asserted by the 

Mean Value Theorem: 

For each a.p. function f(x), there exists 

a number Mx{f(x)}, called its mean value, such that 

for each t:. > 0, the re can be round elements of the 

group, a1 , ••• ,an, such that uniformly for c and 

d '" G 

The four important properties of the mean value 

are as follows: 

1·) Mx(otf(x) + ~g(x)j = cCMx{f(x)\ +~ Mxtg(x)} 

2) Mx{f(xa)1 = Mx{f(x)} for any a 6 .G 

3 ) Mx {f( x >J ~ Mx tg( x)} if f, g are real and f( x) < g( x) 

for all x 

In fact these four properties uniquely deter

mine the. mean value: that is, if Mi{f(x)} is a number 

associated with f(x) having the above four properties, 

then Mi{f(x)} = Mx{f(x)}. A fifth important property 

of the mean value is this: 

5) if {fi{x)j is a sequence of a.p. functions con

verging uniformly to f{x), i.e. l~~ f 1(x) = f(x) 

then I~mo-M{f1 {x)J = Mtf{x)~. 



-4-

The mean value of an a.p. function enables us 

to define a scalar product of two a.p. functions, since 

the product of a.p. functions is also almost periodic. 

If f(x), g(x) are a.p. on G, then the scalar prod-

uct of f and g is defined as 

(f, g) = Mxfr(x) grijJ. 

When one considera the properties of the mean 

value, the following properties of the scalar product 

become evident: 

1 ) (Hermitian) (f, g) = (g, rj 

2) (Linearity) (o~.f + ~g, h) = QC.(f , h) + ~(g, h) 

3) {Invariance) {f(axb), g(axb}) = (f{x), g{x)) 

4) (Continu! ty) if fi(x) converges uniformly to f(x), 

then l~! (fi , g) = ( f, g) • 

With the help of the scalar product, we may 

define the norm of an a.p. function: 

N{f} .; (f, f); 

and the distance between two a.p. functions: 

D(f, g) = jN(f- g) 

One may show, using the properties of the mean value, 

that the usual properties of a norm and distance function 

are satisfied by the norm and distance given in the 

above definitions. Two functions f and g will be 

said to be orthogonal to each other if (f, g) =o. 
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Referring back to our example of a.p. functionsJ 

i.e. the continuous periodic functions on the real line~ 

one can easily see that the mean value Mx in this case 

is the mean value in the usual sense that is 

Mx{f{x)i = ~ s~n f(x} dx 

3. Modules of Almost Periodic Functions 

A non-empty set R of almost periodic functions 

on a group G is called a right-invariant module {more 

brie fly invariant module) when: 

1) from f, g € R it follows that «f + ~g cR with 

complex coefficients oe, ~~ and 

2) from f(x) E. R it follows that f{xc) € R where e 

is any element of G. 

The module is said to be closed if any uniform~ 

ly convergent sequence of a.p. functions in R has 

its limit in R; i.e. lim fi{x) • 
i-"'OO 

f(x) uniformly in x then f(x) c R. If a module R 

eontains n functions r 1 , ••• ,rn such that for any 

f(x) e. R, f(x) = o<,t1(x) + ••• + o(
0

f
0

(x) for suitable 

complex coefficients 1.1(1 ' ... , o(n' then the module is 

said to be finite. If the n functions are linearly 

independent, then the f1' . . . ' rn are said to form a 

basis of R, and the dimension of R is n. 
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If R and R1 are both invariant modules 

where R1 c R, then R1 is said to be a proper invar

iant submodule of R if there exista an f(x) 6 R auch 

that f{x) f R1 , and R1 - toi where {oj is the mod

ule conaisting only of the a.p. function g(x) ~ o. 
A cloaed, invariant module R 1 [0} is aaid to be 

irreducible when it containa no proper closed invariant 

submodule. Note that if R is irreducible, and f(x) 

is any function of R, then the set of functions 

fa (x)= f(xai), where ai € G, for suitable ai, 
i 

span R. Otherwise the module spanned by the f8~x) l 

is an invariant submodule of R. 

We shall make one final definition on modules 

of a.p. tunctions. Suppose {R.t}, rJ..e.A is a set 

{not neceasarily countable) of closed invariant modules 

of a.p. functions on a group G. Consider the set of 

all functions of the form f( x) = 2: i~1 faci, where each 

f~ 6 R~ , ~i e A,, and n takes on all finite positive 
i i 

integral values. Call thi's set Ï7t. Now form the closure 

of 11t., R, by adding to 1'1t the limit functiona of all 

uniformly conve~gent sequences in nt. Clearly, R is the 

smallest closed invariant module containing all R~. 

R is said to be the sum of the modules R«, and we 

shall wri te this as R = 2:"4 AR•'-

In the following sections, we shall see that 
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the finite irreducible invariant modules of a.p. 

funotions play an important role in the representations 

of groups. With this and the above definitions in mind, 

we state the principal theorem in the theory of a.p. 

functions on groups: 

THEOREM: Every olosed invariant module R of a.p. 

funotions on a group G is the sum of finite, irreducible, 

invariant modules R»: 

In our example of the continuous periodic 

funotions, it turns out that the irreducible invari~t 

modules are one dimensional and have as bases the funotiôns 
ivx 

e ' V = .::!:.1 , ±._2 , • •• , ±.n, •••• The module 

spanned by eivx is the set of functions ~eivx, « 

complex. It is invariant sinoe «eiv(x+a) = ~teiYx 

where o<' =o<eiYa, and sinoe it is finite dimensional 

it is necessarily closed. 

4 .• The Representations of Groups* 

As before, we let x, y, ••• be elements of 

an.arbitrary group G. One speaks of a representation 

of G when to eaoh element x e G there exista a non-

singular s-rowed square matrix D(x) such that 

D(x) D{y) = D(xy). The coefficients D~~(x) of the 

matrix are oomplex valued funotions of the group elements. 

* (1): pp 9- 18; pp 46; pp 11,- 128. 
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Two representations D(x) and D'(x} will 

be considered as being equivalent if there exists a 

constant, non-singular matrix A such th~t 

D(x) = A D'(x) A- 1 for all x E G. 

A representation of the group is c~~:lled re

ducible if there exists a representation of the form 

0 

• 
• 

• 0 D {x) 
r 

to which it is equivalent. The matrices Di(x) along 

the diagonal are si-rowed representations of G, and 

there are zeros elsewhere. If a representation of the 

above form to which D{x) is equivalent cannat be 

round, then D(x) is said to be irreducible. 

A representation D{x) = (DP~(x)) is unitarz 

if for every xe GJ D(x) D*(x} = E where 

D*(x} = (D~plx)) and E is the unit matrix. D(x) is 

normal if it is equivalent to a unitary representation. 

D(x) is said to be bounded if each of its 

coefficients Dp~(x), considered as functions on G, 

are bounded: i.e. IDp~(x)l < M for all x e G and 

all p and a-. 

Now bounded representations are important for 

our purposes for the following reasons. Firstly, the 
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coefficients Dp~(x) of a bounded representation of G 

are almost periodic functions on a. Secondly, using 

the existence of a mean value of a.p. functions, one 

can prove that a representation is normal if and only 

if it is bounded. 

To each bounded irreducible representation 

D(x), then, corresponds an equivalent irreducible 

unitary representation o<~>(x} (since it is normal). 

The relation D(x) • D'(x) iff D(x) = A D'(x) A-1 

is well known to be an equivalence relation, and hence 

we may assume to be the representative of ite 

equivalence class. Now if we consider all bounded ir-

reducible representations on G, and the system of all 

representatives of their equivalence classes {b(v)(x)j, 

then this system is a complete system of bounded unitary 

representations of G in the sense that to any bounded 

irreducible representation of G corresponds a D(v)(x), 

in the system to which it is equivalent; and only one 

D(v)(x}, since the D(v)(x) are all inequivalent. 

Thus, any bounded representation of G may be written 

as A C(x) A-1 where 

C(x) = c1(x) 0 
c2 (x) 

• 
• 

• 
0 Cr(x) 

in which each Ci(x} is equivalent to some D(v)(x) 

belonging to the complete system of unitary re present-

at ions {o<u><x>J. 
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To sum up then, from the representations in 

the complete system of bounded irreducible inequivalent 

representations, one is able to obtain a survey, up to 

equivalence, of all bounded representations of G. 

Throughout this thesis we shall consider only bounded 

representations~ 

5. Modules of A.P. Functions as Representation Modules 

We are now in a position to show the correspond-

ence between the finite, irreducible, right-invariant 

modules of a.p. functions, and the irreducible repre

sentations on the same group G. 

Let ~ be a finite invariant (not necessar-

il y irreducible} module of a.p. functions on G, and 

f 1(x), ••• , fn(x) be a basis of ·m. Since ?ri is 

right-invariant, fi (xc} E G, where c is any element 

of G and fi(x) is any one of the basis functions. 

Therefore we may write fi(xc) as a linear combination 

of f 1(x), ••• , fn(x) i.e. 

fi (xc) = Lj~1 Dij(c) f j(x), 

and similarly r 1 (xcd) = ~j~1 D1 j(cd) fj(x}. ( 1 ) 

But fi (xcd) = Lj~1 D1 j(c} f j(xd) 

= rj~1 oij<c> <rk:1 ojrc(d) fk<x» 

a. 'Lj=1 D1 j(c) Djk(d)) fk(x). {2) 
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Letting D(c) = (Dij(c)) represent the matrix 
' 

represented by the transformation fi(x} ~ fi(xc), 

then Dik(cd) = l:j:1 D(c)ij D(d)jk from (1) and {2) 

or D(cd) = ~(c) D(d). T~at 18, the transformation 

matrix D(c) associated with the transformation 

f(x) ___, .f(xc) in the above manner is a representation 

of G. 

If A is any non-singular nxn matrix, 

then the equivalent representation AD{x)A-1 is the 

transformation matrix associated with above transform-

ation for the new basis gi{x) = ~j:1 
i = 1, ••• , n. That is; gi{xc} = ~k~1 

Aij .f j(x) , 

{AD{c)A-1 }ik gk(x}. 

Conversely for any new basis g1 , ••• , gn, we may 

determine an nxn matrix A such that 

gi (x) = ['3~1 Aij t j(x), so that if D(c} is the 

matrix associated with the above transformation with 

respect to the basis r1(x), ••• , fn(x), then 

A D(c) A-1 is the matrix associated with the same trans

formation with respect to the basis g1(x), ••• , gn(x). 

Thus the representations resulting from a given invar

iant module ~ are equivalent; in tact the module 

yields all the equivalent representations, each repre• 

sentation corresponding to a particular basis of ~ • 

Clearly, irreducible modules give rise to 

irreducible representations, and conversely, if a repre

sentation associated with a module nt is irreducible, 
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then 7"Yl. is irreducible. For if D(x) is ·reducible, 

and associated with a module ~ , then it is equivalent 

to a representation of the form C(x) = (c
10
(x) 0 ) 

C2(x) 

where c1{x) has r rows and columns. Then if 

f 1(x), ••• , fr(x), ••• , fn(x) is the basis associated 

with C{x), one can see that fi(xc), i ~ r, is a 

linear combination of fi(x), i = 1, ••• , r, for all c 

80 that the module rn1 apanned by f1(x), ••• , fr(x) 

is an invariant submodule of 1ft • Conversely, if m_ 
is reducible, it is easy to show in a like manner that 

~ gives rise to reducible representations. 

If the basis ••• , f 
n 

of the invariant 

module 7n is taken to be orthonormal ~ 

i.e. (fi, fj) = ~ij' then the representation associated 

with this basis will b~ unitary. 

Now the functions Dp$(x) of a representation 

D(x) = (D~~(x)) associated with a module 1n forma 

set of functions which span the module 1"11· One simply 

writes fi(xc) = .[j~1 o13 (c) fj(x), and putting 

x = 1' obtains 
' 
fi(c) = Lj~1 fj(1) Dij(c) for all cEG. 

The basis functions are thus linear combinations of the 

Dij(x), and since any f(x) c m is a linear combin-

ation of the basis functions f 1(x), . . . ' fr(x), it 

is therefore a linear combination or the Di J'x). 



It is evident from the above relations that the 

functions Dij(x) are bounded, since the a.p. functions 

are bounded, and hence the representations resulting from 

a module ~ are bounded representations. If we recall 

now the complete system of inequivalent irreduelble 

bounded representations ln{v)(x)J, then the represent

ations to whioh ~ gives rise are represented in this 

system, and we may choose a basis of ~ which gives 

rise to the D(v)(x) whieh representa this set of equi• 

valent representations. Restrioting ourselves to these 

unitary representations D(v)(x), we now state the 

following theorem, one of the most important theoreme 

on a.p. functions: 

THEOREM: The funetions D(v){x) fiT' , coefficients of the 

inequivalent, irreducible, bounded, unitary represent

ations in the above complete system of representations 

of G, form, in the spaoe of all a.p. funotions on 

G an orthogonal, and in a certain sense, normal system 

of funetions: 

{v) {f4.) · {1/S(lJ) when 
{ D fit (x) , D 'l" w (x) ) = 

0 otherwise 

s<v) is the number of rows in the matrix D(v)(x). 

Now the set of all a.p. funotions on a 

group ' is a closed invariant module, R, and is 

therefore the sum of irreduoible finite invariant mod-

ules Rv, i.e. R = I:Rv• By the definition of the sum 
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of modules, this means that any f e R can be uniform-

ly approximated by finite sums ~~ t where 
fi,.lte \Ji 

belongs to some Rv • This 

as f (x) =r~ Jvl)i D{v~)(x) v fl1" pO' rer , 

f 11 in turn can 
i {Y•) 

where D "'{x) 

f}) 
i 

be written 

is the 

repres!ntation in fn(v){x)J corresponding to the mod-

ule R\1 • Th us we have the AEEroximation Theorem: 
i 

Each a.p. funotion f(x) can be uniformly 

approximated by fini te series of the following form: 

~i:1 s<vt> I <~~} (\>~) D { )'.:.) ( ) 
r,a=1 a ~a- fG" x , 

wherê tlié' n<;~)(x) are coefficients of the unitary ir

reducible representations of a complete system {n<v>(x)} 

of representations. 

We may illustrate these developments by re-

ferring to our example of the continuous periodic 

functions. It turned out that all the irreducible mod-

ules in this case were one-dimensional, and spanned by 

the functions eivx 'Il= .±1, +2, • • • • The complete set 

of irreducible representations of the real numbers mod 2n 

are given by D(v)(a) = eiva since eiv(x+~) = (eiva)(eivx). 

These coefficients are certainly orthonormal since 

(eivx, eipx) = S~~· Further, the general approximation 

theorem proved above reduces in this case to the fam-

iliar Weierstrass Approximation Theorem: 

Any continuous function on the interval [o, 2n] 

with f(O) = f(2x) can be uniformly approximated by 
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- n ixy 
fini te sums of the form L V =1 a v e • 

Now if we consider any periodic continuous 

function f(x), we may form its Fourier Coefficients 

o(" = (f(x}, ei\lx), and associate with f(x) a Fourier 

Series 
~ CIIQ ill x 

f(x) - Lv=-- ocve • One can then prove the 

Bessel Inequality: 

2:~=-=- let)) 1
2 ~ (f' f} ' 

and using the Weierstrass Theorem, one can show that 

the equality holds 

i.e. ~y =- oo 

2 l«vl = (f, f). 

This relation is the well-known Parseval Equation or 

Completeness Relation. From it follows that f{x) 

can be approximated ln the ~ by its Fourier Series 

i.e. N(f - ~v~-n o< 11 eivx) _..,. 0 as n- oo. 

Now these properties of Fourier Series may 

be extended to similar resulta for a.p. functions in 

general. Proceeding in a parallel fashion, we call 

al.~~= {f(x), n<:J(x)) the Fourier coefficient of f{x) 

with respect to D(~) and associate with f(x) a p1r ' 

Fourier Series: 

f(x) ... Li:1 

It can be shown that at most a countable number of the 

~~'s are different from o, so that the countable sum 

in the Fourier Series is justified. As for the previous 

case, we can state the Parseval Equation: 
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~ S ~ S<»J 
Lv cv> L p,cr=1 in its generalized 

form, where the are the Fourier coefficients with 

respect to a complete system of inequivalent unitary 

representations of G. And from this follows the com• 

pleteness of the system ln<~ )(xJ i.e. that every 

a.p. function can be approximated in the ~ by its 

Fourier Series: 

as n_.011• 

The Parseval relation 1s equivalent to the 

completeness of the system of functions n<rj{x) in the 

following sense: if f{x) is &ny a.p. function auch 
( )1 ) 

that { f( x), D fer (x)) = 0 for all r, <r, and V, then 

f(x) a o. Thus to show th&t a system of representations 

is complete (or equivalently that a system of irreducible 

modules of a.p. functions is complete i.e. exhausts 

the set of all a.p. functions on the group) then one 

) (v) ) need only show that if (f(x , Dr~{x ) is zero for all 

f(x), a.p. on G, and for all p, a-, 11> then f(x) : o. 

We shall make use of one more property of a.p. 

functions. Using topological considerations on the space 

of a.p. functions, one can show that thé definition of 

a.p. functions can be modified slightly. One can prove 

the following theorem: 
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If f(x) is a function of the elements x of 

a group G, and to every E > 0 there exista a covering 

such that uniformly in d ~ G 

lf(xd) - f(yd) 1 c E: for x, y e A.i 

then f(x) is almost periodic. 

This means that instead of requiring invariance 

of the inequality under both left and right translation 

of the elements x and y, it is sufficient to consider 

only right translations. 

During the remainder of this thesis we shall 

deal with the a.p. functions and representations of 

the rotation group in and in particular in R3. 

By the rotation group we mean the group of distance pre

serving transformations of the unit sphere, sn, into 

itself i.e. the group of proper orthogonal nxn 

matrices. 

Berore we consider the a.p. runctions on the 

rotation group, we shall consider a slightly different 

concept of almost periodicity, that of almost periodicity 

on the sphere. 
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II 

1. Almost Periodic Functions on the S:ehere sn 

We denote by sn 
' 

n?;3, the sphere of rad-

ius f in Rn and by P, Q, ••• points on sn -
i.e. if F = (x1 , xn) and n then . .. , p E. s ' 

.Li:1 
2 - f2 Ûn will denote the rotation group xi - . 

in Rn i.e. the group of proper orthogonal 

n-matrices, x, y, ••• , v,,_.,. ••• denoting its elem• 

ents. We shall denote by P.Q the scalar product of 

the two points P = (x1 , ···~ xn), Q = (y1, ••• , Yn) : 

p Q-. - 4~1 xiyi. We shall have occasion to use the 

fact that if w(P1 , p2) is a function on sn 
' 

n,:: 3), 

such that w(P1v, P
2
v) = w( p1' P2) for all v e. ..n,n' 

th en w is a function only of P1.P2 • Notice that due 

to the importance of right-invariance in modules of a.p. 

functions, we are using mat rix multiplication on the 

right si de of the point P, 

Now gn is compact. If .f'(P) is a contin-

uous complex .f'unction on sn 
' 

then to every " the re 

corresponds a J su oh that if d(P, Q) < &, where 

d( ) is the metric on gn 
' 

th en 1 f( p} - f( Q) 1 < e. 

Th us we may choose finitely many d-spheres A1' ... , An 

su ch that A1 v A2 v ••• v A =sn 
n ' 

and lf(P) - f(Q) 1 c 

when P, Q e Ai for any i. S:ince a ~-sphere :!,s 

E 



-19-

transformed into another b-sphere under a rotation of 

Sn, we have that 1 f( Pv) - f( Q v) 1 < t: for P, Q e.. Ai 

and any v e. On,. Such a function f is called almost 

pe.riodic on sn. 

Now the continuous a.p. functions on Sn 

form a closed right-invariant module 7n in the follow-

inQ sense: 

1) if 

2) if 

3) if 

f( p) ' g( p) ' t: lrl, « f( p) + ~g( p) E. rTl 

f( P) ~ 1'17., f( Pat) e J'1l for any v € .n,n 

fi(P) is a uniformly convergent sequence of 

functions fi ~ ~' then lim fi = f(P) 
i-+ (10 

also belongs 

to ~. The above properties follow from the continuity 

of the functions ~f + ~g, f(PY), and I~m.fi(P). 

To each of the above a.p. functions on Sn 

we may associate an a.p. function on !ln in the 

following obvious way. Let P
0 

be a particular point 

of Sn, and define F(x) on !1n by the equation 

F(x) = ~(P0x) = ~(P) where P0x = P. ~nmay be d1v

ided into subsets B
1

, ••• , Bn in the following manner: 

V~ Bi iff P0 v = P ~ Ai where Ai belongs to the set 

of J-spheres for f(P) mentioned previously. Then 

clearly {Bi} is a division of .O,n for F(x) and E:., 

since IF(xv) - F(yy) 1 = lf(P0 xv) - f{P
0
yv) 1, so that 

if x, y e Bi, then P0x, P
0

y & A1 and therefore 

lf{P0xv) - f(P 0y11) 1 < é for any v e .n,n• Hence F(x) 

is an a.p. function on !Ln• 



The set R of all auch functiona F(x) = t(P0x) 

for a particular P
0 

forma a olosed r1ght-1nvar1ant 

module of a.p. functiona on !1
0

, as may be aeen by 

conaidering the correaponding module r.q ot a.p. tune• 

tiona on sn. For example, 

Flx) e R ~ f( P 
0
x) ~ m 

~ t( P 0x Y) E ?71 tor any v e: .O.n 

~ F( x v) € R for any ).) ~ an 

The other requirements follow in a similar manner. 

Sinoe R is a r1ght-1nvariant closed module 

ot a.p. tunctions, the principal theorem on modules 

or a.p. tunctiona asserts that it is the sum or 

f1n1te-d1mens1onal invariant irreducible modules R~, 

9( E: A. By the correspondence F(x) ~ f(P
0
x) = t{P) 

where F( x) t:: R and f( P) e: fr7 , one can see that 111 

is the aum ot finite-dimenaional invariant irreducible 

modules of a.p. functions on sn. The modules ~~ 

are defined by the relation {t(P) E 'ir?.« 1ft F(x) E R'Oè' f. 
Î17. = L:_~~<A l17.J. in the sense that for every e, and 

any t(P) e ~' there exist tinitely many ~i'a, auch 

that l t( P) - ~ ~ t« ( P) 1 < E. where to(. ( P) '" 7Y}o( • 
i i i 

-nt 11 invariant in the sense that if r" ( p) ~ mc( , 
then fo{ ( Pv) e: h1oc for any lJ 40 (1 • And Jrir. ia ir

n 
reducible in the sense that { 0 i ia the only invariant 

aub,odule of 7n~. That is, if f~(P) is any tunction 

ot 7>1"', then there ex1st v 1 , ••• ,)ln auch that 
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. . . ' form a basis of Îlê<(.. 

Now the mean value of a funotion F(x) be-

longing to R reduces to the integral of the correspond-

ing funotion f(P) belonging to ~ Sn. over That is, 

if d sn(P} is the element of volume of sn at P, 

and w is the "volume" of then 

where P(x) = f(P
0
x) = f(P). That this is so oan be 

seen by oonsidering the following properties, which 

uniquely determine the mean value M : 
x 

1) 1 
Jsn 

(otf(P) + ~g(P)j d Sn{P) = 
w 

ol. Jsn f(P) d Sn(P) + 1!. Jsn g(PJ d Sn(P) -w w 

2) 1 
Ssn 

f(P)I) d sn(P) = 1 ]sn f(P) d Sn(Pv-1 ) 
w w 

= 1 
]sn 

f{P) d S0 {P) 
w 

si nee d sn{P) = d S0 (Pf") for any f' ~ .n,n • 

3) 1 
Jsn 

r(P) d sn(P) < 1 f g(P) à S
0

(P) - sn w w 

if r, g are real and f(P) < g(P) for all p 
• 

4> 1 
Isn 

1 d S0
( P) = 1 

w 

Then if MifF(x)} = 1 r f(P) d S0 (P), 
w Jsn 

M! satisfies the four conditions that determine Mx, 
so tha.t M1 = M • x x 
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It 1• olear from the preceding diaouaaion that 

oae may form a mean value over .1.1'n of an a.p. function 

on the sphere i ••• of f( p) E. ?1(_. For if F(x) = 

f(P1x) = f(P) for sorne particular p1' th en F(x) is 

a.p. on .a., 80 that we may put Mx tf<P>1 = n XE.ûn 

Mx{f{P1x)J = Mx{F(x)j. One may extend this notion to the 

mean value of a product of functions of m, say t
1
(P), 

r2(P'). Then F
1
(x) = f

1
(P1x) = f 1 (P) and F

2
(x) = 

r
2

(P
2
x) - f (pl) - 2 , where P1x = P, and P2x = P', are 

a.p. funotions on !1
0

, so that their product is a.p. 

on l1n• Let H{x) = F1 (x) F2 (x). Then we can find the 

mean value of H(x) and ca.ll this the mean value over 

l1n of t 1 (P1x) f
2

{P
2
x). Put w(P1 , P2 ) = 

Mx{fr(P1x) f 2 (P2x)}= MxtH(x)J. The two funotions f 1 (P), 

f 2 ( p) t! m are said to be orthogonal over .n..n if' 

w(P, P) = Mx(r1{Px) r2 (Px} l =o. We investigate now the 

properties of this function w(P, Q) = Mxif
1

(Px} r
2

(Qx)j. 

Firstly w(P, Q), as a functlon of P, keeping 

Q fixed, is continuous. For, f' ( p) 
1 

being uniformly 

oontinuous on S0
, there exists a. ~ = $(e) for every 

e suoh that lr1(P1)- r 1(P
2

)J < tjM when d(P1 , P2 ) c ~~ 

d(P1 , P2 } being the metrio on S0
, and M = 1 u b lr

2
(Q)I. 

Qe gn 
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Then lw(P
1

, Q)- w(P2 , Q)l 

= IM~{f1 {P1 v) f2{Q~)- f 1{P2v) f 2(Qv)}l 

c Mvi lt1{P
1
v) ... f

1
(P

2
V) 1 lt2 (QV) lj 

< t if d(P1 , P2 ) <b. 
Similarly w(P, Q) is a continuous function of Q, 

keeping P fixed. Further, w(P, Q) may be written 

as the limit of the sequence hn(P, Q) = 
1 ~ n 
n Li=1 
used in the corresponding sequence 

~i are the elements 

tH( Vi) j used to 

find the mean value M~{H(v)}. Each term of the sequence 

/hnS, considered as a function of P, is continuous 

on sn. In fact the sequence h (P, Q) is equicontin-
n o..s 

For if J and ~ are definedfabove, then uous. 

lf
1
(P

1
v

1
) f

2
(Qy

1
) - f 1 (P2 Y1 ) f

2
(Qv1 ) 1 < e. for all i 

when d(P
1

, P2 ) c $. Therefore 

1Hn(P1 , Q)- Hn(P2 , Q)l = 
~~ L1:1 f1{P1vi) f2(Qyi)- ~ 2:"1~1 f1(P2Vi) f2{Qyi)l 

< t for all n. Hence w(P, Q) is the continuous 

limit of an equicontinuous sequence of functions on the 

compact space sn, and the sequence is therefore uni

formly convergent. 

Now if f
1

(P) belongs to an invariant (not 

necessarily irreducible) closed module ~1 , and t
2 

to another such module ~2 , then each of the terms 

belongs to 7r{
1 

, if Q is 

held constant, and since w(P, Q} is the limit to which 
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the sequence converges uniformly in P, w(P, Q) is an 

a.p. function of P in ~ 
Il( 1 ' since is closed. 

Similarly, if P is held constant w(P, Q) ia an a.p. 

function of Q, in 7.n
2

• 

w(P, Q) ia invariant under J} ; i.e. 
n 

w(Pf, Q?) = w(P, Q). This is a consequence of the 

properties of the mean value. It follows that 

w(P, Q) is a function only of P.Q, as mentioned at 

the beginning of this section. And therefore 

w(P, Q) = w(Q, P) since P.Q = Q.P • 

Now w(P, Q
0

}, for some particular value of 

Q=Q 
o' 

is a function of the invariant module 1>11 ' 
since f 

1 
( P) E 11(

1 
• But w(P, Q0 ) = w(Q

0
, P), and the 

latter is a function of the invariant module ir{2 
since f

2
(P) E ~· We may conclude then, that 

w(P, Q) is a function of both ~ /1( 1 and 

sidered as a function of P. This same property holds 

if w(P, Q) is considered as a function of Q. He nee 

if ÎY{1 and 7112 have only the function 0 in common, 

w(P, Q) = o. In particular, if Î1}1 and ~2 are 

irreducible invariant distinct modules of 1r/, they 

have only the function 0 as their common element so 

that Myjf
1 

(Pv) r
2

(Qv)} = 0 for all r1 e ÎY71 and 

f2 f. lyt2. 

can 



As an example of an invariant module of oon-

tinuous funotions on oonsider the set of all 

homogeneous polynomiale of p ~ sn of degree m. 
\ r1 
L. a x t;, ... , "" r, ... r, 1 These are funotions of the form 

where 2 =p and 

a'i··· r., oomplex. Being continuous, these functions be long 

to 1r[ , and the set of all suoh functions for some 

partioular m is oertainly invariant under A ùun• 

invariant module must oontain at least one of the ir

reduoible invariant modules of ~. That eaoh of the 

irreducible modules consista of homogeneous polynomiale 

of some partioular degree m will èe shown in the next 

section. In faot we will show that the complete set 

of irreducible modules of rn is the set of systems 

of harmonie funotions on of degree s = o, 1' 2, 

or if f = 1 , the systems of spherical harmonies of 

degree s. 

2. Spherical Harmonies in n - dimensions 

... , 

We shall investigate the system of continuous 

solutions of the equation (1) Ar= o, where 

A = \ n d2 
L i=1 dif:Z 

n p E S • 

The operator is invariant under orthogonal transform-

ations of coordinates. That is 

- \ n 
Li=1 

J 2 f(P) 
ax 12 i 
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where the transformation from the coordinates 

(x1 , ••• , xn} to (x~, ••• , x~) · is accompli shed by 

an orthogonal matrix, as can easily be verified by 

making the substitution of new coordinates and simplify

ing using the orthogonality relations. This implies 

that if Af{P) = 0, then .ôf(P))) = 0 also, so that 

a system of solùtions of A f = 0 is invariant under 

~n• Also, if f, g are solutions of the equation, 

~r + ~g are also solutions. Hence if we restrict the 

solutions to continuous funotions on 
n s , the resulting 

system of solutions is an invariant submodule of ~. 

If we now require that a system of solutions 

be homogeneous polynomiale of degree s, then the re

sulting module will be an invariant submodule of the 

module of all homogeneous polynomials of P € gn of 

degree s. To show that there are auch solutions, we 

actually find a solution of t~e form 

f(x1, ••• ,x)= ~s/2 a x s-2r (x 2 + 
n L-r=O r n 1 ••• 

= •oxs + a1xs-2(x12 + ••• + xn-12) + ••• 

By etraightforward calculations, one finds that A f = 
"s/2-1 r \Ts-lr--2. 2 2 r 
L 0 L(s-2r)(s-2r-1)ar + 2(r+1Hn+2r-1)a .. +~n (x1+ ••• +~,) 

and putting Ar= o, the above equation yields the 

reoursion formula 

= -(s-2r)(s-2r-1) ar 
2(r+1 Hn+2r-1) 

Putting a 0 = f{O, 0, ••• , 1) = 1, we call the resulting 

funotion vs{P) = vs{x1 , ••• , xn)• 
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A homogeneous polynomial of degree s on sn 

which is a solution of ( 1 ) is called a harmonie 

function on sn and denoted by f( f' P) where p is 

the radius of sn. In particular the above function vs 

is a harmonie function and 

vs(f, P) = L;~~ ar Xns-2r (x12 + ••• + xn-12)r. 

To each harmonie function r<e ' P) the re 

corresponds a function on the unit sphere w (i.e. p= 1 ) : n 

f( 1 ' p) = f( ~ 1 p) where s is the degree of f( r, P) 
fs 

and r s = (Ln 2 )s/2 Put ting ~ i = xi/f' then 1 xi • 

f(r, P) = f(~, ••• , ~) = f(~ 1 , 
fs \ \ 

and . . . ' 
if f(f, P) = f(x1 , ••• , xn), because of the homogeneity 

of f. Thus f(1, P) may be regarded as a function on 

w • The functions f(1, P) are called spherical har
n 

monics of degree s. It is clear that the spherical har-

monica of degree s form an invariant finite dimensional 

module c ~~, where ~~ is the module of continuous 

functions on w 
n 

i.e. on Sn for F = 1 , since 

the set of corresponding harmonie functions f(p, P) 

form an invariant submodule of the module of all homo-

geneous polynomiale of degree s on which is 

certainly finite. This module of spherical harmonies 

we call (Ys), and we denote its dimension by Ns• In 

particular v (1, P) =V (P) s s is a spherical harmonie, and 
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V s(P) = I:~2 rns-2r '" 2 ~ 2 r 
ar ~ <s1 + • • • + <::. n-1 ) 

= Ls~2 

= l" s + a t s-2(' - l' 2) + 
~n 1 Sn Sn ••• 

V ( P) is thus redueed to a polynomial in ~ whieh s n 
we denote by u

8
(tn)• It eould be that 1-a1+a2+••• = 0 

in which case the coefficient of f 8 
n in 

would be zero, so that ~~(~0 ) would have degree < s. 

That this eannot be so follows from the next 

THEOREM: Two modules of spherical harmonies of different 

degrees s < s' have no funetions in eommon. 

Proot: Let f(P) be a function of both (Ys) and 

(Ys,) where s'= a+ h, h >o. This implies that 

f8 f is a harmonie function of degree s on sn and 

' that p8 f is also a harmonie function of degree s'. 

That is, if g(f, P) = f 8f, then g(f, P) is a solutioa 

of (1) as is rhg(f, P) = (~~ xi2 )h/2 g{r, P). 

Now if .6. g = 0 then A fhg ti 0 for h > 0 sinee 

A <r hg) = rh LI g + 2hr-2 L:xi s~i + h(n+h-2 )rh-2g • 

But 4g = 0 and I_xils_ = sg because of the homo• 
a xi 

geneity of g, so that h Ll (f g) = h(n + h + 2s - 2)g. 

Then sinee h> o, .6q~hg 1- 0 so that h p g is not a 

harmonie funetion. Hence it follows that if f belongs 

to both (Y8 ) and (Y
8
,), f: o. 
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Corollary: If f{ P) e (Ys) and g{P) & {Ysr), then 

Mv\f{Pv) g(Qy)} = w(P, Q) = o. 
Let f( f' P) = ~sf(P) and g(~, Q) = r s' g( Q). Then 

f(p, p) and g<r, Q) are harmonie functions of degree 

and s 1 respectively, and further, g(f, Q) belongs to 

the same module as does g{r, Q). But since (y ) 
s and 

(Y 1 } have no spherical function in common, the modules s 
containing 

s 

f{f, P) and g(r, Q) have no element in 

--.---=--""T \ s+ s ' --r:::--T'J o = M)l if<r, Pv> g( ~, Qy} = F M)l\f(P)J > g(Py) • common, so 

In particular, if P = Q, 

M~ lf( Pv) g{ P)l) } = L 
•n 

where the integral is taken over the unit sphere. In 

other words, two spherical harmonies of different degrees 

are orthogonal over the unit sphere. 

It follows that the V
8
(P), s = 0 

' 1 ' 2' ... ' 
belonging to (Ys) are orthogonal. That is, 1ts(tn> 

is orthogonal to all 1tst<~n), s' < s. He noe the degree 

of ns<tn) is greater than the degree of all 1ts,(~n)' 
s' ~ s. Since the degree of 1t 1 (~) is one, it follows 

by induction on s that the degree of 1t 8 (~n}, which 

we knew to be < s is actually s. 

We may write Sn = P.Xn where xn = (0, o, ••• , 1) 1 

Then V8 (P) = 1t
8
(P.Xn), and we let this funotion be 

V (P, X } 
s n is the only spherical 

function of degree s involving only ; n, apart from 
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a constant factor, as may be seen by eonsideriag the 

corresponding harmonie funetion. ns(P.Xn) = ns(Pv.~v) 
so that Vs(P, Xn) = V

6
(Pv, Xn).d. V8 (Pv, X0 ) also 

belongs to (Ys) (because of the invariance of A 

under ~n), and we may put 

= Vs(P, Q) where 

n (P.Q), so that s 

Q)) =x 
n' 

V (P, Q) 
s 

) ( -1 ) V (PJJ, X =V P, X li s n s n 
v e. O,n. Then V 

8 
( P, Q) = 

= vs ( Q, P) , vs ( Pv, Q l)) = 

V (P, P) = n (1) = 1. 
s s 

From these properties 

we may conelude that V
8
(P, Q) is the same function 

eonsidered either as a funetion of P, or of Q, and 

is the only spherieal harmonie of degree s which is s 

function only of P.Q • 

We are now in a position to show that (y ) , 
s 

eonsidered as a module of a.p. functions on the unit 

sphere, is irreducible. Let Ys(P) 6 (Y
8
). Then 

w( P, Q) = M)l {ys ( Pli) y 8 ( Q v) \ 

is such that w(P, Q) is a function only of P.Q, and 

and belongs to (Y ) 
s (cf. pg •. 23). Therefore w(P, Q) 

= c V
8
(P, Q) where e is a constant. Since w(P, Q) = 

Mv\ly
8

(Pv)1 2 } is > o, and V
8
(P, P) = 1, we see that 

c >o. But y
8
(P) was any function in (Ys)' so that 

V
8
{P, Q) = (1/c) w(P, Q) belongs to any invariant sub

module of (Ys), since if Ys(P) belongs to any auch 

submodule, w{P, Q) (consdiered as a function of P or 

Q) also belongs to that submodule. Therefore V (P, Q) 
s 
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generates all the irreducible invariant modules belong

ing to (Y
8
), so that they are identical, and coïncide 

with (Y
8
). In other words (Ys) 1~ irreducible. 

The irreducible modules for s=0,1,2, 

are the only irreducible modules of continuous functions 

on w • n We may prove this by showing that the system 

of functions Ys, Ys e- (y ) ' s = o, 1, 2, • • • form s 
a complete system of functions with respect to wn• 

That ia, if f(P) is a continuous function on wn, then 

for all Ys e. (Ys), and all 

s=0,1,2, •••• then f _ o. Here Mvtf(Py) Y
8

(PvJ} = 

!~ Jwn f(P) Y8 (P) d •n(P) where d wn(P) 

element of volume of w at the point P. 
n 

ia the 

Now the element of volume d wn(P) may be 

••• 

reduced in the following way. Write P- (~ ' n h ) - ~n' t1' ••• , tn-1 

where ~n', ~ 1 , ••• , ~n- 1 are new coordinates, and 

Sn = !'n' = "Jn, 1( i = s 1/ J 1 - 3i
2 

for i = 1 , 2, ••• , n-1 • 
,n-1 2 

Then ~i;::1 'li = 1 so that S = (1] 1 , ••• , ~n- 1 ) is a 

point in the subsphere of wn, which we call •n-1 , 

defined by Sn= o. Then each point P of w0 may be 

written as (~n' S). If one assumes a system of curvi-

linear coordinates in w and one applies known form-
n-1' 

ulae to the element of volume d wn(P), one can obtain 

the formula d wn(P) = (1 - ~n2)(n-3)/2 ds
0 

d w
0

_
1
(s) 

where d w
0

_ 1(s) is the element of volume of wn_1 at 

the point ~s. 
* (2): pp 233 
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THEOREM: The system of functions (Ys), s = O, 1, 2, ••• 

is complete. 

on wn, orthogonal to all Ys € (Ys), for all s. 

is, J ~n f( P) Y 8 ( P) d wn ( P) = 0 

We may write f(P) = f{~n, S}, S ~ w
0

_ 1 , and we may 

take, in particular n 8 (~n) ~ (Y
8
). Then the above 

equation becomes 

J1 d~ (1-l:" 2 )(n-3)/2 n {t" ) s f(l" S) d w (S) = 0 
-1 n ~n s ~n w 1 ~n' n n-

Putting f(~0 ) = J f(Sn' S) d w (S), we have that 
wn-1 n 

j 1 f{f ) {1 -$ 2 )(n-3}/2 n. {:r ) = 0 for all 
-1 n n s ~n 

s = o, 1, 2, •••• But 1t 8 (S 0 ) was shown to be a poly

nomial in Sn of degree s. A system of these polynom-

iale for s = 0, 1, 2, ••• is complete on the interval 

( -1, 1], because of the completeness on (a, b] of 

1, x, x2 , •••• Since 'P({
0

) (1 - s
0

2 )(n-3)/2 is 

orthogonal over [ -1, 1] to all n: 8 (s n), it must be 

identically zero. Therefore f(s
0

) = 0 except perhaps 

at Sn= ±1. But since f{~n) is continuous, f<sn) = 0; 

i.e. S t(tn, S) d wn(S} s o. If we put tn = 1, 
•n-1 

that is, 

so that 

P = ( 0 , 0 , ••• , 1 ) = X , the n S = ( 0 , 0 , ••• , 0) , 
n 

J•n-
1 

f(X0 ) d •n(S) = •n.1 f(Xn) =o. That is, 
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Now Y ( Pv-1 ) , v €. ~n' also belongs to 
s 

(Y ) ' so that f(P) is orthogonal to all Ys ( py-1 ) , 
s 

or in other words f(PlJ) is orthogonal to allY {P). s 
From the 

for any 

previous 

Vt:..rl. 
n 

paragraph, we 

But x v = p n 

may conclude f(X lJ) = n 

for any p e. for 

a suitable Y, so that f{P) =o. Hence the system 

(Ys), s = 0, 1, 2, • •• is complete. 

In each (Y } we may choose N functions 
s s 

0 

Y
8

1 , Y
8
2 , ••• , Y

8
NS(p) which constitute a basis of (Y

8
). 

Then the completeness theorem implies that every f(P) 

approximated in the mean by a series of the form 

~ Ns a 1 Y 1(P) And this implies that every 
L1=1 s s • 

irreducible module of the closed invariant module of all 

continuous functions on w is to be found among the 
n 

(Y
8
), for some s (see pg. 16). But this module is 

the sum of its irreduc1ble modules, so that 

If- I'a!o y 8 (P)1 < ê for any e., and su1table y {P) E. 
s 

(Y
8
), for any f cont1nuous on wn• 'J:here:f'ore, for 

any cont1nuous 

lf(P) - Za=O 
That 1s, f(P) 

funct1ons. 

f{P), 

'Ns 
L-1=1 

P a. w
0

, we have 

a 
8 

i Y 
8

1 ( P) 1 < E for any E. • 

may be uniformly approximated by spherical 

Similar resulta may be obtained for a function 

f(p' p) on by cons1dering the complete system of 

functions for s = o, 1, 2, • • • • 
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III 

1. Modules of Spherical Harmonies as Representation Modules 

Let (Y ) be an irreducible modules of spher-s 
ical harmonies of degree s, of dimension N8 , with an 

orthonormal basis Y!1(P), ••• , Y
8
N8 (P), P e •n• To each 

Y
8
(P) we may associate a function y 

8
(-v) on S1n by 

the relation Y
8
(P) = Y

8
(P

0
y) = y

8
(v), for some fixed 

P
0

• Then, as stated before, y
8
(v) is an a.p. function 

on ~n and the set of all auch functions, R
8

, for a 

given (Y ) 
a and a certain P

0
, forma an irreducible 

right-invariant finite module of 

orthonormal basis y
8

1{x) where 

a.p. functions, with the 
i i y

8 
(x) = Y

8 
(P

0
x). 

The 

then 

f( l)X) 

y
8
i(x) are orthonormal since 

(ysi{x}, Ysj(x)} = MxtYsi(x) 

= Mx{ysi(Pox) ys3(Pox)J 

= ! s y i(p) y 3(p) d •n(P) 
wn wn s s 

Rs is not left invariant since if f(x) E: Ra, 

f(x) = F(P0 x) where F(P
0
x) e: {Ys)' but 

= F(P0vx) = F(Q
0
x) to which the re need not corre a-

pond a function f' (x ) = f( v x} in Ra• 

Since R8 is invariant and irreducible, the 

transformation y
8
i(xv} = ~j~1 nij)(v) y

8
j(x) yields 
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an irreducible representation of on through the mat-
( ) (s) 1 

rices D s (v) = (Dij (v)). Since the basis y$ is 

orthonormal, the representation D(s)(x) is unitary and 

may be taken as the representation of its equivalence 

class in the complete system {n{v)(x)} of irreducible 

inequivalent representations. Thus the functions 

are orthonormal in the sense that 

where 

(D(s) D(s)) = {1/ if i k 
ij ' kl 0 °otherw1s: ' 

(D(s) D(s)) = 
ij , kl 

j = 1 

D(s) 
ij 

Since the i ys (x) are orthonormal, the Dlj} 
may be given by the following relations 

ni;>{v) = (y
8
i(xY), y

8
j(x)). 

From this it is clear that the representations are in

dependent of the point P
0 

used to define Rs• For 

suppose we have another module R t 
s of a.p. functions 

on .n.n derived from (Y ) 
s by the relation 

y it(x) =y i(p 'x) where P 'x = n Then p €. s • s s 0 0 

y i'(xl') = L Hs 
s j=1 

D{s)'(y) 
ij Y j'(x) 

s then 

D(s},(v) =(y i'{x)l) y j'{x}) ij s , s 

= (y,/'(fx>J), Ysj'(fx)} 

= (ysi(xy), Ysj(x}) 

where 

= D(s}(y) . 
ij 

P0 'r= P0 so that Ysi'<rx> = Ys
1

(P0 'rx> 

if 

i 
=Y (Px). 

s 0 
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The functions may be expressed in 

terms of the y
8
i(V), in fact as a linear combination 

for suitable xk. We may choose N els 

ements of on, xk, k = 1 
' ••• , Ns such that the 

determinant det (Y sj(xk)) j = 1 ' ••• , N
8

, k = 1 ' . . . ' 
is not zero. This follows from the linear independence 

of the Ysi(x). Then the N linear equations in the s 

unknowns, { s) ) j 1 ' Ns, N Dij (V , = ... ' 8 

Ys i{xky) = LNS 
j=1 

D(s)(v) 
ij Ysi(xk) 

may be solved for the n<s) in terms of the y i(x )• 
ij s k ' 

N s 

i D ( s) (y ) = ' N s 
.e • ij Lk=1 ak ysi(xky) for suitable constants 

ak. 

It has been shawn that the dimension of (Y ) 
s 

is given by N = ( s+1 H s+2) • r ( s+n-3 } 8 
(n-2 ! 

(2s+n-2).* 

For s = 1 , this becomes N1 = n. Hence the module 

(Y
1

) has dimension n, and therefore the representation 

of !ln for s = 1 consista of n-matrices. In fact, 

if the basis of {Y
1

) is taken as Y1(P) = x
1

, ••• , Yn(P) = xn, 

then it is easy to see that the representation given in 

this case is the group of proper orthogonal matrices 

with which one started. 

From the completeness of the modules of spher

ical harmonies, {Y
8
), with respect to the continuous 

* {2): pp. 222 
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functions on •n follows the completeness of the 

corresponding modules of a.p. functions {ys(v)J 

with respect to the continuous a.p. functions on n n• 

Thus the representations above may be regarded as the 

complete system of bounded irreducible "continuous" 

representations of l1. 
n 

For n = 3 ' 
N = 2s+1. s 

Thus the irreducible, 

bounded, continuous representations of !1
3 

are of 

dimension 1 , 3, ••• , 2s+1 , •••• 

It is well known that the special unitary 

group given by matrices of the form 

(x1+1x4 , 
x2+ix

3 
, 

-x2+ix3 ) = 
x1-ix4 (; n 

where ot., p' y' g are the so-called "Cayley-Klein 

Parameters11 is a two valued representation of the rot

ation group !J
3

• It is not included in the above set 

of representations since it is of dimension 2. -

i.e. consista of 2-matrices. In order to find other 

representations not given by the above set we shall adopt 
\ 

a new approach for the rotation group !k
3

, which is 

developed in the next section. 

2. Rotation Group in R~ 

Closely allied with the two valued represent-

ation of .0.3 by the special unitary group is the repre-

sentation of ..(13 by the quaternion group of quaternions 

of norm 1 • * 
( 3): pp. 210 - 211; 242. 
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We can represent this group by matrices of the 

form q1 -q -q -q4 2 3 

q = q2 q1 -q 
4 q3 

q3 q4 q -q 
1 2 

q4 -q q q 
3 2 1 

where '\ 4 
Li=1 

q 2 = 
i 

1 • These matrices are proper orthog-

onal, and from a group i.e. the product of two of 

them is another matrix of the same form. Hence they are 

a proper subgroup of 11
4

• They forma two-valued repre

sentation of !1
3 

in the sense that to each element ~ 

of Â.k
3 

there exist the two quaternions +m, 

if .:tm, +n e Q and correspond to f-, )} 

to r)} corresponds ,:t(mn). 

Clearly the quaternion 

x, -x2 -x 
3 -x4 

x = 
x2 x, -x4 x3 

x3 x4 x -x , 2 
x4 -x x2 x 

3 1 

of 

is uniquely determined by its first row, and 

auch that 

then 

the re fore 

to x we may as soc iate the point x = (x1 ,-x2 ,-x3 ,-x4) 

on w4 since x 2 + x 2 + x 2 + x 2 
1 2 3 4 = 1 • This correspond-

ence is 1 - 1 • To xu corresponds the point given by 

its first row, which is the point 

u, -u 
2 

-u 
3 -u4 

' u u, -u4 u 
Xu = {x1 -x2 -x -x4) 2 3 3 

u3 u4 u, -u 
2 

u4 -u3 u u, 
2 
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We may also multiply x on the left by u, and to ux 

corresponds the point Ux where U = (u1 ,-u2 ,-u3 ,-u4)• 

This, however, may be written as right multiplication of 

x ... 
by a matrix u i.e. xü 

-u = 

-

where 

-u 
2 

-u 
3 

u 
2 

u 
1 • 

u, by inspection is orthogonal, 
2 

and its determinant is 

1, and hence ~ ~ f14• u 2 + u 2 + u 2 + 
1 2 3 u

4 
which is 

on 

Each function f(X), X= (x
1 
,-x2 ,-x3 ~-x4 ), 

then, may be considered as a function f(x) on 

the quaternion determined by x. The converse of this 

statement is true also. In particular the a.p. functions 

on the sphere w
4 

may be taken as the a.p. functions 

on Q. The modules (Y ) of spherical functions on w 
s n 

are invariant under L14, and therefore invariant under 

Q; i.e. if f(X) (or f(x)) e (Y ) , then 
s 

f(Xq) e {Y ), q E Q, where X is the point determined 
s 

by x. In fact if f(x} e (Y ) then 
s 

and so f(ux) e (Y ) 
s 

f(x v) E (Y ) 
s 

if u ' Q, sin ce where lJ e .o.4, 

f(ux) = f(xÜ} where -u is the matrix of discussed 

in the last paragraph. The module (Y ) while irreducible 
s 

under right multiplication by !1
4

, is not necessarily 

irreducible under right multiplication by Q. 
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{Y } is in fact reducible under Q. For let 
s 

f 1{x}, ••• , fn(x), n ~ Ns, be a basis of an irreducible 

right-invariant submodule of {Y ). Then we can write 
s 

fi{xu) = ~j~1 Dij(u) fj(x). 

Since the fj{x) are linearly independent, we may choose 

xk, k = 1, 2, ••• , n so that the determinant 

det (fj(xk)) ~o. Then, the D1 j{u) may be round in 

terms of f 1 ( xku) , k = 1 1 2., ••• , n i.e. 

= ~k:1 ak fi(xku) for suitable Si nee 

as a function of u belongs to (Ys), D1 j(u) 

The functions D1 j(u) is also a function of 

may be taken to be orthogonal, so that (Ys) contains 

the n2 orthogonal (and hence linearly independent) 

functions 

The re fore 

D 1 j ( x ) , i , j = 1 , ••• , n , s o tha t 

(Y ) is necessarily reducible. s 

2 
N > n • s-

It should be noted that the orthogonality referred 

to is orthogonality over as well as that over Q. 

The mean value over Q can be taken to be the 

integral over w
4

, the points of w
4 

representing the 

elements of Q. 

Mx {f(x)} = 1 r f(X) d w4(X) 
xe Q w4 jw4 

where X is the point (x1 ,-x2 ,-x
3

,-x4) corresponding 

to the quaternion x. That this is actually the mean 

value can be seen by considering the four determining 

properties of Mx{ 1 as was done in the similar case 
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of the almost periodic functions on the sphere. However, 

because of the 1 - 1 relation x~ X, this mean value 

is the mean value of the function on the group as well as 

the function on the sphere. Whereas in the case of a.p. 

functions f(P) on the sphere·and the corresponding 

function F((x) = f(P
0
x) for some particular p -0 -

p -1 x , 

the mean value of F(x) over G happened to have the 

same value as the mean value of the a.p. function f(P) 

on sn 
' 

for some particular po• 

We will now show that there is only one ir

reducible inequivalent representation of Q associated 

with each module (Y ). That is, all irreducible subs 
modules of (Y ) are of dimension n, s . each yielding 

equivalent representations of Q, so that the Dij(u) 

mentioned in the preceding paragraph span (Y), and 
s 

the re fore N 
s 

Firat of all let us note that if f 1 , ••• ,fN
8 

is a basis or (Y}, then we can find a function f(xA), 
s 

where A is a variable element of !14, auch that 

f(xA1 ) = fi(x) for suitable Ai. For of the 16 co

efficients of the matrices of ~' it is well known that 

6 of them are independent that is, each Ai e ~ 

may be completely determined by six of its coefficients, 

which we shall call its parameters, labelled by a1
1 , 

. . . , If A E. Q then it is completely determined by 

three of these which we may take to be i i i a1 , a2 , a
3 • 
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If a1 , ••• , a are the parameters of a variable matrix 

we put (aÏ - a) = (a1 i - a1 Ha
2

i - a
2

) ••• (a6i - a6 ). A, 

We can find Ns matrices Aj' j = 1, ••• , Ns' such that 

ai j 1- ai k for j 1- k. 1'hen the function 

f(xA) = z Ns (ni:~ (ai- a ) \ fj(x) 
j=1 il- j ( a1 - a j ) ) 

Now let m_1 , ••• , 'frlm be the modules of (Ys) 

which are lrreducible and invariant under Q. Then there 

exists a function f(x) e (Ys) such that f(xAi) e: 'nti 

for suitable Aie !14• If ni is the dimension of ~i' 

there exist ni elements of Q, u1, ••• , ~1 , su ch 

that f(xAiuj), j = 1, ••• , ni, form a basis of ïr{i. 

From the considerations of the last paragraph, one can 

see that the f(xAiuj) may be taken to be orthogonal: 

i.e. (f(xAiuj), f(xAiuk)) = Jjk• 

However, (f(xAiuj), f(xAiuk)} = (f(xuj}, f(xuk)) 

= (r(xA1uj), r(xA1uk)), 

for any 1 = 1, ••• ,m. One can easily see from this 

j = 1, . . . ' form an orthonormal 

for any 1 so that for all 

that f(xA1uj), 

basis of nzl 

If D( l) ( u) 
ij are the coefficients of the representations 

corresponding to ml, then 

f(xuAlui) = I;:1 D~})(u) f(xA1uj) 
( 1) 

so Dij (u) = (f(xuA1u1 }, f(xA1uj)). 



-43-

But (f(xuA1ui), f(xA1uj)) = (f(xuAkui), f(xAkui)) for 

all 1, k, so that oij>(u) = D~~>(u), and consequently 

all representations o(l)(u), 1 = 1, ••• , m are equivalent. 

" But (Y ) is a c'losed invariant module of a.p. 
3 

functions on Q, so that it is the sum of its irreducible 

modules. All these modules arè of dimension n and yield 

equivalent representations of Q, so that the n2 functions 

Dij( u) of the unitary representative of the se represent-

at ions form a basis of (Ys) • He noe Ns = n2 for sorne 

But N = s ( s+1 )2 when the sphere w4 ia cons ide red, 

where s is the degree of the homogeneous polynomials 

comprising (Y8 ). Hence the irreducible modules belong

ing to (Y
8

) are of dimension s+1, so that there are 

irreducible representations of Q of all dimensions 

1 , 2 , ••• ,. s+1 , • • • • 

The irreducible modules of (Ys) may be found 

n. 

in the following manner. First of all we find an orthogonal 

normal basis f1' ••• ' f ( S+1 )2 of (Ys) • ( (ys) is gen-

erated by the f une ti ons Vs(P, Qk) for sùitable Qk•) 

Then we find the ( s+1 )4 functions fij(u) associated 

with the transformations fi(x) ~fi(xu) 

so that 

= ~( s+1 )2 dJ ( u) fj (x) 
L j=1 Tij 

f ij(u) = {f1{xu), fj(x)) 

= .1_ J . fi ( Xu ) ~j X d w4 (X) • 
w4 w4 
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Now we shall take s+1 functions of (Ys) of the form 
'( s+1 )2 gi(x) = L- j=1 aij fj(x}, where the aij are as yet 

undetermined, and apply the condition that gi{x)' ~i' 

where ~i' 1 = 1, ••• , s+1, are the irreducible modules 

of (Y
8
). This is equivalent to saying that 

(gi(xu), gj(x)) = 0 for all u i. Q and i ~ j. 

Applying these conditions to determine the we find 

= Lk '2:1 aik Tjl (fk(xu), f 1 (x)) 

= Lk 1 aik ajl l:"( s+1 )2 fk { u) ( fm{x} ,fl (x)) 
' m=1 m 

= ,L k 1 aik Tj 1 ~ m f km ( u) S ml 
' 

Thus the problem of finding the functions gi(x) is re

duced to the problem of finding (s+1)3 coefficients 

akl, k = 1 , ••• , s+1 , 1 = 1 , ••• , ( s+1 )2 , auch that 

'\ ( s+1 )2 cp 
L-k,l=1 aik ajl kl{u) = 0 for all u E Q if i ~ j. 

Now it will be remembered that (Ys) consista 

of homogeneous polynomiale in x1 , x2 , x
3

, x4 of degree s. 

Thus the coefficients of the representations D1 j(x) 

may be explicitly represented as homogeneous polynomiale 

in The representations of Q are thus 

at most one valued, and the corresponding representations 
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of i1
3 

are at most two-valued. In fact, since for 

even s, the two points (or quaternions } +x yield 

the same values of Dij(x), the corresponding odd 

dimensional representations of J1
3 

consisting of 

\;;+1) - matrices, are at most one valued. 

In particular, for s = 1, we obtain the special 

unitary group as a two-valued representation of f1
3

; 

This gives us nothing new, since the quaternion 

group was in fact a representation of this group. The 

representations by (2s)-matrices for s-= 2, 3, ••• are 

probably two-valued also. 

For 

presentation of 

s = 2 
' 

we obtain the usual faithful re-

by 3-matrices given by 

-2(u1u4 - u2u
3

) , 

u12-u22+u32-u42 , 

the coefficients of which may be expressed in terms of 

the Cayley - Klein Parameters. 
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