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Abstract 

Early visuai processmg IS seen as the search for certain kmds of ab~lra( t st rI!( 

ture wlthm vlsual stimuli. and one of these-llllage CllrveS-ls the tocus of tlll~ work TIl(' 

general context IS early vIsion consldered .JS a problcm of II1f('rrlilg loc.tllly (Ofl">lc.,tent V('( tor 

fields from a (retmal) Image Partlcular reference IS made to lHtlclilatlllg the IH'CCS~.lTy 10(.11 

conditions for the eXistence of an Image curve The~e c.ondltlon~ arc IIlcorpor.Jled IIlto tl1(' 

deSign of a local operator by formulatlllg a non-IIIlCiH d('compo~ltloll of .1 "tilnd.Hd IlIw.lI 

one The output of thls operator then provldes the initiai e'itlillates of conflden< (' ov('r d 

dlscrete and extensive deSCription of possible Image curves A relaxation Idbelllllg ~y"telll 

serves as an mference procedure for dlscovermg consistent pattcrn~ III the Hullal ('~tlll1.It<'., 

by exploltmg the geometnc structure of piecewise smooth plane Cl1rve~ The c.llcul.ltIOfl 

of the relaxatIOn compatlbllities IS formulated as il c/osest pOint problern. ilnd Il I~ ~howll 

how the same loglcal conditions for the eXistence of an Image curvc can be Incorporated 

mto them 

The system devel00ed IS a hlghly paraI/el computatlonal method Ils robuslnp" ... 

IS demonstrated ln several reahstlc expenments and sorne Implications for blologlcal vl"u.JI 

processmg are explored Fmal/y. the ease of extendll1g these r%ulls to other dOmilln'i of 

early VISion I~ mdlcated as a future area of research 



Résumé 

La VIsion de bas niveaU consiste à rechercher certaines structures ubstraites à 

partir d'un stimulus visuel Ce travail s'attarde à une de celles-cI les courbes dans une 

Image Le contexte général est celuI de vIsion de bas niveau, laquelle étant vue comme 

un problème d'Inférence de champs de vecteurs localement consistants obtenus à partir 

d'une Image Un effort particulier ,j été ~':llt pour essayer de formuler les conditions locales 

nécessaires il l'eXistence de telles courbes Ces conditIOns permettent alors de développer 

lin opérateur local obtenu il partir d'une décompositIOn non-linéaire d'un opérateur linéaire 

standard Les résultats prodUits par cet opérateur procureront alors une estimation IIlltlale 

de la <..Onflance accordée il une deSCription discrète des courbes potentielles dans l'Image 

Un systeme de "relaxation d'étiquettes" sert de procédure d Inférence aflll de déCOUVrir 

une configuratIOn conslst,mte il partIr des estimations Initiales en explOitant la structure 

géométrique de courbes planes lisses par morceaux Le calcul des compatibilités de relax­

at�on est formulé comme un problème de pOint le plus proche et nous mentionnons comment 

les mêmes conditIOns logiques pour l'éxlstence d'une courbe peuvent y être Incorporées 

Le système développ~ est hautement parallèle La robustesse du système est 

eprouvée à travers plUSieurs expériences réalistes et quelques Implications au niveau du 

processus Visuel sont explorées Finalement, la facilité d'étendre ces résultats à d'autres 

domaines de vIsion de bas niveau est présentée comme une future vOIe de recherche 
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Chapter 1 Introduction 

VIsion IS properly seen as a constructive search for structure ln the world from 

the vlsual stimuli whlch enter an eye or camera The earhest stage of such processmg IS 

the transduction of these stlmuh Into :: set of simple measurements What has been called 

early ViSIOn IS the i1ttempt to take such crude measurements and begm to abstract from 

them il ~et of as~ertlons about the ~tructure of the information contamed ln thls retmal 

Image Beyond thlS, so called later or hlgh level vlsual prcoesses take these deSCriptions 

and .Jtlempt to abstract from them a deSCription of the Vvurld 

My long-term research goal IS to a~tlCulate a methodology for approachmg prob­

lems ln early vIsion ln thls thesls 1 focus on the Inference of curves from grey-If'vel Images, 

one of the tasks that 1 belleve IS necessary for thls larger theory My hope IS that thls emerg­

mg computatlonal theory of early vIsion will. In addition to belng a succesful englneenng 

achlevement. hav~ relevance to visuai neurophyslology and psychology 

1.1 Edge/Line Detection: The Description of Image Curves 

The hterature on edge and hne detectlon IS Incredlbly vaned and volummous 

(for a recent revlew see 1 Rosenfeld 841), and IS based on a smgle gUldmg pnnclple, rehably 

fmd the pomts III the Image where an mtenslty edge or Ime eXlsts, then descnbe such 

pOints m terms of planar ctJfves Such curves are formed as the lOCI of pOints whlch fulflll 

certain loglcal conditions for the eXistence of a hne or edge and are most appropnately 
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descnbed ln terms of the local dlfferentlal geornetry of plane cUlves Detectlof/ I!> Ilot 

the sole Issue. the process must eventually provlde an accurate deScflptlon of the clIrve~ 

dlscovered Does It make sense then to decompose thl~ process IIlto ~l'pilrate stllgcs of 

detectlon and description 7 1 will show that thls decompOSltion 15 unsult<1ble for dcsCrlbmp, 

curves 111 Images 

Two kll1ds of planar curves eXlst III IIltenslty Images--thos(' .lssoclatC'd wlth 

edges and those assoclilted wlth Imes ln thls t1lesls 1 will take }lIIe!:> tü be those ,Ulves III 

an Image whlch would have been drawn by il p'n 01 pennl Ed!!,('s ;"Ir(' tn<,(C'.Jd tlH' (lHVf'<' 

wrllch separate between hghter and darker areas of the 1I11,.ge- -the perct'Ived cllse 011111111111('<' 

m the mtenslty surface Image curves ale then ('Itlier of these obwch. IIH' kll1d~ of IIn.lge 

events whlc' 1 Gill be descnbed III the geometrlc language of planaI ClH VPS 

The Initiai problem III arrlvlllg at il robusi method for selectlllg ,lI1d de<,( "hmg 

only edges and hnes from among ail pOSSible VlSual events 15 that these <..OnC(!pts must 

be defined 1 propose that Imes be consldered as the plecewrse contuHJOlJS loCi of Idter,llly 

extremal Image Intensltles (the cross-section n0rmal to the curve 15 locally extremal) Pas 

Itlve and negatlve contrast Imes correspond to maxima and mlllilna rcspectlvely Simllarly. 

edges are the lOCI of laterally malumal flrst denvallves of IIltenslty. taken III.J direction nor 

mal la the curve 1 Will develap these Ideas flrst ln prmclple then expl<llrl how they will tH' 

used 111 practlce Formally. for an analytlc mtenslty surface { 1 (f . .Ii) f. '/' H},j ~rnooth 

segment of curve S IS defllled as a dlfferentlable mapplIlg s l' = (lo, fI) 

by St = (x(t).y(t)) wlth the normal vector nt a UllIt vettor 111 the direction (f"(t),y"(t)) 

Three kinds of Image curve are then defmed" 

... 

5 15 a Positive Contra st Lille .: -~ s smooth on T A 
(1 1 1) 

Note that the def'nltlon ot a hne 15 sl!!,n speclflc whcreas the edge IS dcflncd dS d lotus of 

local maxima or minima There IS no qualttatlvt dlfTcrcncc bctwcen cdges that go trom IIght to 

dark movlng towards thclr ,:cntrc of curvaturc and those of the OpposIte contrast thesc evr!nts 

cannot be named dlffcrently 

1 

1 

1 
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5 IS a Negative Contrast Llne .. ~-~ 5 smooth on T Â 
'(l' 'l') ( ( 0) 0 (l ( ~ I(sd ' I(st - (in,) (1 1 2) 

5 IS an Edge .. ~ 5 smooth on T 1\ 
dl (St) dl 

(11.3) '(1 T) (1 0) 0 (l ( .-;. . (5/+/)n,),. 
dn dn 

These defmltlons can be taken as the necessary loglcal conditions for the eXistence of an 

Image curve Clrar trom thls formulation IS the chlCken-and-egg nature of the problem 

Smce the conditIOns for eXistence of the curve de pend on Ils dlfferentlal structure (speclf­

Ically the normal n), a candidate curve can only be tested after It IS described Hence 

.,eparatmg the process Into stages of detectlon fol/owed by deSCriptIOn IS mlsgUlded 

Fortunately Hl practlce there IS a way out of thls ademma. based on the obser­

vation that ail of the tests are defmed locally By truncatmg and quantlzmg the contrnuous 

formulation. the eXistence of a candidate curve can be tested everywhere m the Image for 

.III local and fmlte d.fTerenllal structures ThiS IS combmatonally feaslble and the tech­

Illques for accompllshlllg It form the body of thls thesls More speclflcally. my goal !S to 

Infer il quantlzed descnptlon of the local propertles of curves-thelr trace. tangent. and 

curvature-from Images ThiS process 15 called oflentat/On selection. after [Zucker 85] 

1.2 Problem Definition 

Referrlng back to the curve s. conslder the projection of thls curve Into a pa­

rameter space .\' . }" , e . /\' representrng local position. orrentatlon and curvature. The 

problem 15 to represent thls curve ln terms of a set of discrete points dlstrrbuted throughout 

thls four-dlmenslOnal space-the hypergraph J = {î = [Xl,}~.01.Kl] 1 X 1 'Yl E R.01 E 

e. }\'l t K} ThiS deSCription ~ IS obtalned by selectlng only that subset of dlscrete pOints 

S, • for whlch some pOint St ': S eXlsts whose deSCription [Xt. YI, 8t • Kt] is doser to 

ln fact thls IS a descrrrtion of a famlly of curves of which 5 is guaranteed to be a member 

3 



1 Introduction 

Figure 1.1 Discrete representation of continuous cur'llc 111 terms of 

the set of pixels whlcn the curve InlClsects 111 Ihls two-dllllCtJ<,IOI1.11 ,lIlillogy 10 

the real four-dlnlclIslonal replcsentiltloll the set of grcy plxpis 15 .l pOSltlon-b,lscd 

;jnalog of the set S of equatlon (1 2) cath pixel brlng the Voronol lcll III ilround 
pixel center 1 

[Xt , y~. 8 1 , Ktl than é.ny other dlscrete pOint. formally 

Consldered as a labelhng problem. the description must select the label À(Î) correspondlng 

to the dlscrete pOint Î ~ l If and only If the pOint l fulfilis the conditIOn ln (1 2) If HI l~ 

the convex Voronol cell assoclated wlth the element î. then the de~crlptlon mu!>t 5f'l the 

label 

A(î) { 
TRUE. 

- FALSE. 
If (s III) =;=(l. 
olherWfse 

( 1.3) 

This representation of a curve ln terms of a set of discrete Unlts of position. orlentat IOn 

and curvature 15 related ta the computer graphies representatlon of il plane curve as the 

conneeted set of Image pixels through whlch It passes (see Figure 11) Furlherrnol e. 

multiple Imdge curves are represented as distinct connecied subsets of the hypergraph 50 

defined 

The goal of the system developed ln thls thesls IS ta Infer such a dc·scnptlOn 

from an image. For each curve which c;atisfies the loglcal conditIOns of one of the deflnltlon~ 

4 
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, , 

Figure 1.2 Block diagram of ClJrve description system. 

III (11). there must be a connected subset of the hypergraph ; for whlch eaeh label IS 

TRUE by (1 3) Fmally, no other nodes ln the hypergraph should be selected 

1.3 Methodology 

BUilding on an approach prevlousJy descrlbed III [Zucker et. al. 771 and [Parent 

& Zurker 85J. there ~re two steps IIlvolved ln mfernng the local dlfferentlal geometry of the 

eurves whlch comprise the Image scene 

Chapter 2 A set of simple local operator" test for the eXistence of Image curves at 
every pOlIIt ln the Image This 15 done for a set of dlserete OrientatIOns and cur­
vatures. I/SlIlg d model of end-stopped and non-end-stopped simple cells III visual 
cortex (lDobbllls et al 87] and [Dobbllls et al 88]) To Improve the seleetlvlty of 
these operators. 1 develop a non-linear decomposltlon of their components that tests 
J ~et of m:cessary conditions for the eXistence of a curve at the specifie position. 
Orientation and curvature 

Chaptcr 3 A relaxatIOn labellmg ~y~tem ther. refmes these local estimates by testlllg for 
contlllUity alla smoothness of the IIlferred local dlfferentlal structure Each description 
of the local dlff€rentlal structure of an Image eurve forrns a hypothesls in thls network. 
<lnd the compatlbliity between nearby hypotheses IS based on an assumptlon of locally 
constant curvature A computer Implementation of thls system IS descnbed 

Chapter 4 The results of the systerP are shown and descrlbed. 

Chapter 5 1 present J prellminary analysls of some of the extensions of thls work ta 
other domalns III early VISion The way III whlch thls class of models relates ta 
neurophyslological and psychophyslcal models and data 15 also explored. 

5 
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1.4 Contributions 

• A loglcal decomposltlon of a hnear operator IS denved whlch allows testlllg of two 
necessary condItIons for the eXIstence of an Image IlIle J local extremulll III cross 
section and the contmulty of the Ime through the operatol ccnter 

• This IlIle operator then torms the eXCltdtory component ot a Dobbm" ES oper,ltol 
whlch matches local OrientatIon ,1nd slgned cllrvaturt' ot an Imilp,c (urv(' A Illt'thod 
for tunlllg sllch operator~ IS descrlbed 

• The calculatlon 01 relilxiltlon labplllng (Oll1pallbtlltles for il tw()-I.Jbel (TRUEjFALSE) 
geometnc hypothesls venflciltlon problcrn I~ lormulôted J~ d do~e!>t pOInt problrlll ln 

the geometrlc parameter space 

• The consistent labellmg tor orIentation selectIon I~ delllled 111 ternIS 01 a (OI1lW( led 
discrete deSCriptIon of Jn Image curve III a dlfferent 1<11 "pd( (' 

• The smoothlllg and locallzatlon condItions for thl!> consistent I,lbelllllg ,He transl<lled 
IIlto a Itnear /IOgICill support network for relaxatIon 1,1lH'lhng Tilt' 1l()1I-ltnearttle~ III 
thlS network are based on the same eXistence condItIons LI:' the IIl1llal oper(}l()r~. ,1'> 

weil as an argument from convergence 

• The general prrnclple'i developed ln the ~olutlon of onentatlon ~electl()n <HP outltned 
and extensIons of these prmclples to texture flow and optlcal tlow are brtefly des( rtbcd 



------------_ .. __ . ----

Chapter 2 Initial Measurements 

2.1 Introduction 

The most Important charactensttc of a measuremenl system 15 the degree to 

whtch It reflects the quantlty It measures whlle remamlng Insensltlve to other potentlally 

confoundmg Influences ln Images, there are many dlfferent kmds of events, sorne of whlch 

are nrclevant to the dlscovery of Image rurves It IS the goal of thls chapter to develop an 

operator for rneasunng the loclli Orientation <lnd curvature of Image curves while remalnmg 

as Insensltlve to both nOise and nearby (Ur ves as possible Two of the necessary loglcal 

conditions for the eXistence of an Image curve are used to develop a decomposltlon of a 

standard fmear fine operator The resultlllg operator behaves Identlcally to the hnear one 

as long ilS illl of the conditIOns are satlsfled, however, It only responds posltlvely when they 

ail are Thus the anlllysis whlch forms the body of thls chapter constltutes a departure 

from trlldltlOnal operator deslgns-whlle other designs are based solely on guaranteemg 

responses to charactenstlc Image structures. thls operator is deslgned to not respond when 

the charactenstlc Image structure IS not present Hence It IS well-behaved when faced wlth 

unchalactenstlc Input as weil 

The most damagmg fallure of a measurement system IS to systematlcally re­

spond to events or quantltles unrelated to the quantlty bell1g measured. we refer to these 
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systematlc false responses as aliasmg" ln partlcular. such allas mg C.ln caust' ciltastrophl( 

effects when fed rnto other systems whlch <:Ire unable to dlStll1gUl5h betwf'en iIlrasc~ and 

'true' responses ln thls chapter we will demonstrate that altholJgh 5tana,ud IlIit:éH opcr,} 

tors have slgnlflcant alraslng problems. It 15 possible to overcornc tllf'nl 

Two dlfferent krnds of Image events glvP lI~e ln (lllve~ IlIle~ ,1I1d cdge!:> Bath 

Irncs+ and edges are piecewise contllllJOUS curvc!:> whlch (an be defrned 111 tf'rms 01 the 

shape of thelr cross-sections (see equatlons (1 1)) The neces~ary loglcal (Ondltlon~ on 

the cross-section must be satlsfled and 111 e(}ch case we will show that d IrneiH Opt'féltor 

tests them rncompletely ThiS problem will be resolved by IntrodlH mg, d (ro,>~ ~e[tlolhll 

decomposltlon of the Irnear operator whlch allows testll1g of these IllI'>SlIlg condltlon~ 

A second necessary condition for the eXistence of an Ifll,lg(' (1lrVe I~ conlllllllly 

By speclfylllg thdt Image curves are pleceWlse Jnd not neccs<;i1rlly (Ioscd the (,xl<;tf'nc(' of 

discontlnultles and end-pornts on the curve I~ expressly consldered Such dlSConlllllJltlC<" 

are fundamental to a description of (urves ~II1CC 1 hey arc IrIVaflélnt IHldcr rotdtlon ,md 

translation and even under certlan klllds of deformatlon A Î1IWcll operéltor fllrl~ 10 Ul'>IHt' 

that local smoothne~s IS S<Jtlsfled before glvrng ,1 pO~ltlve r('~pon<,e In~tedd Il ~rn()ol h<., 

over curve dlscontlnultles L'lnd rcsponds pOSltlVcly III rnélny plilce~ whlch ,He bcyond Irn(' 

endmgs ThiS IS resolved by rntloducrng a second decomposltlon of the IrneM opf'rdlor 

whlch allows for testlng of local contrnulty ;md smoothncss by tes1rng loglCtlI C011(1I1101I<., 

for such contrnulty 

A broad set of goals and constiarnts thus directs thls analysis The overdll go ... 1 

15 to develop an operator that maps Images Into hypotheses about the eXistence of Image 

curves such that It 

• e5tlmates both posltlonal locatIon and local dlfferentlal structure of the Image c.urve . 

... 
Rcallze that whlle thls use of the word allaslnl: 15 rclated to the use III sampftng thcory. It IS Ilot 

the sa me Tills IS a broadcr use of the term 

+ ln thls context a Illle IS not necessarrly a 5tra/~ht ftne 



2 Ir"tlal Measurements 

• avoids smoothmg over dlscontlnultles ln Image curves. 

• exhlblts a stable. well-Iocallzed response cut-off at the end-pomt ùf an Image curve: 

• opera tes stably ln the presence of multiple Image curves. 

e avolds (hilracterlstlc responses to stllnuh whlch do not belong to the deslred class of 
mput stimulI. 

• 15 IIldependent dt the lll,ng or rcgulilrtty of the detector grld. 

• degrades graccful!y Hl the presence of nOise. and 

• IS computable III parallel 

2.2 The Operator 

Refernng back to the defmitlon of Image curves m §11. there are three quahta­

llvely dlfferent ktnds positive contrast Imes. negatlve contrast Imes and edges There are 

thus three distinct sets of loglcal conditions for the eXistence of Image curves. t~e curve 

description proces,> should respect thls dlsttnctlon and prevent ahastng between them (see 

Figure 1 2) 1 ensure th3t the mdlvldual conditions are satlsfled by testlllg them. measurtng 

the eXistence or non-existence of an Image curve of the dppropnate type passmg through a 

glven Image position The design will concentrate on Itnes and not edges (the reaS0ns for 

thls Will bc made clear ln (,2 3.1 ) 

We begtn by adoptmg a standard onented. Itnear Itne operator slmllar to one 

arnved al ln ! CIIlIlY 86J Canny adopted the assumptlon of hneanty to facliitate nOIse 

sensltlvlty analysis and optlmlzatlon. and arnved at aime operator whlch IS simllar to 

standard one~ wlth il gaus~lan second-denvatlve cross-section ~Jeurophyslologlst5 have 

Jdopted Ilncar mOdcls for the lesponses of cells 111 the pnmary visuai cortex [Hubei & Welsel 

65. Orban 841. and 5uch models seem ta capture rnany of thel/ fUllCtlonal propertles These 

Illodels are attractive trom a stnctly functlonal pomt of vlew because they exh,b,t most of 

the propertlcs reqUired of il mf'asurement operator for Image curves However. they suffer 

greatly from êllraslng effects (shown belolV m Figure 23) 

ln or der to IImit th,s allaslllg the assumptlon of hnearlty IS dropped and the 

necessary local conditions for an Image curve are tested expltcitly The resultmg operator 

9 
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appears ta be Itnear ta many of the standard 'probe stimuli' lI~cd by vlsual nl'lHOphYSI 

ologlsts. but It has the addltlonal property thJt Its responsc IS only positive wh!.'n th('~(' 

conditions are fulfilled The tests are Iflcorpordted by deco!l1po~lng the' opcrdtor Into ((lm 

ponents whlch represent the quantltles needed for the 10glc,)1 tests 

2.2.1 Decomposition 

The decomposltlon must be conducted 111 il prmclplcd f,lShlOtl 50 that no mlor 

matlon IS lost ln tre process. and the recornposltlon must tilke adv,1Il t il g(' of 111<, IIII0rl11 .1 tlO/I 

Inherent ln both the original operator and 111 eilch of the componel1ts GIV(>f) the optlllltlhty 

of the orlgmal operator ln certam Clrcurnstzmcf's. It I~ i1lso Imporldnt th.ll tll(' 11011 IlIle.l' 

operator reduce ta the original Ilncar rase If certain loglcal condltlon<; ,HI' <;atlsfl(ld Thll~ 

two propertles for the decornposltlOn ilre essentlal 

• The decompaSltlan of the initiai hnear aperiltor krrnel must crcate cl set of kerncb 
whose sum IS Identlcal ta the initiai kcrnc/ 

• The comblnatlon of the component rcsponses must exhlblt both log 1< ... a 1 .lfId h,w.u 
propertles. testmg the necessary conditions for a local curve and produclIlg d rf'sull 
whlch IS the sum of the component responses vJhen the~e test~ <,ucceed 

The flrsl condition sug~ests that thls de(Ornpo~ltlon re~elllble~ d l'<lrtlflOl/ of 

umty [Splvak 77] For a IlIlear operator J(x) and il set of componrnl functlon<, (1 -

{gdx).g2(x). . (III (x) } ail defmed over the range of values x' If. the ~et fi con~ltltlllt·.., 

a par~ltlon of Unit Y If and only If 

·j(x (~H) L q'l (x) = J(x) (2 1) 

1-:-~1~TI 

Many such partItions are clearly possible: 1 choose th€ partItion such that the componenb 

reflect the underlYlllg loglcal features of the IlIlear operator 

ASSOCIJtlllg TRLlE wlth positive values and FALSE wlth negatlve, "seml-/mear" 

analogs for 1\ (anô) and V (or) may be deflned as 

Ir.: y f
T + y. 

y, 

lI, 

x+y 

If :r , 0" y ___ O. 

If x 0,' 11 ::-' O. 
If x' 0 (, Y ___ O. 
If x -- 0 (. Y ~ O. 

(2.2.1 ) 
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{ 

x+ y, 
x, 
y, 

.r:+y 

If x / 0/. y ,> O. 
If x ;.' 0 /. y :::. 0. 
If x ~ 0,' y ;; O. 

If x ~ 0,' y ~ O . 

2 Initiai Measurements 

(2.2.2) 

The propnety of these operators can be Itmfled by exammmg thelr truth/addltlon tables 

Truth/AdditlolJ Tables 

+1 

1 

for Semi- Linear Logical Opera tors 

+1 1 

+-2 1 
- • - - ---+- ______ -1 

1 2 

+1 

-1 

-2 

-1 

+1 

-2 

If only the slgn of the resu!t IS taken as the output. ther. these are exactly eqUivalent to 

the log'cal opera tors (assumlng positive => TRUE and negatlve lmplles FALSE) These 

l'''',ear jloglcal combmators are exammed more closely ln Appendlx A 

2.2.~~ The Cross-Section Condition: lateral Maxima 

Exammatlon of the cross-sections of Intenslty Imes ln Images reveals that a 

necessary condition for the eXistence of such a hne IS a local extremum ln mtenslty At 

Jn Intens,ty edgc. the cross-section exhlblts an extremum m the dlrectlonal denvatlve of 

IIltenslty perpendlcular to the Orientation of the edge (refer to equatlons (1 1) and Figure 2 1. 

a dis play of typlcal 1 D cross-sections of these mtenslty phenomena) ln addition. the second 

(or tlmd) dlrectlonal denvatlve at these extremal pomts can be used as a measure of the 

slgmficance of the Ime (or edge) stnctly ln terms of local contrast 

p where 

~ 

A local extremum m a one-d,menslonal signai S{x) 7 eXlsts only at those pomts 

liS 1 

-1 = 0 
dI il 

and 

Assume S(I) IS suff,clcntly differentlable 

d2S 1 

-21 ::::0. 
dx ! 

:p 

(2.3) 
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2 Initiai Mf'Jo;wt'l1H'nt .. 

::.0· 3.0' 

~:~_. _____ ~ Signal 1 ;:: .O--------...J Signal 

1 .5· 

1.0· dû Resp .. .. 
, I~ ~ 

(1.5 • -d~("; Resp ':1: 

1 5· 
1.0' dfiRt.'sp 

. "", " Ct,:;· -t1~11 Rt"!>I' I.\. 

- - 1 • \ • 
u.u-----------~ l' ,: ';----... ---. 

1 • 1 ~ 

J t> v, 
CI. Ct -------- ___ 1 :. ~:. ----~-- -_ . . 

-0.5-
-1.0. 

.: ,'J, 

" :0 

(a) 

.. 
-Ct.~S· ".. 

-1 O. 
(1 

(b) 

1:(1 

Figure 2.1 Cross sections of image lines and edges. A hne ln .Hl 

intenslty Image (a) IS located <1t the peak of Its cross-section Note tltat titiS 

cOlncldes wlth a zero ln the dCrlvatlve (,J ...... ) and il ncgatlvc sccond dcnv<1tlvc (,,2 . .,'1 
An Intenslty edge (b) occurs <1t pcaks ln the denvatlve (dSl of the UOSS-~('ctIOIl 

The denvatlves shown are dCrlvcd from convolution by dG and ,,2 G opcr,.toro; wlth 

CT = 3 

'<II 

Estimatlng the location of zeroes ln the presence of nOise IS normally achleved by IOC.ltlllg, 

zero-crossmgs. or the pOints p where 

o and . 0 (2.4 ) 

( h d f h d at whlch 
,J2.'i 

t IS Irectlon 0 cange correspon s to an extremum ar2 0, a maximum) 

An operator whlch can rellably restrict ItS responses to only those occasions whcn thcc;e 

necessary conditions hold will only respond ta local maxima ln il one-dlmenslOnal ~Ignill 

r ~ 

--l 

(a) 

\ 114, 

.. 1 ~.o 1. 

" 2Ul' 

-[, ,·U.:. , 

(b) 

Figure 2.2 Approximation of d2G by two dG operators. (a) Shows 

the hnear approXimatIOn of the d2G operator (SOlld Ilnc) from the sum of two dG 
operators (dotted hnes) (b) Shows the approXimatIOn mor for thls sum whlch 15 

always less than 3 5 parts per tllousand 

12 



2 Initiai Measurements 

A set of nOlse-rnsensltlve Ilnear denvatlve operators (or 'fUlly denvatlves' [Koen­

derrnk & van Doorn 86)) are the vanous derrvatlves of a Gausslan envelope 

(2.5.1) 

(2.5.2) 

(2.5.3) 

When convolved over a one-dlmenslonal signai >I-)ese ~Ive noise-rnsensltlve measures of the 

derIVatlves of the signai Thus two convolutions will determrne S'(x) and S"(x) where 

s~ (.c) 

S~ (I) 

dS'(x) ; G(T(I) 

(P 5 ( x) • G(T ( x) 

S(x) • dG(T(x) 

S(x) , d2Ga (x) 

(2.6.1) 

(2.6.2) 

USlng these measures and equatlons (2 3) and (2.4) extrema can be located by simply 

fmdlng those pOints whlch satlsfy the necessary and sufficent conc!itlons for the eXistence 

of an extremum 

(2.7) 

The locI of pomts for whlCh thls condition holds are distinct segments along x with wldths ~ 

2l The parameter (T determlnes the amount of smoothmg used to reduce nOise-sensltlvlty 

Companng the operators dG and d2 G. It occurs that a Ilnear comblnatlon of 

two of the dG opera tors mlght glve d2G ln facto uSlng central IImlts, It IS observed that. 

df f(x + E/2) - f(x - 02) - = hm --,---,-' -'-------
dx ,-.. 0 ( 

(2.8) 

l 

Us mg the fUlly denvatlve operators. one would therefore expect to frnd somethmg hke 1 

2 1 
d Gcr{I) :::::; - (dG dx + b) -- dG dx - 8)) o fT a 

(2.9) 

~ The l, cr scalmg factor can be denved by examming the respective d2G and dG scallng 
coefficients 

13 



l Il1Itlill Ml'a~lIIt'n1l'nt!> 

If thls holds. then ail that IS necessary to evaluate the conditions ln equatlon (2 7) I~ th(' 

derivatlve of the signai S~(.r)-the Imear combmatlon glves .... ·,~(r) Figure 22 shows th<11 

an excellent approximation IS 10 fact possible Forcmg equallty of the apprOXII11iltlon at 

.r = a and l = a glves the system of equatlons 

1 

Solving Inltlally for a f ln (2101) determmes that 

1 2ab 

(29) @ J' =- CT 

(29) @ J -= 0 

\ 
---- ----- -- -----
log ( (0 + Il ) / (a - b)} 

and substltutlng lOto (2 10.2) glves 

log ((a + 0)/(0 - b)) = \1 ----------~! --;­
a log ((0 + t>L (a ( 

h log (( (1 + Il) / (0 
exp -

~)) 40 

(2101) 

(210 2) 

(2.11 ) 

Stnce every expression ln whlch {l appears ln thls equatlon depends only on the ratio () f (J. 

cali thls ratio b Then 

log (( 1 + b) / (1 -- il)) 

,------------- ---

1 2b exp (L> log ((1 + 4"-) [(1 
V logl(l + b)/(l~b)1 

ThiS IS mdependent of a and can be solved us mg Newton' s method Substltutmg b.Kk 

mto (2.11) glves the result 

Of ::~ 0.95443850 a - aa 
(2.14) 

b ::~ 0.49816102 (] - ba 

Refemng back to Figure 2.2. It can be seen that wlth thls approximation. the sum of th(' 

two dG kernels never strays from the true d2G kernel by more than three parts ln il 

thousand 

The use of these dG convolutions allows testtng of ail three conditIOns ln (2 7) 

slmultaneously. for the constituent convolutions provlde the two offset estima tes of "':1 (I) 
and thelr sum IS the S~ (x) With the Itnear jloglcal combtnators of fl 2 2 1 we are thus able 

14 



2 Initiai Measurements 

to defme an operator whlch has a positive response only at local mmlma (withln a range 

of a of the actual mmlmum) 

Rr7 (.';.r) = (S'(X) , dGa(T(x + ba))~' (S'(x) J -dGao(x - bal) 

where (J and b are the constants from (2 14) Llkewise. for local maxima. use 

(S'(x) , -dG1lO(X + bal) f: (S(.r) 't dGllo(.r - bal) 

.. 
,. 

SignaI 

[)"lIdtul dll 

" LI J , 

-11 J LUi 1 

(a) 
.. 
,. SignaI ./ -, 4' SignaI f"-.... ____ ~ ____ ~f ,,~ ____ __ 

VIVldt"d li" 

" 1 > 
, ,. 

~ • 'l' 

(b) (c) 

Figure 2.3 Responses of non-linear and linear operators near step. 
Rectlhed responses of the d2 G operator and dlvlded dG operators are shown for 

tluee step edges wlth va.ymg si opes of the upper reglOn It can be scen the the 

non-lincal opcrator blocks the unwanted response near a step whlch IS not also a 

local maXllllum (a & b) but thJt when It IS a local maximum (c) It does respond 

The d2 G operator howevcr responds ln each of these cases exhlbltlllg consistent 

dlsplaCf'ment of the peak responsc 

(2.15) 

(2.16) 

It mlght be asked what has been galned by mtroduclng thls level of complexlty 

'"to what was a simple Imear operator 7 The gam IS considerable. and harkens back to the 

IIlltlal criteria for an acceptable measurement operator establlshed ln §2 1 The tlnear d2G 

operator has the partlcularly undeslrable charactenstlc of exhlbitmg consistent patterns of 

15 



2 Initiai M(',l!'IIIl'lll('nt!-

ahasmg responses The slmplest example of such an allaslng effect 15 the respon'\e 11('.1r 

a step (see Figure 2 3) The lillear operator dlsplays a charactrrl<;tlC pedk ln rC'''poll!:>f' 

when the edge IS centered over one of the zeroes ln the opcrator prof"<, The n0I1-II/1('<l1 : 

operation blocks thls re~ponse 'lince bath dG ha Ives of the oprr.ltor r('gl~tC'r d(,rlV.ltIV(,~ 

ln the same direction and sa do not fulf"l the Ileces~<lry (Ondltlolb of (·qu.ltlon (24) 

Examlmng the alternatives when the slope above lhe stE'j) I~ non lerD Il 15 (Irar th.ll only 

when the slope IS negatlve (thus n1akrng the transition pOint .1 lotal IllJXIIlHJlll) Will the 

non-Imear operator respond posltlvely 

ln the dlsplays of Figure 24 the re.sponses from a hnear J1G operatol .UE' 

contrasted wlth the responses from ItS non-Irnear derrvatlve NotICe thdt wlth the orlgrn.ll 

(nolse-free) signai the Ilew operator does il much better Job of loc<ltmg the pt'.Jb 111 the 

signaI. It docs not f alsely respond near step edge~ (mcludlng one caused by the ncg.JtlvP 

contrast lille at 32) It IS not unt" a nOise level of 0 8 (S / N ratIo of 1 25 1) t h.ll .Hl 

appreclable number of false posltlve~ appea r ln the rcsponses of the new operalor Ail 

Important pOint to note 15 that the positIve reglons ln the respollse .lre ail le~s th.lll 4 

positions wlde ThiS IS a deSign factor. related to the size of the operator. whlch cnsurc~ 

that the peak position Will always be localized to the resolutlon of the opcrator and not to 

the wldth of the signai 

2.2.3 The Tangential Condition: Continuity 

50 far only the structure of an Image nornlal to the curve has becn d,~clJ~~ed 

The second aspect of the defmitlons ln (1 1) IS smoothness Wlthout thls. the IOCill 

Orientation and thus the normal direction would not be defrned An e~tlmate of the !ocdl 

orientation of the curve IS th us requrred. and we must develop an orlcnted operator to 

provide it Incorporatlng the precedmg analysis a perpendlcular cross-sec.tlon ,]s dcsulbed 

III equatlon (216) or (215) Will be used 

The tangentlal structure cf the operator will be developed rn the same ~lages 

as the cross-sectlonal structure was above We begrn wlth the assumptlon tha~ the Image 

IG 
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2 Initiai Measurements 

,<ùgnlJl 

lIespollties 

Signal 

Ilesponses 

(a) 

(b) 

" 
" / , 

Olvlded dll 

------
Norm.1 (r-(; 

,i /, 
" , 1 Il 

" .. ' 1 

O,vtd~d dl. 

------
Norm.1 a 2'i 

~ Jl' 

Figure 2.4 Responses of non-linear and lillear operators to noisy 
cross- sections. SI)!.n al de~raded wlth additive uOiform nOise wlth (a) a = 00 

and (b) (. = 0 2 Note that the d2 G operator exhiblts many more false positives for 
cach level of nOise These can be attnbuted to reglons of negatlve local curvature 

whlch do IlOt COlllClde wlth zeroes 111 the flrst dcnvative 

curve 15 everywhere ~mooth and corrupted by additive gau551an nOIse This suggests that 

tlote response should be flltered along Its length. and a gaussian envelope is the natural 

cholce for such a fllter The flrst candidate operator IS thus a pair of component operators 

(referred to as the lateral components of the operator) wh0se responses will be combined 
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2 Initiai Mcasurc .. ~ents 

Signal 

Responses 

~ 
1 :. ~ ü 1., 

,::",. 

j. 

~. 

Signal 

Rcsponses 

l' ,n '\ fi '\ A\, f, IJJ ~ ULI-_____ --LJ 

, . 

Narrn.j' d "1 

(c) 

O,vla,.d dU 

------
Nnrm,,~ a-'II 

'" l' 

(d) 

Figure 2.4 Responses of non-linear and linear opera tors to noisy 
cross-sections. (Contlnued) Signal degraded Wltl! additive galls'jl~n nOise wilh 
(c) a = 04 and (d) a = 08 

by the A operation descrlbed above. 

Wdx, y) 

W2(X,y) 

Go-x (x) dG aalj (y + bay), 

- Gax (x) dG aay (y - lm,;) 

(2.17.1) 

(2.17.2) 

This candidate operator. whlch IS simllar to prevlOus approaches (e.g ICanny 

86]) ex ce pt for the nonlinear cross-section. fulfilis ail of the crltena ln fj2 1 but two. It 
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2 Initial Measurements 

,-,],-;,-: - Endline Profile 1 
11 t. 

Il 4. 

Il .. ' 
" l' __________ ....1 

Il, , lInear F:esponse 
1 

1 
1 , 

d • ~ 

,," Il Il ... ______ .. _________ .. -' • 

l" 

Split Response 
11 t. 

Il ~. 

1 f ~. 

" Il ..................... _ ... .. 
, II _l A' 

,.~- ~--~-------~-------,. 
/ 

........................ 

.' 

. 
-1- tU 70 

Figure 2.5 Responses of linear and split operators near end of 
line, The signai IS a parallel cross-section of an Image hne Note that the semi­

"near split opcriltor drop5 off suddenly as ItS center moves off of the end of the line, 

while the llilcar opcrator exhlblts a smooth atten uation of response 

(a) (b) (c) 

Figure 2.6 Schematic of the half-field decomposition and line end­
ings. The elhptlc reglons ln each figure represent the operator pOSitIOns as the 

operator moves beyond the end of an Image lille ln (a) the operator 15 ccntered on 

the IImgc "ne and the hile eXlsts III both half-flelds ln (b) the operator IS centered 
on the end-pOint and whereas tne Irne only CXlstS ln one hal~-fleld. the other half-freld 

contalllS the cnri-polnt ln (c) the operator IS centered off the Il ne and the Ilne only 
CXIStS ln one half-fleld 

tends to smooth over dlscontlnUitles ln the Image curve. and has a smooth drop-off in 

response as It passes over iln end-pOint ln a hne (see Figure 2 5) These undesirable 

charactenstics are based on a Single problem. the gausslan profile along the length of the 

curve trcats .111 areas mdlscrlnlmately, smoothmg over any dlscontlnU/tles along the length. 

ThiS smoothing should only tilke place when the curve IS known ta be locally continuous. 

A second dccomposltlon Into two tangent lai half-flelds around the operator centre allows 

testlng of thls prlor condition 

19 
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1. h1ltlal Mcasurcll1('nts 

Notice that If an operator IS centered o"er il contmllous section of an Inl<lge 

curve. then the curve must be simllar ln both half-flelds of the operator MovlIlg lH'yond .111 

end-pomt. the curve will eXlst wlthlll only one of tÎ1ese halt-tleld" (see Figure 2 6) Thu~. 

ln order to verlfy that the operator IS centered on il hne ,lIld 15 nOl Just (,x~lerJ('Jl( 1111.'. the 

Influence from a nearby 'me. bath half-flelds Illust br slIllIl.Hly ,l( trv~' A" Ion!', d<; tlleH' 

IS some overlap between these two half· fields. there Will bp d partial rpspon,,(' ,lI" 1 Ill('· 

ending (where only one half-fleld IS actually contnblltlllg to the r(,~pol1s(,) but 11011(' o Il (t' 

the operator IS centered off of the hne Near.1 IlIle end pOint tllP half flpld th,lt l', Ilot over 

the hne will be much more sensitive to nOise Jnd lontoundrng stimuli thilll the htllt fll'Id 011 

the hne (Il Will be match'ng somethrng that does not emt where It IS lookIPf.',. ,1., ()ppo~ed 

to somethmg whlch does) It may therefore be essentlJI ta (liVide the OJerator IIltO more 

than Just these two reglons and test for consistent reponses trom JII of tll{' reglolls 

A mathematlcal response ta thls goalls to develop ,1 partilion of unit y wllIch dl 

Vides the operator kernel mto reglons along Its length. a partitIOn whlch separates srnoothly 

and symmetncally around equally spaced pOlllts along .J Il ne Notice frrst that the !>1f?,rnouJ 

1 

can be used to partition a functlon mto two reglons around c by lhc eqlJJtlon: 

F(x) ode - I) 

F(x) o,,(x (') 

(2.18) 

(2.19 1) 

(2.19.2) 

such that F-(x) +F+(x) = F(x) for ail l (easy to venfy slnce 0/,((' r)+o,,(J ('1 = 1) 

Thus F- and F+ form a partition of unit y of F around c (see equatlon (2 1)) 

This can be generahzed to n / 2 reglons by combnmg these sigmold partitions 

for a set of n - 1 partition pOints The condition ln (21) 15 easlly verlfled for the kcrnel", 

defmed by (220) over the stnctly Increasmg set of separation pOints { (1 1 fi } 

I)) ( II op(:r (J))' 
'/..r'n 

(2.20) 

70 



2 Initiai Measurements 
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Figure 2.7 Splitting of 1 D gaussian operator into four linear com-
ponents lISIn~ the basis functlOns of CQuatlon 220 The cen!ers of divISion (Ct) 

are equally spacrd and ccntcred around the operator center The degree of separa­
tIOn l' IS 3 

Each component l'~ of the partition IS then speclfled by 

~ (x) = n:1 (x) F(x) (2.21 ) 

The separation of a gausslan envelope Into four equal wldth reglons (which we Will refer to 

as the length components of the operator) by thls method IS shown ln Figure 2 7. 

The contlnUluty condition above requlres that one of the separation points be 

the center of the operator, and we opt for equal spaclng on elther slde (see Figure 27) 

What remams to be resolved IS the appropnate comblnatlOn of the reglons to ensure end 

Ime stablllty and a consistent Ime model over the length of the operator ln [DaVIS et al. 

73] cl sc he me smlliar ta thls one was proposed but the resultmg operator gave a positive 

response only when more than half of ItS length cornponents were pOSitive 1 propose a 

combillation whlch reqUires that ail of elther half-fleld to be pOSltllfL dnd d~~' subreglon 

of the other halr-fleld ThiS replaces the threshold ln the DaVIS operator wlth a more 

~tructured form expressed m terms of the Imear jloglcal operators Labelhng the length 

C0mponent responses as l = [Tl' .Trl!21 and R = [rnI2+1" .rn] (the left half-fleld 

and nght half-fleld respectlvely). thls conditIOn becomes 

(2.22) 
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2 I1lItlal Mc .. sutt'Incllt~ 

1 have thus far left open the question of how to choose the paramet<'rs of these 

operators. The slze of the operator (determrned by (f, and (1',/), ItS orlentatlOll speclfluty 

(determllled by a y 01/), and the number of reglons to dlvlde Into (the p,uameter Il) Thc~{' 

parameters are determlned by a poo" factors whlCh arise from the specifie struetUrf' of the 

measurement problern the operators are to be used for. we conduct such an imalysl!> III 

92.3 below 

2,2.4 Curvature 

The fmal stage m the development of our operator follow!> the work of Allan 

Dcbbins [Dobb.ns et al, 87 and 881. whlch descnbed ZI eornput<JtlonJI model of end 

stopped eells ln the pnmary vlsual cortex HIS key observation WJ!> thJt ('nd stopplllg 

could be related to curvature, and that models of end-stopped ncuron~ could be aenved 

from takmg dlfferences between onented Imear operators This model IS eastly extended to 

ineorporate the stable, non-allasmg oper ators developed above 

R 
e 
s 
p .=. 

o 
n 0" 

s 
e ~. 

" 

-, 4 

,!,'" 
" !.'" '. Small (Positive) 

1 \ 

1 • 
l ' 
l ' 
l ' 1 l , \ 

l " / ' . 
" " Large (Negative) , \ . 

~ \ 
~ , , , 

...._- ... 

Figure 2.8 Curvature responses of simple cells of Iwo dlffercllt lengths 
and thelr dlfference The response profiles for the slllall operator (Icngth = 10) and 
the large operator (Iength = 20) do not COIllcldc 50 when the dlffercnce of the Iwo 
response curves IS taken (appropnately welghted) the aggregratc responsc shows il .. 
peak response to a non-zero curvalure 
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Figure 2.9 Curvature responses of even- and odd-symmetric sim­
ple ceUs of two dlffcrent lengths the longer hal/mg odd-symmetnc cross-section 

Because the curl/<1ture reesponsc of the large operator IS asymmetnc ItS Inhlbltory 

Influence on the <1ggregate (dlfTercnce) of the two responses effectlvely IIlhlblts re­

sponscs for olle sign of curvature 3110 not the othcr The comblnatlon 15 Lhus 

band-pilss for bot h slgn ,md magnitude 01 curvaturc 

Glven respor'ses from two slmllady orlented Ime operators R" (short) and RI 

(long) and welghtmg factors to compensate for the dlfferences ln thelr relative areas( Cs and 

(" il. the end-stopped (ES) operator IS defmed to respond as 

(2.23) 

where (P(I) IS a half-wave rectification If the excltatory and inhlbltory components are 

cloJely matched ln both spatial frequency bandwldth (In the normal directIOn) and Orienta­

tion bandwldth then the end-stopped operator will have a charactens'Ic maximum response 

to a curved hne wlth ~ome non-zero curvature Smce thls system depends on signed cur­

vat ure. 1 have adopted a model wlth the linear jloglcal hne operator descrlbed above as the 

excltatory component and .lIl operator wlth a dG cross-section as the mhlbltory compo­

nent The odd-symrnetrlc nature of such an ope;ator ensures that It mhlblts response for 

one slgn of curvature and not the other (see Figure 29) ThiS ailows us to develop an 

end-~topped IIne operator whlCh IS tuned for both magnitude and slgo of curvature 

The analysis used to arrive at the current operator IS based entlrely on arguments 

from analytlc Images and convolutions An operation ai computatlonal system Involves 
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discretely sam pied Images and dlscrete convolutions. 50 we must translate from ml{' ~et 

of terms to the other The u~e of the "fuzzy" denvatlvE:'s 15 essE:'ntlal to thls trall~l.ltlon 

wlth the speclflcs descnbed ln Appendlx B For the purposc" of slmpIIC:ty. J,>surne thtlt tll(' 

contlnuous convolution kernel f(.r y) IS approxlnlated by tll(' Iwo dlmfnSloll.1II1l.l~k F(I. /) 

such that 

F(I.j) = {
f(I.}). 
o. 

If f( 1. Il Jlllill' 

otherwise 

for sorne convement threshold f lllin . typlcally 1 % of the maximum 

2.3 Tuning the Operator 

(2.24) 

The structure that we have established to thl5 pOlllt deflnes ,) dtl~s of Illw op 

erators whlch may or may not br tuned for curvature (we do. of course have to represE'llt 

stralght Imes) There IS a small set of free parametcrs whlCh Illust br flxeu befort' Ill{' op 

erator C:in be Instantlatec! A part/cular cholce of the repr('~,c/lt()tlon.J1 par,JIIH'ter<., J(,,:,( nlwd 

111 §1 2 should completely determllle the model pJrJmeters for the oper,ltor HowevPI Ihe 

model parameters allow somcwhat more flexlbdlty thilll the~l: representatlondl cOI1,>tr,lIllb 

reqUire ln the fo!lowmg .1nalysls. the deslfed output hJS an operdtor tuneu to e,lC h of 8 

onentatlons and 5 curvatures The Orientations are evenly ~p,K.ed bdw(!f'n ()" and 180' 

E> = {O.22 5.45.67 5.90.112 5.135.157 5} and the curv<1tures are dlstnblJtf'd MOlmd lero 

as K = { 02. 0 1. 0 O. 0.1. 02} (positive curvature rrledllS curved ta the nght) Thu<., 

there are 40 dlfferent opera tors However. Slrltc an oper<ltor al one oflcnt,JtJon Lan be rI' 

tuned to a dlfferent orientation by simply rotatlllg around It c.enter the 40 Cl~eralor,> will tH' 

based on only flve sets of tUflmg parameters. one fo~ each dlscrete curvaturc Furthermore. 

there 15 symmetry around zero curvature so we need deSign only three tuned operdtors 

The flrst matter to re50lve 15 what the optimal Ime wldth of the operator <;hould 

be. For the combmatlOn of lateral components the optlmallme wldth IS 2a of the assoclateu 

d2G operator These 0perator5 can be scaled by simply varymg the aIl I)f the operator 

but there IS a reiatlonshlp between the range of curvatures whlch c.an be representcd .mo 
the size of 5uch an operator The length of the ûperator 15 "mlted above by the raulu,> 
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2 Initiai Mcasurements 

of the maximum curvature represented. however the operator must be elongated m arder 

to achleve any orrentatlon speclflclty al ail th us hmltlng ItS length below Flnallv. the 

Increased nOlse-<,ensltlvlty IJI smdll operators must also be consldered These factors force 

the operator design ln confllctmg directions Focus5mg our attention. for the moment. on 

Ihe smalle~t sC<1le of Image fcatures. 1 choose <ln operator wldth of 2 pixels This IS as 

large dS possible for adequately representmg curves wlth curvature as hlgh as Û 2 (radius 

of 5 PiXelS) 

The structure of the length compom.nts of the operators must still be resolved 

as two parallleters of thls decomposltlon are still free. the degree of separatIOn (p ln equa­

tlon (218)) and the number of comronents (li ln equatlon (220)) Il has been determmed 

expemllentally that olJtllTl<11 end-Ilne stabdlty ln the presence of nOise IS dchleved l'VIth fi ::-:: 3 

The number of length corllponcnts li IS at least 2 and must be even (the overlap between 

the two centr dl components determlnes the amount of end-hne stablilty) Furthermore. the 

length of these components must not he tao great (greater than two or three tlmes the 

wldth) or end-lmE' stabliity becomes dependent on non-local events (e g <1 IlIle that passes 

nearby) Assummg tlS lll11ch simplicity tlS posslbl(, ln thls case. 1 dlvlde the eells mto four 

reglons unless thls Irlterferes wlth the orientatIOn speclflclty of the eompoflents. In whlch 

case 1 use two Wlth these crrterr<1 and a few simplifymg assumptlons the opera tors can 

be tuned 

For slmpllclty assume that the m/lIbltory eomponent of the ES operato~ IS tWlce 

as long as the exeltatory eomponent (aIls tWlce the value). that both components have 

the same wldth. and that the center of the mhlbltory component 15 laterally dlspl.,ced 

by the same <lnlOunt as the lateral shlft of one of the lateral eomponents of the eXCItatory 

operator (thls IS to ensure that the excltatory reglon of the mhlbltory component 15 centered 

on the opcrator) R'~qUlre further th3t the responscs of each operator when presented wlth 

ItS deSign stimulus be normzllized to 1 Q. thus flxmg the overail welght of l;:~ operator 

ThiS reduces the number of parameters to tune for each cell to two aI (the length of the 

excltéltory component). Jnd the ratio of welghts of the excltatory and mhlbltory components 
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2 IllIllal Measurements 

-------~~-~ 

(a) 

(b) 

t4iik :~* ~Bi., ~ t~', 
f .. ~ .'fI!r ;'!E .~ 
~ ::-J ~ .. _._ ~_ ~_~~ 

, ~ li' r· , 

!mfS~' i ,Nti: l'~' ! ..... 
~~.<.;'WF i'B!f' ~. 
,itlt;"~ t! ,,1: ::t' i .... ! 

'---------------------------- - -_. 

Figure 2.10 Response profiles of three end-stopped simple cclls. 
The tells are shown exploded (components MC. scparatcd) and ,Ire dcslgncd to 

respond optlmally for curvcs wlth t~ngcnt onentatlon of 0" at thc ccII 5 ccnter 

The response cnvelopes shown arc for antl·ahascd high-contrast Ilnes of wldth '1 
pIxels Curvaturc and orrentatlon dre slmultancously vaned ovcr the ranges shown 

The ccII shown ln (a) IS deslgned for curvalure 0 a (stralght hnc~) Its rcsponse 

profrle shows excellent locallty whcn varyrng both r:nentatlon and ClIlvaturc The 

cell shawn ln (b) 15 deslgned for curvature ·01 (arcs wlth radIus 10 PIXelS bclow 

operator center) Note that for hlJ!,her curvaturcs It c2comcs more dlffltUlt ta oblam 

the same degree of locahty of responsc 

(cs / Cf ln equatlon (223)) The tumng IS done manuall us mg ,mtl- allased curves as probe 

stimulI. 1 plot tunmg curves as the free parameters are vaned and choose the parameterc; 

whlch exhiblt the greatest conformlty to the deslred response envelope ln the future 1 hope 

to develop a set of numencal optlmahty criteria 50 that even thls part of the protcdure may 

ï6 
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2 Initiai Measurements 

(c) 

, " 

(Operator) (Responc;es) 

Figure 2.10 Response profiles of three end-stopped simple cells 
(contd.) The c.dl shawn 111 (c) 15 designed for curvature -02 (arcs wlth radius 5 
piXelS bclow operator ccnter) Not" the decrease ln locallty of response associated 
wlth thc Iligner curVJturc 

be do ne autolTiZltlClIlly The cell parameters and response envelopes for the case we have 

consldered here are shown ln Figure 2 10 

2.3.1 1 ntensity Edges 

Wh Ile the method developed IS speclflc to Image Imes (especlally the cross­

section analysls), It can be easlly used for Irrage edges as weil As was stated prevlously 

(~11) an Image f'dge IS the locus of pomts whlch are local extrema of the dlrectlOnal 

denvatlve of Image Intenslty As the hne operator IS speclflc to local maxima. ail that 

IS nelessary to create a simllarly robust edge operator IS to do a dlrectlonal denvatlve 

perpendlcular to the operator direction before uSlng the Ime operator The Ime operator's 

responses to thls new Image will reflect the locI of maxima ln thls direction and thus the 

Image edges By takrng the uerrvatlves ln opposite directions (or equlvalently by uSlng elther 

positive or negatlve contrast edge operators) the entlre 360 0 

range of Orientation can be 

represented wlth exactly the same set of Ime opera tors as used for the direct dl'!collery of 

Imes 
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2 Illitiai MC,lSIIII'IllClltS 

To ensure that the dlrectlonal denvatlves used are approprlate to the line op 

erators whlch follow It IS only necessary to restnct thelr size 111 such il way that thcy 

do not mterfere wlth the locahzatlon behavlOur of the Ime operiltor ThlJ~. the dlrt'( tlon.11 

denvatlve operator used has the same wldth 0'1 J') one of the cro<;s sectlon.ll comporll'Ilh 

of the Ime operator This glves J response n'glon ilround .l perfect ,>tep edge wlth the ~.1I11(, 

wldth as the Ime operator The operJtor I~ tWlce the lellgth of a ,>Hlglc It'Ilgth LOlllpollC'nt 

of the Ime operator and IS decomposed Imo Ju!>t two length COrnpOfl<'lIt .... ,HOUlld the (entre 

ln thls way. It IS ilS large (and th us nOlse-lnsensltlve) as pO~"lblr wlthoul mteferlllg wlth 

lateral locahzatlon and rnamtall1s the end-Ime stilbdlty of the pure 11Il(' opcrdtor 

2.4 Results 

Ile , 

1 
K 

,le 

For the followmg examplf.>s the three base operators ,He 
Table t: Parameters for initial opera tors 
---- -------- -

ES? ES Component (TT (J II # Regions fi 
------- ---- --- --- -- - -- - ----- ---

= 0.0 No 225 10 4 2.0 

= 0.1 Yes Excltatory 1 5 10 4 2.0 
Inhlbltory 3.0 1 0 4 2.0 

----- --------- - --- --- -

= 0.2 Yes Excltatory 10 1.0 4 3.0 
Inhibltory 2.0 10 4 2.0 
---- ---------------------

*Inhlbltory dis placement = 06 

-- - - -. 
Weight 

- ~ - --

1.0 
1.33 

- --

1.0 
2.0* 

Figure 2.13 Line measurements on FPRINT (detail) 
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2 Initiai Measurements 

(a) (b) 

(c) 

Figure 2.11 Test images arc (a) FPRINT. il detad of a flngerpnnt image. (b) 
FPRINT degradcd by additive gausslan nOise and (c) ROADS a satellite Image of 
logglilg roads 

2.5 Discussion 

The Improvements ln the non-hnear operators over both the linear hne operators 

and the Marr-Hlldreth zero-crossings should be Immedlately obvlous from an exammatlon 

of the examples 

Comparlng the non-Imear operator responses (Figure 2 12) wlth the Imear ver­

sion (Figure 2 14) IS almost hke comparmg apples and oranges Even though the lepre­

sentatlon used for both outputs IS Identlcal. the non-Irnear operators are more spe':lflcally 

tuned, don't bridge the gaps between nearby Imes, and don't run off the ends of the Im-
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2 IllItial MC,lslItcl11cnls 

Figure 2,12 Une measurements on FPRINT ;) small sectron of ,1 fln~er 
pnnt Image The IlI1e endlll~s bifurcations and Illlllinlili Illtn cu rvc spaccs provldc 

a senous test for the Illeasurrment opera tors 

?ge Imes Consldenng the fact that the hnear opcrators were the ~tartJng pomt for the 

non-hnear decomposltlons Introduced ln thls chLlpter the !:near j!ogl( il! non lillearltle~ hilve 

clearly been effective ln ehmlnatmg ail but the 'best' from arnong the 'potent Idl' rf'spon<,c<, 

The standard re~pons'2 to thls problem (e g [Canny 86]) ha~ bcen to Lldopt sorn(' kllld 

of thresholdmg, but that leaves open the essentlal question how <'dn one Lhoo~c the 

threshold(s) ln a prmclpled manner, ln advance 7 

The gams are simllar for edges Compare the non-hnear edge measurements 

ln Figure 2 17 wlth the Marr- Hddreth zero-c.rossmgs of Figure 2 19 (both prOCe~5e., ilrc 

run at exactly the same scale) Not only IS the non-itnear edge operator more accuralf', It 

makes expllclt a great deal of information whlCh 15 slmply unavallable ln the lero c.rOC;~lng 

Image Take connectlvlty, for example--how many arbltrary cholCes must oe made ln order 

to defme a means of followlIlg the curves III the zero-c.ros~mg Image? And agéJlr1 we dre 

faced wlth the sar1e question as wlth the "ne example dlscusseu above-what threshold 



2 Initiai Measurem~nts 

Figure 2.14 linear line measurements on F PRINT usmg the hnear 
corrclatcs of the non-Imear opera tors Note the c,«.esslve amount of bndgmg across 
gaps and the complete lack of speclflclty of response Prehaps It needs a threshold 7 

should one use 7 

Whlle the alternatives consldered dre clearly inadequate. an examinatioll of the 

detalled blow-ups (Figures 213 and 218) reveals both sorne of the strengths and mad­

equaues of these opera tors The obvious strengths (in both examples) are an ace urate 

estlmate of the positions. Orientations and curvatures of the Image curves DI~contmUitles 

and bifurcations III these curves are not smoothed over at ail. mstead they are represented 

as multiple tangents clt the same pOint ThiS 15 clearest ln the edge Image. where even 

mferred edges can stably co-exlst at the same Image position. However. It IS clear that 

these meclsurements are still somewhat sensitive to noise and loccll perturbations. and do 

not always provlde good estlmates of local curvature 
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Figure 2.15 Une measurements on noisy FPRINT wlth additive ~aus­
sian nOise (0" = 5) The Image IS quantlzcd to 64 IIltcnsltles 

2.5.1 Biological Implications 

A number of observations regardmg the relatlonshlps between thls model and 

natural visuai systems are possible ln general. there fS nothmg ln the operator structure 

which IS blOloglcally Implauslble. In facto sorne attempt was made (notably ln Appendlx 11) 

to demonstrate how such a model could be Instantlated ln neurologlCal tt'rms The gro~,> 

similarities between thest onented. contrast-tuned operators and cortical Slmp!e eclls have 

already beell noted The model of end-stopplng whlch has been adoptcd to glvc these 

operators curvature-sensltlvlty was motlvated largely as a blologleal model A number of 

more subtle obs(::rvatlons can also be made 

An indication that at least one of the non-hnearltles proposed may hé.ivé J l1eu­

rological cmrelate comes from the research of IHammond & Mackay 83 & 85] ln domg 

single-cell recordings us mg IIIumtnated bars as stimulI, they observed that a small oppo~ite 

32 
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Figure 2.16 Une mcasurements on ROADS, a small scctlon of a satellite 

Image of logglng roads 111 Ilorthern Québec More general then the flngerprmt Image, 

It clcarly contéllllS fC<"Iturcs whlch <"Ire Ilot hnes 

contrast regloll III the rnldst of a preferred stimulus was able to mhlbit the response of a 

simple cell much more effectlvely than would be predlcted by a Imear model Thé opposite 

contrast reglon WélS, ln effect able to turn the cell off This IS exactly the beh,l\:lour caused 

by the tangenllal pJrtltlomng of the operdtor 

The reader may have notlced that ln Figure 2.3(c) the response reglon IS offset 

from the actual peak of the 10 Signai by a small amount ln IIght of the Hlsistence that the 

operator respond only al peaks, thls offset may seem problematlC untll the slgmficance of an 

observation made ln [Watt & Morgan 831 and [Whltaker & Walker 8811s recogmzed, It was 

observed that when <l dl~CrlmlllatlOn task mvolved locatmg the position of dot c1usters or 

hnes wlth non-constant Intenslty cros~I-:;octlon, the locatIOns chosen were best descnbed 

as the centrolds of the Intenslty dIstributions The behavlour seen with thls model is 

consistent wlth thls Interpretation, as the centrold of the tnangular reglon IS ~ 56 which is 
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Figure 2.17 Edg(' measurements on ROADS lISInJ..', the tec.hnlque cie· 
scnbed ln ij 2 3 1 Note that thp segmen ts are now dlrectccl (If the srnall mclc IS 
the tdll of the vec.tor then faclng along the vector the edgc gocs trom dark to hght 
fr..>m Icft to nght) 

Figure 2.18 Edge measurements on ROADS (detail) 

deflnitely Inside the reglon of positive response. To see why the model should exhlblt this 

behavlour. notice that the peak of a gaussian convolution wlth a positive signal approaches 
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Figure 2.19 Marr-Hildreth zero-crossings on ROADS at exactly the 
same scale as the non-Iincar opera tors above The piXel Intensltles rcpresent the 
';1)!.l1\fICl\1CC of the zcrO-UOSSII1)!.S 

the wntrold of the signai ()S the wldth of the gausslan mueases As long as the gaussian 

IS wlde enough wlth respect to the signaI. the peak of Its response (as determmed by the 

peak detectlon property of the hne operator) will be close to the centrold of the Intenslty 

distribution This relatlOnshlp should be mvestlgated further 

2.5.2 Conclusions 

This chapter has outlined a simple, principled response to one of the major fail­

mgs of hnear operators ln locatmg Image curves By systematlcally respondmg to stimuli 

whlch are not wlthm the deSign parameters of the operator, Ililear approaches cause prob­

lems for hlgher level protes ses whlCh must dlstmgU/sh between 'true' and 'false' operator 

responses 13y outlinlllg two of the necessary conditIOns for the eXistence of an Image curve, 

and by demonstratll1g an operator decamposltlOn whlch allows for the effICient testmg of 
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these conditions, thls outstandmg Issue has been neatly resolved Furthermore. It has bcen 

demonstrated that thls nonlmear operator can be used as a component ln the Dobblns 

ES operator The operator can thus be used il~ and efficient Jnd robll~t m€ch.llllsm for 

conflrmmg the pomtV\ilse eXistence 01 Image clIrves wlth .:m onent.ltlon and ClHvaturt' .. ~ 

determmed by the operiltor tumng CHe has been taken throughollt to kcep tilt' torllllll.ltlOIl 

free of assumptlOns regardlllg the geometry or dlscreteness 0f the H'tlnal dt>t('( tOt gr/do .lIld 

a mechamsm for generilllzmg these results to arbltrary gnd~ Wll~ outlll1ed 

ln splte of these results. the goal of <lchlevmg the "aille combmatron of ro 

bustness and sensltlvlty as found III il mammahan VISUJI system 15 dlmost certalllly /lot 

obtamable wlth such a simple one-shot operalor These op-2rator,> C.1I1 howev('r. provldl' 

the initiai estIma tes for a set of eXistence hypotheses whlch will be ex.lI1111wd <lnd lIlodlfll'd 

by a hlghly para 1 lei relaxat.on network Surh J network will operate by ~('eklllr, blglw. !pvpl 

consistencies based on the local dlfferentlal geometry of plane curvcs ,Hld flot '>Hllply on 

the patterns of Iight falllng on a retmal array This network IS deswbed III the pro(('cdmg 

chapter 
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Chapter 3 Relaxation 

3.1 Introduction 

Any simple, direct operator for measunng local Image charactenstlcs will exhlbit 

errors due to nOise and Imaglng defects ln a system ~ubJect to the SJme performance 

requlrements as the hUIllJn vlsual system, however, even these errors are unacceptable 

ln Chapter 2 1 developed an estlmator for the local dlfferentlal charactenstlcs of Image 

c.urves wllfch "mlts such charactenstlc errors It still suffers from errors due mostly to the 

mfluence of nOise Such Illeasurement errors are therefore uncoordlnated and local. and a 

system whlch rcfll1e~ these measurements by seekmg consistent patterns of respollse should 

recognlze and correct such errors and begrn to exhlblt the kmd of robustness requned The 

same ~tructlJrdl argumrnts can be made wlth respect to any other perceptive system seekrng 

characterrstlc forms and structures ln ItS Illlpmgmg stimulus ln the case of Image curves, 

the patterns represent con',lstent models of plecewlse contmuous planar curves 

From a computatlonal pOint of vlew It IS Important ta dlscover a well-behaved 

methodology whlch will dlscover these consistent structures It IS slmllarly Important 

that thls methodology IS as parai lei as possible, lor speed 15 every bit as Important as 

accuracy RelaxatIOn label/mg· !S such a methodology A gradient ascent procedure, It IS 

an incrementaI. Iterative parallel update formula for constrarnt satisfaction It IS Simple 

SPChll):;7 Onlv III Canada you say7 Pit Y 



yet powerful and has been used for a vanety of problems wlllch beneflt from ",ulh J hlghl~ 

parallel solution The only questions that remalll once we adopt relaxation I,)belllll~ .lIt' 

'how to ~tructure the network 7 ', ilnd 'how fast will Il converge" Prcvlou" .Jppro,lCfw,> 10 

deslgnmg relaxatIOn lélbellmg solutions to loca! curvr description (,lIl hl' fOlllld III 1 lu< kt,! 

et al 77] élnd [P,Hent & Zucker 851 The de~lgll~ of C.H Il of tl]l'..,l' ~y~I('IlI~ werl' "IH'( dit 

to the curve descriptIOn problem This thesls will dCll1oi1~lrdt(' .ln ,lp~HO.H Il to dt'''I!"IlIIlf!, 

such a network that rcsts flrmly on the geometry of thl<' prooipili whde ,>1111 rl'trlllllll!!, 

enough generallty to dllow for Its application to d rJnge 01 "'"11darly (oll<,lr,lIIwd problt'Ill'> 

It will illso demonstrate il surpnslilg imswer to the qUl'~tIOIl 01 (OllvrrgclH (' A" W,)<, <'Itllt'd 

prevrously, the entlre vlsudl process ('seemg) fl!l/SI he colllplct<'d III I('.,~ th./I1 lOOrm Il 

would milke Iittie sense fOI J ~mall subpro(ess III thls pipeillw 10 l.1kt, mor(' Ih,lIl d ~l1lilll 

fraction of thls tlme, ln the bratn however the proce~slng clcment<" the lH'urOIl,>, Il.1V(' tllll(, 

constant~ un the order 01 ~~lms Thus, ('ven () very roblJ~t rddXtltlon ~y~lcm whlch L)k('~ 

as few as 50 Iterations to converge IS ('ompletely unrealt,>tlc a~ d neurologll.ll model 111 

contrast, th,:; process converges ta stable :-tructures wlthm clS few a,> 3 or 4 Iteration,> 

thus allowlng Implementation as a simple fced-forward network taklng up no more thdll d 

few layers of neural clrcultry and a very sma/l fraction of the avallable processmg lime 

3.2 Relaxation labelling 

Relaxation labellmg IS a network model which has been ln use Slnc.c the e.Hly 

1970' s Glven a set of nodes J. a set of possible labels for eac.h node f\" .1Ild a mCaSIH(' 

of the compatlbdlty Tll p. A') between labels ). , "1 and A' AJ at nodes l' l ,md 

J E / respectlvely, relaxation labelltng IS a gradient ascent procedure for mawllIzmg the 

consistency between aIl labels By defmmg the nodes, labels and cornpatlbllltle,> to rcflect 

a glven set of constramts between ob}ects relaxation labellmg Will solve the conr.,tralflt 

satisfaction problen 50 deftned Even though the baSIC methodologlcal framework has 

been III use slnce the early '70s the flrst formai statement of thrs generai problem and It.., 

solution IS due to [H ummel & Zucker 831 



3 Relaxation 

For the contmuous relaxation labelhng processes whlch they Investlgate there IS 

a confidence assoclated wlth each label. glven as P, (>,) These confidences are restrlcted 

at each node such that 

/(1 ,- I).(À 1\,).0' JI/(À) '1 (3.1 ) 

clild 

,--- 1'/ P) = 1 
t......J 

(3.2) 
).,,-A , 

Thus each set of label confidences Iles on a plane m the positive sector of an n-dlmenslonal 

~pacc. wherf' 11 = 1\, . the number of labels at node 1 

Wlth real valued compatlbilltles TI) the support of label À at node l 15 

(3.3) 

A label/mg asslgnment 15 a set p = : 111 ( À) 1':: 1 1 ). .::: "1 } such that the conditions of 

(31) and (32) hold The subset of labellmg asslgnments such that 

() f 1. 
P, À = l O. 

If node 1 maps to label À, 

If node 1 does not map to label À 
(3.4) 

thus forms a convex hull of p whlch unamblguously determlnes a one-ta-one mappmg from 

node to label. an lmamblguous label/mg asslgnment (p/ (À) = 1) => (1 - À) Taklllg 

clll unamblgous labelling asslgnment whlch map5 nodes 1. . n ta labels À). . An. a 

consistent labellmg asslgnment 15 then one that fulfilis the condition that 

(3.5) 

It IS Important to note that there may be many dlfferent consistent labellings for a given 

set of nodes. labels and compatlbllities These states correspond to local maxima ln a 

measure known as average local conslstency Thus. the problem must be framed ln such a 

rnanner that every local IlllnimUm IS a pomt of mterest wlth respect to the problem belllg 

solved The system then relaxes very qwckly to a local mmlmum near the startlng pomt 

The entlre algonthm for relaxation labellmg IS presented as 
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Aigorithm 1: Relaxation labelling 
1 Compute an Imt/al estlmate of ail [JI (A) Cali thls 11°('\) (N B These values I11U~t 

conform ta the restrrctlons of (3 1) and (3 2)) , 

2 Repeat startmg wlth Il = 0 untll the label/mg IS unamblguous' 

1 Repeat for ail l' 1 

1 For ail ,\ 1\/ compute .... , p) Irom (33) 
2 Compute p' = pr' + hs. 

l , 

3 ProJect p' Into the space of vahd confidences ThiS projection I~ the 

updated vector pl/+l 
1 

2 Set 11 = 1/ + 1 

3 Compute the mJpplng 1 

The projection ln step 2 1 3 IS. In Its general form tao compllcJted ta descnbe here fully 

We will mstead (In f,3 3 1) descnbe the projection for the specifie. c..a~e of two Idbel ~y..,tl'm ... 

The prrmary concern ln the deSign of the operators 111 Chilptcr 2 was lIw pre 

ventlon of ahasrng It now becomes dear why such ellort wa~ cxpcndcd The re/elx,IIIOn 

léJbèllmg ;Jrocess uses gradient ascent ta dlscover il consistent labelhng IH~dr tll<' ill/liai 

position If thls mltlal position IS derrved from a set of Image operdtor~ whlch have {OIl'o1~ 

tent patterns of allaslng rcc,ponses. the relaxation procrss Cilnnot f('covcr Irolll thcsp Il!llI.,1 

errors It Will slmply Ineorporate these patterns rnto Its sollltion Il II1stc,)(1 tilt' oJ)er.ltor 

ahaslng IS hmlted 50 that the only SpUriOUS responses Me due to nOlst' dnd slIldll loc,,1 

perturbatIOns then these cvpnts Will not propagJte through the reldxiltlOI1 but Will 1/I,>te.Jd 

be reJected as rneonslstent wlth nelghbourmg hypothesc:, 

One of the major advantages of relaxatIOn !abel/mg IS that the update (,Hl 

be computed entlrely ln paraI/el. The sums of equatlon (33) are rndependent of ordN 

of evaluatlon and the supports for each of the labels c.ould. therefore ail be cJlculated 

simuitaneously Assumrng ri nodes. TrI labels at each node. ,md a support network of k 

non-zero compatlbdltles for each label. thls would allow a speedup of TI ' Tf1 / k for the 

support calculatlons Because It IS performeu at the node level. thls paralleh'im would 

reduce ta 11 for the projection (step 2 1 3). but the lion' 5 share of the c..omputdtlon 1'> lfI 

the sUPJ.>ort caleulatlons. whlch IS where we have the most ta garn trom paral/ellsm The 
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3 Relaxation 

entlfe relaxation system IS thus hlghly amenable to parallellzatlon or Implementation ln 

speclallzed hardware 

3.3 Representation 

ln Instantlatlllg a reltlxatlOn labelllng system, one 15 faced wlth the deflnltlon 

of factors the nodes labels and compatlbdltles The nodes and labels are determmed by 

the structure of the solution belng sought, whde the cornpatlblllties depend on the mternal 

constramts of the problem ln thls case, the geometm: structure of planar curves flrst 

determme~ the represcntatlon and then the compatlblllties 

ln thls case the labels ln the relaxation correspond to the dlscretlzatlon of the 

dlfferentlal ~pare of the Image as desCrlbed ln gl 2 Nodes ln the relaxation thus cor-

respond ta speClflc positions ln the sensor array, and the node positions tde the area 

covered by the sen~ors The labels at each node correspond to hypotheses regardmg the 

eXlstenc<,/non eXistence of Image curves wlth a set of local dlfferentlal propertles (orienta­

tion and curvature) ilt that Image position 

The Importance of brtngtng the local dlfferentlal geometry of plane curves to 

bear on thls problem has illretldy been stated-the operators of Chapter 2 retlect thls 

convICtIOn They provldr an initiai measurement of the confidence !ri each of the labels ln 

the system The cholce of how to orgtlnlze these lahels 15 more problematlc The options 

,He outlllwd as follows 

1 Each Imtlge position could be a slllgie node ln the system, wlth the labels representlng 
each of the dlfferent cholces as to onentatlon (and curvature) of the curve/s passmg 
through that Image position (the option taken by [Zucker, Hummel and Rosenfeld 
771) 

2 Each Image position could have a set of nodes correspondtng to the set of allowed 
Orientations, wlth the !abels bemg dSSoclatcd wlth curvature values (or vice-versa wlth 
curvature nodes and Orientation labeb, though thiS cholce seems bizarre) Somethmg 
Itke t hls option was used ln [P,Hent & Zucker 861 

3 EJch Image pO"ltlon could have il set of nodes correspondtng to pairs of Orientation 
,lIld curvatul€ l here would be two labels at each ,'de, whlch would refleet conflr­
IlldtlonjreJection of the hypothesls that a curve passes through that position \'Jlth 
the glven pair of dlfferentlal charactenstlcs ThiS IS the optIOn chosen 
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3 Rl'IaX.1tlol1 

Each of these cholces wIll adequately descrrbe the curvature tangent field. but when (On 

slderatlon IS glven ta the limItatIons of each possIble representatlon and ItS IlllpllClltlons 

for relaxatIon. the reilsons for the cholce become clear 

(a) (b) 

Figure 3.1 Minimal pairs of inter~ecting image curves c!t:lllonqrilt(· 

the need to aUow (a) lllultl[)lc curves passlng throllgh .1 Slflj,lc pOint wlm.h dlff(,1 

only III Orientation Jnd (b) Illultlple (urve~ passlng throllgh !h' 5,lflle pOint wlll< Il 
dlffer only ln curvilture 

ln consldertng the propert!es of planar curves we have 1I1ready mentloned the 

Importance of thelr local dlfferentlal propertles. but these are propertles of curv('s consld 

ered ln Isolation The considerations whlch force cl c.holce between our representatlorldl 

optIons anse Instead from consideratIon of tlle Iflteractlons betwcen nearby Imag(' (urvc,> 

Remember that III a relaxation labellll1g system. the frnal result 1') J one to one rnclpplIIg 

from nodes to labels Therefore two labels for the same node cannot co ('Xlst ln ,1 (01l<,1<, 

tent labellrng Cons!der the two configurations ln FIgure 3 1. each of whlch wIll <Irise Ifl 

natural Images ln Figure 3.1(a) two curves cross at a pOint thus reveahng the necesslty of 

representmg a Situation 1'1 whlch dlffer mtnlmally rn Orientation co-exl~t dt the !>anle IrTlclgP 

POSitIon ThiS Immedlately rules out option 1 Figure 3 l(b) slmtlariy tlllJstrate~ the rwcec, 

slty of representrng a Situation ln whlCh two curves that dlffer rmnlmally only ln (.urvatlJr(~ 

co-exlst at the same Image pOSition ThiS slmtlarly obvlates the use of Option 2 NCllher 

Orientation nor curvature Gill be consldered prlmary. minimal pairs eXlst for vdrtatlon 111 

both parameters We are left only wlth the thtrri option 

47 



3 Relaxation 

There are a number of addltlOnal advantages to thls representatlon which can 

now be eluCldilteu The flrst of these IS that It removes the problem of declding how to 

handle the 'no-curve' label Relaxation labelling produces il consistent labellmg as output. 

and ln every consistent bbelllng exactly one of the labels at every node IS selected Since 

Imag<' (LJrvc~ do not eXlst ilt cvery pomt 111 an Image there rnust be a label at each node 

whlch repre,>enb th~ pOSSlblhty that no curve \'VIth the requtred charactenstlcs eXlsts ln 

the IrTldge It ha,> ncver becn clear how to tncorporatc such a 'no-curve' label Into a label 

set Whllh attcmpts to ulstll1gUlsh between another .;;et of mutually exclusive posslbilltles 

For eX<Jmp!c. wlth option 2 above. each label set would have to contam one label for each 

dlscretc curvature value plus a label whlch represents the hypothesis that no curve eXlsts 

whlch passes through thr Image position wlth the approprlate tangent Orientation The only 

methods préviously llsed rely on some sort of arbltrary thresholdtng (see IZucker Hummel 

& Rosrnfeld 771 Jnd [Parellt & Zuckcr 85]) Howevcr. vvhen the labels have TRUEjFALSE 

semantlcs. the compatlbdlties nced only conflrm or deny a smgle hypothes's 3ssoclated 

with f'ach node. d much <>lmpler problern llnd one not prone to 50 many potentlal/y arbltrary 

deSign decl~lons Another <'ubstantlal deSign (ldvantage of a representatlon wlth ordy yes/no 

labels 1'; that th(' fHOjcctlon o~)('ratlon (the least appeallng aspect of the relaxation labelltng 

framework because of lb unfortunate sequentlaltty) can be reduced to a Simple anthmetlc 

update rule 

3.3.1 Projection with Two labels 

The projectIOn operator upon whlch the theory of relaxation labelhng depends 

IS detatled III IMohammed. Hummel & Zucker 831. The operator determmes an update 

vector U wlth LI 1 whlch maXllnlles s . LI and Icaves p' -= P -7- u III the space of valld 

p vectors The directIon of s (the gradient of A (p)) thus determilles the direction of the 

update vcctor li as weil as pOSSIble whde still remalntng "alld ThiS 15 Jccompllshed for 

general label sets by ~uccesslvely rcduclng the dlmenslonallty of the update vector when the 

update extends beyond a border However when the label vectol IS only two-dlmenslonal. 

then the successive reductlons become unnecessary. the projection can be computed ln a 
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single operatIon 

Refer to the two labels at a no de as T(true) and F(fal~e) SllppO~(> the .,up 

port vector IS s, = (~I(T),.,,;(F)) and the confIdence vector I~ p, - (!,,(T).JI,(F}) Pro 

Jectrng SI anto the t,lI1gent plane (f. I) glve~ ,'(T) -- (,,(T) .'.(F)) 2 .1Ild .\ïF) 

(sz(F) -- 'I(T)) 2, Jnd the update direction depends ollly Oll the dlffrren«' "I(T) 'I(F) 

This allows an enormous simplifICation both III ~tor,lge ,lIld (Omputdtlofl SIIle(')', (F) 

1 - PI (T) we can save space by keeplng track of only J', (T), IcduClllg the VI'( lOI p, lo the 

scalar PI' and computlng the proJected SLJIll as l'; =.- 1,;1 ~ /l('''1 (T) ,(F)) 2 Etl~IHlnJ!. 

that p;+l = max (O. mIn (1.,,; )) proJects the result b<Jck Into the vcllld (onlrdence ~p,ll(, 

Assumrng further that support will be positive when the I<lbel hypotlw'>l'> I~ (onflr nlPd ,lIld 

negatlve otherwise. we can safely ëlssume that ." (F) -= '1 (T) (1 (' cl pO,>,IIV(' lOntrrtllclllOIl 

implles a negatlve denlal) and the update ~ltllpllfles cven further Wc: thus ,lrrlVP ,lt .1 very 

simple update operation whlch combrnes ~teps 2 1 2 and 2 1 3 of tlw algonthrn IIlto 

(3.6) 

3.4 Compatibilities 

The representatlon thus chosen maps retrnotoplc vlslJal space onto cl set of 

labelled nodes Each no de represents an Independent hypothesls as to the eXIstence of 

a curve ln the retmal Image whlch passes through the as~oclJted positIon wlth a ~P()( lire 

OrientatIon and curvature Glven a grrd of retrnal pO'iltlons R and cl seL of onentatlon~ e and 

curvatures K. then f:.Jch node corresponds Lo a four-dlmenslonal pornt (X.}' E-). 1\) wlth 

(X. y) '-: R. e - e and K, K Each node (hypothesls) 1 hd~ () (onfldcnc..e vdluc rPTerrcd 

to as elther Pl or p( XI' ri' e) . 1\]) Assumlng the same 8 Orlentatlon~ and 5 curvaturcc, 

as 111 ~2 3 the set of hypotheses whlch co eXlst at eac.h position ln the rdlnal rrnagr 1'> 

shown ln FIgure 32 The operatürs of Chapter 2 are lJsed tü provldc ttlP 1I11tldi confldrnce 

estlmates. each hypothesis berng palred vJlth the approprlately tuned operdtor The tdsk 

of the reiaxatlon labelling IS to dlscover certarn consIstent structures wlthm the Hlltlill 
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3 Relaxation 

measurements ln thls four-dimenslonal space Such structures are connected subsets of 

the dlscrete pOints whlch correspond to smooth segments of the Image curves as descnbed 

ln §1 2. 

OnenlallOn/Curvat ures Pairs 

),.=0 ..1 - , À - 1") ..1=3 \=4 ),=5 ),=6 À=1 

,"ol~ '- \. \. ( ( r r 

k= • - "- \. \ ( ( / ,-

k=2 - .......... \. \ 1 / / ,.... 
k=3 - ......... '\ \ ) J / ../ 

k=4 -- """" "\ \ ) ) ./ ./ 

Figure 3.2 Orientation/curvature pairs for 8 dlscrete onentations 1225' 
spacing) and 5 curvatures {-a 2, -01, 0.0, 01, 0.2} 

3.4.1 The Cocircularity Constraint 

Image curves as deflned ln S1 1 are contmuous and pleceWlse smooth. Rep­

resentmg these curves ln terms of a set of dlscrete labels, the operators of Chapter 2 

measure the local structure of these curves ln terms of trace (position), orrent<ltion and 

curvature We have ilsserted however that these measurements are Inadequate as the y do 

not necessarrly fulfrll the strict contlnlllty and smoothness constramts. and therefore do not 

necessanly represent actual Image curves These conJltlons are no longer phrased ln terms 

of the rntenslty dlsrrbutlons rn the image. but as constramts descrrbing the re!atlonships 

between nearby hypotheses as to the local dlfferential propertles of image curves Relax­

ation labellrng. as descrrbed above. IS the means by whlch these more abstract constraints 

are sat!::-fled ln order to represent the constramts ln a relaxation network It IS necessary 

to translate the ndtural relatlOnshlps between the dlfferentlal propertles at different points 

along a planar curve II1to measures of the compatlbility between nelghbourrng dlscrete la­

bels We begrn thls d.:velopment by descrrbrng the geomelrlC property of coclfcularity. first 

elucldated ln IParent & Zucker 85). 
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C 
Je----------------------_. 

figure 3.3 Geometrie cocircularity constraint relates the orientation II/ 

and curvature K~ at pOint 1 to li] and K J' the same rncasurcs ill pOlllt.1 (0(1)( ulilnty 
of the two curvcd tangents deperds on thclr bcing tangent 10 the "'illlW Cil de 

Given two tangents ln a tangent field at 1 and .1. then these tangents are sald 

to be coclfcular If and only If they sharc a common osculatmg Clfcle (sec Figure 3 3) ln] 

curved tangent field. the requlrement IS even more speclfic. for the (urv('d tangents must 

share the same centre of curvature If the tangent vectors at 1 and 1 have Orientations ()/ and 

OJ and curvatures K~ and KJ respectlvely. thls conditIOn can be speCifled il~ il set of couphng 

equatlons between these values Notice that wClrculaflty does not dcpcnd on absolute 

position. but only on the relative positions of the two curved tang':!nl~ IJ, 
(In polar coordlnates this IS [di]' O/]]) Beglrlnlng wlth the orientation llt l ,H1d the relative 

position (a tangent Ime and a pomt completely deterrmne thelr oscuiatmg urcle). one can 

successlvely restnct parameters untll the relatlcnship 15 fully defmed This procedure leads 

to the coupling constraints t 

20t ] - °t 
2 Sin (OîJ - Oz ) / dïJ 

(3.7.1) 

(3.7.2) 

(3.7.3) 

t ln these coupling equations. It 15 essentlal to remembcr the cychc nature of OrientatIon angles 

Thus for two angles 91 == e2 IS eqUlvalent to el mod 21r = (}2 mod 2Tr 
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By makmg the relatlonshlO between these parameters explrcit rn thls way one can Investigate 

the gcometry of the eonstralnts themselves 

3.4.2 From Constraints to Compatibilities 

Glven a set of problem-deflned c.onstrarnts. as defrned ln equatlons (3.7). these 

must be translated Into relaxation labellrng eompatll:..rllties. For a glven pair of labels and 

thelr assoclated locations ln the geometrle space. the compatlbllrty of one wlth the other 

15 derrved dlrectly from the geometrrc constralnts of the problem Even though the eurrent 

analysls IS ~peclflc lo developrng rompatlbllitles for locally coclrcular Image curves. one of 

the goals of thls work IS to establish a methodology whlCh IS rndependent of the specIfie 

geometry of tlm case It 5hould bE' clear that the formulation developed below IS free of 

the sort of problem-speclflc factors that often plague these systems 

ln eomparlng two curved tangents. there dre SIX free parameters (e~. H t • e
J

• 

1\ 7 Jnd relative pOSition X) and ) ~ ) whlch together form a Slx-dlmenSlonal parameter 

space l' Each constralnlng equatlon III (3 7) reduce:- the dlmenslonallty of the space 

by one. ~o the ~pace of parameter vdlues whlch conform to the coclrculanty constralnts 

(ca lied l~) forms il three-dlmenslOnal dlfferentlable manifold rn l' One of the dlfflcultles 

ln translatrng these constrarnts lOto compatlbdltles now becomes apparent Each pair of 

relaxation labelling hypotheses to be consldered for comDatlblllty corresponds to a dlstmct 

pOint ln ')' Observe. however. that slnce the codimenSion of C in V IS 3 the intersection 

between the set of ail hypothesis pairs (a set of dimenSion 0) and Chas measure 0 ThiS 

rnlght Ilot be il problem If we were able to choose the hypotheses for maximum rntersection. 

rnstead we must allow lor the case when the hypothe5es are randomly dlstrrbuted A test 

for exact eoclrcularlty must. therefore. be overruled. We must Instead derive Ci simple. 

general Illethodology for relatrng pOints ln V to the manifold C that provldes a rneasure of 

coclrcularrty 
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3.4.3 Perpendicular Projection 

Such il method IS based on perpendlcu1af projectlOf1 A deSCription of the rr­

latlonshlp between a pomt and a manifold can be ()btalned by proJeltmg thr pOlnl onto 

the manifold. perpendlcular proJE:ctlon 111 partlculJt. tJkes .J pomt 10 ItH' (I05('.~t p01ll1 011 

the constramlng manifold Conceptually then the pcrpendlclllM proj('1I10n r('pre~erlh ItH' 

minimal perturbation c~ thè pOint that makes Il conform 10 Ihe COI1~tr<llllts cmbodlcd III 

the manifold This 15 made clear by the followmg deflnltlon The IIxed pOint III li whlCh 

represents the relatlollshlp between two curved tangents IS X --= 1 ~). ,1\ 1 • e, ' J\ ,. X" )', 1 

Consldenng a pOint X' ::- C. If X' n1lnlmlZeS the distance 

f) X XI. 
12 (3.8) 

then X' IS the perpendlcular projection of X onto C It should be clear that only whcn 

X E C do we have d = 0 and X = X' Otherwise. intUition ~uggests that compatlbihty 

should be related to the distance D. wlth smaller distances glVlng larger compatlbllltlCs 

r----------------------

Figure 3.4 Parallel projection of point onto constraint space IS 

shown III a thrce-dlmen~lonal parametcr 5pacc The pomt X 15 pro)cctcd onto the 

mamfold C The distance d 15 thcreforc minimal 

As a flrst approximation thls analysis IS stralghtforward and Simple The only 

difficulty arises wlth what should be an obvlous obJection. the dlfferent parameter axes tan 
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not be compared ln such an offhand manner How can one compare a dlffeience of 0.1 ln 

curvature wlth a dlfferenc.e of 20" ln Orientation 7 It IS not possible wlthout reference to the 

spacmg of the dlscrLte label values ln the parameter space-a perturbation of one dlscrete 

Unit on each of the pararneler axes IS equlvalent Thus If the spaclng of the dlscrete values 

of the variable .r c..an be speclfled wlth the mvertlble functlon I( 1}. then the normaltzed 

dlstanc..e between any two values .Il and .I2 15 glven by 

(3.9) 

For wnstant spaclng. expressed a~ I(Z) = (' + Il:1X. thls simplifies to 

(3.10) 

The norm of equatlon (3 8) IS then an 1.,2 norm of the dlfference vector made up of the set 

of l:1.r(I, .r') for each parameter I 

The parallel projection above can thus be treated as the mmlmlzatlon of the 

normallzed dl~tance between the geometrrc values assoclated wlth the label pairs and the 

constramed contlnuous values ln thls case. the dIstance Dt is 

(3.11) 

3.4.4 Compatibilities from Projections: localization 

Even havtng determmed the perpendlcular prOJection. It remains a problem to 

convert thls descrrptlon of the relatlonshlp between the pair of labels and geometnc coclr-

Because the companson of onentatlon values IS modulo 2n the Integral factors a and b are 
Introduced to allow dlfTerentlabllity They are otherwise arbitrary and thus the minlmlzatlOn of 
[)2 takes place for a and f, varylng over { 1 0 1} 
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culant y Into a measure of compat.blllty. It .s essent.al to conslder the ocslred belhlVlolH of 

the relaxation system ln order ta arrive at a satlsfactory élnswer 

Refernng back to the reprcsentatlon descnbcd III b 1 2 Il should be qUlte (IP,H 

that the pa th of an Image curve through tl1ls four-dll1lf'n~lonal 'ipace 1 !I ,II 1. 1'> ,1 

curve (and not a ~urfilce or volume). the' dlscovery of thl~ curve. the go,,1 ot the 1('I,lx,ltIOIl 

process. must therefore be constramed by the geometry of thl~ (urve ln IMltKul,H, " Ollf' 

d,menslonal obJect ln il tour-dl/nenslonlil spacc has three dlnlPn~lon:, III wlllc.1J Ill'> lo( alllcd 

and one ln whlch It hils non-zero f'xtent ThiS pnnclple 01 localudtlOfl of Ilw IIlferrf.'d (urvp 

IS the most Important ln translaung the geometry mLo compallb"ltle~ 

".-- ,---- . 
~-=r-= 
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b' : 
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.' 
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Figure 3.5 Conmpatibilities in terms of labelled points lf1 the (Qnlmu­

ous parameler 5pace The plal1f here rcpresents the contmuou~ 5pacc of pararneter 

V:JIUC5 and each pOint 15 a dl5crctc labelled pOint ln thl5 space For thl5 r<-~lIlar tllm~ 

the Voronol eells of the label pOints are gnd boxes The p01ll1 Il when wnstrarnrd 

by a coclrcular relatlOnshlp wlth sorne other pomt " (not shown) proJects to the 

point al whlch IS stllllflside the Voronol ccII deflned aroun,"! t1 l he pOint Il 15 th us 

compatible wlth the other pOint not shown The perturbatIOn of l, to 1,1 howcver 

takes b out of ItS own VoronOl cell (II 15 now doser to ,.) and thll5 l, IS III~omp,ltlblc 
wlth the pOint! 

ln general the compatlblllties must. as shown ln ij33 1. c.onflrm or deny the 

local hypothe!;es \'/hlCh they are IIlvolved ln updatmg By consldermg the perpendlc 

ular projection descnbed above ln terms of local perturbations, the approac..h adopted 
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below con be rllustrated, Conslder the description of the relatlonshlp between two la­

belled pomts ln the paramf'ter space XI] = [01 '/\'1.0] , Tl:. X J • } ~] The perpendlcular 

projection of thls relatlonshlp onto the constr<lInmg manrfold glves the proJected pOint 

X' -= [G' h·'. e' ,/\./. X' .}./ ] Translatlng thls projection back mto the Image curve 
l , ) 1 / J 

representatlon at , IInplres that the minimal perturbation of Î = [el .]\', .. \, .}~ ] that IS 

coclrcular Wlth a slmrl.Hly perturbed Î IS i' .~ 1 e~ .}\" . XI T X~ . }'I -} ~,' l (see Figure 3 5 

for a two·dlmen510nal illustration of these perturbations) The label mdexed by j IS thus 

compatible (has positive T, 1) wlth Î only If the perturbed pornt î' IS stillm the Voronol cell for 

Î The lilbels .He Irkewise Illcompatlble (TI / 0) m ail other cases ln practlce, a threshold 

IS chosen and only those mter~ctlons wlth compatlbdlty (or II1compatlblllty) more slgnlfl­

cant than the threshold are used ln the support network Furthermore the shape of the 

compatlblllly cross-section must ensure that the relaxation converges on properly localrzed 

subsets of the labels 

Image curves have a unique pOSition and set of derrvatlves at ever'f pornt (ex­

ceptrng the rare srngular pornts )-the connected set of VoronOl cells through whlch the 

curve passes must. therefore. have a lateral extent of no greater than two+ adjacent cells 

al any pomt Referrrng back to the trace of the positive responses of the Initiai estlmators. 

no such condition IS necessarrly Imposed Therefore, ln addition to dlscmnrnatlng between 

true and spurrous responses III the Initiai estlmator outputs, the relaxation must locallze 

the true responses on three parameter axes lateral pOSition local orrentatlon and local 

c.urvature 

Consldertng each of these three localtzatlon conditIOns as separa te one-dlmenslonal 

locallzatlon problems. Append,x localrze-app explores a number of possible compat,brllty 

cross-sections that could achleve the requrred localtzatlon through relaxation. It IS demon­

strated by example that the task of arrlvrng 3t such localtzatlon ln a two-Iabel system IS 

Not OIlC but two cclls ThiS IS as a rC5ult of thc fa ct that the sct S IS made up of slJrTace­

conncctcd and not corncr-connectcd cclls (analogous to the 4-lonncl~ed/8-connected distinctIOn 

111 plxcl-based Images) Rcstmtlng to one·ccll wldths I11lght dcstroy the connelledness of the 

rcpn::>cntatlon of a cont.nuous curve 
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non-trivial and depend~ on the addition of the saille IlIleiH /Ioglcal non-llIlcantlrs ,l~ Wt'f(' 

developed for the cross- sections of the operators 'n Chapter 2 SlIlce stlch oper ators only rc' 

spond posltlvely wlthm the 10C(31 nelghboUfhoou of il peak. th\' relaxation m()vp~ IIlpxor,lbly 

to a stable. consistent IJbelling c('ntered JroLJnd ~llch peaks ln the c.onfldpnc('~ --('VNy l.lb('1 

not III such il neloghbourhood IS "uppre~sed Sll1ce lor orlenLltlon ..,\.leLilon. tilt' I()( .11 

Izatlon IS requlred un three orthogonal élxes. the compdtlbrllty -.LI lILtur(' developed bclow 

IIlvolves such il non-Imear separatIOn on three Independent .. xe~ These p,HlItlon,> arp dorH' 

IIldependently 

The only dlfflculty wlth the use of such an update rule I~ thclt the Irnearrty of tll(' 

support functlonal whlCh Hummel & Zucker used to prove convergence 01 relaxiltlon I .. bplling 

has been vlolated It will be necessary to follow up on thls (]nd prove tl1.1t the (HOC es~ will 

still rellably converge wlth thls non-hnear support functlùn The experrmenh III thls UWSI'> 

IIldlcate not only convergence but exceptlOnally fast convergence .• 1Ild the dn"ly<'ls dbov(' 

IIldlcates why thlS 15 should be expected It remalns to be proven experrlllentally thel' '>IlC h 

a functlonal IS provably convergent 

3.4.5 Orientation Selection Compatibilities 

The generrc deSign whlCh h<lS becn developed IS easlly applKable to the orient d 

tlon selection problem SlIlce the perpendlcular projection ln thls domalll has already becn 

descrrbed (q34 3). ail that remarns IS to descrrbe the translation of thl~ projection IIlto 

compatlbrlltles whlch Will locallze the confidence laterally and stably break down ne,lf tlH' 

ends of curves (see ~ 2 2 3) 

The process of computlng compatlbrlltles when locahzatlon axes are consldcred 

IS made slmpler when such axes are altgned wlth parameter axes ln the case of the 

cocirculanty constrarnt the local OrientatIon of the hypothesls corresponds to 8, and ÜIP 

local curvature corresponds to /'-7 A rotation by 8, around the onglll further cn!)ure,> 

that lateral pOSition (1 e perpendlcular to 8, ) alrgns wlth the Y
J 

aXIs Once thls rotation 
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3 Relaxation 

IS performed. the locallzatlon constramt can be seen as belng dlrectly reflected ln the cross­

section of compatlbllities perpendlcular to these three parameter axes. 

Thus. of the SIX parameters whlc!l descnbe Lhe relatlonshlp belween two curved 

tangents. three ((-), 1\,. clnd }, ) must be locally maximal for a label ta recelve positive 

support The other three pararneters can simply be smoothly attenuated wlth mcreasmg 

perturbation III the projection Glven the output of the perpendlcu' ar projection X' = 

10' . t,' (J' • t.' r'. iJ' ]. then th~ dlsplacements from exact conformlty wlth the coclrcularlty 
, , 1 1 1" 

constralnt are descrlbed by 

601 ( 0: - 8 1 Ll::J.8 1 

6K 1 -= (t< /\'1) ,'l::J.J\! 

60J (O~ 0J)/l::J.8; 
(312) 

ll.KJ (K~ f{J)/l::J.HJ 

l::.xJ (x~ - XJ)/l::J.XJ 

l::.YJ 
1 r ) 'l::J.}' (y] J / J 

(N B The form of these equatlons depends on each of the dlscrete parameter values be­

mg equally spaced ln the parameter space Such 15 the case for a unlform grld and the 

label distributions chosen For non-unlform grlds and/or parameter spaclngs refer back to 

The attenuatlon on the non-Iocallzed parameter axes 15 modelled as a product 

of perpendlcular gausslans. or 

(3.13) 

whert' a IS the set of Ilormallzed perturbations on the non-Iocallzed axes (see equatlons 

(3 12)) The localrzatloll axes. however. must be dealt wlth mdependently slnce the cross­

section of compatlblllties on each of these axes must conform to the cnterla descrlbed ln 

i, 344 Combllling the attenuatlon due to variations III ail of the other parameters wlth eaà 
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3 Relax.1 t 1011 

, ~ ... ~ 
~ ~ ~ ~ ~ L~ ~ 1 t }< 

" , ~ "'v (', ~,,~)':' .... !' j~ t ' 

( a) (b) 

(c) (d) 

Figure 3.6 Local sets of support for il curve at 22 5 wlth a curvature of 
-01 The support sets shown arc those whlch correspond to (a) re (b) rS+ 
(c) r K - . J'ld (d) T K+ PosItive and ncgat.vc compatlbilltlcs arc white and black 
respectlvely (the degree of compatlbillty IS not shown here) 

of these locallzatlon conditions. arrives al three pairs of compatlbdilles. one pair a~soclated 

wlth each locallzed variable 

re- (el .1\l'X]'Y] .e] ,1\)} 

re+ (el .Kl.X],}') .e] ,K]} 

r K - (el' 1\1 . X] , } ~ . e] , 11) 

r K+ (el' 1\1 . x] , } ~ . e] ,K]} 

rY- (el ,Kl'X]'}~ ,e] ,KJ} 

rY+ (el .K1'XJ'}~ .e] ,KJ) 

dGa,(IlOl - h) G"(~K1,~OJ .b.KI,~.rJ,IlYJ) 

dGa,(IlOl + h} G"(~K,.llOJ .b.KJ,~XJ,b.YJ) 

dGadllKl - b) G"(~Ol , Il 0] .b.K]'~I],Â!lJ} 

- dGadÔKl -+ h) G"(~Ol , Il 0) .b.KJ,~LJ,b.!J)) 

dGndllYJ + h) G"(~OI ,6.K1 .~OJ .~KJ,I::.I)) 
(3.14} 

The support assoclated wlth each of these locallzatlon sets IS termed the locallzatiorl 
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(e) (f) 

Figure 3.6 local sets of support (contd.) for a curve at 225
0 

wlth a 

ClIrvaturc of 01 Shown arc (c) d . and (f) r}.'+ 

support on the .\ aXIs T 0 demonstrate. below we show the locallzatlon support on the 

el aXIS for the i ::::. (Xl'} 1 . el .1\1) hypothesls 

He (i) 

ue+ (i) 

He(i) 

L p(j) r8- (el; /{1 . x) - Xl ,}.~ - y; 1 e
J 

• KJ) 

kI 
Lp(j) re+ (81 ·1\1 .X] - Xl 'YJ -}~ ,eJ,KJ) 
j( 1 

Re'- (i) .; ReT (i) 

(3.15) 

The fmal support for a hypothesls pair IS the 1; of the locahzatlon support for each of the 

three 10calizatlOn axes The SIX support subsets for a glven (et .1\'1) pair are shown ln 

Figure 3 G Note that each support set can be seen as testrng a partrcular conditIOn (e g 

Figure 36(a) te!>ts whether the eurve IS more IIkely to be onented at 225 0 than at 45 0 

) 

Nole also that the negatrve compatlblhties for the curvature options (Figures 3 G(e) 

and (d)) are somewhat Inadequate ThiS IS due largely to tradeofTs between the orienta­

tion and curvature spaerng parameters Beeause of the dlseretlzat!on of spùce. hlgher order 

denvatlves are more and more eoarsely measlJreable For curvature. a second order measure. 

a dlscretlzatlon IOta f,ve local curvature classes IS near the upper hmlt for mmal operators 

of thls slze ~ Discretlzrng Orientation more frnely rncreases the number of mhlbltory 10-

Seven curvat ure classes are also possible but for a set of Initiai operators with optimal wldth 

of only two pixels separatlng out nme curvature ranges rehably IS already Infeaslble 
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teractlOns ln :5uch a curvature component It should be pomtt!d out however, t helt lills 

apparent madequacy 15 only <lpparent -the system performs extremely ~ti)bly and doe~ 

not spread the eurvature estlnlates wlldly This IS due to the filet that the local curvalure 

estima te determlnes the shape of the compatlblilty held even when CUfvature 10c<1l1/atlon 

is Ilot tnc\uded explicltly III the deCOmp05.ltlon 

(a) (b) 

(c) (d) 

Figure 3.7 Compatibility subregions for a c.urvc at 22 5' .vIth a curvaturc 
of -0 1 Each subreglon 15 shown as a t.. combmatlon of the SIX c.omponcnts of 

equatlon (314) 

Achlevlng end-Ime stabliity 15 clearly Just as Important ln the relaxation pha~e of 

processmg as It was ln the Initiai measurements The relatlOllshlp betVJecn the rplaxatlon 

labelling support and a IlIlear convolution agam to reveals a solution The c.ompatlbdltlcc, 

are decomposed mto a set of length components tangentlal to the curve, ilnd the ~upport 

IS caleulated mdependently III eaeh reglon This IS made possible by calculatlllg the pro 
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Support 

Hl H2 RJ Rt 

/A~ /A~ /A~/A~ 
H(j~ HI\.~ HY~ HO~ HK; HY; IW~ HK; HY; HO~ HK~ RY~ 

Hot HKi HYt Hot HKr HYi lUIt HKt Int RHi RKT RY+ t 

Figure 3.8 Support network used for calculatlng the support for a single 

hypothesis The lowest Icvcl consists of support for the localrzatlon slIbsets ln each 

of fotlr reglons Eaeh !cvel dbove th,s IS a seml-Ilnear combrnatlon of the Intermedlate 

~tlpport <; ilclow It 

portlonal contribution of each rX-: to the glven reglon (see equatlon (220)) and welghtmg 

the cOl1lpatlblhty accordlngly Thus glven il tangentlal distance dt between the two labels. 

the length cornponents partition the cornpatlbllities Into reglons of equal length Thus the 

contribution of a label to one of the length components of the support network IS glven by 

P 16) 

As wlth the IIlltla! measurement operators the welghts Wz (d) are attenuated by a gaus­

sian envelope The reglons are then combmed usrng the ru le ln equatlon (2.22) This 

decomposltlOn IS shown ln Figure 3 7 

The distance d between (01 • }{1 ) at (Xl' l; ) and any hypothesls at (X).}~ ) is determrned 

by proJcctlng (Xl'} j ) Ol1to the crrcle with tangent (01 '}{1) at (.\ .}~ ) The distance dis 

then thc distance along the clrcle from (.\.} 1 ) to the projection Thl~ IS distance measure 

15 IdentlCal to the tangentlal distance ln the Il1ltlal measurement operators except that It IS 

dehned III a curved space 
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With the combmatlon of the two non-Ilnearltles described above. the support 

calculatlon for an mdlvldual curved tangent hypothesis mdexed as I.r. y. 0./\) can be SUIn­

manzed as 

(3.17) 

where each R1 IS the aggregate rE'sponse of the locallzatlOrl sets 111 reglon 1. 

U0- _RS+ :Hi\- ,RI\T 
1 1 l' 1 

Hl' 
1 

(3.18) 

A schema tiC of thls support structure IS shawn m Figure 3.8 

3.4,6 Compatibilities: Summary 

We have thus developed il rnethod for denvlng the lOrnpatlbllltle~ of a rclc.lx 

atlon labellmg network whlch reason about the contlnulty and locallty of curve~ III ..ln 

Image plane The cOrlpatlbllltles were determmed by projection of a de~crlptlon of the 

relationshlp between a pair of curved tJngents onto a smooth manifold defmcd III term,> 

of local cOCirculanty The compatlbdltles are thus ba~ed on a measure of thc ~Ile of the 

perturbation requlled to make the label pZlIrS coclrculdr ln consldcrlilg the rcqulrpll1cntc; 

of the relaxation It was dlscovered that Image curves are localllcd ,llang (trt.J1fI of thc~>(' 

axes of perturbatIOn. speclhcally lateral positron. local orientation ,md Im.dl curVJtlJr(' A 

seml-Irnear decomposltlon of the compatlbdltle~ was proposed to cnsure thJt the relclxcltloll 

achreves such locallzatlon ln ItS output The desirabliity uf end-Imc ~tablilty wa~ rClteriited 

and another IInear /Ioglc.al decomposltlon of the support network wa~ propo~ed a~ d ,>olutlon 

to thls problem The resultrng support network for each hypothe~ls I~ a parc.lIlE'1. ca~caded 

summatlon of the component supports 

ln every case. the calculatlon of compatlblllties has been based entlrely on <.on­

sideratlons of the local dlfferentlal geometry of plane curves and the propertles of relaxatIOn 

labelhng Every deCISlon made ln the deSign of the support network was based on a prrnci 

pied analysis of alternatives No arbltrary deSign factors were employed It was necessary. 
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however, to relax one of the conditions under whlch [Hummel & Zucker 83] proved con­

vergence of relaxation labelling It has been partlally demonstrated (wlthout proof) that 

such convergence IS retalned wlth one of the non-Imearltles used It Will be demonstrated 

experimentaI/y that the overall convergence IS stable 

3.5 Conclusions 

The gOnt of thl5 chapter has been ta develop a general methodology for refming 

Initiai measurements of local propertles of Image curves to reflect constramts whlch are 

assumed as to contmulty and curve interactions A standard for recognition of an Image 

curve was establlshrd whlch ensured that only local/y tWlce-tlifTerentlable contllluouS curves 

would be selected as consistent It was fwther established that any reasonable algorrthm 

for domg thls must rec..ognlze and represent the probabllity that Image curves will cross, 

blfurcate or otherwise mterllct, and il method was developed for dealmg wlth such clrcum­

stances Final/y, relaxation labellmg was IIltroduced as a masslvely paraI/el mechanlsm for 

soh:mg the conslstency constramt problem formulated 

Once such constréllnts were ln place, a general methodology was proposed for 

derlvmg relaxation label/lIlg compatlbllities from a s~t of algebralcly defmed geometrrc con­

stramts This scheme ,)J1d the re<1sons for adoptmg It were Illustrated uSlng the restrrcted 

domaln of local cOClfculanty constralnts for Image curves, but we assert that It has much 

wlder applicatIOn tllall that ln fact, each of the deSign prlnclples used to resolve the 

structure of the support network for thls problem has il natural correlate III each of the 

other domillns covered by the early visuai system We Will describe \Il sorne detall how 

such prlllciples can be extracted f,om the geometry of these other problems III the sectlor 

devoted ta mdlcatlllg future directIons for 1 esearch (§5 2) 
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Chapter 4 Results 

The results whlch are presented ln thls chapter were cornputed startmg trom 

the initiai rneasurement opera tors descnbed m !j2 4 \I\lIth these estllnatcs of confldenc e in 

each of 40 onentatlon/curvature p,ms at each Irnage position. the relaxation tlwl1 proce(>d('c! 

The compatlbdltles were decornposed te provlde locallzatlvn for onent.ltlOfl UHVJtUH~. ,lIld 

lateral position ln JddltlOn. the y were attenuJted tJngentlally Gy <l gdUSSILlIl wlth (] - 2 

pixels to a rnaXlmUl1l arc distance of 5 pl~els The support network Wd~ furtlwr decomposed 

Into 6 length components wlth a degree of separation /) -::.. 40 Only tho~c IIlterdctloll~ 

with positive compatlblilty 0.3 or wlth negatlve cornpatlblhty 007 wcre u_cd 

It should be pOlnted out at thls tlrne that the three Iteriltlon~ LJ~ed to dcmon 

strate these resuJts IS Ilot sufflclent for strict convergence of the label confidence.., (m,III 

unamblguous labellmg ail labels hJv€ a confidence of elther 0 01 1) Iflstead. wc ... clect 

those labels whlch recelved positive support m the prevlous Iter<ltlon Thus I~ ,HI excellent 

predictor of the final convergence of the system 

An important factor ln evaluatmg these results IS the evolvmg confidence of the 

labels Unfortunately It IS difficult to dlsplay the confidence. orrentatlon and curvature of 

a label simultaneously ln black and white Instead. for dlsplay plJrpo~es only. the result~ 

shown below are thresholded at a confidence of 10% 

Ali expenrnents were conducted on a Symbollc..s 3650 LI~p Machine. runlllng 

Genera 7.1 software The system IS prograrnmed ln Zetallsp. a dlalect of Cornmon LISp 
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Figure 4.5 ANGIO: Initial Measurements 
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Chapter 5 Conclusions 

This work has establtshed a general r.lethodology for solving the IllIllal me.\ 

surement processes whlCh have corne to be cJlled early VI~lon Il has generailled ,1I1e1 

formalized some of the earller work on relaxation labellmg for curvc de..,( rlpllon 111 grey Il'v!'1 

Images. ,md has thus exposed the posslbdlty of treatlng J vJrlety 01 pi()blem~ III c,Hly vl'>IJal 

processmg as variations on a central theme. lhe dlscovery of (onsl~tcnt pattern ... 111 V('( tor 

fields By keepmg m mmd the real tlme and computatlonal constrJlllts of J neurologK,JI 

system. tht> system developed also forms a rlch and useful theory of vl~udl IJroce~~Hlg Hl 

the vlsual cortex of cats. monkeys and humans 

5.1 Future Directions: Early Vision 

Edge dnd Ime detectlon. texture perceptIon. Image motIon. stereo Integrdtlon 

and colour VISion Jre ail classed as problems ln early vIsion Each IIlvolves the dlscov 

ery jmferencej detectlon of features or structures ln the retmal Image whlch are assumed ln 

correspond to propertles of obJects III the real world As a flrsl stage m the eventual de 

swptlon of physlcal abjects. early vlsu~1 proce~smg IS slmply a deSCription of the ~lructlJr(' 

of the retmal Image 

Conslder then the ways m whlch such early processes are slmllar l3ecaLJsP the' 

coordmate systems are retmal. and Ilot functlons of real-world locatIOn there I~ a restrlcleo 

well-defmed area over whlCh they must operate The mappmg from fetmal loc..allon tf) 
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hardware (neurologlCal or computatlonal) can therefore be much simpler than when an 

unbounded "pace must be represented Smce the range of variation for local structure ln 

Image~ IS hmltcd - I>oth by Imagmg physlcs and the structure of the world we live tn­

the kmd of ddJptJblllty tü vllldly unusual Lombmatlons of local features whlch IS clearly 

('ûllolted dl Ihe hlgtH'<,l Ipvels of VISUJI rrof_essmg ,He not necessary at these very early 

.,tclge~ The LHlIversaiity amJ lJétceptual constJncy of nl<lny visuai "luslOn~ demonstrates 

tills lJiLhotomy weil The early visuai systems can thus speclallze greatly for the ktnds 

of unlversal ~tructtlral quantltles whlch are shared by ail vlsual stimuli. no matter how 

scmantlCally novel or unusual they mlght be 

At a more abstract level cach of the standard problems 1 early VISion can 

bc formally descrlbed JS the I/lference of a locally consistent vector field over the retmal 

Image For edge ,md hnE' dCsCflptlon. as has been shown. the vectors are the 10c<11 tangents 

of the Image curves For stereo IIltegratlOn. they would be the stereo dlsparlty vectors 

For colour constancy. they would be vectors of cola ur deSCrIptIOn (e g mtenslty. hue. and 

saturation) Fu motion. they would be the motion vectors for optlcal flow ThiS prinCip le 

of Slmdaf/ty between ail of these early vlsual processes has been explored elsewhere (e g 

IZucker 85J. IZuckcr & Iverson 87]). sorne of thE computatlOnal Issues mvolv€d are the 

ones Jddressed Hl tllIS thesls ln each of these cases. the same Issues ':HI"e How ta tJke 

(rude IllPasurement<; of ~uch quantltles and abstract from these a deSCription of the vector 

held~ so con<;tltuted 7 How ta do thls qUickly enough that tr~ computer or anrmal can react 

.lpproprlately7 How to en5ure that the sorts of abstract mformatlon necessary for hlgher 

processe~ are made availa ble 7 

It IS the goal of thls proJect ta answer each of these questions ln turn A 

theoretlc<ll framework has been developed whlch exploits the slmilarltles between these 

problems tn such a way as to allow for effiCient Solutlon~ ta ail of them These solutions 

are Ilot only based on an understandmg of what has been dlscovered by vlsual neurologlsts 

.Hld psychophysicists. but represent reasonable workmg models of visuai processlllg ln the 

bralll From a strlctly engmeerlllg pOlllt-of-vlew. these models will work better and faster 
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than other computatlonal approaches 

The present work demonstratE's only a small facet of tllIs larger goal ln con­

centratmg on the simplest of early vIsion problems. what has been called 'edge detectlon . 

thls thesls expllcates ln il :::'Imple. str,lIghtforward ll1anrwr Ihe thporellc,ll Linder plllil 1 Ilg<:. 01 

thls body of researc:l Jod thelr computer IInplèmentiltlOI1 The gener.)1 dppl!< dbllity 01 the 

approach 15 explalned al each stage 111 thls dcvelopment. wlth retprencc-. In Ill(' (llhPI "'\Jb 

jects of early vIsion Fmally. thls work will demonstratc how wpll wc ,ltlllcve the gOoll 01 

a robust. accurate. real-tlllle system for descnbmg IInagr curves. ,lIld the prOIllI"p tor hke 

sucees ln the other domaln~ of early visuai processlng 

Texture flow IZucker & Iverson 87J. the problern of IIlfE'rrlng Orientation p,ltt<>rns 

in statle texture Images. 15 most closely related to curve deSCription i:lIld here the Irnphc.l 

tlons of the present work are clearest. Optlcal flow. the problelll of descnbmg tlle Idter,jl 

motion of patterns ln the retmal Image, IS Just a step beyond thls 

5.1.1 Texture Flow 

The nature of texture flow IS most clearly descnbed wlth reference to r ,lIldom 

dot MOIré patterns-also known as Glass pattern,> (after 1 Glas~ 69] and IGIJ~s 73]) hc(' 

Figure 51) ln these pattErns (and ln haIT patterns or any texture wlth il hlghly orlcnted 

structure) there are dense or sparse Orientation cues whlch glve an Jggregate percept of dn 

onented, statlC 'flow' whlch eXlsts everywhere III the Image 

The outhne of a solution to thls problem III the current framework has Iwen 

prevlously descrlbed ln [Zucker & Iverson 871 and /lverson & Zutker 87] Il IS repellled 

here to c1anfy the relatlonshlp between the deScriptIOn of Image turve<, and these flow 

patterns The most Important dlfferences between these two problems can be cxplailled 

in terms of the topology of thelr solutions A consistent turve IS a one-dlmenslon.)1 obJect 

while a consistent texture flow fIeld IS two-dlmenslonal IZucker 83] This Irnphes two thlllgs 

1) 
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i·· ... ). ::;,:' , ..... : : .:. ~: ::': " .:.: : ...... :: . : . ~ >:. ·1 
J .. , '. .... .. .. •• ... "'. .'. '. 

Figure 5.1 Random dot Moiré pattern demonstrates the pnnclple of texture 
tlow Eveil though the ilctual onentatlOn cues arc relatlvely sparse and al11biguous 

the ovrlJII perception 15 of an unamblguou5 clrcular flow field 

1 

\ 
\ 

ri = 1 

Figure 5.2 Geometrie concentricity constraint relates the onentatlon Oz 

and curvature 1'..1 at pOlllt z to {iJ and Kr the same measures at pomt J Coclrcularity 

of the two curved tangen ts depends on thelr 5hanng the same centre of curvature 
( . 

• the manifold of geometncally consistent label pairs IS four-dlmenslonal mstead of 
three (onslstency. now defmed m terms of local concentflclty (see Figure 52. IS 

thus expressed by only two couplmg equatlons 

• the Insldejoutslde distinction so easlly resolved for a one-dlmenslonal obJect (see 
~2 2 3) IS more problematlc ln thls case. by assummg a locally stralght border 
between dlstlllct texture flow reglons. It can be shown that rather than demonstratmg 
consistency for the left and nght half-flelds. the relaxation must do 50 for each of 
four quadrants around the centre pOint 
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The couplmg equatlons are as simple as before 

--1 ( Sin tJ; + "1 !JI ) : tan - -
cos 0 h, Il, 

The d~composltlOn of the support network must now proceed 011 the prllluple 01 IO\cllllIng 

around only 01 and f.:" <lnd of <l reglon decomposltloll based on the qUùdrilnh .lIound th(' 

central pOint Each of these decomposltlons (Jn proceed IlSlIlg the IHlllClples e"tabl",hed 

T he second nOIl-lmea ri ty 10 the support for the orlentallon .,clet! IOn problern W.lS 

Introduced for end-hne stabJllty For texture flow, II1st~ùd th" problern 1" 011(' ni slùbllity 

near dlscontlnUitles III the flow field It mlght seem Jt flrst thôt the!'>e ,HP truly '>l'ptHéltp 

problems, but III the contexi of relaxation labelllllg they arf:' slrnply topolo~ICJI v,milnh of 

the same problem-to ensure that support IS only gathered from the ,>,une COllsl<,tpnl rpgloll 

as the label bemg updùted For the one-dlmenslonal orientation 'oclectlon problprtl tl1ls W.h 

resolved by partltlonlng the support lOto left and nght ha If fields For two-dllTlenslonJI 

tpxture flow, one must partition the support mto quadrants arouild the celltre pOint TIl(' 

prmclple extends Ju<;t ZlS naturally to h,gher dimenSions il IJbcl'c, support IS positive only 

If It IS surrounded by reglons whlch conflrms ItS hypothesis For 11 dlmenslon,ll «Hlc,I"telll 

structures (Illdependent of the embeddmg space) thls surroundlllg must contilltl <lt I(,.)<,t 

2n reglons (assummg that the border between consIstent reglons 15 locally pl,Hlar) 

5.1.2 Optical Flow 

The Importance of optlcal flow for the interpretation of vl~ual motIon hac, b(~en 

well-establlshed (e g [Koendermk & van Doorn 75J, [Horn & Schunk 811) and a great deal 

of effort has been expended develoPlllg methods for calculatlllg It (~e€' 1 Barran 841 for <1 

recent revlew) The one ovemdmg fallure wlth these methods IS that they, do not recogrll/c 

the important geometrlc structure of a consistent set of optlcal flow mea~urernent~ 

14 
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\iollOn ID .put- tlffit Jpl'!rat.on 

:'1 'li 

l 

" 1 

Figure 5.3 Dimensionality of optical flow IS shown for (1) a movlng pOIllt. 

(II) .l 1ll0VIIH!, (Ulve Jnd (III) J Illovlng reglol1 The structures tracec out by these 

I1lOt,OI1', III SP,lU tI/lie arc the obJec,ts whlch il system for determlnll1?, optlcal flow 

should d Iscovcr 

ln IZucker & Iverson 871 we descrlbed the three topologlcally distinct classes 

01 optlcal Ilow Conslder optlcal flow as deflnmg smooth manifolds ln the X / Y ) T 

retlllotoplC.. space-tlme A movrng pOint then traces a eurve ln thls spacc. a moving curve 

trace~ d surfilee. Jnd il movlIlg reglon traces a volume (see Figure 53) Assumrng pleceWlse 

~mooth motions. then the representatlons of these motions ln space-time Will also be 

pleeewise 511100th. 50 a stable relaxation Jabe"ing formulation ln this space IS every bit as 

feaslble il!'> for Orientation selection and texture flow The initiai measurements wou Id be 

garnered trom a ~et of dlreetlonal spaee-tlme operators analogous to the ones deveJoped 

III Chilpter 2 ~elaxatlOn labellrng would then proceed along three separate paths. eaeh 

.lttemptlllg to dlscover consistent response patterns of dlfferent dlmenslOnality. Ali of 

the techniques developEd aC'J·ve. whlch were speclflca"y formulated to be generalizable to 
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arbltrary dimensions are applicable to tllis kmd of il system 

5.2 Biologica: Observations 

Throughout the developmellt of thls work Cdrp has been 1,lken te) 1'''''1 JI t' th,11 

each deSCription. each formulcltlon and each 'iolutlOn was applicablE' to Ilot only tlH' ~l,lIld.Hd 

computatlonal fral1lework but to il llE'urophyslologlcal ~ub~trate <1 ... WI'II Il (,Ill «~rt,lIldy 

be argued that the purely spatial IHocpsses descnbed Iv'relll ar(' ul1rcdllstlcally "lrnpli.,li< 

models of v/suai cortical processlllg. but th('y do rcpre~ellt ,1 IIrst (tpllIpor,llly IIIV,HI,1I11) 

candidate model {or some of the proeesslI1g wtllch Illdy be tilklllg piller 

ln t aet. l11any aspects of thls sy~tem r('semble lIeurologl( ,II pro( e~ ... e~ f1Hlr(' 

c/osely than trad/tlonal computatlOnal processes Appefldlx B d('rnon'>lrate~ how the opC'r 

ators developed III (hapter 2 can be represented ln J ~LJmr1llng dendrlLrc tree wlth ~huntIIlP. 

inhibition [Rail 641. thus suggestmg cl funetlonal role for some of the dendro dendntl( III 

teractlOns observed The representatlon chosen 15 Ln ficher Hl It<; Inltlill stélge<, thLln Illo~l 

computatlonal model c <lnd a compilnson wlth the ~tructure of onenldtlon hyp('rcolurnn,> tri 

vlsual cortex revedls many slmtlaritles iHubel & Wiesel 651 

The relaxation stage of the model has 'ilrndar npurologlLl1 (orrplate!.. for IIH' 

IInear jloglcal surnmatlon of the support calculatlon I~ agalll potenu,llly IIllplc'lIll'llt(!d III .1 

single dendntlc tree wlth shuntmg inhibition Tly\ entlre threejfollr IlerdllOIl reldxdtlllii 

could thus be Hnplemented ln only three IJyers of cortical wtUltry (d.,.,umlng .In f'ntlf(·ly 

feed-forward network) or elten ln one or two wlth 'iome feedb,lCk A mort· telllng, pOl/II 

however. IS combmatorlJI for wlth the c.urrent sy.,tem f<ln 111~ to d ,>tngle node on th(· 

order of 1000-1500 are normal Thl'> places the systern rnuch more c.lo.,ely ta neurologl(.]1 

parameters than tho'ie of tradltlonal computatlonal models 

ln addition to thes€ slrnlkHitles. the model I~ rlch enough la actually g,ener.Jt!' 

a few Simple predlctlollS about the blology Dobbll1s has already done much of the work 

to docurnent the curvature selectlvlty of cortical neurons IDobbln~ et dl. 87 881. but 
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the other non-Imeantles whlCh have been added to the operator have not been verrfled 

neurophyslologlcally Wlthm the relaxation structure IS embedded a desCrIption of local 

mteractlons between Iwarby orrent<ltlon (and curvature) speclflc neurons Much of the 

debal0 over whelher cortical simple-celi Interactions are prrmarrly excltatory or rnhlbltory 

,>cem <,uperfluou,> now that the need for J balance of both has been revealed ln fact. the 

cocnlUlarrty LOllstr<llnt and Ils transl<ltlon to relaxation compatlbrlltles can predlct the kmd 

.H1d degree of Interll<..tIOIl whlCh should be observed between nelghbourmg tuned rortlcal 

'>Imple cells 

5.3 Summation 

Il has becoille dear Hl executlng thls research that a deep understandmg of the 

(On5tr.lInts on the VISUJI system and a pnnclpled .1ppllCatlon of such constramts to the 

solution of the geomelrrc problems faced by thls system can lead to a c;tralghtforward. 

robust ~o/utlon It 15 hard to Imagme how thE' Inslghts gleaned from thls work-whlch 

ln many way~ dC'pended fundamentally Ofl the need to develop a work·ng model-cou/d 

have (üme from .lll <1pproldh wlth less rrgld modellrng reqUirements A neurophysiologist. 

wlthollt the dem.lIld to pr0duce a system whlch works IS free te picpose any plausible 

,",oll/tlon to the .JCtu<l1 computatlondl problems wlth VISion wlth on/y the requlrernent that It 

PXp/illll~ ,",omethlllg of and generiltes useful neurologlcal predictions ThiS IS by no means 

wlthout LJ~('. but It IS not often thilt It revea/s deep truths about the Inherent nature of vlsual 

proce~slJlg ln lIluch the ~ame way. d neural nets' researcher who sim ply blmdly 'Nlres up 

.) network and hopes that Il will. when appropnately trarned. reveal to hlm these deep Inl1er 

truths III il Y Just ilS easrly fall to understand why hls model dld or dld not work The problem 

of lIndelstandlng vl~on '5 so complrcated and rcflccts on so many dlfferent fields that only 

through a constructive synthesls of rnathematlcs. computatlonal theory. neurophyslology 

.md psychology C.Hl one hope to provlde a solution whlch has re/evance to ail fields It IS 

hopcd that thls ~ urrent research will make Just 5uch a constructive contribution 
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l\ppcndlX A 1IIll'.1I/loc,ll.11 0Pl'I,ltoro; 

Appendix A. linear jlogical Operators 

As was descnbed ln t 2 2 1 il set of seml lillear loglCal opera tors have hl'en 

developed The loglcal structure of these operators IS bilsed on the prll1uple th,lt tlll' ~I~n 

of a signai (positive 01 negatlve) can be dS~OCIJted wlth d truth vdllH' (trllc ,1Ild f.ll~e. 

rpspectlvely) These operators then exhlblt the propert y thJt If :-.onw laglC.l1 n>udl! Ion on 

the IIlputs holds the output will é1ppear as il II/Wilr (Ombillation of the Input v.llue<, 

The examples already outlilled are the oper.ltors .malogous to loglctll ,lI/d .lIld 

or 5mce these dre COl11blllatlons of hnear and loglCal prilluple5 éI notatIOn whKh rl'llcc h 

thl5 has been Jdopted 

• linear /Ioglcal and of .r and 11 15 J :' !J . 

• linear / loglcal or of J and !J IS.r !/ 

ThE' computation tables for these operations are shown below 

Operation Tables for 
Linea r / Logica 1 Opera tors 

:r 0 J' 0 J 0 l 0 

y 0 J + Il f .li O.r ~ y I} 

110 I} f+Y Ij O., J + I} 

It 15 a simple matter to ver If y that the sign of these operations follows the dss0tlated IOV.,I C.J 1 

rule The symmetry and assoclatlvlty of these opera tors dre also easy (0 dernon~trale 

A more u<,eful formulation of these operdtors IS expressed ln terms of the step 

functlon a(f) 

a(x) 
J 1. If T 0, 
l O. otherwlse 

(A 1) 

This funetlon IS a cholce operator plvotlng around zero, and as such It can be u,>cd 10 

dlrectly defme the two Imear jloglcal operators above Conslder that the opcrators tan be 
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- - -- ------- -----, 

Î ' ,~ 

"l"" " n ~' " ~ 
, l' 1 ! ~ " 1 

't'rI' 

1 

1- _-'-1 ______ ---' 

(a 1) (a 2) (a 3) ------2] D' 
l , 

î' r--

____ 1_____ __ 
(b 1) (b 3) 

Figure A.1 Linear /Iogical functions of l and y varying p. (a 1) (a 2), 
(01 J) ,lnd la4) show J • lJ varyln~ through 0 2 4 and oc (b 1) (b 2) (b 3). élnd 
(h 41 show]" 11 VMylll~ through 0 2 4 and 0:: 

defmed ilS. 

l ' y = (Iunless:r 0/, y ~ 0; + (yunless y:> 0/, x ~ 0) 

r y - (I unies s :r 0 ,\ Y 0) + (y unies s y ~_ 0 1\ x > 0) 

Express, ng exactly the same loglc usmg the Identlty 

(J unless b ',0 = a (1 - a(b)) 

I:V .r(l a(x)o(-y)) + y(l-a(y)a(-.T)) 

I, Y =.r (1 a(y) a( -I)) + Y (1 - a(x) a( - y)) 

(a 4) 

(b 4) 

(A.2.1) 

(A.2.2) 

(A.3) 

(A.4 1) 

(A.42) 

These Jre denved bJsed on the pnnclple of selectmg those cases ln whlch elther x or y 

contnbutes hnearly to the output. The 1 - o(a) a(b) forms select ail cases except when a 

,1I1d il .:Ire both positive A check back wlth the operation table conflrms the correctness of 

the~e formulations 

The key ln arnvmg at an analytlcal form for these opera tors cornes by takmg 

~lICCeSSlve smooth approximations to a(x). A simple sigmoid apprOXlmatmg functlon IS 
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the loglstlc funct/On 

(1, (.r) = 
1 

1 + e pI 

This funct/On IS mflmtely dlfferentlable and 

o (.r) = hm (11 (.r). 
1 -·X 

(A 5) 

(AG) 

Furthermore thls approxImatIon makes absolutely clear the reldtlol1~hlp between the IIllC.H 

sum and these operators for 00(.r) = 1 2 ln thls degenerate l.l~e. both al the opcrdta,,, 

slmphfy to additIon 

J' Y .r (1 - (10(.r) 00 ( y)) -+ 1;(1 (TO(Y) 00 ( l')) (A 7 1) 

.r(1 - (1 /2) • (1 2)) 1} (1 (1,2) 1 (1 '2)) 

34(I+Y) 

J' _ Y .r (1 - ao(Y) 0o( -.r)) + y (1 (10('1') 0o( !J) ) (A 7 2) 

x (1 - (1,'2) • (1,/2)) -r y (1 (1'2) · (1,/2)) 

3/4 (I + y) 

Thus. the appraxlmatrng functlons .,' and ", 1 form a cantrnuou~ deforlTltlllon from a Imear 

sum to the linear jloglcal operatIon as JI goes from 0 to x 

x-~ __ 

Figure A.2 Network implementation of lA USIn~ il sWltchlng clement The 

shunts (small clrcles) operate by passlOg thclr Input signai ul1changed unless ail of 
+ 

the control Inputs are positive Hl whlch case the output of the shunt 15 zero 1 

A local network model of a lA CircUit IS shown ln Figure A 2 Th,s model b 

oased on a simple prrnclple. the shunt sWltch Such a sWltch acts as à reslstlve element for 



Appendlx A. Llnear /Loglcal Operators 

Ils mput signai wlth the reslstance controlled by the control Input When the control Input 

IS negatlve. then the shunt le; on and has a very low resistance. It passes ItS Input through 

effectlvely unchangeJ When the control IS positive the shunt IS off and the reslstance lS 

very 11Igh. the outpul IS effectlvely zero For slmpl.clty. the shunts plctured allow multiple 

(ontrol IIlputs clll or whlch must be positive for the shunt to turn off This mechanlsm 

,'> slInllar ta the functlonal charactenstlcs of a relay or transistor ln neurologlcal terms. 

,t could bc related ta shuntlng inhibitiOn ([Fatt & Katz 53] and [Rail 64}) ln the dendrltlc 

trce of J smgle neuron The tOntrols ln thls case would be reahzed as axo-dendntlc or 

dendro dendntlc synapses 
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Appendlx B Opcrdtors rlOIll ContllllloliS to Disuelt' 

Appendix B. Operators: From Continuous ta Discrete 

The operator designs ln Chapter 2 are based cntlrely on analytlc Images ,lIld 

contmuous convolutions ln order to Instantlate ~uch a model 111 practlce however. Il I~ 

necessary to demonstrate that the mOdel ilnd the prmclples underlYlllg the IlHHkl (,Ill [)(' 

translated mto a framework ln whlch the Illlélge IS il set of responscs from il fll1lte Illllnb('r 

of dlscrete detectors This translation IS str;:lIghtforward slnce ('ach of the (ontmlJOll~ 

aspects of the model have naturill dlscrete counterparts ContlnUOllS convolutions lll,lP ln 

dlscrete convolutions and the contmuous functlons of the operJtor'~ compOllt'nb (<Ill lH' 

approximated by samplmg As trivial as It may seem. specification of the pMillllcters .1Ild 

assumptlons of thls translation has often been Ignored by researchcrs III computer vl~lon 

Assume that the Image IS represented by a set of dlscrete detect ors whlch hilVP 

spatial transfer funetlOns .{ 1 <P. a set of Ilnear convolutions of the incident IIght Intell~lly 

1. Consider these detector outputs as a sd of basls functlOns from whlch the operator will 

be constructed Glven a deSCriptIOn of the IInear operator as a contmuous convolution wlth 

the kernel f. then we must fll1d the vector of welghts ll" = {wl' w'!' . , 1l')I} such lh.ll 

~t W? 'Pl approxima tes J ThiS can be accompllsheJ by mll1lmlzlIlg 

ri 

d J (8.1 ) 

Usmg the inner product (I, g) = J f 9 dx thls nlllllmlzatlOn IS aceomplished by solvmg for 

Win 

(:~::~:: :;::::l ~::::::l ) ( :::;) (:~:~:l ) 
('Pn,,.::!l (IPn,P2) (tpn.<"::n) Wn (f"':'n) 

(13.2) 

When the basls functlons '~ 1 are orthonormal. then the matnx co"apses to the Id(~ntlt y 

matnx and U'l = (J. YI) 

The standard computatlonal technique for convertlng from a contlnlJOU~ convo 

lut Ion kernel f(.r,y) ta a dlscrete convolution matrix F(z.)) IS <l speCifie. Irlstance of lhl~ 
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framework For square pixels. the detector transfer functlon IS most easily modelled as a 

square box Defmmg the square reglon 

S(I,J) {(r,y) '(1 1/2 <' .E ~_ 1 + 1/2) 1 (J - 1/2 < y::'; J + 1/2)} ( 8.3) 

then 
_ ( ) _ J 1. If (T, y) ---: S' ( 2 , ) ) • 

"",J .E,1J - l O. otherwise ( B.4) 

The!>e f unctlon!> arc clearly orthonormal for mteger 1 and J (volume IS 1 and they are non­

ovcrlappmg but complete) therefore the contribution from pixel (l,}) IS simply the mner 

product (l, ',; 1 1)' or 

F(2,)) = Il J(x.y)dxdy. 

... ·(z.) ) 

(B.5) 

Assulllmg tÎlat 1 IS planar wlthm S(I,J) allows the traditlonal Simplification to F(I,)) 

We are not. however. limited to thls instantlatlon This method explams how 

Lo map from contmuous funetlons to sums of a dlserete set of basls funetlons for any ttlrng 

of the oeteetor pla ne The transfer funetlons 'P ean be round, can have square or smooth 

proftle~ and could even have the center-surround structure of a \,2G operator 

87 



Appcndlx C Pcrpendlcular Projection by FUl1ctlOnal MIIlIIl1II.1tlOll 

Appendix C. Perpendicular Projection by Functional Mininlization 

ln ~3.4 3 the computation of relaxation latwlllng compatlbdltlcs Wd~ redulpd to 

the perpendlcular projection of label flxed pOints onto a manifold dcscnbll1g the gconH'tric 

constramts ot the structures to be Jiscovered The <'Ix-dllllensionai pOint rcpre~cnt 1111.', 

the relatlonshlp between two curved tangent labels I~ 101 ." 1 • 0 1 . " l' .r ,.!I, 1 and the pol,1r 

description of the spatial relatlonshlp (.f], y)) IS expressed as (dl) .0'1) For thc COUI( lll.lllty 

constramt of Figure 33. thls manifold IS descnbed ln lerms of the par.llllcter (OUpllllf!' 
~ 

equatlons 1 

K 1 

K 
) 

«'.11) 

(l' 1.2) 

(('1.3) 

The perpendicular projection of the flxe>d pOlllt [8 1 .1\1.8) ,1\). X)' l') 1 onto 

the constrallled malllfoid IS then equivalent to mll1lmlzmg the squared distance t.etween the 

flxed point and any constramerl pomt Thus we mrnlmlze ])2 m+ 

(C.2) 

.:. Equivalent to usmg le 12) le; .I) = Il/KI ). ( yrl -~k~) --~~s Il,)2 sin (JI) This equdtlOn 

however has undefmed reglons and cases depending on the sign of the sqUdre root <.hos(·11 !:.O Il 

IS more difhcult to mlnllllize We thus opt for the other evpn though hilvlng the thrtc lotalilat 1011 

variables as the Independent variables 15 Jttractlvc for other rcasolls 

+ The parameters (./ and 1 vary ovrr { 1 0 +1 } if! arder to dtal wlth the probitm of rI!spectlng 

the congruence of onentatlOn Illstead of lquallty of anl.:lcs 
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The derivatlves of thls value wlth respect h1 the tlHee Ifldependent vilrlilbles Il, . 

T] and YJ are' 

dD 2 

dx] 

dD 2 

dy] 

2 (01 -- (01 -4- 2iTa)) _ ~ _(~l_ 

flo 2 
, 

2 (xJ-X]) _ 4 Y, ~ (el~_27r_b))_ 
6.x2 6.02 d2 

J J 1 J 

4 (x] sin(Ol] -- 01 ) + y] COS(OI] - °1 )) 
d3 

lJ 

2 (YJ - }~ ) 4 I] (0] - (el + 27rb)) 
6.y2 + -----

6.02 d2 
J ) iJ 

4 (x] cos (01 ] - 07 ) -- YJ sin(07] () 1 )) 

+--- -- -dJ--- ---- --
7) 

U '.3.1) 

( C.3.2) 

("Ji~'L + "'f,~~,) 

(L'.3,J) 

(' J . Ii J " , li, ) -- + 
f1K 2 6.K 2 

J 1 

The perpendlcular prolectlOn IS calcLdated uSlng a standard numencill mlnlmlZil 

tlon technique from il startmg pomt For reasons of speed and accuracy (remember that 

this mmimlzatlon must be performed for eV/Jry pair of curved tangents ln il local nelghbour 

hood) we test a numb('r of dlfferent stanng pOints and use the one for whlch the Initiai J)J 

IS smallest These potentlal stanng pOlflt~ are chosen by proJectmg from the flxed pOint 

onto the constramt space along eac.l of the three mdependent variable axes 
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Appendlx D Relaxatlcn labelltn g Profiles for localtzat/on 

Appendix D. Relaxation labelling Profiles for Localization 

ln q3 " 4 the Importance of the locallzatlon of !he selected labels for orrentatlon 

selection 1') stressed For general labelllflg probiems the techniques outllned ln [Zucker et. 

al 811 are approprlate, but for the two label case used throughout thls work achlev mg 

such local17atlon 1<, more dlfflcult By conslderrng a one-dlmenslonal labellrng problem. It 

Will be demonstr.:Jted that Imear compatlbrlltles do not achleve the localtzatlon requlred The 

locallzatlon b achlevrd IIlstcéld by Introducmg a non-III eanty mto the support calculatlon 

Consl~tent labcllmgs ,He ~hown to obey the localrzatlon constralnts as IIltended. and the 

c.onvergence of the relaxéltlon wlth such a support functlonal IS expertmentally verrfled. 

-----------

, . 
. . 

l'a ,- .. ... 
- ,~ _ .. 

_. c 

(a) (b) 

Figure D.l Compatibility profiles for 10 relaxation labelling are (a) 

.t2GCT (1) J/l1 (b) the box operator They both contorm to the necess:;ry constralnts 
but dlffpr III thelr convergence propertles Ir, partlcular (a) does not convuge wh/le 
(b) converges but to a segment wldth much wlder th an Itself 

ln the geometnc problems considered. the labellmgs whlch form meanmgful 

solutions are dlscrete representatlons of smooth manifolds ln the labellrng space of the 

problem The ex te nt of such consIstent labelllllgs are therefore rnherently localrzed on 

certam axes (the ùxes on whlch thls IS true al è determmed by the pro~lell'; ln \Jrd,-: 

to understand how such locallzatton can be achleved by relaxation lab211Îng m thls multl­

dll1lenslonal space 1 Will show how It can be achteved for a one-dlmenslonal labelling space 

and then rely on a generallzatlOn of thls prmctple to htgher dimenSions 
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Appendlx 0 Relaxation l;'lbcllll\~ Profiles tor localll,lllon 

Conslder an arbltrary problem phrased ln terrns cf locatll1g tho~p I"olated pomts 

along aime which fulfrll sorne condition As the condition 15 deflllcd 10c<llIy. the IlIle I~ 

discretely sampled and a measurement process lests Pdch Illcllvldllal pOint '1long the Illw 

Independently for conforma ncc to the requlred condlt Ions The initiai IllC<l~urenH'llt prot ('~~ 

produces an estlmate of ItS confidence lh;)t thr Londltloll~ pre~Îrlbrd ,H(' ~,ltl~fICd ,It tilt' 

glven pomt A relaxation labelling system I~ lo oc de~lgl1pd '>uth that the H'glons ovpr 

whlch the initiai measurement produces positive re~ults ,He locahled tü IIldlVldudl pOlllh 

The slmllantles of thls genenc deSCription to the orrellldtlon ~('Iectloll problem .1'> defllH'd 

ln §12 should be obvlous 

Notice that e;)ch node m thts system IS ;) two-Iabel fRUEj FALS E .,et d~ de> 

scnbed ln ~3 31 wlth Ji l representlng the confIdence th;)t pO'>ltlon l '>,ltIS!rP'> tl1l' (Ol1dltIOI1'> 

bemg measured If we aJopt the notatlOI1 [/.] to reprcsellt the ~calar /' cllppcd to tll(' rdnge 

[0.1 J then the relaxation labelling update of Aigonthm 1 Step 2 1 can bc desUlb('d ln terlll~ 

of the followll1g equatlon 

(D.l ) 

(D 2) 

where rT IS the compatlblilty between no de ï and node 1 + r (;)ssume that the compallblllty 

between any two nodes depends only on thelr relatIve dlstanCf» The gOJI of ,>u( h cl 

relaxtltlon labellrng process IS a consistent labellrng wlth J set of I,>olélted reglon,> paf h 

correspondrng to a peak ln the Initiai measurements The rroblern IS la frnd a cornpcltlbdlty 

functlon r r whlch wrli achleve thls goal. whde mlnlfnlllng the converge nu' lIm(>. If.!,norrng 

nOise. locallzmg the saturated reglons as weil as possible whrle allowmg stable reglons Wlth 

dS small a separation as pOSSible Whereas It would be pxtremely useful ta be able to derlv(' 

the compatlbdlty structure dlrectly from a priOri constralnts. at thls pomt such a derlvatlon 

does not seem pOSSible Instead. wc VJIII examine d nurnber 01 posslbtlltle~ and ~ettlé on 

the only one whlch appears to satlsfy these goals 
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A number of observations are Immedlately obvlous The rI 's must be symmetnc 

about ro-Iookmg Icft or rlght should be f1U1va lent when locatmg a peak Furthermore, It IS 

necessary to ensurf' th;1t \.: J r r = 0 SlOce tnc eXI~tence of li peak depends only on contrast 

and not <lbsolute magnitude The statlonary pomts of the relaxation (consistent labellings) 

circ, d~ de~( rtlH'd dbov(> d <,<,t of cons! ant vJldth segments ln whlch cach node has Unit 

confidence, tlil other nodes h<lVC zero confidence The rcsponse of the operator r must have 

<l p<llr of leroe~ at /l' 2 and li' 2 when convolvecJ wlth a _~atllrated segment of wldth w, 

It must also have non-negatlve responses between these zeroes and non-pOSitive responses 

outslde these bouncJs Furthermore the Leroes of reponse to any saturated segmerlt wlder 

than the destred wldth Il' must be closer to the center of the segment than the present 

boundJrJes (thl5 IS the ~r(]d:ent down whlch the relaxation Will travel) The compatlblltty 

vector r IS thus (ollsldered as a Itnear operator whlCh fulfilis these conditions 

- ----- ----------------------------------------, 

Figure D.2 Convolution of saturated segment with box operator 
01 Figure Dl (b) The saturated segment IS dcflned III equatlon (D 3) and has 

wldth li' The box operator ha~ size descnbed as (~ This convolution shape IS vahd 

for j"~ 3,~ and the ('-';,llllp,e shown 15 for 11 = 2 5,1 

A close examlnatlon reveals that It may be ImpOSSible for a purely hnear operator 

to fulflll ail of these constrJlnts sinluitaneously Two potentlal candidates for the deslred 

operator arl~ diG,(r) and the box operator (see Figure Dl (a) and (b)) For the d2Grr (x) 

compJtlblllty func.tlOn It IS str;lIghtforward to demon::;trate tl-jat there 15 no statlonary pOlllt 
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AppClldlx D Rel.lxatl!:lll Labclllilg Proftles tOI loc.lltzJtlon 

for the equatlon (D 1) when p IS a satl!rated segment Such a solitary saturated segmf'nt 

of wldth U' IS a ~tatlOnary pOInt Iff the zeroes of r '1 pare at Cl' ,2 élnd 11',2 HowevN. the 

convolution cl d2 Grr (.r) wlth 

rs 

whlch IS zero when 

J O. 

l 
1. 
O. 

If.r- Il,/2. 

If Il' '2 .r 

If 11' 2· .r 

1 ( ( ) w.r (T2 202 2.r IL' (' 1 

2x 
U' 

2 
e'VI!a + 1 

Settrng x = lL', 2 for a statlonary pomt glves 

/1' 2. ( D.3) 

(0.4) 

(D.5) 

(0.6) 

whlch IS never true Therefore usmg d2 G (.r) as a relaxation labellrng operator wlth two­

label nodes IS mfeaslble 

The other posslbliity presented IS the box operator of Figure 0 1 (b) The 

convolution of thls operator wlth (0 3) depends on the relative sizes of the segment and 

the operator For the range 20' li' 30. the zero IS at 

3w 2 
20lJ' 480 2 

2 (5u' 240) 
l = ([) 7) 

Agam. this IS a statlonary pomt only If l = 11',2 and therefore when 

w = 30 (D 8) 

The dlfficultles anse when conslderrng the behavlour for 1)' 30 ln thls case. the zero rs 

always at U' 12 and ail segments wlth w _ 30 are statronary pOints Because of (D 8) any 

segments narrower than 30 Will wlden. and we have Just shown that any wrder than thl" 

wrll remam the same ThiS IS hardly the loc.alrzatlon process descrrbed above 

An approach whrch does work IS to achleve locallzatlon by adoptrng exactly the 

same cross-sectlonal operator structure as was used ln the Initiai convolutions ThiS tlme 
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Appcnolx D Relaxation Labelllllg Profiles for LocalizatlOll 

we develop a partition over the cross-section of the compatlbilltles Wlth the operator 

desc.nbed ln equatlon 12 16). the c.onvolutlon (0 1) 15 decomposed mto two convolutions 

wnlCh are ;aler c.ombmed The relaxation ther. becomes 

(D.9) 

where Land R are the left- and rlght-hand dG(x) opera tors of ~2 2 2 Not only does thls 

operalor locallze the nc,de iPsponses as reqUired. but It does 50 extremely qUickly. us mg 

only a small number of Iterations As was pOlnted out prevlously. the reglon of positive 

response I~ c.onfmed to wlthm (T of the Llctual peak ln order 10 estlmate the rate ~nd 

directIOn of convergence It 15 only necessdry to examine the distance between the zero of 

the response and the transition pomt at /1' 2 The convolution for one component of the 

operator IS 

(T (('1l'(J'+") 2,_,2 1) (l'II (I .... ' ) 2rr/
2 

+ 1 ) e - (2x+11'+2o)2 /8u /
2 

(D.l0) 

whlCh has a single zero at r = -li l (By symmetry. tre other component has a zero at 

.r = h) Thus the statlonary pOlllt of the relaxatIOn 15 a saturated segment of wldth é' 2a 

and the relaxation convergences extremely qUickly 

To demonstrate thls result. we will compare the operations of these three com­

patlbillty profiles on an Ideal Input (Figure D 3(a)) and a degraded version of the same 

(Figure D3(b)) 

The three dlagrams III Figure D 4 show the convugence of the three candidate 

compatlbdlty profiles when glven the raw delta funetlons as Il1Itlal measurements A perfect 

analysls should slfllply saturate thase labels whKh correspond ta the locations of the delta 

funetlons \tVlth (T = 3 (for nOise suppression) the non-llIlear relaxation operator 15 clearly 

supenor to the others the reglons are more loeallzed. and they are more accurately placed 

Not specifleally the huge dlsplacement of the peak at 60 for the 'box' operator The 

operation of the relaxation on the degraded mput IS shown ln Figure 0 5 Agam the non­

hnear reiaxatlOll 15 clearly superlor, for much the sa me reasons as before 
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Appendlx 0 Relaxation L.ll>clhng Protlles lor l oc .,hl.Hlon 
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(b) 

figure 0.3 Input to one-dimensional relaxation whosc ~oal 15 ta recover 
the locations of the delta functlOlls III (<1) whlCh the 1l0lSY flleasurelllcnts' ill lb) 
were denved from 

The extension of thls result to hlgher dimensIOns IS logical For a smooth 

manifold of dimension TI embedded in an ru dlmenslonal space th.:;re are locally ut 11 

01 Lnogonal directions 10 whlch the manrfold 15 locahzed When such (l ~pace IS dlscrctizcd 

for representatlon ln terms of dlscrete labels. then for each of these local axes il d2 G 

decomposltlon can be mtroduced lOto the compatlbrllty network The ~upport for d glvcn 

label IS then the lA of these component supports An application of thls approalh to 

orientation selection IS descnbed in 934 5 
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Appendlx D RelaxatIOn Labellmg Profiles for LoealizatlOn 
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Figure 0,4 Results of relaxation on the perfeet Input of Figure D 3(a) 

Three cOlllpatlblllty profiles arc tested 
peak operator 

(a) d2G(x) (b) 'box', and (e) non-linear 
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Appcndlx D Rel.1xatlon L.lbdhn~ Profiles tor loc.lhlatlon 
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Figure 0.5 Results of relaxation on degraded input of Figure D 3(b) 
Three compatlbllity profiles are tested 
pC3k operator 

(a) d2G(L) , (b) 'box and (c) non-llOear 


