
NOTE TO USERS 

This reproduction is the best copy available. 

UMI 





Tactile Display for Mobile Interaction 

Jerome Pasquero 

Department of Electrical & Computer Engineering 
McGill University 
Montreal, Canada 

August 2008 

A thesis submitted to McGill University in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy. 

© 2008 Jerome Pasquero 



1 * 1 
Library and Archives 
Canada 

Published Heritage 
Branch 

Bibliothgque et 
Archives Canada 

Direction du 
Patrimoine de l'6dition 

395 Wellington Street 
Ottawa ON K1A 0N4 
Canada 

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada 

Your file Votre r6f6rence 
ISBN: 978-0-494-66671-5 
Our file Notre r6f6rence 
ISBN: 978-0-494-66671-5 

NOTICE: AVIS: 

The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 

L'auteur a accorde une licence non exclusive 
permettant a la Bibliothgque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, preter, 
distribuer et vendre des theses partout dans le 
monde, a des fins commerciales ou autres, sur 
support microforme, papier, electronique et/ou 
autres formats. 

The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 

L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. Ni 
la these ni des extraits substantiels de celle-ci 
ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 

In compliance with the Canadian 
Privacy Act some supporting forms 
may have been removed from this 
thesis. 

While these forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 

Conformement a la loi canadienne sur la 
protection de la vie privee, quelques 
formulaires secondaires ont ete enleves de 
cette these. 

Bien que ces formulaires aient inclus dans 
la pagination, il n'y aura aucun contenu 
manquant. 

Canada 



To Tanya 



Abstract 

Interaction with mobile devices suffers from a number of shortcomings, most of which 
are linked to the small size of screens. Artificial tactile feedback promises to be 
particularly well suited to the mobile interaction context. To be practical, tactile 
transducers for mobile devices must be small and light, and yet be capable of dis-
playing a rich set of expressive stimuli. This thesis introduces a tactile transducer 
for mobile interaction that is capable of distributed skin stimulation on the fingertip. 
The transducer works on a principle that was first investigated because of its po-
tential application to the display of Braille. A preliminary study was conducted on 
an earlier version of the transducer. It concluded that subjects were able to identify 
simple Braille characters with a high rate of success. Then, a complete re-design of 
the transducer addressed the goal of integration in a handheld prototype for mobile 
interaction. The resulting device comprises a liquid crystal graphic display co-located 
with the miniature, low-power, distributed tactile transducer. Next, it was needed 
to measure the perceptual differences between the stimuli that the device could dis-
play. Our experiences with one evaluation approach raised questions relating to the 
methodology for data collection. Therefore, an analysis of the process was carried 
out using a stimulus set obtained with the device. By means of multidimensional 
scaling analysis, both the perceptual parameters forming the stimuli space and the 
evaluation technique were validated. Finally, two experiments were carried out with 
the objective to develop new mobile interactions paradigms that combined visual and 
tactile feedback. Both experiments modeled a list scrolling task on the device. The 
first experiment found a marginal improvement in performance when tactile feedback 
was employed. It also came at a higher attentional cost dedicated to operating the 
device. For the second experiment, the scrolling paradigm and the tactile feedback 
were improved. This lead to a decrease in the reliance on vision when tactile feed-
back was enabled. Results showed a 28% decrease in the number of key presses that 
controlled the visibility state of the scroll list. 



Sommaire 

Les interfaces des appareils portatifs sont cribles de problemes d'ergonomie informa-
tique, qui pour la plupart sont dus a la petite taille de leur ecran. Dans ce contexte, la 
generation de sensations tactiles offre une piste de solution interessante. Un afficheur 
tactile pour appareil portatif se doit d'etre compact et leger, tout en etant en mesure 
de recreer une vaste gamme de sensations. Sa consommation electrique se doit aussi 
d'etre faible. Cette these propose un transducteur qui repond a tous ces criteres. 
Ce dernier fonctionne en appliquant un champ distribue de deformations locales a 
la surface de la peau du bout du doigt. Dans un premier temps, le transducteur est 
evalue afin de juger de son potentiel a afficher des points Braille. Par la suite, la 
conception du transducteur est repensee afin de rendre possible son insertion dans 
un prototype d'appareil portatif. Le prototype consiste en un boitier qui peut etre 
tenu dans la main et sur lequel a ete fixe un ecran a cristaux liquides. L'etape suiv-
ante consiste en une exploration des differentes sensations tactiles que le prototype 
peut communiquer. L'identification des capacites d'affichage de l'appareil requiert 
une evaluation un peu plus approfondie de la technique utilisee. Cette derniere est 
eventuellement validee. Pour finir, deux etudes sont mises sur pied avec l'objectif 
de developper sur le prototype des applications qui associent un retour tactile a une 
information visuelle. Dans les deux cas, les sujets ont pour tache de faire defiler une 
liste d'elements qui est affichee sur l'ecran de l'appareil et de s'arreter sur une cible qui 
leur est pre-indiquee. La premiere etude ne trouve qu'un gain marginal a l'utilisation 
du retour tactile. De plus, le retour tactile semble attirer l'attention sur l'appareil au 
detriment d'une attention qui devrait plutot etre portee a l'environnement. Pour la 
deuxieme etude, la metaphore de controle du defilement de la liste et le retour tactile 
sont tous deux ameliores. Les sujets sont presentes avec une liste qui est invisible 
sur l'ecran par defaut et qui ne devient visible que lorsqu'une touche est appuyee. 
Les resultats obtenus pour la deuxieme experience montrent une diminution de 28% 
du nombre de fois que les sujets font appel a la touche lorsque le retour tactile est 
present. Ceci semble suggerer que le retour tactile peut diminuer la dependance a 
l'information visuelle. 
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Chapter 1 

Introduction 

Mobile Interactions 

Mobile devices, such as PDAs, mobile phones and portable music players embody 
the essence of readily available and distributed computation that is embedded in our 
environment. Rich interactions with both information and people are now possible 
from anywhere, at any time, with almost no overhead and even while in motion. 
Mobile devices are constantly decreasing in volume and weight, but continue to 
provide access to ever-increasing computational power that is available on-the-move. 
While there seems to be no limit to how much mobile technology can connect us to 
both the digital and the physical worlds, mobile devices offer their share of challenges. 

For one, mobile devices suffer from small display sizes. This situation is not likely 
to improve significantly as their popularity is precisely based on the fact that peo-
ple do not like to carry around devices that are encumbering. The limited screen 
real-estate afforded by mobile devices means that information visualization is re-
stricted [39,80,179]. 

Designing for appropriate levels of intrusiveness and interruption is a significant 
challenge for mobile interface designers. Sensorial overload and intrusiveness are 
known issues with modern human-computer interaction technology. Graphical and 
auditory information is incessantly assailing our senses and the channels for percep-
tual communication are becoming saturated. In a mobile context, users might be 
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walking at the same time they are talking on the phone or sending an email with their 
PDA. This adds to the already heavy cognitive burden they are confronted to [123]. 
Moreover, attention in a mobile environment also tends to be more fragmented than 
in its desktop equivalent [60,109]. 

Mobile interaction also suffers from another important drawback of modern tech-
nology, though it is less often reported. An easy and readily available access to the 
digital world has distanced us from the physical world because our interactions are 
too often confined to the use of miniature screens and keypads [65]. Because they 
must remain small and cheap, mobile devices are usually made of miniature push-
buttons and dials that display very limited haptic feedback. For the same reason, 
their ergonomics is often awkward. By contrast, the click of a latch (e.g., when clos-
ing a cupboard), the inertia of a knob (e.g., when opening a door) and even the feel 
of a texture (e.g., when choosing a fruit that is ripe) are integral parts of our daily 
interactions with the physical world. Mobile devices, while not its only instigator, 
contribute greatly to the loss of physicality experienced because they feel unnatural. 

A Role for Tactile Feedback 

The use of artificial tactile feedback offers solutions that seem particularly well suited 
in the context of mobile interactions. Touch is an intimate sense that fits well with 
the personal nature of mobile devices. More importantly, because users keep their 
mobile devices at hand or close to their body, they are in constant contact with the 
interface and are likely to feel any feedback provided by the device. 

Conveying information through touch offers many potential advantages for mobile 
interactivity. For instance, it can: 

• Diminish the need for frequent glances at the graphical information on the 
screen [131]. This can free part of the visual attention and therefore allow 
mobile users to carry out other tasks while constantly monitoring their device 
in the background. 

• Be useful in noisy environments where audio signals cannot be heard or in very 
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quiet environments where they quickly become intrusive. Touch feedback is 
also significantly more discrete than its audio and visual counterparts when 
privacy is an issue. 

• Grab a user's attention (e.g., to communicate a sense of urgency), as illustrated 
by how a tap on the shoulder can make us shift our focus to the interrupter. 

• Reinforce or complement a message conveyed primarily by another modality, 
in the same way that a "new mail" icon is often accompanied by a short audio 
signal on a personal computer. 

• Compensate for the downsides of miniaturization. For instance, it could guide 
text input on a small keypad by returning tactile sensations that correspond 
to what was just entered. This can be particularly valuable in environments 
where the screen is difficult to see or simply when entering text is an intricate 
operation because of the awkward size of the input buttons. 

• Restore physicality to our experience with mobile devices. Our motor skills are 
deeply coupled to our sense of touch and the sensation that we are manipulating 
real and natural physical objects can be partially restored by providing artificial 
tactile feedback [96]. 

Problem Statement 

While the advantages of using tactile feedback for mobile interactions are becoming 
apparent, attempts at making working prototypes are still quasi-inexistent (see [26, 
45] for very rare exceptions). To be practical in a mobile context, the transducers 
for tactile interactivity must be small and light. They must require low power and 
must be safe and robust at the same time. Considering the state of the art (more 
on this in section 2.4.1), it is not surprising that only small rotary vibrating motors 
are currently used in commercial mobile devices [63,94], When compared to the 
full gamut of real-life tactile interactions, this approach can be limited in expressive 
capabilities. The full role that tactile feedback can play in mobile interaction can 
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only be revealed with the development of artificial tactile feedback that is rich in 
information content. Consequently, there is a clear need for miniature distributed 
tactile transducers that are capable of displaying large sets of tactile stimuli that are 
easy to differentiate. 

Approach 

One way to start fulfilling this demand consists of using an up-to-now unexplored 
mode of interaction that differs from the conventional approach of indenting the 
skin. When a wave of localized deformations travels tangentially on the fingerpad 
skin, one typically experiences the illusion of a small feature sliding under the finger. 
The phenomenon can be reproduced by electromechanical means by using an array of 
piezoelectric bending actuators.1 The resulting sensations created this way can vary 
according to a multitude of parameters such as frequency, amplitude, trajectory and 
speed of the traveling wave. This allows for the display of a set of rich and diverse 
tactile stimuli. 

Thesis Overview 

This thesis tells the story about a tactile transducer for mobile interaction, from 
its inception to its initial validation. The transducer was integrated in a handheld 
case that constitutes, to the author's knowledge, the first realistic prototype of a 
mobile handheld interface capable of direct-contact distributed tactile feedback. The 
resulting device is referred to as the Tactile Handheld Miniature Bimodal (THMB) 

device. 
lrThe underlying mechanisms that make this illusion work are beyond the scope of this thesis. 

The reader is referred to [171] for a partial explanation based on a contact mechanics analysis. 
In brief, Wang and Hayward suggest that, under certain conditions, an electromechanical display 
capable of lateral skin deformation can generate strain tensor fields that are undistinguishable 
from the fields created by a sinusoidal surface sliding on the fingertip. Prom the central nervous 
system's point of view, both stimuli are equivalent and they are therefore resolved as the same 
tactile sensation. 
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Chapter 2 reviews the sense of touch when seen from the point of view of a 
communication channel, because good design for tactile interaction should be guided 
by a good understanding of touch. It provides a background overview of different 
attempts at using the sense of touch to convey information to a human user by 
artificial means. The different mechanisms by which the human body encodes and 
decodes tactile information internally are also covered. Finally, state-of-the-art in 
fingertip tactile display technology is reviewed. 

The three chapters that follow are reproductions of manuscripts that were pub-
lished for publication. Taken together with the last chapter (Chapter 6), they make 
the core of this thesis which can be thought of as a chronological account of how the 
THMB device was motivated, designed, characterized and exercised respectively. 

Chapter 3 describes an electromechanical prototype that generates lateral skin 
deformation on the fingertip to display Braille dots. The prototype, called Virtual 
Braille Display (VBD) is, in essence, the predecessor to the THMB transducer. It 
consists of a linear array of piezoelectric benders that can be programmed to apply 
patterns of local deformation to a user's fingerpad. This early device was used for 
a preliminary feasibility study that assessed the potential of using the technology to 
display Braille characters. Results and insight collected during the manufacturing 
of the VBD and the feasibility study that followed informed many subsequent design 
decisions during the development of the THMB device. Concepts that are introduced 
in this chapter are often revisited in some form or another in the later chapters. 

Chapter 4 provides rationale for building the THMB transducer, and integrating 
it into a handheld device with a Liquid Crystal Display ( L C D ) . The THMB device is 
described in details so that it can be reproduced easily. The goal for building this 
prototype was to construct a platform that allows the exploration of application-
specific studies of information manipulation in the small space available on a mobile 
device. 

Chapter 5 validates an experimental technique that is used to identify the un-
derlying perceptual parameters of a set of tactile stimuli. The technique, known 
as cluster-sorted Multidimensional Scaling ( M D S ) , was popularized by MacLean and 
Enriquez as a rapid method to measure and characterize the perceptual distances 
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between a group of tactile stimuli [97]. It is useful in identifying which tactile stim-
uli are easy to discriminate for users. However, the assumptions and ramifications 
associated with using the technique had never been analyzed. This chapter takes a 
closer look at cluster-sorted MDS and points out its impact on the conclusions that 
can be drawn from it. Because the analysis is illustrated with sample data directly 
taken from a set of stimuli generated with the THMB, the expressive capabilities of 
the device are also explored. 

Chapter 6 pursues the exploration of applications-specific studies with the THMB 

device. It describes the design and experimental evaluation of a multimodal scrolling 
interaction that combines visual and tactile feedback. This work fits under the 
overarching goal of finding how direct-contact tactile feedback can provide added-
value in a mobile environment in terms of both performance and comfort. The 
chapter describes the results of two experiments that evaluate the effect of tactile 
feedback on user attention allocation and reliance on vision. 

Chapter 7 concludes the thesis with a review of its main findings and states 
potential future work. 
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Summary of Contributions 

This thesis describes the following contributions: 

• The design and implementation of an electromechanical prototype capable of 
displaying Braille dots by means of varying patterns of localized tangential skin 
deformation on the fingerpad. 

• The reduction to practice of a miniature distributed tactile transducer that is 
integrated in a prototype of a handheld mobile device. This device makes it 
possible to deploy a rich set of multimodal mobile interactions with co-located 
visual and tactile feedback. 

• The formal validation of the cluster-sorted multidimensional scaling method 
for use in the perceptual characterization of new tactile feedback paradigms 
and devices. 

• Experimental demonstration that artificial tactile feedback in mobile interac-
tions can decrease the visual attentional load during scrolling tasks, comprising 

— the design of a scrolling interaction controller on a mobile device prototype 
that enables anticipatory control, and 

— an experimental method to unobtrusively measure subjects' attentional 
visual behavior. 



Chapter 2 

Background 

2.1 Introduction 

The tactile channel is adept at extracting information present in naturally occurring 
tactile sensations (e.g., appreciating the texture of a fabric). Information can also be 
conveyed by tactile stimuli that are artificially produced with a view to enhancing 
human-computer interaction (e.g., the "buzz" of a cell phone). Another possibility 
is to seek to replicate naturally occurring sensations for virtual reality applications 
as in a training simulator. Human-computer interaction technology (HCI) already 
leverages touch for information transfer. For instance, the click experienced when a 
character is entered on a keyboard informs the user of the occurrence of the event. 
However, it is only recently that HCI has attempted to use touch to close the commu-
nication loop from the computer to the human in a programmed manner. Typically, 
computer interfaces rely mostly on vision and audition to supply information [56], 
when, in fact, people spontaneously and unconsciously rely on touch to explore and 
experience their environment [130]. 

The design of artificial tactile feedback is a new research area with exciting appli-
cations. In HCI, artificial tactile feedback aims at communicating contextual informa-
tion. Such interactions take advantage of the touch channel to provide information 
with minimal distraction to the awake individual. Consider how the sensation of a 
sharp edge experienced while holding a glass is an indication that it is likely cracked. 
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Similarly, devices able to supply tactile feedback artificially could communicate status 
information (e.g., to indicate the presence of a message) or instructions to navigate 
in an unknown environment (e.g., "turn right"). 

There is growing demand for communication through touch because of the in-
creased number of opportunities in a wide range of areas such as entertainment (e.g., 
computer paddles), medical technologies (e.g., virtual surgery training, sensory sub-
stitution), research (e.g., study of perception), and many more. Research on tactile 
displays has been focused mainly on devices that apply normal indentation to a user's 
fingertip. In most cases, this is achieved through the vertical movement of miniature 
pins against the skin to reproduce small-scale shapes or textures. In general, how-
ever, artificial tactile feedback can be supplied by electromechanical devices, called 
tactile displays, which operate according to a wide variety of principles. 

In this chapter, we first consider early and recent research on the development 
of artificial tactile communication. Then, we review current models of the encoding 
of tactile information in humans before examining the state-of-the-art for tactile 
displays.1 While much remains to be discovered, we believe that these findings can 
guide the design of an artificial language for touch. 

2.2 Tactile Communication 

2.2.1 Tactile Languages 

Nearly five decades ago, Geldard advocated that the sense of touch constituted a 
"neglected sense of communication" [51]. He noted that, while the visual and audi-
tory systems were superior at spatial and temporal discrimination respectively, the 
somatosensory system was capable of both. Therefore, touch was particularly suited 
when hearing or sight were not available. 

Others before Geldard had attempted to use touch as a communication channel. 
One example was Gault's Teletactor sensory substitution system that displayed the 

1Our review is limited to cutaneous touch, i.e., related to the stimulation of the skin. We are 
mainly concerned with the mechanical deformation of the skin and leave out pain and temperature 
sensations. 
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mechanical equivalent of speech sounds onto the skin by means of an electromechani-
cal device [49]. The goal was to use the skin to "hear". This approach, unfortunately, 
suffered from a disregard of some inherent properties of touch. The fundamental fre-
quencies required for proper speech comprehension precisely lie outside the range 
where tactile frequency discrimination is the highest; thus, the communication de-
vice and the receptive system were simply not matched. 

The example above illustrates how the development of an artificial tactile lan-
guage demands a set of rules that is matched to the somatosensory system's capabil-
ities and limitations. Following this premise, Geldard and his colleagues went on to 
develop "Vibratese", a tactile language based on both practical considerations and 
on results from a set of controlled psychophysical experiments on tactile discrimi-
nation [50]. Vibratese was composed of 45 basic elements - the tactile equivalent 
of numerals and letters - which were the intersection of three dimensions carefully 
chosen for their high tactile discriminability: signal amplitude, duration, and locus 
of interaction. The entire English alphabet and numerals 0 to 9 could be commu-
nicated this way. Geldard et al. reported that with proper training, legibility rates 
of more than 60 words per minute (wpm) were possible for common prose samples 
- i.e., reading rates approaching three times that of expert Morse code. The early 
successes of Vibratese in a laboratory context exemplify how careful design based 
on knowledge about touch is invaluable to the development of artificial tactile com-
munication. Unfortunately, to the best of our knowledge, Vibratese seems to have 
completely vanished. 

Throughout the years, Geldard's early work on the development of communi-
cation through touch has inspired various researchers, a large part of which were 
focusing on the development of tactile aids for deaf people from the 1960's to the 
1980's. Tactile aids aim at substituting a defective hearing channel for tactile dis-
plays capable of communicating ambient sounds (e.g., alarm, door bell, telephone 
ringing) or human speech. The reader is referred to [138] for a comprehensive review 
of the systems that were developed in and prior to those times. Interestingly, the 
challenges that were identified by the community then are very similar to the ones 
we are faced with today when developing a tactile language - mainly, the limitations 
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of the technology and an ongoing unsatisfactory understanding of touch. 
Noteworthy work from the 1980's on tactile communication for deaf people in-

cludes Brooks et al.'s tactile vocoder that they used to train subjects (both normal 
and deaf) to recognize tens of spoken common words (between 50 and 250) over 
training periods ranging from 24 hours to over 80 hours [17-19]. These successes 
can be explained partially by the use of an encoding mechanism better suited to 
human touch capabilities. Instead of directly converting audio frequency energy to 
mechanical skin stimulation (as for Gault's Teletactor covered above), Brooks et al. 
made use of a multi-channel encoding scheme by which speech frequency is displayed 
by the location of the stimuli on the skin and speech energy is communicated by 
stimulus amplitude. 

Another tactile language developed for sensory substitution can be found in 
Braille. Invented more than 175 years ago, Braille still contributes to giving the 
blind access to the written word. The Braille alphabet consists of a series of tactile 
patterns that replace the sighted's printed characters. Each character (e.g., letters, 
numerals, punctuation) is composed of a 2-by-3 array of raised or of absent dots that 
were originally embossed on paper. Nowadays, Braille is also displayed by computer 
peripherals, called refreshable Braille displays, that make use of an extra Ath row of 
dots to encode new characters such as . Despite the growing availability of other 
sensory substitution technology (e.g., speech synthesis), the Braille code remains an 
important access medium for the visually-impaired. Its success can be explained by 
a combination of factors. First, its physical characteristics (dot height, dot spacing, 
etc.) seem optimal for tactile discrimination [101,120]. Second, it is relatively easy 
to produce. In fact, with a punch and portable template it is possible to use it to 
take notes. This played a great role in its early success. Finally, the existence of con-
tracted Braille (made of abbreviations and contractions) makes it possible for expert 
users to read faster. With proper training, expert readers can reach reading rates of 
100 to 150 wpm for normal Braille - about half the speed typically reported for print 
reading - and up to 190 wpm with contracted Braille [101]. Unfortunately, profi-
ciency in Braille reading can only be achieved through extended amount of training 
(between 4 to 24 months). 
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Another example of a successful tactile communication system can be found in 
Tadoma, though it is much less widespread than Braille. Tadoma is a method used 
by a few deaf-blind to converse among each other and with those who can hear. It 
involves using the hands to monitor the lips movement and the vibrations from the 
vocal cords of the speaker by touching her or his face [127]. Tadoma experts are 
capable of high performance at understanding speech. 

Haptic displays that communicate speech artificially, such as the ones mentioned 
above, are still limited at delivering information and require extensive training. One 
exception is the Tactuator device, designed by Tan et al., whose design goal was 
precisely to achieve high information transfer with a set of tactile stimuli that could 
be learned with minimum training [150]. The Tactuator is a haptic display capable 
of single-contact kinesthetic and tactile feedback to the thumb, the index finger 
and the middle finger. Tan et al. developed stimuli that were carefully designed 
for optimal discriminability. Based on results from two identification experiments, 
they estimated that the Tactuator was capable of achieving maximum information 
transmission rates of 12 bits/sec — i.e., comparable to that of Tadoma.2 

2.2.2 Touch Iconography 

Geldard's early efforts to develop Vibratese were partially motivated by the need 
to alleviate the cognitive load imposed on the visual and auditory channels by our 
environment. In his work, he also suggested using touch as a medium to grab a user's 
attention or to communicate a sense of urgency. Interestingly, his ideas are more 
pertinent than ever in today's modern world where we are constantly bombarded 
with visual and auditory information from a panoply of technological devices. In this 
computerized age, our attention is in constant demand. Whether we are working on 
our personal computer, trying to keep track of a busy schedule with a personal digital 

2By considering the communication device and the human observer as connected systems, it is 
possible to make measurements about the amount of information that is transmitted. The amount 
of input information corresponds to the physical characteristics of the device's output stimuli. The 
amount of output information is related to what the human observer perceives. Finally, the amount 
of transmitted information is expressed by how many stimuli can be discriminated (i.e., the overlap 
between the input and output information) [102], 
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assistant (PDA) or driving a car, we are continually requested to shift our attention 
to information that must be attended to immediately: an icon on the computer 
suddenly appears to signify that a new email was just received; a PDA starts ringing 
to indicate that there are five minutes left before the next meeting; an icon on the 
dashboard is flashing to inform the driver that the gas tank is almost empty! With 
the explosion of the number of features and functionalities that has accompanied the 
increasing availability of visual and auditory interfaces, the amount and complexity of 
the information communicated through these sensorial channels have reached levels 
never attained before. Such pressure on our visual and auditory modalities saturates 
them to the point that important information does not get communicated anymore. 

For the reasons stated above, Geldard's idea of using touch as a communication 
channel has recently been revisited with the development of artificial tactile pat-
terns such as haptic icons [97] and tactons [15,16]. Haptic icons are short haptic 
or tactile signals rich in contextual information that are typically delivered via sim-
ple electromechanical means. These signals may have varying degrees of structural 
complexity. They share with their graphical and auditory counterparts the func-
tion of communicating low-level, abstract information such as the state or function 
of an object or the occurrence of an event. For their part, tactons are defined by 
Brewster and Brown as "structured, abstract messages that communicate complex 
concepts non-visually [to the skin]" [12,16]. They are, therefore, quite similar to 
haptic icons with the difference that they result from the general philosophy behind 
auditory icons ("earcons") and make use of concepts typically associated with music 
and speech synthesis (e.g., rhythm, vibration, pitch) [132], 

The sought attributes for haptic icons are not different from those of their visual or 
auditory counterparts. First and foremost, haptic icons should be practical, reliable, 
quick to identify and pleasant to the tactile sense without being too distracting. 
Therefore, they should be designed with consideration for context and task: they 
should not get in the way of the goal but should support it. In order to bring added-
value to an interaction, haptic icons must be easy to learn and memorize; they must 
carry evocative meaning or at least convey a discernible emotional content. Finally, 
they should be universal and intuitive, while, at the same time, support increasing 
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levels of abstraction as users become expert through repeated use.3 

Recently, MacLean et al. have started applying and developing tools and meth-
ods to measure the discriminability of haptic icons in order to inform their de-
sign [25,95,97,118,152], This research addresses questions such as: What consti-
tutes a meaningful artificial tactile signal? How should it be generated and delivered? 
What role does attention play on tactile perception? How many haptic icons can an 
average user remember? Answers to these questions are starting to emerge. For 
instance, a recent study by Chan et al. found that seven vibrotactile icons could 
easily be learned in the absence of workload and with minimum training [25]. It also 
demonstrated how workload conditions, simulated with visual and auditory distrac-
tors, can significantly affect the time it takes for a user to detect a transition between 
two different icons. Taken together, these findings are of major importance to the 
development of haptic iconography. 

2.3 Encoding of Tactile Information in Humans 

From the time the skin is stimulated (e.g., by a pointy object) to the resulting percep-
tion (e.g., a localized prickly sensation), a variety of complex mechanical, perceptual 
and cognitive phenomena take place. At first, skin undergoes deformation that is 
mediated by diverse mechanoreceptors underneath the surface. Next, these receptors 
encode and transmit the stimulus to the central nervous system where it is integrated 
and relayed to increasingly higher levels of brain processing for interpretation. Psy-
chological factors, such as attention and emotion also play an important role in 
the perceived sensation. Designing for meaningful tactile communication should be 
guided by a broad and integrated knowledge of how tactile information is encoded, 
transmitted, and processed at various stages of a tactile interaction. 

3This process is referred to as "chunking" [22] and is well illustrated by the successes of contracted 
Braille with expert readers. 
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2.3.1 Modes of Skin Stimulation 

A good understanding of the different modes of mechanical stimulation afforded by 
the skin sets the ground for a wide range of skin interactions; the skin can be tapped, 
vibrated, stretched, compressed, indented, heated, and more. While designing for a 
tactile display capable of multiple modes of stimulation, Kim et al. have argued that 
touch sensations should be restored in upper extremity amputees in the following 
order: (i) contact, (ii) pressure (iii) vibration (iv) temperature, (v) shear force and 
(vi) fine shape discrimination [83]. It is interesting to note, however, that the ordering 
of this list only applies to the field of rehabilitation. When designing for mobile 
interactions, a tactile display capable of reproducing fine shapes is likely to be more 
useful than a temperature display. 

While not unique among all the perceptual systems in its property to convert 
external mechanical energy to internal neural impulses - the eardrum also carries 
out a similar function - the somatosensory system is the only one that offers such a 
wide surface for interaction. Skin is the largest organ of the body and covers almost 
2 m2 in an average adult. Therefore, in addition to the basic engineering attributes 
that are typically considered for the coding of artificial perceptual information (e.g., 
amplitude, frequency, duration, resolution and signal waveform), an extra dimen-
sionality can be found in varying the locus of interaction [50,73,74,162]. This is 
typically achieved by using a collection of tactile stimulators that are distributed 
across the human body or sections of it. Bach-y-Rita et al.'s tactile television ap-
paratus is an early example of such an approach [2]. Their system consisted of a 
2D array of vibrotactile actuators that was mounted to the rear of a wheelchair to 
allow the projection of visual information by tactile means. Visually-impaired users 
were submitted to various vibrotactile patterns projected onto the skin of their back. 
Complex patterns could be communicated this way to trained users. 

The Optacon, a 1970s commercial sensory aid for the blind, is another example 
of an early tactile display capable of encoding information by varying the locus of 
interaction, but with an important distinction. Instead of stimulating the hairy skin 
of the back, the Optacon activates the receptors located in the glabrous skin of the 
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fingertip (more on this in section 2.4.1). Hairy skin and glabrous skin share many 
physiological and perceptual properties. However, the difference between their re-
spective spatial acuity justifies considering the two perceptual sub-systems separately 
when designing for tactile communication. While the use of vibrotactile stimulation 
in its current technological form is likely to exploit most of the perceptual capabilities 
of hairy skin, it is not sufficient to encode all the different percepts that glabrous 
skin can detect (e.g., fine texture, small disparities, etc.). For the purpose of this 
thesis, we are mainly interested in the tactile stimulation of the glabrous skin of 
the hand which is in direct contact with the mobile device. Nevertheless, knowledge 
about tactile sensations in the hairy skin will be addressed whenever necessary. For 
now, the reader is referred to [75] for a review of the perception and generation of 
vibrotactile stimuli on the hairy skin. 

2.3.2 Skin Anatomy and Neurophysiology 

Merkel Cell 
Meissner 
Corpuscle 

Ruffini Ending 

- Pacinian Corpuscle 

Fig . 2 .1 Mechanoreceptors of the glabrous skin (drawing adapted 
from [1]). 

Microneurographic studies in humans and monkeys have revealed the presence of 
four types of skin mechanoreceptor afferents in the glabrous skin (Fig. 2.1). These 
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are characterized by the size of their receptive field (type I for small and well-defined 
borders and type II for large and poorly-defined borders) and their adaptation rate 
to a stimulus (Slowly Adapting [SA] and Rapidly Adapting [RA]). Collected evidence 
indicates that Merkel cells (SA-L), which innervate the fingertip skin at 100 units/cm2 

in humans, are mainly responsible for the detection and identification of spatial pat-
terns such as Braille dots and sharp edges [71,72,121], Meissner corpuscles (RA-L), 

which are even more densely packed in the human finger (150 units/cm2), are thought 
to be only, but highly, sensitive to dynamic skin deformation over a wide and uni-
form receptive field. Unlike Merkel cells, Meissner corpuscles poorly resolve spatial 
information but rather account for the detection and the neural encoding of skin 
motion. They detect low frequency vibrations and are responsible for signaling rapid 
state changes used for the accurate control of grip forces in prehension. Pacinian 
corpuscles (RA-II) are extremely sensitive to the smallest skin motion (in nanome-
ters) and are mostly responsible for the perception of high frequency stimuli with 
peak responses between 200-300 Hz [71]. Therefore, they probably account for the 
remote perception of an object via a tool. Finally, the role of the Ruffini endings is 
still widely unknown, a puzzle that is accentuated by the fact that Ruffini endings 
were not found, neither in the glabrous skin of monkeys, nor in the human fingerpad 
skin [105,111,113], 

Knowledge about the neural mechanisms that govern the peripheral encoding of 
tactile information is also limited. Phillips and Johnson listed four candidates for 
coding texture [122]: spatial codes, temporal codes, spatiotemporal codes and codes 
based on intensity. The results of psychophysical and neurophysiological experi-
ments allowed them to confirm that SA-L units are most likely to resolve spatial 
detail [72,183]. Smith et al. believe that both spatial and temporal codes are used 
to encode roughness [141]. Results from a roughness discrimination experiment with 
lubrication suggest that the rate of variation in tangential stroking force is impor-
tant in the subjective determination of roughness. This finding is consistent with the 
presence of a temporal encoding mechanism. Nevertheless, Smith et al. also noted 
that any roughness estimation requires a minimum surface contact between the skin 
and the texture, an observation that supports spatial coding. Models of tactile in-
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formation transmission, such as the ones above, are typically based on variations 
in mechanoreceptor firing rates. However, more recently, Johansson and Birznieks 
have put forward the idea that complex skin spatial events might be coded by the 
sequence in which different afferents initially discharge [69]. 

2.3.3 Skin Biomechanics 

Results from a recent in vivo study of the skin under local tangential deformation 
indicate strong non-linear skin properties such as hysterisis and creep [170]. Differ-
ent research groups have tried to develop models for the biomechanics of the skin 
to infer the resulting mechanistic behavior of the various mechanoreceptors located 
underneath the skin. One prominent model was put forward by van Doren who com-
pared it to measured data obtained through a psychophysical experiment on tactile 
sensitivities [160]. The best match between his modeled and measured sensitivities 
was for predicted sensitivities based on normal strain at the mechanoreceptor levels. 
This is similar to Phillips and Johnson's finding of a model that is based on maxi-
mum compressive strain and that predicted spatial discharge-rate profiles measured 
in one type of afferents (SA-l) [121]. Others have suggested that strain energy density 
might be a better candidate for the encoding of shape, at least for SA-l receptors 
during static tactile sensing [144]. Despite the successes in matching models to psy-
chophysical data, it should be stressed that biomechanical models of the skin make 
use of idealistic assumptions such as a linear visco-elastic, homogeneous, incompress-
ible skin medium. In reality, skin is composed of different layers and elements (e.g., 
ridges, epidermis, dermis, papillae) that display a variety of complex biomechanical 
characteristics 

Biggs and Srinivasan have compared tangential deformation to indentation of the 
skin [11]. They used a basic continuum mechanics model to predict the strain energy 
density at the mechanoreceptors level, for both the hairy skin of the forearm and 
the glabrous skin of the fingertip. In a complementary experiment, subjects were 
asked to adjust the magnitude of a skin tangential force so that it was perceived at 
the same intensity as a reference force applied normally to the skin. Interestingly, 
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the predictions from the model roughly matched data from the psychophysical ex-
periment: results showed a higher sensitivity to normal forces than tangential forces 
at the fingerpad, and the opposite at the forearm. Based on these findings, Biggs 
and Srinivasan questioned the effectiveness of making use of tangential displacement 
of the skin for tactile displays. They concluded that, despite their interesting prop-
erties, fingertip tactile displays exhibiting tangential skin stimulation would suffer 
from serious drawbacks such as the inherent larger stiffness of the skin to tangential 
stimulation. 

2.3.4 Psychology of Touch 

Simple psychophysical experiments have unambiguously demonstrated the great sub-
tleties and capabilities of the tactile system. Mechanoreceptors are capable of both 
detecting very fine tactile features [145] and conveying crucial kinesthetic informa-
tion, such as finger joint position [40] or contact forces to the brain [55]. Similarly, the 
importance of skin tangential forces for object manipulation has long been demon-
strated [112,141]. It is well known that to prevent slips when holding an object, 
normal forces to the grip surface are applied in reaction to variations in the tangen-
tial forces sensed at the skin level. 

One debate that persists, however, is about the perceptual and physiological 
differences between active and passive touch. Active touch refers to the exploratory 
action of touching, whereas passive touch describes a stimulation of the skin brought 
about by some outside agent [54]. On one side, a few experiments tend to support the 
superiority of active touch over passive touch (e.g., [58]). On the other, concerns have 
been raised as to whether these experiments did really constitute a fair comparison 
because they neglected to provide equivalent information in both modes [128]. Vega-
Bermudez et al. found no significant difference in performance between the passive 
and active tasks of recognizing tactile letters, which suggests that the sensory neural 
mechanisms underlying both exploration modes are identical [164], Surprisingly, 
contrary evidence suggests there does exist a phenomenon known as gating by which 
the transmission of tactile inputs to the primary somatosensory cortex is decreased 
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during active exploration. Chapman notes that the effects of gating during active 
touch are likely compensated by other mechanisms that can enhance performance, 
such as attention and hand movement [27]. This could explain why a superiority of 
passive touch is rarely reported in the literature (see [98] for an unusual exception). 

Various space and time interactions among tactile stimuli, and their effects on 
perception, are commonly reported (refer to [52,137] for overviews of the most im-
portant ones): 

• Masking is a phenomenon by which the performance at identifying a target 
stimulus is decreased by the prior or subsequent presentation of a masker stim-
ulus [30,35-37]. To reduce the undesirable effects of temporal masking, Craig 
suggests increasing the interval between two successive stimuli [35]. On the 
other hand, he also notes that this can only result in lower rates of tactile com-
munication since masking is related to the time interval between the onsets of 
the target and the masker. Similarly, increasing the spatial distance between 
the masker and the target, such as displaying them on two different fingers, will 
likely decrease the effects of masking; however, it will also introduce undesired 
outcomes due to the extra attentional load imposed by having to concentrate 
on both stimulation sites simultaneously. 

• Vibrotactile adaptation, or the tendency for sensitivity to decline with prior 
exposure to a vibratory stimulation above threshold, is yet another example of 
tactile interaction. Adaptation is clearly reported by a handful of psychophys-
ical experiments that either found an increase of the sensitivity threshold or 
a decrease of the perceived intensity following the exposure to a conditioning 
vibrotactile stimulus [6,166,167]. Fortunately, the effect is not permanent and 
proper time gaps between the conditioning stimulus and the target can avoid 
it all together. Accumulated evidence suggests that neural adaptation takes 
place both at the mechanoreceptors level (i.e., expressed by a decrease in firing 
rates), and at higher perceptual levels [6]. 

• Vibrotactile enhancement is a well-reported time interaction with an effect 
that is opposite to that of adaptation [53,166]. It is expressed by an increase 



2 Background 21 

in the magnitude estimation of a vibrotactile target stimulus following the 
presentation of a conditioning stimulus with significantly higher magnitude. 

• The tactile equivalent of visual change blindness has also been recently observed 
with vibrotactile stimuli [46,47]. Change blindness is manifested by the failure 
to detect change in a tactile pattern that is presented repeatedly in between 
stimuli. 

Interactions between stimuli have important implications for the future design 
and implementation of tactile displays, but they are not utterly drawbacks to the 
conception of an artificial tactile language. Some researchers have suggested tak-
ing advantage of well-known tactile phenomena to compensate for the technological 
limitations of tactile displays. Technological constraints make it difficult to pack 
miniature actuators in a tactile display densely enough to match the fingertip's spa-
tial resolution. To this effect, it was suggested that the saltation effect (or "rabbit" 
effect) be used to convey the sensation of motion in between actuators of a tactile 
display with limited spatial density [52,67,151]. The "rabbit" effect is the sensation 
that a stimulus is progressively "jumping" between two stimulation points. It is 
generated by delivering a series of successive taps, first at the departure point and 
then at the arrival point. The resulting illusion of smooth motion between the two 
points is strong and convincing but requires that the stimuli be delivered with tight 
temporal control. 

2.4 Distributed Tactile Displays 

Numerous research groups around the world have tackled the problem of building 
useful and cost-effective tactile displays that allow for rich tactile communication. 
The challenge is not a trivial one. Simplified tactile displays already play a role in 
tactile communication, as seen by the widespread use of vibrating hand-held devices 
(e.g., cell phones and PDAs). These devices rely on a single actuator (e.g., on/off ec-
centric rotating motor, voice coil);4 consequently, their expressive capabilities remain 

4See Audiological Engineering Corp. Tactaid™ - www.tactaid.com. 

http://www.tactaid.com
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limited. Rich tactile communication, on the other hand, requires distributed displays 
comprising high-density arrays of high-performance miniature actuators. There is no 
alternative to reproducing the complex patterns of skin deformation that occur at the 
fingertip when we touch an object (e.g., [91]). This situation is analogous to visual 
signal communication. While simple abstract communication can be achieved with 
a single light source, e.g. a flashing light to signal Morse code, a larger amount of 
information can be transmitted with a two dimensional array of pixels (i.e., a field). 
Given the current state of the technology and the scale of the actuation mechanisms, 
packing a high density of individually controlled actuators on a small surface remains 
a challenge. By comparison, screen technology is much more mature. 

2.4.1 State of the Art 

Most attempts to date at building distributed tactile displays have focused on devices 
that stimulate the fingertip because of its high tactile acuity.5 Some have considered 
other regions (e.g., the tongue and mouth [3,154], the back [2], the torso [134,163], 
the thighs [32]). Generally, distributed tactile displays operate by indenting the skin 
with arrays of pins that raise out of a surface in order to create a discrete represen-
tation of a texture or a small-scale shape [84,119,161]. Other techniques make use of 
actuators that vibrate [23,62,147], that heat up [59,64], that blow pressured air [1], 
that change shape when submitted to an electric or magnetic field [8,156], that create 
small currents through the skin [78,79], and more (refer to Fig. 2.2). Among the 
most employed actuator technologies, we find shape memory alloys (SMA), piezoelec-
tric ceramics, motors, pneumatic valves, Peltier elements, rheological fluids, pistons, 
electrodes, and others. Most of the time, these actuators are used to apply direct 
deformation of the skin. They are, therefore, subject to high force and size require-
ments because the skin is a tough medium. For this reason, it has also been suggested 
to make use of actuator mechanisms that do no active work against the fingertip skin, 
but instead lock skin contactors into passive mechanical states. This approach offers 

s The lips and tongue are more sensitive to tactile stimuli than the fingertip but, by far, they do 
not have its spatial resolution. Moreover, using these organs for tactile communication is impractical 
and can even be inappropriate in some situations. 
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Technologies 

Electrostatic 

Piezoelectric 

Motors 

Shape Memory Alloys 

Electromagnetic Micro-Coils 

Air Jet 

Pneumatic Valve and Dimple 

Peltier Elements 

Surface Acoustic Wave 

Acoustic Radiation Pressure 

Electrostimulation 

Ionic Conducting 
Polymer gel Film (ICPF) 

Pressure Valve 

Tang & Beebe. 1998 

Interaction Modes 

Friction 

Normal Indentation 

Lateral Skin Stretch 

Makino et al., 

Shear 

Electrocutaneous 

Suction Pressure 

Fig. 2.2 Examples of combinations of modes of interaction and actua-
tor technologies for the design of tactile displays. 
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potential for smaller actuators but it also has the drawback of requiring users to 
actively explore the actuated surface [155]. 

A number of technologies and modes of interaction have been prototyped, each 
combination yielding its own set of properties (The reader is referred to table A.l 
of the appendix for a summary of the advantages and drawbacks of each technol-
ogy). Recently, hybrid systems that make use of more than one technology and/or 
interaction mode have started to emerge [4,83,180,185]. Unfortunately, most of the 
distributed tactile displays for the fingertip built to this day fail to convey meaningful 
tactile information and to be practical at the same time. The devices are too bulky 
or do not provide enough force to deform the skin. They are often constrained to a 
low bandwidth or are simply limited to a small number of actuators with low-spatial 
density. Lastly, they require constant maintenance or are too complex to operate 
most of the time. 

For the reasons stated above, distributed tactile displays have seldom made it 
to the commercial market. An exception is the Optacon, a device manufactured by 
Telesensory Corporation. The Optacon was composed of a 24-by-6 array of vibrating 
pins on which users would lay down their left index fingertip in order to read printed 
material [14,34], Each pin of the array could be made to vibrate at a fixed frequency 
(around 230 Hz) or kept idle by the device's control system. The system also included 
a camera to allow the real-time conversion of optical information into an equivalent 
vibrotactile pattern. Typically, visually-impaired users would scan printed text with 
the camera probe in their right hand and feel the resulting tactile image under 
their left fingertip. Reading required dozens of hours of practice, but the device 
was embraced enthusiastically by a large part of the blind community. With proper 
training, reading rates could reach 50-100 wpm. Unfortunately, manufacturing of 
the Optacon was eventually discontinued because it was not commercially viable. 

Another early inspirational example of a tactile display can be found in [31], 
where Cholewiak and Sherrick noted that "[f]or a given waveform (e.g., sinusoidal 
bursts, rectangular pulses, or haversine pulses), there exists no qualitative difference 
between tangential and perpendicular stimulation". Their device was composed of 
a vibrotactile matrix made of small piezoelectric benders that stimulated the palm 
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of the hand at a fixed frequency (250 Hz). The system provided for a simultaneous 
refresh of all of the elements in the array with each one being set to one of 64 
possible activation intensities. Cholewiak and Sherrick's ingenious device allowed 
them to experiment with the delivery of complex spatiotemporal patterns to the 
skin, but only vibrational patterns could be displayed. 

The transducer that is described in this thesis also makes use of an array of 
vertically mounted piezoelectric benders (bimorphs) to generate lateral skin stretch. 
It is capable of more than vibrotactile stimulation. Users typically lay their index 
finger directly on the top of the bimorph array. Applying individual control voltages 
across the piezoelectric bimorphs makes them bend at their tip, which in turn creates 
a distributed tangential deformation of the users' fingerpad skin. The bending of the 
bimorphs is controlled by a personal computer, which makes it possible to deliver 
programmable dynamic patterns of lateral deformation to the skin. 

2.5 Summary 

In 1960, Geldard noted that "almost any certain fact about somesthetic functioning is 
likely to prove valuable [to the development of tactile means for communication]" [51]. 
Unfortunately, as illustrated in section 2.3, the exact fundamental mechanisms gov-
erning the sense of tactile touch remain open for debate. This reality makes it 
difficult to infer practical considerations for the design of tactile stimuli and tactile 
displays. Designing an optimal tactile display requires a precise knowledge of the so-
matosensory system, which in turn, is one of the aspects we are trying to study with 
the device. Hence, we are caught in a vicious circle. Nevertheless, observations and 
insights collected from both the touch literature and personal experience at building 
tactile displays for the past few years should still guide our efforts. 

Touch can be an effective means for communication. This is demonstrated by the 
long lasting successes of Braille (and to some extent Tadoma). Over the years, Braille 
has proved invaluable to the blind community. Unfortunately, the years of training 
that are required to master Braille make it a language that cannot be accessible 
to everyone. Undoubtedly, there is room and potential for other means of artificial 
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tactile communication that do not require as much training and that can appeal to the 
masses. As noted by Geldard when he was developing the Vibratese system: "coding 
to letters and numerals is really a quite pedestrian way of getting meaning into tactile 
patterns" [51]. This suggests that the design of an artificial tactile language should 
be inspired by the wide diversity of rich tactile interactions that we experience with 
the world on a daily basis. To this effect, some researchers have started the study 
and development of a universal iconography for touch that aims, among other things, 
at alleviating the current cognitive load imposed by modern technology. 

Skin is a highly non-linear medium that acts as a filter between the stimulus 
and the mechanoreceptors. While the exact roles and functions of the different 
skin mechanoreceptors remain unclear, something is known about the psychology of 
touch; for instance, the effects of some complex interactions between tactile stimuli 
presented successively have been identified (e.g., masking, adaptation). These phe-
nomena can significantly impair the performance of tactile communication if they are 
not well understood or are simply ignored. Conversely, they can also be exploited to 
compensate for some limitations of the technology. Therefore, knowledge about the 
limits and capabilities of the somatosensory system should go hand in hand with the 
design of tactile displays. 

Rich and natural tactile communication that goes beyond single-point stimulation 
can only come from tactile displays that are capable of distributed interaction. Over 
the years numerous designs and technologies have been prototyped and some show 
potential but to this day none has succeeded at being both useful and practical. 
Failure to date can be partially explained by the technological challenge of having to 
pack a high number of fragile electromechanical actuators onto a small surface the 
size of a fingerpad. 

Overcoming the limitations of actuator technology is not sufficient to guarantee 
the achievement of a an artificial tactile language that is both usable and practical. 
Work on artificial tactile feedback also has to address the challenge of matching the 
tactile interactions to the tasks they are trying to augment. 
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Preface to Chapter 3 

This chapter appeared in 

Levesque, V., Pasquero, J., Hayward V., and Legault, M., Display Of 
Virtual Braille Dots By Lateral Skin Deformation: Feasibility Study, 
A CM Transactions on Applied Perception, Vol. 2, No. 2, pp. 132-149, 
2005 

which is itself an extended version of 

Pasquero, J., Levesque, V., Hayward V., and Legault, M., Display of 
Virtual Braille Dots by Lateral Skin Deformation: A Pilot Study, Proc. 
Eurohaptics 2004, Munich, Germany, June 5-7. pp. 96-103, 2004. 

This chapter lays the ground for the rest of the thesis. It introduces an early elec-
tromechanical prototype capable of displaying tactile sensations to users by means 
of a unique skin stimulation method. Results obtained from a preliminary study 
conducted with the prototype bear fundamental significance as they will repeatedly 
inform design decisions throughout the remaining work described in this thesis. 

Contributions of Authors 

The work described in this chapter is the result of a tight collaboration between 
Levesque and Pasquero. They were both responsible for the experimental design 
and the characterization of the device. They also contributed equally to running the 
experiments, analyzing the data and generating the figures and tables. Most of the 
work on the design and development of the hardware can be attributed to Pasquero. 
The software and tactile rendering was mostly the responsibility of Levesque. Prof. 
Hayward supervised the work and edited the manuscript. Finally Legault provided 
expertise on Braille reading and on designing for the visually impaired. 
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Display of Virtual Braille Dots by Lateral 
Skin Deformation: Feasibility Study 

Abstract 

When a progressive wave of localized deformations occurs tangentially on the finger-
pad skin, one typically experiences the illusion of a small object sliding on it. This 
effect was investigated because of its potential application to the display of Braille. 
A device was constructed that could produce such deformation patterns along a line. 
Blind subjects' ability to read truncated Braille characters ('oo', 'o*'. '•o', and ' •• ' ) 
using the device was experimentally tested and compared to their performance with 
a conventional Braille medium. While subjects could identify two-character strings 
with a high rate of success, several factors need to be addressed before a display 
based on this principle can become practical. 

mailto:permissions@acm.org
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3.1 Introduction 

3.1.1 Braille Displays 

Louis Braille's reading and writing system has given the blind access to the written 
word since the early 19th century. Braille characters replace the sighted's written 
letters with tactile equivalents. In the Braille alphabet, each character consists of an 
array of two columns and three rows of raised, or absent dots. Traditionally embossed 
on paper, Braille has more recently also been provided by refreshable Braille displays 
that generally add a fourth row of dots. Refreshable Braille displays were initially 
the only type of computer interface available for the blind. Despite the growing 
popularity of more affordable speech synthesis hardware and software, refreshable 
Braille remains a primary or secondary access medium for many blind computer 
users. 

Commercially available refreshable Braille displays have changed little in the past 
25 years. Today's displays do not differ substantially from what is described by [158]. 
Typical systems use cantilevered bimorph piezo-actuators (reeds) supporting verti-
cal pins at their free end. Upon activation, a reed bends, lifting the pin upward. 
Braille characters are displayed by assembling six or eight of these mechanisms in-
side a package called a cell (see Figure 3.1(a)). A basic system includes 40 or 80 
cells to display a line of text (Figure 3.1(b)), plus switches to navigate in a page 
(Figure 3.1(c)) [146]. 

(a) (b) (c) 

Fig. 3.1 Conventional Braille display: (a) cell actuation mechanism, 
(b) array of cells, and (c) picture of a commercially available Braille 
display (used with permission from Pulse Data International Ltd). 
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While the elements of these cells are simple and inexpensive, the cost is driven 
by the necessity to replicate the cell 40 or 80 times, or more if one contemplates 
the display of a full page. Typical Braille displays cost much more than a personal 
computer. 

3.1.2 Alternative Technologies 

In recent years many alternate designs have been proposed, all sharing the principle 
of raising individual pins, or dome shapes, out of a surface [13,129,182], In 2004 
alone, no less than six U.S. patents related to Braille cells have been granted, and 
many others are pending [e.g., [9,125,181]]. While most of the research focuses on 
reducing the cost of actuation, very little work is concerned with new approaches to 
the display of Braille. 

Of note is a system proposed by [153] who sandwiched discrete electrodes in a 
dielectric. The application of high voltage to these electrodes causes the skin to 
adhere locally to a glassy surface, thereby creating small tactile objects. Patterns 
resembling Braille characters could presumably be displayed with this method, how-
ever it appears to suffer from sensitivity to environmental factors such as humidity 
or skin condition. 

Several investigators proposed the idea of a single display moving with the scan-
ning finger rather than the finger scanning over an array of cells. [44] mounted a single 
Braille cell on a rail and activated its pins with waveforms resembling "pink noise" 
in an attempt to imitate the effect of friction of the skin with a pin. [126] designed 
an experiment with a Braille cell used in conjunction with a planar "Pantograph" 
haptic device in an attempt to dissociate character localization from character recog-
nition. The haptic device was programmed to indicate the location of the characters 
in a page, while the cell was used to read individual characters. Comparative tests 
were performed in different conditions with one or two hands. Again, the goal was 
to create an "array of Braille characters" with a single cell and reasonable reading 
performance could be achieved. 



3 Display of Virtual Braille D o t s by Lateral Skin Deformation: Feasibil ity S tudy 32 

3.1.3 Overview 

This paper reports on a feasibility study conducted to evaluate the potential of a 
new approach to the refreshable display of Braille. When the skin of the fingertip is 
locally deformed in the manner of a progressive wave, one typically experiences the 
illusion of objects sliding on the skin, even if the deformation contains no normal 
deflection [57]. An electromechanical transducer was designed to create such skin 
deformation patterns with a view to investigate the feasibility of displaying Braille 
dots. The novelty of this approach lies in that it creates a progressive wave of lateral 
skin deformation, instead of a wave of normal indentation [e.g., [161]] or localized 
vibration [e.g., [14]]. Our approach also relies on scanning motion, which is often 
mentioned as necessary to "refresh" the skin receptors and combat adaptation [44], 

The transducer that we constructed was similar in principle to the 'STRESS ' dis-
play [116], but had only one line of actuated contactors. This configuration allowed 
us to significantly increase the forces and displacements produced by the contac-
tors. The Braille dots created by this device were "virtual" in that we attempted to 
recreate only the essential aspects of the skin deformation occurring when brushing 
against raised dots without actual physical dots. 

The resulting system and the particular strain pattern — collectively termed 
"VBD" for Virtual Braille Display — were empirically designed with the assistance of 
the fourth author, a blind accessibility specialist, who also participated in the study 
in the capacity of "reference subject". 

An experiment was conducted to tune the pattern's parameters to create a sensa-
tion as similar as possible to that experienced when brushing against physical Braille 
dots. The legibility of strings of truncated Braille characters — those comprising a 
single row of dots — was evaluated with five Braille readers on the VBD, and on a con-
ventional Braille medium (embossed vinyl). The subjects' success rate and reading 
patterns were recorded and analyzed. 

The study shows that reading with the VBD is possible with a high legibility 
rate given some personalization of the strain pattern. Reading is, however, more 
demanding and error-prone than on conventional media. More importantly, the 
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study helped identify the strengths and weaknesses of the current prototype, and 
indicates how the device could be improved to yield a workable system. 

3.2 Virtual Braille Display 

3.2.1 Device 

The VBD device consisted of a tactile display mounted on a laterally-moving friction-
less slider (see Figure 3.2) and interfacing control electronics. 

Fig. 3.2 VBD device: (a) STRESS-type tactile display, and (b) display 
mounted on a slider with rotary encoder. 

Reading virtual Braille was done by applying the tip of the index finger against 
the tactile display and sliding it laterally, as shown in Figure 3.3. When activated, 
the tactile display caused lateral deformation to the fingertip skin, that could be 
varied in response to slider movement. The finger remained in contact with the 
display and dragged it along the reading surface. Although this principle could allow 
reading with multiple fingers, the width of the display limited the reader to the use 
of a single finger. 

Tactile Display 

The tactile display was made of a stack of twelve 0.38-mm-thick piezoelectric bender 
plates,1 sandwiched at their base between neoprene spacers and clamped between 
two rigid end-plates using four locating pins and four screws (see Figures 3.4(a) 

1Y-poled, 31.8 mm x 12.7 mm, High Performance Bending Motors from Piezo Systems Inc., part 
number T215-H4CL-303Y. 
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(a) (b) (c) 

Fig. 3.3 Interaction with the VBD: (a) strain applied during explo-
ration, (b) illustration and (c) picture of finger contact with the VBD. 

position pin 
screw 

(a) 

solder 

(b) 

conductive paint solder 

(c) 

Fig. 3.4 Assembly of the VBD'S tactile display: (a) perspective and (b) 
frontal views of stacked assembly, and (c) actuator fabrication process. 

and 3.4(b)). The spacers were cut in a 12-mm-high T-shape so that they rested 
on the locating pins and allowed room for electrical connections (see Figure 3.4(b)). 
Once tightly secured, the spatial period e, or contactor pitch, was approximately 
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0.7 mm. This assembly method was selected for the convenience of allowing the 
design parameters such as thickness, length, shape and material of the actuators and 
spacers to be changed. In the present study, however, only one configuration was 
used. 

The actuators were driven by a bipolar voltage applied between their central 
electrode and their two electrically-connected external electrodes. Because of the 
small space between adjacent plates, the electrodes could not be connected using 
the methods recommended by the motor supplier. Therefore, the actuators were 
prepared as shown in Figure 3.4(c). The external electrodes were joined with ad-
hesive electrically conductive tape2 running over non-conductive tape on the sides 
to prevent shorting with the central electrode. One corner of an external electrode 
was soldered to a ground wire. The other corner was turned into a small electrode 
pad (isolated from the rest by grinding off the conductive layer) and connected to 
the central electrode with conductive paint. A wire used for the control voltage was 
then soldered to this pad. To prevent contact with the adjacent actuator, the sol-
ders were kept significantly thinner than the spacers (0.5 mm) and were protected 
with non-conductive tape. Traces of conductive paint were applied along the length 
of the electrodes to improve their reliability (not shown). The actuators were then 
isolated from the metallic locating pins using non-conductive tape. As illustrated 
in Figure 3.3(b), the top corners on one side of the blades were beveled to create a 
narrow linear array of skin contactors (around 0.2 mm2 in area each). Finally, the 
tips of the actuators were coated with varnish to isolate them from the skin. 

The display could be used by applying the finger either on the large horizontal 
contact surface or against the surface formed of the beveled corners of the contactors. 
The latter surface, as shown in Figure 3.3, provided a narrower contact area more 
appropriate for the display of dots and was the only one used in this study. 

The deflection of the actuator tips was estimated with the help of a camera. Two 
sample measurements are shown in Figure 3.5. However, when not loaded by the 
finger, the deflection range was estimated to be 0.4 mm. As explained in the next 
section, the motion was limited in practice to a restricted range of approximately 

23M Corporation, EMI Copper Foil Shielding Tape 1181. 
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III II III II 
i n n m i l 

(a) (b) 

Fig. 3.5 Visual estimation of unloaded actuator deflection for (a) full 
range and (b) restricted range. Adjacent actuators were held deflected 
away from the actuator under study. 

0.3 mm. The deflection when loaded with the fingerpad could not be quantified but 
appears to be significantly lower than when unloaded. 

Control System 

The position of the linear slider on which the tactile display was mounted was mea-
sured by an optical encoder with a nominal resolution of 17 fj.m. Interfacing elec-
tronics were constructed to permit the refresh of the actuators at 500 Hz according 
to patterns programmed on a personal computer. This enabled us to program the 
deflection of each actuator with arbitrary functions of space (see Section 3.2.2). 

The interfacing electronics, adapted from a previous project, made use of a Field-
Programmable Gate Array (FPGA) development board3 with a Universal Serial Bus 
(USB) 1.1 interface. It was programmed to convert control frames coming from the 
computer, or "tactile images", into twelve bender voltages by means of 156-kHz pulse-
width modulation (PWM) . The same, however, could be accomplished by adopting a 
variety of other approaches, including the use of micro-controllers or dedicated logic, 
interfaced to the computer via parallel i / o or high-speed serial i /o . 

The computer generated a set of 8-bit actuator control values based on the en-
3Constellation-10KE™ from Nova Engineering Inc. operating an Altera FLEX I O K E ™ chip 
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Fig. 3.6 Electronic circuits: amplification circuit (left) and low-pass 
filter (right). 

coder readout every 2 ms on average. These tactile images were sent to the FPGA 

by packets of 5 through the USB channel where a FIFO buffer regulated the flow of 
tactile images to ensure a constant output rate. The logic-level signals were then 
amplified to a ±40 V range and low-passed by the circuit shown in Figure 3.6. In 
order to avoid non-linearities in the signal amplification at extreme PWM duty cycles, 
the control values were restricted to the range 10 (OxOA) to 250 (OxFA). 

3.2.2 Skin Deformation Patterns 

Trial and error led us to select a pattern solely on the basis of the resemblance of 
the sensation it provided compared to that of actual Braille, as felt by the reference 
subject. We are however unable to offer a principled explanation as to why this 
particular pattern creates sensations that resemble Braille dots more than others. 
The determination of the actual parameters is described in Section 3.3. 

The deflection 5i of each actuator i was a function of the slider position xs obtained 
from the encoder. The actuators followed the same deflection function <5(x), where x 
was the actuator position along the reading surface, as illustrated in Figure 3.7. The 
physical configuration of actuators introduced a spatial phase difference of e. The 
first actuator was given a position corresponding to the slider position. 

Si(xs) = 5(xs + ie),i = 0 , . . . , 11 (3.1) 
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What we selected was a pattern4 such that the deflection of each actuator swept 
the first half-cycle of a sinusoid, starting from the left position, as it scanned a virtual 
dot, as shown in Figure 3.7. A small-amplitude, high-frequency sinusoid could also 
be added to the nominal waveform to enhance contrast. These representations were 
termed nominal and textured. 

m i ifffmmw ifffimm 
actuator right 

deflection. 

S(x) left 

position, x 

Fig. 3.7 Actuator deflection as a function of position. The curve shows 
the actuator deflection function with respect to actuator position for a 
nominal dot (left) and a textured dot (right). The deflection of actuators 
is illustrated at discrete points along the virtual reading surface. Texture 
was always applied either to all dots or none. 

These patterns were found to better approximate the sensation of scanning over 
Braille dots than others that were experimented with, such as triangular or square 
waves, full-cycle sinusoids, or textured blanks. 

The spatial phase difference between actuators resulted in the representation of 
dots as a traveling wave. Figure 3.8 and 3.9 illustrate the movement of actuators as 
a virtual dot traverses the length of the display. Moving the slider in one direction 
across a region containing a dot resulted in a wave of actuator deflections traveling 
at the same speed in the opposite direction on the tactile display, causing the illusion 
that the reading finger was scanning over stationary Braille dots. Since the deflection 
function was independent of direction, it caused actuator deflections in the direction 
of finger movement when reading from left to right, but opposing movement when 
reading from right to left. The resulting sensations, however, seemed to be similar. 

This pattern had two distinct effects on the skin deformation. The first was to 
cause a net displacement of a skin region around each contactor. The second was a 

4Movies of the VBD in action can be found online on the Haptics Laboratory's VBD web page, 
http://www.cim.mcgill.ca/~haptic/vbd.html. 

http://www.cim.mcgill.ca/~haptic/vbd.html
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(a) 

I 

I 

(b) 

(c) 

Fig. 3.8 Traveling wave representation of a Braille dot at four points in 
time: (a) finger-dot interaction, (b) depiction of the actuator deflection 
and corresponding deflection function, and (c) picture of the actuator 
deflection. The dot center is indicated by arrows. 

pattern of compression and expansion of each small region of skin located between 
two contactors. Patterns of expansion and compression can actually be observed 
when a finger scans over small shapes [91]. The strain variations A; caused by a pair 
of actuators is represented in Figure 3.10. The width w of a virtual dot is shown 
relative to the spatial period e. If u> < e, then there was no overlap between the 
deflections of adjacent actuators. If u > e, then an overlap existed and there was 
a continuous transition from expansion to compression. If uj > 2e expansion and 
compression never reached their maximum values. It is not known whether local 
displacement or local variations in strain, or both forms of stimulation, caused the 
illusion of the dot moving under the finger. 
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position, x 

Fig. 3.9 Traveling wave corresponding to a single dot as the slider 
passes over it. Top-view of actuator deflections and corresponding finger-
dot interactions are shown at four locations. Each of the twelve curves 
indicates the deflection pattern followed by an actuator as the slider 
moves from left to right. 

The tactile display could only display a single row of Braille dots. From the 
Braille character set, the three characters that have dots in row 1 only, or a total 
absence of dots, could be displayed: 'a', 'c', and ' ', see Figure 3.11. The fourth 
possible combination, unused in Braille, was called 'dot #4 ' . 

3.3 Parameter Tuning 

Braille is normally produced according to strict geometrical specifications, but the 
manner in which these specifications translated into the V B D ' S parameters was not 
straightforward. For this reason, a first experiment was carried out to find the 
parameters that produced virtual Braille of appropriate dimensions. For the purposes 
of the feasibility study, only the width and the separation of dots were adjusted. The 
amplitude of the virtual dot sinusoid was set to the maximum that the system could 
provide. The amplitude and the wavelength of the texture were set empirically to 
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tj < e u> > e 

Fig. 3.10 Displacement of two consecutive actuators and correspond-
ing skin strain patterns as functions of slider position, for width u of 
virtual Braille dots smaller or greater than spatial period e. 

' a ' 'c ' 'dot # 4 ' 

• o • • om oo 
o o o o o o o o 
o o o o o o o o 
o o o o o o o o 

Fig. 3.11 Braille characters displayed by the VBD. 

values equal to 1 /8 t h those of the virtual dot sinusoid. 

3.3.1 Method 

With the help of the reference subject, the width of a virtual dot was first adjusted 
to match the sensation caused by a single physical Braille dot. Then, the distance 
between dots within a virtual character was adjusted. The inter-character spacing 
value was inferred from the value found for intra-character dot spacing. 

The tuning experiment was conducted following a 2-alternative forced choice 
protocol, using the two-hand method in order to speed up the process and facilitate 
comparisons. The subject was asked to touch a reference stimulus produced by a 
conventional refreshable Braille display with her left index. She then immediately 
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explored two stimuli on the VBD with her right index and selected the one that best 
matched the reference stimulus. Dots were always displayed with texture. After a 
short experimentation used to determine an appropriate range, the virtual dot width 
was varied among six equally spaced values from 0.5 mm to 3.0 mm. The intra-
character dot spacing of the character 'c' (••) was similarly varied from 1.0 mm to 
2.5 mm. The dot width found in the first step was used in the second. 

3.3.2 Procedure 

Both tuning experiments proceeded in the same manner. The reference subject 
moved the VBD toward the left, waited for an audible signal, explored the two different 
Braille dots or pairs of Braille dots, and verbally reported the stimulus that best 
matched the reference stimulus. Answers were logged by the experimenter. Each of 
the 30 possible ordered pairs of non-identical stimulus were presented to the subject 
3 times, for a total of 90 trials. The different pairs of stimuli were presented in 
randomized order. 

3.3.3 Results 

25 

2 0 -

^ 15 -

8 10 

0 
0.5 1.0 1.5 2.0 2.5 3.0 

dot width ( m m ) 
1.0 1.3 1.6 1.9 2.2 2.5 

intra-character spacing ( m m ) 

(a) (b) 

Fig. 3.12 Results of tuning steps: frequency distribution of (a) dot 
widths, and (b) intra-character dot spacings. 

Figure 3.12 shows the results of the two tuning experiments. The preferred virtual 
dot width was found to be 2.0 mm, the most frequently selected parameter during 
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the first step. The virtual intra-character separation was also found to be 2.0 mm, 
between the two most frequently selected values during the second step. 

virtual 

Braille 

2.0 mm 

4.0 mm 

10.48 mm 

standard 

Braille 

1.5 mm 

2.29 mm 

6.0 mm 

Fig. 3.13 Dimensions of virtual and standard English Braille. 

These parameters corresponded to a intra-character dot spacing of 4 mm, com-
pared to 2.29 mm for standard English Braille. The standard horizontal character-to-
character distance of 6 mm was scaled accordingly to a virtual distance of 10.48 mm 
as illustrated by Figure 3.13. 

3.3.4 Discussion 

The preferred virtual dot width of 2.0 mm turned out to be greater than the spatial 
period e of 0.7 mm, leading to a strain pattern similar to that shown on the right-
hand side of Figure 3.10. Moreover, since the dot width was more than twice the 
spatial period, the peak strain was lower than the maximum achievable. Assuming 
that loaded actuator deflections axe half those measured without load (Section 3.2.1), 
this pattern resulted in strains in the order of ±20%. 

Although the tuning experiments allowed us to find reasonable parameters, the 
tuning should ideally have been done either with a representative population of 
Braille readers or individually for each subject. Moreover, the use of texture on the 
dot may have contributed to an overestimation of the virtual dimensions. The two-
hand comparison method may also have introduced errors, but constantly switching 
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from a conventional Braille display to the VBD was impractical. Finally, the inter-
character distance should have been tuned too. These coarse results were found to 
be sufficient given the scope and the aim of this study. 

3.4 Virtual Braille Legibility 

The next step needed to evaluate the feasibility of the tangential skin deformation 
approach for reading Braille was to determine whether blind subjects could read the 
subset of characters that could be displayed by the VBD. Here, we hoped to also 
begin identifying the strengths and weaknesses of the concept. 

3.4.1 Method 

Participants 

Two females and three males, experienced Braille readers, volunteered for the study. 
All subjects were blind from birth. Their ages varied between 22 and 55. The 
subjects' primary reading finger was the right-hand index. All subjects except the 
reference subject had never experienced the VBD or heard about our efforts. 

Task 

The reading task was designed to evaluate the legibility of sequences of first-row 
characters displayed on the VBD. Subjects were asked to read individual 4-character 
strings using their dominant reading finger. The first and last characters of each 
string was always 'c' (••). The two middle characters could be any of the 16 combi-
nations of the characters 'a' (*o), 'c' (••), 'dot #4 ' (o»), and ' ' (oo): "•• »o o» ••", 
or "•• oo • • ••" for example. The character 'c' (••) was chosen as the string 
delimiter to avoid confusion. 

Procedure 

The subjects were given written Braille instructions and had supervised practice 
trials until they felt comfortable with the task. They were presented with strings to 
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read in block trials. They placed the slider to the left, waited for an audible signal, 
read the string, and reported verbally the two middle characters. There was no time 
limit but they were strongly encouraged to answer quickly. In case of doubt, they 
were asked to give their best guess. Subjects could stop at any time if they no longer 
felt comfortable (e.g. loss of tactile sensation, fatigue). They were given the choice of 
doing the trials with texture, without texture, or in both conditions. Some subjects 
were tested in both conditions while others decided to experiment with only one 
type. A trial block comprised 80 strings with each of the 16 possible combinations 
appearing 5 times in randomized order. 

Data Collection 

The experimenter logged the subject's answer for each trial. The slider trajectory 
was automatically recorded by the system. It was analyzed off-line to compute the 
duration of trials. A trial was considered to begin when the rightmost actuator first 
arrived at the leftmost virtual dot, and to end when it crossed this dot again for the 
last time in the opposite direction. In other words, the leading and trailing parts 
of the slider trajectory for which no actuator was affected by the Braille string were 
discarded. 

3.4.2 Results and Discussion 

The main results of this legibility experiment as well as those of a control experiment 
with conventional Braille (Section 3.5) are summarized in Table 3.1. 

Legibility 

Legibility was defined by the proportion of correct identifications of 2-character 
strings. Results suggest that the effect of adding texture was idiosyncratic (see 
Table 3.1). A dramatic improvement in performance was seen in one subject while 
a loss was observed in two other subjects. Retaining the best conditions for each 
subject, the legibility rates were between 71.3% and 98.8%. 
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CN 80 160 80 97.5 88.1 100.0 4.8 ±2 .7 4.6 ±2 .2 3.4 ±0 .7 
RB 0 80 80 95.0 100.0 10.8 ±7 .0 7.4 ± 1.4 
ML 80 0 80 98.8 100.0 4.6 ±3.2 2.3 ±0 .6 
AB 40 80 80 45.0 86.3 100.0 18.6 ±12.2 10.5 ± 6 . 3 2.4 ±0 .7 
MS 80 80 80 71.3 66.3 100.0 8.0 ±2 .7 9.1 ±3 .0 5.8 ±1 .7 

average 56 80 80 78.1 83.9 100.0 9.0 8.8 4.3 

Table 3.1 Summary of results from legibility experiments. Results 
from the first experiment (VBD, Section 3.4) are presented in columns 
'nominal' and 'textured'. Results from the second experiment (conven-
tional Braille, Section 3.5) are presented in the column 'control'. Trial 
durations are shown with their standard deviation. 

Legibility rates were also plotted over time to assess the effect of fatigue. Without 
texture, no significant change with time could be noticed. However, for some sub-
jects, performance tended to decrease noticeably after about 50 trials when texture 
was used (see Figure 3.14 for one of the worst-case examples). 

3? 100 

<u 
(9 

50 

Fig. 3.14 Worst-case example of gradual decrease in performance over 
time (subject AB, with texture). Dots indicate individual trial results. 
The curve is a moving average over the past 10 trials. 

Character Pairs Legibility 

Regardless of the string, individual characters having one dot, '*o' or 'o»', were 
harder to read than characters having no or two dots, ' • • ' or 'oo' (see Table 3.2). 
The legibility also varied with the 2-character string (see Table 3.3). Except for 
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special cases such as the pair "oo oo" which was read perfectly, no insight could 
be gained regarding the cause of variations in reading difficulty. It is not clear, for 
example, why the string "«o o«" has much lower legibility than "o» »o". 

•o o* • • oo 
83.3 88.9 92.2 98.1 

Table 3.2 Average character legibility (%). The average was computed 
across all subjects using individual subject means to compensate for the 
unequal number of trials under the different conditions. 

•o o* «o oo o* • • *o • • • • *o o* o* • • o* *o *o 
66.0 74.0 76.0 77.5 78.0 81.0 81.7 84.5 

oo «o o« *o • • oo o* oo oo • • oo o* • • • • oo oo 
85.0 90.0 92.0 92,0 94.0 95.0 98.0 100.0 

Table 3.3 Average 2-character string legibility (%). The average was 
computed across all subjects using individual subject means to compen-
sate for the unequal number of trials under the different conditions. 

Table 3.4 shows the confusion matrix for individual characters. No clear pattern 
emerged, except perhaps that and 'oo' were rarely mistaken for one another. 
Similarly, Table 3.5 shows the confusion matrix for pairs of characters. Again there 
was no clear pattern. However, it does seem that the most frequent errors (n = 3,4,5) 
generally corresponded to the insertion of a single extra dot or to the incorrect 
localization of a dot within a character. 

answered 
•o • • oo o* 

284 17 23 20 
£ • • a; 
8 oo 

11 315 0 13 £ • • a; 
8 oo 7 1 327 0 

22 9 13 298 

Table 3.4 Confusion matrix for individual characters. Answers from 
all trials were pooled together. 
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answered 
o • o • o • 0 • o • o • o • o • • • o o • • o o • • o o • • o o 
o o o o • • • • o o 0 o • • • • • • • • • • • • 0 o 0 o o o o 0 

• 0 •o 37 1 1 2 3 
• 0 • • 1 34 3 1 1 • 2 1 1 
• 0 oo 29 1 5 • 1 5 
•o 0* 2 1 2 25 2 2 1 4 1 1 
• • •o 1 35 2 3 2 
• • • • 1 39 
• • oo 2 2 37 
• • oa 4 1 2 33 • 1 
oo •o 1 37 1 5 
oo • • 41 2 
00 oo 42 
oo o* 1 1 2 38 
o* •o 1 2 37 1 1 
o* • • 1 1 2 4 35 2 
o* oo 1 1 1 37 
o» o* 1 1 1 2 2 1 1 35 

Table 3.5 Confusion matrix for pairs of characters. Answers from all 
trials were pooled together. 
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Reading Patterns 

Table 3.1 shows the average duration of trials. The reading speed was far from the 
expected Braille reading speed of 65 to 185 words per minute [89], but the conditions 
are so different that a direct comparison is not possible. 

Correlations between reading speed and string legibility were also investigated 
but none could be found, even though there could be important duration variations 
between trials of a same subject. If it is assumed that the time taken to read a pair 
of characters is an indication of the confidence the subject has in her or his answer, 
the characters that the subjects thought were hard to read were not necessarily the 
ones they had difficulty reading. 

The recorded trajectory of the slider was used to investigate the reading pattern 
used by the subjects. Three classes of patterns were identified (see Figure 3.15). 
Subjects often used one or two straight passes over the dots. On other occasions, 
they would explore the virtual Braille string with short back-and-forth motions. In 
all cases it appeared that subjects read from left to right since they moved slower in 
that direction. 

£ 5.0 .S 5.0 

0 20 40 

slider position (mm) 

(a) 

0 20 40 60 

slider position ( m m ) 

o 20 40 

slider position ( m m ) 

(b) (c) 

Fig. 3.15 Typical reading patterns: (a) one pass, (b) two passes, and 
(c) character re-scan. The band between the two curves indicates the 
span of the display. Dotted sections were not taken into account when 
computing trial durations. Vertical dashed lines indicate the location of 
the eight Braille dots. 
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Verbal Reports 

All subjects reported that reading requires concentration, mostly because the dots 
were subtle (possibly due to the limited range of motion of actuators) and differed in 
perceived shape from physical Braille dots. Adding texture seemed to facilitate the 
perception of the dots for some subjects, while others found the sensation unpleasant. 
Some subjects also complained of loss of tactile sensation over time in both nominal 
and textured conditions. The occasionally-observed decrease in performance over 
time seems to confirm that a loss of tactile sensation was occurring with the textured 
representation and was likely due to the adaptation of tactile receptors. 

Subjects also reported difficulties with locating the stationary Braille dots on the 
virtual Braille line. Most subjects mentioned that the display of characters with 
more than one row of points and having meaning would help reading. 

Finally, contrary to our expectations, subjects reported that scanning constrained 
by a slider was beneficial because it guided their hand movement. They found it to 
be an advantage over paper Braille. 

3.5 Control Experiment 

The reading task performed in the legibility experiment was not representative of 
typical Braille reading. It was hypothesized that the reading difficulties experienced 
by some subjects were inherent to reading a single row of Braille dots. The dots 
found in the bottom rows of most Braille characters could facilitate the localization 
of the dots within the cell. Without this extra information, locating a dot completely 
depends on evaluating the length of the spaces between dots. 

A follow-up experiment was designed to test the subjects' ability to read single-
row Braille characters on a conventional Braille medium: Braille embossed on vinyl 
tape. 
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3.5.1 Method 

Participants 

The experiment was conducted with the same five participants, one year after the 
original experiment. 

Materials and Tasks 

The reading task was identical to that used in the original experiment. Subjects were 
asked to read sequences of four single-row Braille characters starting and ending with 

The Braille strings were embossed on 1/2" adhesive vinyl tape using a Braille 
labeler. The non-existent 'dot #4 ' character was produced by sanding down the 
extra dot on character ' . 'o f the embossing wheel. 

The resulting Braille has smaller, sharper dots than paper Braille but is still easily 
readable and commonly used. Vinyl was preferred over paper because it afforded 
better control on the uniformity of the test plates. 

Sixteen Braille labels (one per string) were produced. Each was affixed to a 
thin, right-angled metallic plate. The placement of the tape was carefully controlled 
to minimize differences between the plates and allow sufficient space for the finger. 
During trials, the plates were held down by a switchable magnetic clamp that allowed 
us to change the strings quickly, see Figure 3.16(a). A single flattened dot was printed 
on the extreme-left of the tape to serve as a starting point for reading. 

Procedure 

The subjects were read written instructions and had supervised practice trials until 
they felt comfortable with the task. They were presented with strings to read in 
block trials. They placed their finger to the left of the plate, waited for an audible 
signal, slid their finger over the flattened positioning dot, read the string, reported 
verbally the two middle characters, slid their finger back over the tape, and removed 
it from the plate. They were instructed to read only with their right-hand index 
finger and to keep their other fingers against their palm. There was no time limit 
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webcam magnetic 
clamp 

(a) (b) 

Fig. 3.16 Control experiment with conventional Braille: (a) apparatus, 
and (b) example of image processing. The location of the leftmost Braille 
dot is indicated by a solid line. The right edge of the finger is indicated 
by a dotted line. A green dot was affixed to the nail but not used for 
processing. 

but they were strongly encouraged to answer quickly. In case of doubt, they were 
asked to give their best guess. The experimenter logged the result of each trial. A 
trial block comprised 80 strings with each of the 16 possible combinations appearing 
5 times in randomized order. 

Data Collection 

A camera was positioned above the reading surface and was used to record color 
movies of the finger movements at a rate of 30 frames per second. The movies 
were compressed and stored for later analysis. A single, uncompressed image of the 
plate was also taken. The reading patterns and trial durations were analyzed from 
the movies captured during the experiment. Simple image processing operations 
were applied on the plate image to extract the position of the leftmost dot of the 
4-character string. The absolute difference between the saturation levels of each 
frame with the background frame was then used to locate the fingertip in the image 
sequence. In order to approximate the definition of trial duration used in the original 
experiment, the trial was considered to begin as the rightmost part of the index 
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crosses over the leftmost dot, and to end when it crosses it again in the reverse 
direction for the last time. The automated measurements were inspected visually 
and corrected for 75 of the 400 trials. The precision was estimated to be within 3 
frames (±0.1 s). 

3.5.2 Results and Discussion 

Legibility 

All five subjects read the 80 strings presented to them with 100% accuracy. It is thus 
clear that the reading difficulty experienced by the subjects with the VBD cannot be 
explained solely by the inherent difficulty of the task. 

Reading Patterns 

Table 3.1 shows the timing measurements. The subjects read faster on vinyl Braille 
than on the VBD, more than twice as fast on average. However, one of the slowest 
subjects on the VBD (AB) is also one of the fastest on vinyl Braille. The reading 
patterns were also inspected visually to assess their naturalness. Some subjects 
clearly slowed-down when sliding over dots and frequently returned to previous dots, 
or to the beginning of the string. This suggests that the reading strategies used by 
the subjects were different from those used in normal Braille reading [7,43,101]. 

Verbal Reports 

Most of the subjects mentioned spontaneously that the reading task was easier on 
embossed plastic than it was on the VBD. Upon questioning, however, some acknowl-
edged that the reading task was more difficult than typical Braille reading due to the 
lack of context (meaningless strings) and the absence of cues on the bottom rows. 
Subjects were also uncomfortable reading with a single finger, and particularly with 
keeping the other fingers in a fist. 
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3.6 Conclusion and Future Work 

This study showed that experienced Braille readers could read sequences of first-row 
Braille characters using the VBD with a legibility ranging from passable to excellent. 
This is encouraging considering that most subjects had little prior training with the 
device and that the character strings were meaningless. 

Reading with the VBD was nevertheless difficult. The control experiment showed 
that subjects could read faster and with perfect accuracy when the strings were 
presented on embossed vinyl tape. This observation is confirmed by the subjects' 
verbal comments during both experiments. 

Adding texture to the dots was found to increase performance for some subjects 
but was rejected by others. Prolonged use also seemed to cause tactile fatigue (numb-
ness in the reading finger) as reported by subjects for both nominal and textured 
stimulus. This phenomenon was sometimes confirmed by an increase in the number 
of reading errors over time in the case of textured stimulus. 

While this study was conducted with too few subjects to make it possible to draw 
final conclusions, it suggests nevertheless that reading Braille characters with devices 
based on the principle of the VBD could be possible. The study also helped identify the 
strengths and weaknesses of the current prototype and, more importantly, provides 
indications as to how it could be improved. 

The strength of the dot sensation must be increased to realistically convey the 
illusion of a Braille dot. This issue involves the improvement of the actuators used 
and of their configuration. On-going work concerned with the micro-mechanical 
properties of the skin and the means to deform it at a very small scale is expected 
to yield an improvement in the performance of piezoelectric benders for this applica-
tion [172], Further experimentation with deflection functions could also lead to better 
approximations of the sensation of scanning over Braille dots. Designing deflection 
functions for maximum strain variations at skin mechanoreceptors may, for example, 
increase the strength of the dot sensation. Indeed static mechanical models of the 
skin designed by [120] and [160] suggest that deformation of receptors, as opposed 
to their displacement, is likely to determine sensation. The strain experienced by 
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slowly adapting (SA) receptors may be particularly important to resolve the spatial 
details of scanned Braille [122], 

The cause of tactile fatigue must also be addressed. It is not clear what causes it 
and how it can be avoided. It is likely however that replacing the contact line by a 
more uniform contact surface could significantly delay the onset of tactile numbness. 

Reading with the VBD requires a scanning movement. While this allowed the 
VBD to render adequately the dynamic sensation of sliding over dots, it prevented 
the user from stopping over a region as is sometimes done when reading physical 
Braille. Display without net movement could be possible if the magnitude of the 
strain produced by the device was made to depend on the force applied by the 
subject. This not only could make the sensation of sliding over a dot more realistic, 
but also allow the subject to stop and press against virtual dots. 

The results of the tuning experiment and of the legibility experiment conspire 
to indicate that perhaps the greatest problem with the current display design is the 
difficulties experienced by subjects in evaluating the distance between dots. This is 
suggested by the distortions in perceived Braille dimensions introduced by the VBD 
when compared to standard English Braille. This is also consistent with observed 
reading errors and verbal reports of the legibility experiment. 

Finally, the VBD should be extended to display complete Braille characters. Pack-
ing 4 rows of actuators capable of displaying forces and displacements similar to those 
of the VBD within the height of a Braille cell will be a significant technical challenge. 

Acknowledgement 

The authors would like to thank the reviewers for their contribution to the clarity 
and completeness of this paper. This project was mostly done under contract with 
VisuAide inc (Longueuil, Canada). The authors wish to thank Pierre Hamel and 
Jean-Michel Gagnon of VisuAide Inc. for management and technical support respec-
tively, and the subjects who participated in the study. Others aspects of this project 
are supported by the E. (Ben) &; Mary Hochhausen Fund for Research in Adaptive 
Technology For Blind and Visually Impaired Persons. Other contributions from the 



3 Display of Virtual Braille Dots by Lateral Skin Deformation: Feasibility Study 56 

Canadian National Institute for the Blind (CNIB), the Institut Nazareth et Louis-
Braille (INLB), and the Centre de Recherche Interdisciplinaire en Readaptation du 
Montreal metropolitain (CRIR) are gratefully acknowledged. Vincent Levesque would 
like to thank the Natural Sciences and Engineering Council of Canada (NSERC) and 
the Fonds Quebecois de la recherche sur la nature et les technologies (FQRNT) for 
postgraduate fellowships. Jerome Pasquero would like to thank FQRNT for a post-
graduate fellowship. Vincent Hayward would like to thank NSERC for an operating 
grant. 



Chapter 4 

Haptically Enabled Handheld 
Information Display 
with Distributed Tactile 
Transducer 



4 Haptically Enabled Handheld Information Display 
with Distributed Tactile Transducer 58 

Preface to Chapter 4 

The following chapter appeared in 

Pasquero, J., Luk, J., Levesque, V., Wang, Q., Hayward, V., and MacLean, 
K. E., Haptically Enabled Handheld Information Display with Distributed 
Tactile Transducer, IEEE Transactions on Multimedia, 9(4):746-753, 2007. 

This chapter describes the design of a miniature tactile transducer similar to the 
one introduced in Chapter 3. At the time of writing, there did not exist any other 
tactile feedback transducer of similar expressive capabilities that could successfully 
be integrated into a handheld device. The miniature transducer opened up an entire 
new class of possibilities which are well suited to the context of mobile interaction. 

Contributions of Authors 

Pasquero contributed to most of the work described in this chapter by writing over 
80% of the paper and generating all the figures. He is responsible for designing and 
assembling the tactile transducer for the THMB device. The device itself is the result 
of a close collaboration between Pasquero and Don Pavlasek of the machine shop 
in the ECE department at McGill University.1 With the help of Levesque, Pasquero 
also devised the scroll-and-feel application described at the end of the chapter. Most 
of the software used for this application is the work of Levesque. The concept for 
the device was co-developed with Luk who also ran the user evaluation and reported 
on the findings. Wang provided expertise on the design of the electronics. Pro-
fessors Hayward and MacLean supervised the work and contributed in the form of 
discussions and guidance. They also edited the manuscript. 

1 Refer to appendix B for more details about this collaboration 
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Haptically Enabled Handheld Information 
Display with Distributed Tactile Transducer 

Abstract 

This paper describes the design, construction, and initial evaluation of a hand-
held information device that supports combined tactile and graphical interaction. 
The design comprises a liquid crystal graphic display co-located with a miniature, 
low-power, distributed tactile transducer. This transducer can create electronically-
controlled lateral skin deformation patterns which give the sensation of sliding over 
small shapes. It is integrated within a slider mechanism to control scrolling. It also 
functions as a detent when pushing on it. Tactile feedback and the combination 
of visual and tactile feedback in a mobile context enable the development of new 
functions, such as multimodal navigation within large graphic spaces. 
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4.1 Introduction 

Artificial tactile feedback provides an underutilized channel which can be used to gain 
information about the state of a device, the occurrence of an event, or its content. 
In mobile devices, these possibilities have been exploited so far in a very limited way 
for want of adequate transducers. 

In general, diverse approaches have been proposed as operating principles for 
tactile transducers, the electromechanical subsystem of a complete tactile display. 
These approaches differ by the actuator technology employed, by the manner in which 
tactile signals are delivered to the skin, by the type of tactile signals they produce, 
by practical factors such as bulk and power, as well as by the range of sensations that 
they can mediate. Many principles able to produce movement in a small space have 
been explored, including miniature solenoids that vibrate steel membrane elements 
by variable reluctance [5], surface acoustic waves that modify the sliding interaction 
between a surface and a plate [149], electrogel lamellae that push against the skin [85], 
and pneumatically-activated dimples rising out of a surface [103]. A more complete 
survey of tactile display technologies can be found in [115]. 

The list of designs attempted to date is truly great. The most common approach 
to making tactile transducers is to pack a dense array of actuated pins; an early 
example of which can be found in [161]. At rest, the pins resemble a flat surface. 
The display is activated by moving the pins normally to the skin to approximate a 
shape, much the way a graphical display approximates an illumination field with an 
array of pixels. However, this type of transducer has significant limitations including 
the difficulty of achieving a high density array, high power consumption, and high 
manufacturing cost. Due to these challenges, the resulting devices are typically 
complex (e.g. [136]) or not portable. 

Compact designs are required for tactile displays to enter the mobile device arena. 
This is of particular importance for the development of synthetic, abstract tactile 
signals, such as haptic icons [97], and tactons [16], which aim at alleviating, through 
touch, the attentional and cognitive load imposed on users by human-computer tech-
nology. For instance, portable devices typically have a multitude of functionalities 



4 Haptically Enabled Handheld Information Display 
with Distributed Tactile Transducer 61 

and are often used in demanding multitasking situations. Distributed skin stimula-
tion delivered by integrated tactile displays can help create expressive and pleasant 
percepts capable of delivering substitutive or complementary information to users. 

4.1.1 Tactile Displays in Portable Devices 

The Optacon, a sensory-substitution device for the blind developed in the 70s, is 
a key example of an early portable system. It is made of a dense array of 144 
skin contactors configured in a gutter geometry to maximize the amount of skin 
being stimulated [14], Each contactor is on-off in that it can either vibrate at full 
amplitude or remain still. When connected to a camera held in one hand, it is 
possible — with training — to distinguish printed high-contrast patterns such as 
letters or line drawings while scanning them with the camera. This results in binary 
high-contrast tactile images, or tactile representations of printed material. Since 
then, other variations on this principle have been investigated such as the VITAL [5], 
which achieves an exceptionally slim form factor. 

Another promising approach to portability is electro-stimulation by which the 
skin is electrically coupled to an array of electrodes in order to create small currents 
in the superficial skin layers. This principle was the basis of early portable tactile 
displays for aiding the visually impaired [148]. There are many possible variants 
in current waveforms, electrode geometries, and skin coupling methods. One of the 
latest designs is described in [79], 

Today, three types of portable tactile stimulators are commercially available. 
The first is the Braille reader for the visually impaired, e.g. [158]. The second is the 
vibrator found in portable phones, pagers, and game controllers by which a motor 
spins an eccentric mass to shake the supporting structure. The third is the voice-coil 
transducer which applies vibrotactile stimulation to the skin as an aid for the deaf 
to lip read.2 

While having been adopted with some success by the commercial market, these 
tactile devices suffer from many limitations. Braille readers, which have pins that 

2See Audiological Engineering Corp. Tactaid™ - www.tactaid.com. 

http://www.tactaid.com
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rise above a surface to produce Braille dots, are usable only for rendering refreshable 
Braille. Vibratory signals delivered by portable devices and voice-coils are spatially 
diffuse. They under-exploit the human ability to perceive, discern, and process intri-
cate distributed skin deformation patterns. Although recent industrial developments 
have enabled a wider variety of waveform patterns,3 the predominant sensation is 
still that of "buzzing". 

4.1.2 Distributed Lateral Skin Deformation 

Vibrotactile feedback will probably always have a role to play in information displays 
as a mechanically simple way to demand a user's attention. However, the sensations 
delivered by devices that vibrate evoke a distant and unnatural computer world. A 
likely explanation is that most ecologically familiar vibrotactile sensations arise from 
human-made objects, such as rotating machinery. 

While it is unlikely that tactile displays will soon be able to convey the gamut of 
real-life tactile sensations, we believe that it is important to investigate tactile inter-
action techniques which feel natural and therefore, are better suited to the human 
reality. Touch feedback resulting from distributed skin deformations is potentially 
richer in content and form than vibrotactile stimulation. 

Over the past few years we have developed a family of devices that operate 
according to a principle that departs from the conventional skin indentation ap-
proach [57,116,170]. Instead, tactile sensations are created by deforming the skin 
laterally, with negligible normal deflection. Because this display technique works by 
causing lateral skin deformations, we assign it the neologism laterotactile. A variety 
of sensations can be created this way, for example the sensation of sliding a finger 
over small shapes. We have recently succeeded in using this technique to display 
virtual Braille dots [93], as well as tactile graphics [173]. Because of its potential for 
miniaturization, laterotactile technology is a natural candidate for the integration of 
tactile displays in mobile devices. 

3See Immersion Corp. VibeTonz™ product literature. 
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4.1.3 Paper Overview 

We explore the design, prototyping, and preliminary evaluation of a handheld de-
vice called the 'Tactile Handheld Miniature Bimodal device' (THMB, pronounced 
"thumb"). It features a tactile display mounted behind a liquid crystal display 
(LCD). This device enables the manipulation of information available visually on 
the screen as well as factually on a transducer in contact with the user's left thumb 
(Fig. 4.1). The 'haptic interface' comprises a sliding active surface which is able 
to create a range of programmable tactile sensations. A miniaturized laterotactile 
display makes this possible. 

In the remainder of this paper, we introduce the THMB and its interface, then 
describe its construction with sufficient detail to allow re-implementation. We close 
with an illustrative application example and a discussion of practical considerations. 
Several other scenario examples are discussed in [95]. 

Fig. 4.1 The THMB device. 

4.2 The THMB: Designed for Bimodality and Ergonomics 

The overarching design goal was to support tactile feedback correlated with control 
movements, while being sensitive to ergonomic considerations. We achieved the 
synergistic association of sensory-motor functions in a small space and with few 
resources by integrating a laterotactile display within a thumb-operated slider on 
the left side of a hand-sized case, and locating it directly under the LCD screen. 
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Complementary modes of interaction can be supported this way, taking advantage 
of the human ability to process and integrate information in parallel [110]. 

Because of its hyper-agility, the thumb enjoys a unique status among fingers [176]. 
Its joints and musculature allow it to dexterously reach much of the inside of the 
hand. Many mobile devices rely on it for data input, for dialing, for writing text 
messages, or for browsing the web. The thumb also often operates scroll wheels 
positioned on the left side of a case, thereby freeing the right hand for other tasks. 
With the THMB device, the thumb operates the slider while the palm and remaining 
fingers hold the device at a convenient distance from the eyes (Fig. 4.2(a)). Several 
other hand postures may also be employed. 

The tactile display is programmed to cause tactile sensations in the thumbpad 
as exemplified in Fig. 4.2(b). These sensations can be related to what is seen on 
the screen or they can convey signals on their own. The active surface of the tactile 
display protrudes slightly from the left side of the case, making it easy to slide the 
unit up and down by flexion of the thumb's distal phalanx. This mechanism also 
operates as a push-button triggered by light inward pressure. 

4.3 Specifying distributed lateral skin deformation with the 
THMB 

With distributed lateral skin deformation, a progressive wave of local tangential 
deformation in the fingertip skin gives the sensation of a small shape sliding on the 
finger [57]. Clearly, there are many ways to specify moving skin strain patterns, 
which vary in perceptual realism and distinctness. One technique that we have used 
in the past has patterns of deflection such that for one actuator i, the deflection di 
is: 

di(y8, t) = P(ys + (i - l)e, t), i € [1 • • • N] (4.1) 

where, referring to Fig. 4.3, N is the total number of actuators, t is time, e is a 
spatial period preferably equal to that of the display, about 0.9 mm for the THMB, 

and P(.) is an admissible function. The variable ys stands for the position of a slider 
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(b) 

Fig. 4.2 (a) Overview of the THMB interface and (b) close-up of the 
tactile display stimulating the skin by lateral deformation. 

on which the display is mounted; it can also serve as a simulated position if no slider 
is available. 

di 

= s 

slider 

Vs 

Fig. 4.3 Variables for the deflection function of Eq. (4.1). 

Simple deflection patterns do not depend on time and must be explored actively. 
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One example is a sinusoidal grating di(ys) = Asin([7r(ys + (i — l)e)]/2). Other 
important cases consist of features traveling automatically at constant speed. Fig. 4.4 
shows five actuators undergoing a sequence of deflections and their consequences on 
the deformation of the skin for a feature moving upward. 

Fig. 4.4 Example of a moving feature with the slider fixed. Only key 
frames are shown. In practice transitions are smooth. 

Generally, when the finger first comes in contact with a static undeflected display 
surface (e.g. frame 12 in Fig. 4.4), the skin is in a state of nearly neutral strain. 
The initial sensation is that of a flat surface because the actuators are sufficiently 
dense and the receptors embedded in the skin respond to deformation [70]. The 
sensation of a moving feature corresponds to traveling waves with specific deforma-
tion trajectories. In such instances, an individual patch of skin could be first in a 
relaxed state. It would then expand, relax, compress, and become relaxed again. In 
the meantime, the neighboring patch would undergo the same trajectory, but with 
a phase difference. To employ a physics terminology, if the phase velocity is equal 
to the group velocity, then a given fixed pattern will be felt to be moving at that 
velocity. If this velocity is equal and opposite to that of the slider, then the pattern 
is felt to be stationary with respect to the THMB enclosure. The THMB supports more 
complex functions which are left for future studies. 
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4.4 System Description 

The transducer can easily be manufactured as a power-efficient, compact unit having 
a low component count following a technique inspired from earlier devices [93,116]. 
Piezoelectric actuators can be inexpensive, light, power-efficient, and in fact are al-
ready in common use in many portable devices, including refreshable Braille displays 
and mobile phones. The technology is mature, well-understood, and steadily improv-
ing. Therefore, it is well suited for portable devices and allows for tactile displays 
with high spatial resolutions that require only one single part per actuator. On 
the downside, piezoelectric actuators are limited in the displacement they yield and 
require high activation voltages. 

In this section, we seek to provide sufficient details for the replication of the THMB 

display, given access to modest fabrication facilities and, whenever possible, using 
off-the-shelf components with a view to demonstrate practical viability. 

4.4.1 Piezoelectric Benders 

The display makes use of piezoelectric bimorphs, also called benders, to generate 
lateral skin deformation. A bimorph bender has two layers of piezoelectric mate-
rial bonded to a central electrode, plus electrodes coated on the outer faces. When 
an electric field is created in these layers with proper polarization, they experi-
ence opposing dimensional changes. The stress distribution created by the common 
boundary results in bending deformation of the entire slab [142]. The dynamic con-
stitutive relationships are complex, but at frequencies below the first resonant mode, 
the electrical behavior of an actuator is well approximated by that of a capacitor. 
This means that when operating under a DC voltage, an actuator remains bent but 
consumes no power. 

Benders are usually mounted in a cantilever configuration as shown in Fig. 4.5(a), 
but in the THMB, they are stacked between two rows of thin rods as illustrated in 
Fig. 4.5(b). This configuration yields a displacement-stiffness tradeoff that differs 
significantly from that of ordinary cantilevers. For a given free deflection, this struc-
ture will always be stiffer, but have a smaller deflection [170]. A high stiffness is 
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essential because skin is a tough medium to deform. The dual-pinning mount allows 
actuators to be smaller and to operate from lower voltages for an equivalent resulting 
tactile stimulation. 

(b) 

Fig. 4.5 Two possible configurations for the piezo-actuators: (a) can-
tilever mount and (b) stiffer dual-pinning mount used for the THMB. 

4.4.2 Preparation of the Benders 

Raw piezoelectric sheets obtained from the manufacturer are first prepared to pro-
vide for electrical connections compatible with the tight spacing requirements. The 
preparation is analogous to the fabrication of microelectronic circuits: a sequence 
of deposition and removal of material. Fabrication can be done in an ordinary me-
chanical workshop rather than in a cleanroom, and tools are a temperature-regulated 
soldering station, a precision knife, a pair of scissors, and model painting brushes. 
The materials are piezoelectric bender plates (eight units from Piezo Systems® T215-
H4-203Y), conductive tape (3M Corporation, EMI Copper Foil Shielding Tape 1181), 
standard nonconductive adhesive tape, conductive paint (Loctite® Quick Grid™ 
found in car rear window defogger repair kits, product #15067), and polyurethane 
varnish. 

As illustrated by Fig. 4.6(a), the slabs are first coated with tracks of conductive 
paint to improve their resistance to scratches. The two external electrodes are then 
electrically connected using strips of conductive tape wrapped around the plates. 
The conductive strip adheres directly to the external electrodes so patches of non-
conductive tape must first be applied to prevent contact with the central electrode. 
To provide access to the central electrode, soldering pads are created by grinding off 
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channels in the external electrodes. These pads are connected to the central electrode 
using a small amount of conductive paint applied on the side faces to which a thin 
wire can then be soldered. The resulting solder joint must be thinner than the space 
between two neighboring actuators. Finally, the tips of the plates are coated with 
several varnish layers to isolate them from the user's skin. 

varnish -

non-conductive tape 

conductive tape 

M 51 
f 

channel — L 

conductive paint-'* 

piezo benders 

f " *** 
/side A side B \ 

(a) 

sleeves locating pin 
protective plates 

(b) 

(c) 

Fig. 4.6 Building the transducer: (a) preparation of the piezoelectric 
actuators, (b) assembly and (c) ready to be mounted to the slider. 

4.4.3 Transducer Assembly 

The tactile display prototype is made of eight 0.38-mm-thick piezoelectric benders 
(6.4-by-31.8 mm), sandwiched between 2 rows of 0.5-mm-diameter brass rods that 
act as hinges of a dual-pinning configuration (see section 4.4.1) and as ground con-
nections. Two passive brass plates at the ends protect the benders from excessive 
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lateral stress applied by the user's thumb (Fig. 4.6(b)). The assembly is held to-
gether between two aluminum clamps secured with four screws that act as support 
for the rods. Once assembled, the transducer constitutes a single unit where only 
the actuator tips are free to move. In the present design, the rods are located at 
5 mm and 23 mm respectively from the bottom of the actuator. The benders rest at 
the bottom on a plastic locating pin. Once the transducer is assembled, as shown on 
Fig. 4.6(c), the size of the exposed contact area is about 8.7 mm by 6.4 mm. Dur-
ing the assembly phase, locating pins (not shown) secure the piezoelectric benders 
alignment along the display axis. 

4.4.4 Integration Inside the Case 

The basic transducer is integrated in a ready-made case in order to provide for 
a sliding mechanism combined with a push-button. As seen in Fig. 4.7(a), two 
parallel guiding stainless steel shafts connect two parallel plates, and pass through 
the assembled transducer's two sleeves. Structural rigidity is provided by a strut 
that also supports a linear potentiometer. The axis-to-axis distances of the two 
steel shafts, the transducer's sleeves, and the potentiometer strut are all matched 
with exacting precision in order to guarantee smooth operation. Sliding travel is 
limited by spacers to a distance of 11 mm. This results in the sub-assembly shown 
in perspective view in Fig. 4.7(b). 

potentiometer 

strut 

(a) 

Fig. 4.7 Sliding mechanism: (a) 2D schematic of the sliding mechanism 
and (b) 3D view of the integrated system. 
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The sub-assembly is inserted in an off-the-shelf plastic case (Hammond® 1593 
series instrument enclosure). Such prototyping boxes typically provide slots to secure 
printed circuit boards. As seen in Fig. 4.8, we use these to anchor a pivoting mech-
anism that transfers the detent behavior of a miniature, board-mountable switch to 
the tactile display surface itself. This way, the THMB device is given a slide-and-press-
detent behavior similar to that of a scroll wheel with the difference that the tactile 
sensations associated with scrolling are not fixed but programmable in a number of 
ways. 

Fig. 4.8 (a) Integration of the sub-assembly in prototyping box and 
(b) 3D view of the integrated system. 

The large number of connections packed in a small space makes for a significant 
wire management problem. A strategy similar to that used in electromechanical 
consumer devices such as printers and scanners is employed. Referring to Fig. 4.9, 
two miniature printed circuit boards, one moving (PC-l) and one fixed (PC-2), act 
as concentrators. A 0.5 mm flat flex cable (from Parlex®) allows for a smooth and 
reliable connection. Two round, miniature-gauge silicone cables (Cooner Wires® 
AS323REV1) route the 14 signals to external electronics. 

4.4.5 Electronics 

(a) (b) 

For the purpose of this prototype, the power and control electronics were adapted 
from earlier projects [93,116], and were kept external to the casing. Briefly, the dig-
ital system comprised a personal computer (PC) and a field-programmable gate array 
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Fig. 4.9 Wire management. 

(FPGA) development board (Constellation board™ 1 0 K 5 0 E from Nova Engineering®) 
supporting universal serial bus 1 . 1 (USB) connectivity (Fig. 4 . 1 0 ) . 

The FPGA is programmed to convert the serial data coming from the personal 
computer to eight parallel 156.25-kHz pulse-width modulation (PWM) output signals. 
The eight digital level PWM signals are fed to eight analog comparators that step up 
the voltage to ±15 V. The resulting signals are low-passed and supplied to eight high-
voltage operational amplifiers (Burr-Brown® O P A 4 4 5 ) which in turn drive the eight 
benders at analog levels between ± 4 5 V (Fig. 4 . 1 1 ) . The FPGA also reads the output 
of an analog-to-digital converter detecting the position of the slider, and provides 
this information, along with the state of the switch, to the personal computer. 

USB 

FPGA J™"" 

potentiometer & switch 

Fig. 4.10 Overview of THMB electronics. 
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Fig. 4.11 Operation over one of the eight channels of the amplifier. 

4.4.6 Liquid Crystal Display 

The THMB is equipped with a 58.8 x 49.9 x 5.8 mm color LCD screen inserted in 
the casing, along with its control electronics. The LCD system accepts NTSC format 
signals and therefore, computers with a TV-out port can drive the LCD screen as an 
external monitor. A second miniature-gage flexible cable connects the THMB'S screen 
to the computer's video-out port. 

4.4.7 Software 

The THMB'S host software was written using the STRESS Software Development Kit 
(sTRESsd, pronounced "stressed"). STRESsd consists of a cross-platform C + + object 
library for Linux and Microsoft Windows™. It provides a simple, common interface 
to most of our laterotactile displays (STRESS [116], VBD [93], and THMB). The library 
provides a layered interface allowing interaction with the displays at different levels 
of abstraction. Low-level interaction with the FPGA development board occurred 
through a separate Software Development Kit that we have released under an open-
source license.4 

4.5 Preliminary Evaluation: 'Scroll-And-Feel' 

In the context of mobile interaction, users' cognitive resources are dedicated, in order 
of importance, to acting on the environment (e.g., walking, talking), to monitoring it 

4Sidus - http://sidus.sourceforge.net. 

http://sidus.sourceforge.net
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(e.g., to scan the environment visually), and lastly to interacting with the mobile de-
vice [109]. For this reason, an undivided attention to the screen cannot be expected. 
During interactions such as browsing the web on a mobile phone, tactile feedback 
can provide continuous bridging information between glances at the screen. 

With this in mind, a preliminary application was developed to exercise the de-
vice's capabilities, with the goal of implementing concurrent tactile and visual ex-
ploration of a graphical document that is too long to fit on the screen, and has to be 
scrolled up and down by using the slider. 

4.5.1 Programming 

User Control Under velocity control, it is possible to browse through an entire 
image by controlling speed and direction. The displacement range of the slider 
is divided into three zones. When the slider is inside a central neutral zone, the 
graphical image does not move. Moving the slider away from the center causes the 
image to scroll up or down at a speed proportional to the deflection from the center. 
Absolute positioning is applicable only within a small scope. 

Tactile Mapping There are many ways to map a scrolling graphical image to a 
tactile sensation. We adopted a simple strategy that associated a tactile track to a 
graphical track. The two are scrolled simultaneously under slider command. The 
graphical track contains short paragraphs of text separated by headers and small 
figures (Fig. 4.12(b)). The tactile track is composed of a series of tactile haptic 
icons, see Fig. 4.12(a). A specific dynamic tactile sensation is felt on the thumb skin 
when a given tactile icon travels across the tactile window, a subset of the graphic 
track currently visible on the LCD (Fig. 4.12(c)). 

Haptic icons were created for the three types of tags found in the document: 
header, text and image. The three types of tactile sensations are spatial functions 
of the position of the corresponding haptic icon in the tactile window. Referring to 
the three icons in Fig. 4.12(a), light regions represent a downward deflection of the 
corresponding actuator, while dark regions represent an upward deflection. When 
the page is scrolled, a given haptic icon activates different benders, thus creating 
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Fig. 4.12 Scrolling application for evaluation: (a) tactile track with 
the three types of haptic icons, (b) graphic track and (c) tactile window 
mapped to the center of the device's graphical window. 

what can be described as peristaltic skin deformation such as the patterns that can 
be observed when a finger slides over a featured surface [91]. 

This mapping and its effect are illustrated in Fig. 4.13 for a text haptic icon. In 
this single element travels upward in the tactile window. The positions of the 
eight actuators are shown in successive frames where patches of skin between two 
actuators, i.e. taxels, are stretched and compressed. Because the strain experienced 
by the skin is the result of the differential deflection of adjacent actuators, the strain 
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T 
tactile 
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Fig. 4.13 Peristaltic deformation of the skin shown while a single line 
of text passes through successive frames of the tactile window (from 
bottom to top): position of the the text haptic icon within the tactile 
window (left column in each frame) and resulting skin deformation (right 
column). 

is related to the gradient of the grey level of a haptic icon representation. Adjacent 
frames indicate the skin's deformation trajectory when the image scrolls by a distance 
equal to the display's spatial period. 

A text icon spans about half of the height of a line. It causes a full but single 
back-and-forth bending motion of an actuator. The resulting sensation of a text icon 
moving from actuator to actuator is often felt as a tiny, sharp, and isolated traveling 
feature. Header icons are widened versions of the text icons and therefore, they 
are more diffuse and of lower contrast. They are also often perceived to be weaker 
and larger. Finally, image icons consist of a texture spanning an image's height. 
This generates a sensation rich in high frequencies. During exploration, the overall 
impression is that of tactile flow when multiple icons travel across the thumb. 

4.5.2 Initial Reports 

Six volunteers, all mobile phone users in their 20s with no previous experience with 
the THMB device were recruited. They were not compensated for their time. These 
participants freely explored the scroll-and-feel application and answered a few ques-
tions in 10-to-15-minute sessions. They were given no instructions other than the 
manner in which the device should be held. 

The application represented by Fig. 4.12 was designed to be stylistically similar 
to news webpages found on the Internet. A red marker displayed at a fixed position 
on the left side of the graphical display delineated the smaller tactile window within 
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the graphical window. This way, the participants knew what part of the document 
they were exploring factually. The graphical page was formatted to fit the width of 
a portable screen. It was displayed on the device's LCD for the two first participants 
and emulated on a PC monitor for the other four because of a hardware failure. The 
window sizes were the same in both configurations. 

Half of the participants reported that the tactile sensations during scrolling were 
like touching a traveling train of ridges under the thumb. The illusion of motion was 
robust. Most of the participants (5/6), however, could not initially distinguish more 
than two different types of tactile sensations. The closely spaced ridges comprising 
the image icon and the loosely spaced text or header icons were so different that more 
subtle differences may have been obscured [97]. Upon further questioning, partici-
pants were eventually able to differentiate between them. Using this feedback, we 
were able to redesign the haptic icons to make all three clearly identifiable and dif-
ferentiable. This development is beyond the scope of this paper and will be reported 
in the future.5 

A few participants mentioned that "playing" with the device was pleasant, but 
could not verbalize exactly why. Not surprisingly, some (3/6) compared the image 
icon to vibration and/or texture, probably because of its high spatial frequency con-
tent. On the other hand, all seemed to agree that the text and header icons were 
compelling and completely different from anything related to vibrotactile stimula-
tion. In general, all participants welcomed the velocity control; one of them even 
commented on its value. The subjective responses showed no differences between 
setups. We collected enthusiastic comments; some participants even envisioned en-
vironments and situations where our device could be useful. These and others are 
further developed in [95].6 

Overall, the participants' ability to discriminate icons shows promise. It provides 
evidence that percepts richer than those currently available on handheld devices are 
possible in a mobile context. 

5See Chapter 5 for an analytic tool that can be used to identify easily distinguishable icons. 
6Refer to Chapters 5 and 6 for some examples of potential user applications. 
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4.6 Implications for Feasibility and Future Work 

We have built what is to our knowledge the first realistic prototype of a mobile 
handheld interface capable of direct-contact distributed tactile feedback. We hope 
that this tactile delivery technology will enable portable tactile displays in the same 
way that LCD technology has enabled portable visual displays. The key is lateral 
skin deformation, which utilizes piezoelectric technology in an efficient configuration 
for a compact, high-resolution tactile transducer. 

The process of building the first generation THMB suggests that it will be feasible to 
incorporate the technology into consumer devices. In its present prototype form, the 
THMB is tethered, with remotized circuitry and power requirements. The dimensions 
and weight of the transducer still need to be reduced by a factor of two or three to 
meet the requirements for a practical mobile device. Nevertheless, nothing in the 
design makes these limitations terminal. 

The participant's first impressions suggest that the THMB can convey compelling 
tactile sensations in a multimodal use environment, and these encouraging results 
motivate further investments. In [25], Chan et al. successfully identified perceptual 
groupings of haptic icons based on distinctiveness. Such a systematic technique 
should be adapted to future developments of the tactile sensations displayed on the 
THMB. We have also already embarked on application-specific studies of information 
manipulation in the small space available in a mobile device, and we will be further 
evaluating how direct-contact tactile feedback can provide added value in terms of 
both performance and comfort. 
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vironment and Teleoperator Systems, IEEE Virtual Reality, 2006, pp. 
437-444. 

Chapter 5 describes the validation of the cluster-sorted multidimensional tech-
nique that was used to partially characterize the THMB. This perceptual characteri-
zation of the device constitutes a first step in an effort to associate practical meaning 
to the tactile sensations that can be created. Taken together, the THMB platform de-
scribed in Chapter 4 and the validation of the perceptual characterization described 
in this chapter provide a solid framework for the development of applications for 
handheld mobile devices that make use of tactile feedback. These were first envi-
sioned in: 

Luk, J., Pasquero, J., Little, S., MacLean, K., Levesque, V. and Hayward, 
V., A Role for Haptics in Mobile Interaction: Initial Design Using a 
Handheld Tactile Display Prototype, Proceedings of CHI 2006, 171-180, 
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Perceptual Analysis of Haptic Icons: 
an Investigation into the Validity of Clus-
ter Sorted MDS 

Abstract 

The design of usable haptic icons (brief informational signals delivered through the 
sense of touch) requires a tool for measuring perceptual distances between icons that 
will be used together as a set. Our experiences with one potentially powerful ap-
proach, Multidimensional Scaling (MDS) analysis of perceptual data acquired using 
an efficient cluster sorting technique, raised questions relating to the methodology 
for data collection. In this paper, we review key issues relating to perceptual data 
collection method, describe an example data set and present its initial MDS analy-
sis, and then examine the impact of collection method on MDS outcome through a 
secondary analysis of the data and the inherent structure of the algorithm compo-
nents. Our analysis suggests that an understanding of these issues is important for 
the method's effective use, but has not exposed any major flaws with the process. 
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5.1 Introduction 

Using synthetic tactile feedback, we can communicate information about the state 
or content of a system, or the occurrence of an event, to a human user via cutaneous 
touch. Mobile devices which make use of tactile feedback (e.g., vibrating pagers 
and cell phones) have been available on the consumer market for several years. The 
tactile stimulation that they generate, however, is limited in its expressive capabil-
ity; typically they make use of a single tactile element that vibrates at a unique 
frequency. More recently, mobile device manufacturers have been integrating tactile 
actuators with increased degrees of freedom into their products. This is possible, 
for instance, by using actuators for which the vibrating frequency can be controlled. 
The goal, inspired by the common use of audio icons in desktop interfaces and mobile 
telephony [16], is to allow for the design and construction of specific and short ab-
stract tactile messages that can easily be interpreted by users with minimal cognitive 
effort [97]. 

At the center of our research lies the goal of understanding how to maximize the 
level of useful information content that tactile/haptic feedback devices can convey. 
To that end, we aim to develop a systematic analytic method to characterize the 
stimulus space of tactile feedback devices in order to inform the design of tactile 
icons. 

In this paper, we present our progress to date in clarifying and validating the 
use of multidimensional scaling (MDS) for this purpose. While it seems clear from 
past efforts that MDS analysis can provide relevant and (in some sense) accurate 
information about the perceived relationships among a set of test stimuli and thus 
guide stimulus set design, we were not satisfied with our ability to interpret and 
quantify these relationships, nor with our understanding of the impact of perceptual 
data collection method on the MDS analysis outcome. 

Here, we begin by reviewing key issues relating to data collection method, then 
proceed to examine the impact of collection method on the MDS result via a detailed 
analysis of an example data set. While an exhaustive critique will be a substantial 
project, the insights presented here should aid in the wise use and accurate inter-
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pretation of results provided by a potentially powerful tool. Our analysis does not 
expose any major flaws with the process, and we thus conclude that it can be a 
valuable tool to evaluate the expressive capability of haptic devices. 

5.2 Background 

5.2.1 Multidimensional Seeding 

MDS comprises a set of methods that display the structure of a dissimilarity matrix 
as a geometrical representation in a given number of dimensions [184]. 

A dissimilarity matrix contains N * (N — l ) /2 individual perceived dissimilarity 
scores between N items of a set. MDS optimization algorithms try to map the per-
ceived dissimilarity scores between items i and j from a dissimilarity matrix onto 
an M-dimension geometrical space (usually Euclidean) within which distances dij 
between items represent relative levels of dissimilarity: 

where / ( ) is a monotonic function. On the Euclidean space, distances are calculated 
with 

w h e r e x ; a a n d Xj a a r e t h e i t e m c o o r d i n a t e s t h a t t h e MDS a l g o r i t h m is so lv ing fo r . 

Dissimilarity data are always mapped with a variable degree of error to the 
geometrical space, and several measures are used to evaluate the goodness of fit. 
For instance, one popular method introduced by Kruskal [86] and used to report 
goodness-of-fit factors in this paper, consists of minimizing the stress function: 

dij-fidij) i,j € [1,2-•• ,7V] (5.1) 

M 

(5.2) 

S — 
,2 

(5.3) 

Interpreting the resulting MDS plot and extracting the underlying perceptual 
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axes governing the signal space can be a frustrating task. The dimensionality of the 
space under investigation and the exact meaning of its prominent axes cannot be 
inferred easily from any goodness-of-fit factor or from simple observation of the MDS 
plot. Allowing the MDS algorithm to use a large number of dimensions will result in a 
geometrical representation that is matched closely to the data, but which can be very 
difficult to visualize and interpret. On the other hand, limiting the MDS algorithm to 
a small number of dimensions might not lead to the most exact representation of the 
data, but it could offer a more intuitive view of its primary underlying structure. This 
is of particular importance when dealing with the analysis of perceptual data, which is 
known to be both very noisy and the product of an intricate system. The mechanisms 
that govern human sensorial perception axe complex and it is unlikely that any MDS 
analysis will reveal how they work. However, our premise, confirmed qualitatively 
by past work, is that MDS analysis can still expose the salient perceptual dimensions 
and provide guidelines to the design of new meaningful and easily distinguishable 
artificial stimuli. 

5.2.2 Obtaining Data for The Dissimilarity Matrix 

The conventional means of acquiring dissimilarity values is to directly compare all 
possible pairs of stimuli in the set of interest. Subjects are presented with each pair, 
then asked to rate their degree of similarity. Similarity scores are then converted 
to dissimilarity scores through a simple transformation. Unfortunately, this paired 
comparison method suffers from a lack of consistency as the number of pair-wise 
comparisons increases (e.g., a stimulus set of 25 requires 300 comparisons and a 
stimulus set of 35 requires 595 comparisons): subjects forget their grading scale, and 
experiment time lengthens dramatically. 

Cluster-Sorting Method: To avoid the problems mentioned above, Ward de-
veloped a cluster-sorting technique for an experiment designed to study the salient 
properties of the physical environment as perceived by humans [174], He presented 
a set 20 photographs representing real physical environments to a group of subjects, 
and asked them to categorize the photographs into different clusters according to a set 
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of rules. The sorting task was repeated a number of times with a different number of 
clusters for each trial. Dissimilarity matrices were constructed based on the number 
of times a particular pair of stimuli was sorted into the same cluster. Stimulus pairs 
that were often grouped together received a low dissimilarity score, whereas pairs 
that were never grouped together were assigned a maximum dissimilarity score.1 

While Ward's method was originally developed for visual stimuli, MacLean, En-
riquez, Chan and others applied a similar technique to sets of haptic stimuli. Brief 
computer-generated haptic signals, or haptic icons, were constructed by varying pa-
rameters such as frequency, magnitude and shape and were presented to subjects 
through a force feedback knob [97] or more recently, a vibrotactile mouse [25]. Users 
were asked to classify the haptic icons into different clusters; the sorting task was 
repeated five times varying the number of clusters. Results from an MDS analysis of 
this type of data has demonstrated a separation of the icons that follows intuition 
while lending extra structural detail. In the knob-generated data set, for example, 
while frequency seemed to be the salient dimension overall, other perceptual dimen-
sions such as shape also emerged from the MDS plots when only signals pertaining 
to a certain range of frequencies were considered. 

Hollins et al. have also made use of a group-sorting strategy to obtain dissimilarity 
data for the study of the underlying perceptual dimensions of tactile sensations [61]. 
However, in this case, the data for the MDS analysis was the result of a single sorting 
task during which subjects were asked to classify 17 real-life surface textures in a 
minimum of 3 but maximum of 7 groups. In a second phase of the experiment, 
subjects were asked to rate the textures according to different assumed properties 
(e.g, roughness, temperature, flatness) and the resulting scales were mapped to the 
3D MDS space obtained in the first phase. Hollins et al. found that two dimensions of 
the MDS space corresponded closely to roughness-smoothness and hardness-softness 
scales respectively. The third dimension could not be related to any of the remaining 
scales. While valuable for understanding tactile perception, their perceptual data 
collection strategy differs from ours in its implementation. Moreover, we are more 

1The reader is referred to [159] for a review of alternate methods that can be used to collect 
dissimilarity data for a MDS analysis. 
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concerned with the understanding of the perception of synthetic computer-generated 
tactile icons, rather than the existing tactile properties of real objects. 

5.2.3 Objectives and Organization 

The strength of the cluster-sorting method lies both in its greater speed of execution 
- reducing the period over which subjects must retain a calibration - and, we hy-
pothesize, in the more global comparative nature of the sorting task as compared to 
pairwise comparisons. However, we have recently observed that the method's global 
nature may also be a weakness, because it creates a complex pattern of correlations 
among the elements of the dissimilarity matrix. It is the need to understand the im-
pact of this restriction on independence on MDS outcome (which nevertheless seems 
to show plausible patterns) that motivated the investigation we report here. 

Our analysis is illustrated using actual data obtained from a cluster-sorting task 
using a new tactile device that we have built. Because the device differs from other 
displays in the way it displays tactile stimuli to the thumb tip, the resultant sensa-
tions were novel and subjects should have no pre-existing categorizations. 

In Section 5.3, we present our example data set, including an overview of tactile 
device and experimental method. Section 5.4 introduces our key critical questions, 
and in section 5.5 we explore each of the question in turn with secondary analyses 
and discussion. Finally, we close with conclusions and recommendations. 

5.3 Data: Hardware, Stimuli and Procedure 

5.3.1 Hardware 

Tactile Stimulation by Lateral Skin Stretch 

Applying a traveling wave of local tangential deformations against the fingertip skin 
can induce the sensation of a small-scale shape sliding on the finger [57]. During 
such interaction, no indentation normal to the skin surface occurs. The moving 
pattern of lateral skin stretch is perceived as a traveling feature. This illusion was 
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previously exploited to display truncated Braille characters to the visually impaired 
with a prototype device called the Virtual Braille Display (VBD) [93]. 

Tactile Handheld Miniature Bimodal Device 

Following encouraging results obtained with the VBD, we built a miniature version 
of the tactile display (TD) and integrated it into a prototype for a mobile handheld 
device. The result, referred to as the Tactile Handheld Miniature Bimodal (THMB) 

device (Figure 5.1), comprises a miniature tactile display for the thumb tip and an 
LCD screen, both assembled inside a small plastic case. Because our focus here 
is on the data analysis, detailed implementation information is reserved for later 
publication.2 

Fig. 5.1 THMB device. 

Typically, the THMB device's casing is held in the left palm and is secured in place 
between the thumb and the four remaining fingers, similarly to how a PDA or cell 
phone is held (Figure 5.2). The tactile display consists of a stack of eight piezoelectric 
benders intercalated between brass rods, which protrudes slightly through a narrow 
slit on the left side face of the device's case. The user's thumb tip rests against 

2 A first version of the prototype was described in Chapter 4. Drawings of a second improved 
version can be found in Appendix B. 
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the summit of the the TD. When activated, the TD's piezoelectric actuators induce 
lateral skin deformation to the thumb tip by bending. 

Fig. 5.2 Interaction with the device: (a) overview of the THMB interface 
and (b) close-up on the thumb against the tactile display. 

The amount of bending of a particular piezoelectric actuator is controlled with 
a voltage applied across its electrodes. A PC host running Linux generates the 8 
control signals, one for each piezo-actuator and sends them to interfacing electronics 
where they get filtered and amplified before being applied across the piezoelectric 
benders. The resulting control voltages range from ±50V and are updated at 3125 
samples/sec. They are encoded with a single byte and therefore can only take 256 
different values. 

5.3.2 Design of the Haptic Icon Stimuli 

Because each of the 8 piezo actuators can be controlled independently, the device may 
be programmed to display 8-pixel animations, each pixel capable of 256 activation 
levels. Sets of 8 piezo activation states can be thought of as a frame; a time series of 
such frames define a given tactile stimulus, which thus varies across both time and 
space. With the THMB, we wanted to explore alternative shape configurations as well 
as ways to animate the stimuli over time. 
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Selection of Stimuli: Using a custom-built prototyping application to explore 
the stimulus space, we generated a wide variety of waveforms, defined as the dis-
placement of one piezo element as a function of time. We selected five waveforms for 
further investigation based on the criteria that they produced qualitatively different 
tactile sensations while remaining as simple as possible. The intent was to begin 
with a candidate set of canonical basic waveforms referred to in this paper as TRI, 
ROLL, SAW, BUMP and EDGE (Figure 5.3). A waveform was animated across the display 
using a tweening method that consisted of playing the waveform on successive piezo 
elements with a phase delay of 1 sample. The resulting animation could then be 
slowed down by reducing the frame rate; or it could be played backwards, resulting 
in the sensation of the traveling tactile pattern moving in the opposite direction. 

•» M\AAAMAM \"Z 
» V W \Z 

+50V 
SAW 

BUMP 

EDGE 

A 
A 
F\ 
1 20 40 60 80 100 120 140 

Sample 

Fig. 5.3 Five waveforms used for the experiment. 

-50V 
+50V 

-50V 
+50V 

-50V 

Stimuli: The study used a 5 x 3 x 2 combination of stimulus factors, resulting 
in 30 total tactile animations used as stimuli. The five waveforms mentioned above, 
three animation speeds, and two amplitudes were varied to produce the patterns. 
Animation speeds consisted of ^ t h , and of the maximum 3125 frames/sec 
rate imposed by the hardware. Amplitude could either be full scale (F) or half scale 
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(H). Because some waveforms were longer than others, the total duration of the 
animation (i.e., the amount of time a stimulus was present under the user's finger) was 
calculated from the waveform and animation speed. We kept track of this duration 
meta-parameter throughout the data analysis because it was a readily observable 
characteristic of the stimuli (Table 5.1). Stimuli varied in duration between 74ms 
and 960ms. For the purpose of the data analysis, the stimuli were labeled according 
to the following indexing: < waveform > < amplitude >< duration >. 

Table 5.1 Overall animation durations calculated from waveform and 
speed parameters. 

waveform 
(Fig. 5.3) 

wavelength 
(in samples) 

duration ( 
I L 

10 15 

ms) at speed 
l 

20 
T R I 143 480 720 960 

ROLL 62 221 331 442 
SAW 20 86 130 173 

BUMP 16 74 110 147 
EDGE 16 74 110 147 

5.3.3 Experiment 

Subjects 

Ten participants (7 male) aged 19 to 31 were recruited for the experiment; none had 
any prior experience with the THMB device or similar displays. The participants were 
told to hold the device in their left hand with their left thumb resting lightly on the 
tactile display, and were allowed to take breaks as necessary. 

Method 

The participants used the method described in [97] to conduct the cluster-sorting 
task, wherein a GUI displayed graphical tiles for each stimulus which, when clicked, 
played the respective stimulus, and which could be moved about and sorted into the 
cluster boxes. The software was modified to present the 30 tactile stimuli used in 
this experiment, and the onscreen tiles representing the stimuli were not marked. 
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Each participant performed five similar cluster-sorting trials. In the first trial, 
the stimuli were sorted into a user-selectable number (from 2 to 15) of clusters. In 
the subsequent four trials, subjects were required to sort the stimuli into 3, 6, 9, 12, 
or 15 clusters presented in random order, with the trial containing the number of 
clusters closest to the user-selected first trial clusters being eliminated. For example, 
if the user selected 8 groups for the first trial, their subsequent trials would consist 
of {3,6,12,15} groups in random presentation order. 

Data 

A similarity matrix was calculated and converted to a dissimilarity matrix in the 
same way described in [97]. The cluster-sorting method assigns similarity points to 
a pair of stimuli each time they are put together in the same cluster. The number of 
similarity points given to a pair of stimuli placed together in a given sorting trial is 
equal to the number of clusters in that trial. For instance, if two stimuli were present 
in the same cluster during the trials involving 3 and 9 clusters, the pair is assigned 
12 points (3 + 9). For the first trial for which subjects get to choose the number 
of clusters, the amount of points alloted is adjusted to fit the closest integer of the 
set {3,6,9,12,15}. The similarity points are summed over a subject's trials and a 
simple inverse linear transform is applied to obtain a matrix with dissimilarity scores 
that range from 0 to 1000.3 A score of 0 indicates that the pair of stimuli always 
appeared in the same cluster across all trials, whereas a score of 1000 indicates that 
they were never paired. 

Results 

Dissimilarity matrices from all subjects were combined to create an average dissimi-
larity matrix (shown in Table 5.2) and the data was submitted to a 2D MDS analysis 
using SPSS™ 13.0 (Euclidean distance algorithm with ordinal/untied data).4 Figure 

3In our case, if Sij is the sum of the similarity points obtained for a pair of icons i and j, the 
corresponding dissimilarity score dtj is computed as di3 = — ̂ p S y + 1000. 

4Ordinal/untied refers to data embodying rank information where elements with identical scores 
are free to be decoupled into successive rank positions. 
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5.4 depicts the stimuli's resulting spatial arrangement, upon which three groupings 
have been manually overlaid by the authors. Orientation of the graph and its axes 
returned by SPSS™ are irrelevant since MDS analysis is only concerned with the 
relative positions of the stimuli in space, rather than their absolute positions. There-
fore, the plot has been rotated for clarity. Five lab colleagues uninvolved in the 
project were also provided with the plot without stimulus labels and asked to group 
the stimuli into as many natural clusters as desired based on spatial layout; similar 
configurations resulted in all cases. MDS plots in 3D were also generated but no extra 
structural information could be extrapolated. 

x-axis 

A TRI G ROLL <=>EDGE OSAW O BUMP 

• half amplitude • full amplitude number: duration (xlOms) 

Fig. 5.4 Ordinal untied MDS plot from the average dissimilarity matrix 
obtained with the cluster-sorting experiment (stress = 0.083). Signal 
durations (from Table 5.1) have been rounded to the nearest multiple of 
10ms for clarity. 

To consider sensitivity of results to MDS algorithm, the individual subject matrices 
were also run through a replicated MDS (RMDS) algorithm. The resulting plots and 
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w a v e f o r m 
a m p l i t u d e 

d u r a t i o n ( m s ) 4 8 0 
Half (H) 

7 2 0 

TRI 

9 6 0 4 8 0 
Ful l (F ) 

7 2 0 9 6 0 8 6 
Half (H) 

1 3 0 

SAW 

1 7 3 8 6 
Full (F ) 

1 3 0 1 7 3 2 2 1 
Hal f (H) 

3 3 1 4 4 2 

ROLL 

2 2 1 
Full ( F ) 

3 3 1 4 4 2 

T R I H 7 2 0 6 4 0 
T R : H 9 6 0 7 9 3 6 9 3 
T R I F 4 8 0 6 4 0 8 7 3 9 0 7 
T R I F 7 2 0 7 0 7 7 4 7 8 0 0 7 8 0 
T R I F 9 6 0 9 0 0 7 7 3 7 0 0 7 8 0 5 4 7 

S A W H 8 6 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 
S A W H 1 3 0 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 5 1 3 
S A W H 1 7 3 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 5 8 0 5 0 7 

S A V F 8 6 1 0 0 0 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 9 2 0 9 2 0 8 9 3 
SAWF130 1 0 0 0 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 9 3 3 9 3 3 9 2 7 3 6 7 
S A V F 1 7 3 9 9 3 9 9 3 1 0 0 0 9 8 7 9 9 3 9 9 3 9 4 7 9 4 7 8 9 3 6 6 7 5 1 3 

R0LLH221 9 8 0 9 8 7 9 9 3 9 7 3 9 8 0 9 8 7 9 6 0 9 8 7 9 2 0 8 9 3 8 2 7 7 1 3 
R O L L H 3 3 1 9 3 3 9 4 0 9 7 3 9 4 7 9 7 3 9 8 0 9 7 3 9 7 3 9 7 3 9 6 7 9 6 7 9 6 0 6 5 3 
R0LLH442 8 8 0 9 3 3 9 0 7 9 0 7 9 4 7 9 6 7 9 6 0 9 5 3 9 5 3 9 9 3 9 9 3 9 8 7 8 6 7 5 2 7 
R O L L F 2 2 1 9 0 7 9 6 7 9 8 7 9 5 3 9 6 0 9 8 0 9 9 3 9 9 3 9 9 3 8 9 3 8 8 0 7 0 7 7 8 0 9 0 7 8 8 7 
R C L L F 3 3 1 8 2 0 9 1 3 9 8 0 8 4 7 9 6 7 9 7 3 1 0 0 0 1 0 0 0 9 7 3 9 7 3 9 7 3 9 2 7 9 0 0 8 0 7 7 9 3 6 6 7 
R0LLF442 7 0 0 7 4 0 8 6 6 8 4 0 8 8 7 9 4 6 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 9 8 7 9 6 0 8 7 3 7 8 0 8 1 3 6 3 3 

6 U M P H 7 4 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 4 8 7 6 3 3 6 2 0 9 5 3 9 6 7 9 7 3 9 8 7 9 7 3 9 8 7 9 9 3 1 0 0 0 1 0 0 0 
B U K P H I I O 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 4 8 0 5 3 3 5 4 0 9 5 3 9 6 7 9 7 3 9 6 0 9 7 3 9 6 0 9 9 3 1 0 0 0 1 0 0 0 
B U H P H 1 4 7 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 4 6 0 5 3 3 5 3 3 9 5 3 9 6 7 9 6 0 9 6 0 9 7 3 9 6 0 9 9 3 1 0 0 0 1 0 0 0 

BUMPF74 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 8 4 0 7 1 3 7 5 3 7 0 7 8 2 0 8 6 7 9 4 7 9 9 3 9 9 3 9 9 3 9 7 3 1 0 0 0 
B U M P F I I O 9 9 3 9 9 3 9 9 3 9 9 3 9 9 3 9 9 3 7 0 0 7 0 7 7 5 3 8 2 0 8 0 0 8 3 3 8 7 3 9 8 7 9 6 0 9 6 7 9 9 3 9 9 3 
BUMP F 1 4 7 1 0 0 0 2 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 8 6 0 8 8 7 7 6 7 7 5 3 8 0 7 7 5 3 6 5 3 9 5 3 9 6 7 8 6 0 9 5 3 1 0 0 0 

E D Q E H 7 4 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 5 2 7 3 7 3 5 7 3 8 6 7 9 3 3 9 4 7 9 7 3 9 7 3 9 8 7 9 9 3 1 0 0 0 1 0 0 0 
E D C E H H O 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 5 4 0 4 8 7 5 7 3 9 0 7 8 9 3 9 4 0 9 8 7 9 8 0 9 6 0 9 9 3 1 0 0 0 1 0 0 0 
E D C E H 1 4 7 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 6 0 0 6 1 3 4 5 3 8 0 0 8 8 0 8 8 7 8 9 3 9 9 3 9 6 7 9 9 3 1 0 0 0 1 0 0 0 

E D 0 E F 7 4 1 0 0 0 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 8 7 3 7 9 3 8 0 0 7 0 0 7 4 0 8 3 3 9 4 7 9 8 7 1 0 0 0 9 8 0 9 7 3 9 9 3 
E D G E F U O 1 0 0 0 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 8 0 0 8 5 3 8 3 3 7 4 7 7 0 7 6 9 3 7 8 0 9 6 0 9 9 3 8 9 3 9 8 0 1 0 0 0 
E 0 C E F 1 4 7 1 0 0 0 1 0 0 0 9 9 3 1 0 0 0 1 0 0 0 1 0 0 0 8 6 0 8 7 3 8 6 0 7 8 7 7 9 3 7 7 3 7 9 3 9 2 0 9 6 7 9 4 7 9 7 3 9 9 3 

w a v e f o r m BUMP EDGE 
a m p l i t u d e Half ( H ) Full (F ) Half (H) Full ( F ) 

d u r a t i o n ( m s ) 7 4 1 1 0 1 4 7 7 4 1 1 0 1 4 7 7 4 1 1 0 1 4 7 7 4 1 1 0 

T R I H 7 2 0 
T R I H 9 6 0 
T R : F 4 8 0 
T R I F 7 2 0 
T R : F 9 6 0 

SAWH86 
S A W H 1 3 0 
S A V H 1 7 3 

S A W F 8 6 
S A W F 1 3 0 
S A W F 1 7 3 

R O L L H 2 2 1 
R 0 L L H 3 3 1 
R O L L H 4 4 2 
R O L L F 2 2 1 
R O L L F 3 3 1 
R O L L F 4 4 2 

BUMPH74 
B U K P H I I O 2 7 3 
B U H P H 1 4 7 3 0 7 3 5 3 

BUHPF74 8 3 3 8 7 3 7 6 7 
B U N P F H O 8 8 7 8 0 0 7 4 7 4 8 7 
B U H P F 1 4 7 9 4 7 8 8 0 8 6 0 7 8 0 6 4 7 

E D G E H 7 4 4 8 0 5 6 0 5 5 3 7 0 7 7 8 7 8 5 3 
E D O E H U O 5 4 0 5 7 3 5 9 3 7 5 3 7 5 3 8 6 0 5 5 3 
E D G E H 1 4 7 7 4 0 6 6 0 6 5 3 6 8 7 5 6 7 6 4 7 6 5 3 5 4 7 

E D O E F 7 4 9 0 0 8 8 7 8 6 7 4 0 0 5 0 7 7 7 3 7 8 7 8 2 7 7 2 0 
EDoeFllO 8 8 0 8 8 0 8 7 3 6 0 0 5 3 3 6 4 7 8 4 0 8 1 3 7 0 7 6 4 0 
E D G E F 1 4 7 9 5 3 9 0 0 9 2 6 6 2 0 5 6 7 4 7 3 8 7 3 8 1 3 7 1 3 6 0 7 6 4 7 

Table 5.2 Average dissimilarity matrix obtained from all 10 subjects' 
dissimilarity matrices. 
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goodness-of-fit stress factors for the non-metric RMDS analysis were similar (but not 
identical) to the ones reported in this paper. 

Subjects assigned labels to the different sorting boxes based on what we have 
reduced to four essential categories: duration (e.g., quick, very long, slow, short, 
fast), magnitude (e.g., moderate, weak, medium, strong), multiplicity (e.g., single, 
double, multiple, one, two) and description (e.g., rhythmic, beat(s), thud, heart beat, 
broken, vibes, sensation). While not immediately analyzable, these categories may 
lend insight into the perceptual dimensions subjects used in their classifications. 

Preliminary Discussion 

A few features are evident through inspection of Figure 5.4. The stimuli seem clus-
tered naturally in three major groups ranged along the x-axis, with the shorter BUMP, 

SAW and EDGE signals to the left, ROLL in the middle and T R I to the right. There thus 
seems to be some influence of either pattern and/or overall duration on the major 
grouping; however, a duration argument may be at odds with the longer groups' 
internal structure. For the TRI and ROLL groups, duration (221-960ms) increases 
on the y-axis, while for the BUMP/SAW/EDGE cluster, overall duration seems roughly 
aligned horizontally. One of the longest ROLL stimuli is associated with the TRI 

cluster. 
Neither amplitude nor duration visibly affect the TRI stimuli; whereas both the 

ROLL and BUMP/SAW/EDGE clusters seem strongly differentiated by amplitude (on the 
y-axis) and slightly by duration (on the x-axis). 

The confounding of the relatively brief SAW, EDGE and BUMP stimuli is at least 
partially due to electromechanical filtering of the hardware; wave shape detail at these 
durations was later confirmed to be beyond the device's temporal display resolution. 

While interesting and clearly meaningful at some level, the complex structure of 
these results immediately raised questions. For example: what is the actual percep-
tual amplitude of the differences found between these signals - can it be quantified? 
The y-axis seems to be interpreted as amplitude for the shorter signals, and as 
duration for another cluster which happens to contain the longest signals. Is this di-
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mension perceptually contiguous, or is it used independently by each cluster? These 
uncertainties lead to closer examination of the data collection technique, and the 
more detailed analysis that follows. 

5.4 Guiding Questions 

The cluster-sorting method for collecting perceived dissimilarity data is a framework 
that drastically decreases the time required to obtain a dissimilarity matrix from a 
large set of stimuli. Rather than requiring subjects to gradually construct a personal 
dissimilarity scale through successive direct comparisons between all possible pairs 
of stimuli - to give an order of magnitude, the experiment reported in section 5.3.3 
would have required 435 direct comparisons - it provides them with an implicit 
reference scale that facilitates consistency in their answers. On the other hand, 
the resulting dissimilarity matrix is the outcome of a process with strong structural 
constraints where, at the same time, there may exist multiple grouping strategies 
which would express the same degree of dissimilarity. Our curiosity about how the 
resulting interdependence in the dissimilarity matrix might impact the MDS outcome 
included these questions: 

Q1 When applying the cluster-sorting technique, what assumptions are made con-
cerning the structure of the collected data? 

Q2 How does a dissimilarity matrix obtained from the cluster-sorting technique 
differ from a dissimilarity matrix constructed from a set of classic pairwise 
comparisons? 

Q3 Does data obtained via the cluster-sorting technique preserve the structural 
information about the stimulus space at every level (for each sub-space)? Sim-
ilarly, if one perceptual dimension is far more prominent than the others, will 
the other minor dimensions still be represented accurately in the dissimilarity 
matrix? 
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Q4 How is noise in the data-gathering process reflected in the dissimilarity matrix 
obtained with the cluster-sorting method? 

In the following section, we examine each of these questions with further discus-
sion and where possible, analysis of the cluster-sorting technique itself, data collected 
with it, or both. 

5.5 Analysis of Cluster-Sorting Method 

5.5.1 Assumptions on the Nature of the Dissimilarity Data Collected 

MDS algorithms differ by assumptions made regarding input data distributions. There-
fore, it is important to clarify relevant attributes of the data obtained with cluster-
sorting technique. MDS algorithms are either metric or non-metric. Metric algorithms 
try to map the stimuli in a Euclidean space by keeping the distances between the 
stimuli as much like their corresponding dissimilarity scores as possible. Non-metric 
algorithms focus more on preserving the rank of the dissimilarity scores. 

Therefore, by applying a metric algorithm to the data obtained from the cluster-
sorting method, we formulate the assumption that the connection strength between 
two stimuli grouped together is linearly dependent on the number of clusters present. 
For instance, an association between two stimuli grouped in a sorting trial with 15 
clusters is considered to be 5 times more powerful than a association between any 
other two stimuli grouped in a sorting trial with 3 clusters. While both Ward and 
MacLean obtained positive results when they applied a metric MDS analysis to their 
data, it is hard to demonstrate that a metric assumption is justified at all times. 

On the other hand, the data in the dissimilarity matrix can also be considered to 
be non-metric. In this case, it is is assumed that summing the similarity points that 
accrue over successive sorting trials does not destroy the monotonicity of the data. 
This weaker assumption relaxes the constraints on the MDS analysis. However, an 
MDS analysis now results in a graphical representation that can only give an idea of 
the extent to which stimuli differ, without providing as much quantitative meaning 
to the graphical inter-stimuli distances. 
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Results reported in 5.3.3 are produced with a nonmetric analysis on the assump-
tion that the data is ordinal. We also considered results generated with different 
metric MDS algorithms (including the INDSCAL algorithm). The MDS metric plots 
shared some similar features with their nonmetric counterparts, such as proximity 
in space of all the TRI stimuli. However, the plots did not exhibit any clear visual 
clustering of the stimuli into the 3 major groups described in the discussion section 
5.3.3 and the stimuli appeared to be more continuously spread out across the per-
ceptual space, making it harder to interpret the results. Without invalidating any 
metric analysis of the data, our results indicate that perceptual data obtained using 
the cluster-sorting technique seems best assumed to be ordinal. 

5.5.2 Dissimilarity Matrix Properties 

A matrix obtained from a set of classic pair-wise comparisons contains score-elements 
that are independent of each other. Each dissimilarity score reflects a dissimilarity 
intensity that is in relation to the others, but changing one score element won't 
affect the other elements of the matrix. On the other hand, a dissimilarity matrix 
obtained with the cluster-sorting method is structurally constricted. One cannot 
re-adjust a single score for a particular pair comparison, without having to readjust 
other elements of the matrix. This is a direct consequence of the requirement for 
a minimum of one-stimulus-per-cluster imposed by the experimental procedure and 
the fact that assigning a stimulus to a cluster also means that it is not put into any 
of the other clusters of the same trial. 

Dissimilarity scores obtained with the cluster-sorting method have one of a set 
of discrete values. For the cluster sets used here, these vary from 0 to 1000 with a 
resolution of 66.6 (Figure 5.5). For 10 of the 16 possible cases, there exists more 
than one combinatorial way to obtain the same score. Moreover, the random dis-
tribution of the set of score values across the entire dissimilarity matrix is not a 
normal distribution since the matrix elements (i.e., all the different pairs) are not 
independent. 

This was observed in post-analysis and shown in Table 5.3, which displays the 
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Fig. 5.5 Number of possible combinations to obtain a single dissimi-
larity score with a cluster-set of {3,6,9,12,15}. 

number of clusters actually chosen by our subjects on the first sorting trial, as well 
as the number of maximum dissimilarity scores of 1000 and of 0. The latter provide 
some indication of the dissimilarity matrix structure: a score of 1000 indicates two 
stimuli that were never grouped together across the five trials whereas a score of 
0 indicates that they were always paired. Across all 10 dissimilarity matrices, 20 
associations (ranging from 2 to 4 stimuli in size) with scores of 0 were made and 
all but one involved SAW, EDGE and BUMP stimuli exclusively - for instance, subject 
# 4 systematically put the stimuli BUMPF74 , B U M P F I I O and E D G E H 1 4 7 in the same 
clusters across all trials. Moreover, only 2 out of these 20 0-dissimilarity associations 
included stimuli of different amplitudes (one of the exceptions is the example given 
above for subject #4). Conversely, the average dissimilarity matrix indicates that 
107 of the 435 possible pairs that could have been formed across the five trials were 
never made (Table 5.4). 

The high occurrence of dissimilarity scores of 1000 is easily explained. Over all 
five sorting trials, numerous pairs of stimuli are never grouped together and therefore 
are assigned a maximum dissimilarity score. Caution must be taken when interpret-
ing a 1000 score. It cannot represent infinite dissimilarity because there is no absolute 
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Table 5.3 Key properties of the individual dissimilarity matrices. Per-
centages in parentheses indicate a proportion of the dissimilarity matrix's 
435 elements. Scores of 1000 and 0 represent cases where a stimuli pair 
was always and never grouped together respectively. 

Subject Nb. init. Nb. of Nb. of 
index clusters 1000's 0's 

1 6 210 (48%) 0 (0%) 

2 5 241 (55%) 2 (o%) 

3 8 245 (56%) 2 (o%) 

4 5 238 (55%) 9 (2%) 
5 12 253 (58%) 3 (i%) 
6 8 233 (54%) 4 (i%) 
7 2 203 (47%) 1 (0%) 

8 7 269 (62%) 1 (0%) 

9 6 258 (59%) 8 (2%) 
10 6 207 (48%) 5 (i%) 

Table 5.4 Key properties of the average dissimilarity matrix. The av-
erage dissimilarity matrix, shown in Table 5.2, is formed by averaging 
each score element of the 10 subjects' matrices. Percentages in paren-
theses indicate a proportion of the average dissimilarity matrix's 435 
elements. 

Nb. of 1000's Nb. of 0's 
Avg. Matrix 107 (25%) 0 (0%) 
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zero of perceptual similarity. Humans are very good at finding associations between 
items, irrelevantly of the amplitude of the contrast between the items presented. 
However, it can either stand for the maximum non-infinite difference between two 
stimuli among the set of stimuli displayed, or simply represent a measure of uncer-
tainty of the data. The latter occurs, for instance, if not enough cluster-sorting trials 
have been run. This dual nature of 1000 scores strengthens the argument that an 
MDS analysis should assume cluster-sorted data are ordinal/untied. 

The actual distribution of scores obtained through a simulation of completely 
random sorting for this method is shown in Figure 5.6.5 Also shown is the score 
distribution for a typical subject who chose 6 clusters for the initial trial, and whose 
individual MDS result exhibited a clear and plausible clustering. 
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Fig. 5.6 Score distributions for a typical subject and random sorting. 
Frequency indicates a proportion of the 435 score-elements present in a 
30-stimulus dissimilarity matrix. 

In both cases, high dissimilarity scores are much more present than low dissim-
ilarity scores, with a peak occurrence of the maximum dissimilarity score of 1000 
(accounting for more than 40% of all the scores in the matrix). Interestingly, the 

5The random distribution was generated by averaging the results of 10000 iterations of the 
replication of a random classification of the stimuli following the sorting rules described in 5.3.3. 
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random distribution is almost monotonic, except for a score of 867 that occurs less 
often than a score of 800, explained partially by the fact that there exists more 
combinatorial ways for a stimulus pair to obtain a score of 800 than a score of 867. 

The first trial allowed subjects to choose a preferred number of sorting clusters. 
This extra d e g r e e of freedom in the experimental procedure is intended to expose 
what subjects feel is the natural number of clusters for the set of stimuli presented 
(and which shows substantial and interesting variety, as documented by Table 5.3). 
However, it adds yet another degree of complexity to the analysis of the dissimilarity 
data. Figure 5.7 illustrates how the choice of the initial number of clusters affects 
the random distribution of the 1000-scores across the matrix. We chose to show the 
effect on the 1000-score frequency since it is the highest, but it is easy to understand 
that the entire random score distribution is dependent on the initial number of 
clusters. Of all the sorting trials, the one with the least number of clusters affects 
the distribution of the 1000-scores across the matrix the most because it forces a 
higher average number of stimuli per cluster. Therefore, the dissimilarity matrix 
obtained from a subject who selected two clusters for the initial sort will contain a 
wider distribution of scores than that of a subject who selected four clusters. 

These results indicate that a validation of the subjects' data - for instance obtain-
ing p-values that denote with high probability that the subjects's clustering were not 
random - is not a trivial task because the random distribution is ill-defined. This also 
suggests that comparing the scores of the individual dissimilarity matrices through 
standard techniques such as standard deviation might not be relevant, and should 
probably not be used to discard subjects. 

For the analysis reported here, we validated the individual dissimilarity matrices 
obtained by trying to find any flagrant inconsistencies in subjects' answers. For 
instance, we examined the individual MDS plots of each subject. We also compared 
the number of 1000's between the subjects individual matrices and the random 
distribution. These inspections did not reveal any inconsistency and therefore we 
made use all of our subjects' data for our analyses. 

Further work is required to assess the significance of the dependencies among the 
matrix cell values, the discretization of the scores and the unusual shape of the score 
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Fig. 5.7 Average normalized frequency of 1000-scores obtained in a 
randomized cluster sorting execution, as a function of the number of 
clusters chosen for the first trial. Frequency indicates a proportion of 
the 435 score-elements present in a 30-stimulus dissimilarity matrix. 

d i s t r i b u t i o n b e c a u s e t h e y a r e l ikely t o h a v e i m p l i c a t i o n s o n t h e r e s u l t s a n d v a l i d a t i o n 

of a n y a n a l y s i s (MDS or o t h e r ) . 

5.5.3 Capture of MDS Group Internal Structure 

For our example results, the MDS plot's y-axis seems to absorb different stimulus 
design parameters for different large groupings (Section 5.3.3). This made us wonder 
about the extent to which the cluster-sorting method can capture and reveal sub-
dominant stimulus distinctions. Clearly, a 2D MDS analysis cannot provide enough 
detail to resolve group internal structure (if it varies from group to group) because of 
the dimensionality restriction it imposes on the algorithm; but does a dissimilarity 
matrix acquired with the cluster-sorting method nevertheless contain the more subtle 
distinctions specific to a given major group found by a low-dimensional analysis? If 
present, can it be recovered without resort to a less-intuitive, higher-dimension MDS 
analysis? To address these questions, we ran a second experiment. 

Method: The experiment protocol was similar to the one described in 5.3.3, 
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with the following differences and key parameters. 
We tested five subjects, none of whom had taken part in the first experiment. For 

the first part of this experiment, subjects were again asked to classify the entire set 
of 30 stimuli, but this time with a cluster-set of {5,10,15} rather than the set used 
for 5.3.3. In the second part, subjects proceeded to execute the same classification 
task three more times, on the 6 stimuli of three different particular waveform types 
( T R I , ROLL and EDGE, respectively) and for a cluster-set of {2,3,4}. 

Data: From the first part of the experiment, we generated a control dissimilarity 
matrix (sized 30 x 30) from which we isolated the three 6 x 6 submatrices belonging 
to the subsets being examined for internal structure. From the second part, we 
produced three full 6 x 6 dissimilarity matrices, one for each waveform type. We 
then ran a 2D MDS analysis for the 30 x 30 control matrix and each of these six 6 x 6 
matrices, and compared the resulting plots. 

Results and Discussion: The resulting 2D MDS plot for the control dissimilarity 
matrix (Figure 5.8(a)) is very similar to our MDS plot obtained with the original 
experiment (Figure 5.4). Since these were derived from cluster sorts using different 
cluster-sets, this suggests that cluster-set does not strongly impact the outcome of 
the MDS analysis. 

Moreover, MDS plots (not shown) generated from submatrices of the 30 x 30 
control matrix strongly resemble their intra-waveform matrix counterparts ((b), (c) 
and (d) of Figure 5.8). Specifically, all graphs display a clear spatial demarcation 
between stimuli of half amplitude and stimuli of full amplitude. Furthermore, most of 
the gradation in duration as well as its orientation present on the intra-waveform plots 
is also visible on the submatrix plots. Thus, our data seems to offer evidence that 
the cluster-sorting method does capture the underlying structure of non-dominant 
distinctions. 

A key observation is that these subtleties are not apparent from inspection of the 
global MDS plot based on the control 30 x 30 dissimilarity matrix. This suggests that 
re-running the MDS algorithm on sub-sets of the entire stimulus space (thus relaxing 
the stress on the algorithm when it is required to find consistent dimensions for an 
entire diverse set of stimuli) can offer valuable information on lower structural levels 
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Fig. 5.8 Ordinal untied MDS plots obtained from grouping the different 
waveforms into cluster-sets of {2,3,4}: (a) control with all 30 stimuli and 
with isolated (b) TRI, (c) ROLL and (d) EDGE stimuli. 
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of t h e e n t i r e s t i m u l u s s e t t h a t a r e n o t v i s ib le f r o m t h e g l o b a l MDS p l o t . 

5.5.4 Effects of Noise 

Perceptual experiments always suffer from noisy data due to subject fatigue and 
calibration drift. The effects of perceptual noise on data obtained from a cluster-
sorting experiment are hard to quantify, even if assumed to be random, because a 
fixed level of randomness will weigh differently on the overall noise from one trial to 
another. The similarity point assignment process tends to amplify noise for trials 
with a large number of clusters. For instance, the noise-induced erroneous sorting of 
a stimulus when 15 clusters are present is more significant than with only 3 clusters 
because an improperly matched pair is assigned 15 similarity points in the former 
case and only 3 in the latter. To complicate things, it can be argued that a 15-cluster 
discrimination task will generate more uncertainty than a 3-cluster task because it 
imposes a heavier cognitive load on the subject. If this is true, it would mean that 
the most noisy part of the data is also precisely the one that accounts for the largest 
similarity scores (or lowest dissimilarity scores). 

Despite the fact that we are currently unable to account for the level of noise 
in the data, we are not too alarmed by this potential problem since, as reported in 
5.5.2, our results were reproducible. This suggests that, even though noise might 
get amplified for the trials with a large number of clusters, the initial amount of 
noise generated by applying the cluster-sorting technique is not important enough to 
significantly distort the dissimilarity data. However, if this was to become a problem 
in future experiments using the same technique, one possible solution would consist 
of applying a corrective factor that decreases the weight of trials containing a large 
number of clusters. 

5.6 Conclusions and Future Work 

The advantages of the cluster sorting algorithm for generating perceptual MDS input 
data are significant: in particular, it is superbly efficient in both time and consistency 
of subject response. The concerns we have identified are at minimum important to 
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be aware of. Based on the reported investigation, advantages seem to outweigh 
the concerns, and it appears justifiable to continue using this technique with well-
informed caution. With respect to each of our Section 5.4 questions, we specifically 
conclude: 

Q1 Perceptual data obtained using this cluster-sorting technique is best assumed to 
be ordinal, and analyzed with a non-metric MDS algorithm. 

Q2 Key characteristics of a cluster-sorted dissimilarity matrix, in particular a re-
striction on element independence, may impact MDS output. Further investi-
gation is required to quantify both the magnitude of this restriction, and the 
robustness of MDS algorithms to such inter-matrix correlations. 

Q3 Hidden patterns in the resulting plot of a MDS analysis carried out on the entire 
stimuli set can become apparent when selected submatrices of the full dissimi-
larity matrix are submitted to the same MDS algorithm. This tends to indicate 
that the cluster-sorting technique also captures detailed information about sub-
level of stimuli distinction that are not visible by sole inspection of the global 
MDS plot. 

Q4 It is difficult to make sense of the distribution of noise across the dissimilarity 
matrix obtained from the cluster-sorting method (mainly due to noise ampli-
fication for trials with a large number of clusters). However, the fact that we 
were able to replicate our results over two independent experiments seems to 
indicate that the data-gathering technique is not generating enough noise to 
significantly distort the data. 

This work represents the first step in an ongoing effort to develop a suitable 
mechanism for analyzing the perceived differences and usability of haptic icons. Our 
results for questions 2 and 4 in particular need further development. Finally, we are 
also considering alternatives to MDS for perceptual analysis of haptic icons. 



5 Perceptual Analysis of Haptic Icons: 
an Investigation into the Validity of Cluster Sorted M D S 109 

Acknowledgment 

The authors would like to thank the reviewers for their contribution to the clarity 
and completeness of this paper. We specifically thank Prof. Lawrence Ward from the 
Department of Psychology at the University of British Columbia for an informative 
discussion about the cluster-sorting method, and Don Pavlasek and Jozsef Boka from 
the Mechanical Workshop in the Electrical and Computer Engineering department at 
McGill University for their invaluable technical support in building the THMB device. 



Chapter 6 

Tactile Feedback Can Substitute 
for Visual Glance in Mobile 
Interaction 



6 Tactile Feedback Can Substitute for Visual Glance in Mobile Interaction 111 

Preface to Chapter 6 

Chapter 6 integrates the knowledge acquired through out the work described in 
the preceding three chapters and exercises the capabilities of the THMB device. After 
having implemented the concept of lateral skin stimulation, embodied the technology 
into a handheld prototype and validated its perceptual characterization, all the tools 
were available for the design of a mobile interaction for which a measurable added-
value of tactile feedback could be exposed. 

Contributions of Authors 

Pasquero conducted the entirety of the work that is described in this chapter. Hay-
ward supervised and edited the manuscript. 
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Tactile Feedback Can Substitute for Visual 
Glance in Mobile Interaction 

Abstract 

In this paper we describe two experiments using a hand held device equipped with a 
transducer that is capable of providing sensations much richer than vibrations and 
thumps. Our experimental hardware and software platform makes it possible to 
program sophisticated interaction metaphors where input and feedback are tightly 
coupled. In the first experiment, we modeled a scrolling task inside a long list, 
performed in concurrence with a distractor task. We found a marginal improvement 
in performance due to the tactile feedback but that came at a higher attentional 
cost dedicated to operating the device. This effect was manifested as a net decrease 
in performance in the distracting task. In the second experiment, we improved the 
interaction paradigm and the task model. To evaluate the effect of tactile feedback on 
visual allocation, instead of measuring performance in a secondary task, we measured 
the time consumed by subjects looking at the screen to perform the scrolling task. 
In this experiment, we demonstrated a 28% decrease in subject's reliance on vision 
when tactile feedback was enabled. 
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6.1 Introduction 

Manufacturers of mobile devices are well-aware of the importance of providing the 
richest tactile experience possible to the end users. In the past, this meant designing 
keypad buttons that felt and behaved as expected; buttons could not be too large 
or too small, and they needed to return tactile cues, such as sharp detents, that 
communicated their state and their function clearly [140]. Failure to take these 
factors into account resulted in devices that were not adopted by the users. While 
these observations are still relevant today, manufacturers of cell phones and personal 
digital assistants are now also exploring different ways to design devices capable of 
active and programmable tactile stimulation. Their efforts reflect a desire to take 
advantage of the sense of touch in order to address the limitations introduced by the 
small size of mobile devices. 

Mobile devices provide interaction affordances which inherently are more re-
stricted than those possible with desktop solutions. This is particularly true of 
information visualization possibilities [28,76]. By their very nature, mobile devices 
must sometimes be used in loud or poorly-lit environments where the users' auditory 
and visual channels are degraded, and where the user's attentional resources must 
be shared among several competing tasks. According to the context, mobile devices 
must contend with requirements that can range from producing alerting signals that 
must not be missed (e.g., during rescue operations) to avoiding distractions (e.g., 
during meetings), with many cases in between. Sometimes, users must be notified 
of important events or state changes, without impairing their capability to function 
otherwise (e.g., when driving [135]). In many cases, mobile devices endeavor to push 
large amounts of information through narrow technological channels and through 
perceptual channels that are already operating close to saturation. 

In this context, the largely untapped tactile feedback channel is a natural candi-
date for addressing the difficulties in giving mobile devices true interactive capabili-
ties. The tactile modality constitutes a rich and usable channel for human-computer 
interaction that has, so-far, resisted many attempts at a more systematic use. 

The small size of the screens found in mobile devices poses a special challenge. 



6 Tactile Feedback Can Subst i tute for Visual Glance in Mobile Interaction 114 

Because of the lack of display space, information in mobile devices is usually orga-
nized like a deep hierarchical structure, rather than a wide structure more typical 
of personal computers [28]. To access content, users of mobile devices are often 
confronted with the cognitively demanding process of navigating between multiples 
layers of menus in the interface. Interruptions from the environment complicate this 
task further. Providing tactile feedback to support document navigation has the 
potential to reduce user disorientation and the amount of attentional load that must 
be devoted to the device. This would free up cognitive resources that users could 
choose to allocate to other activities. 

We explore this avenue using a hand held prototype that was specifically devel-
oped for this purpose. This prototype is capable of providing much richer tactile 
feedback than that possible using vibrotactile stimulation. The device serves as a 
flexible hardware and software platform for the design and evaluation of application 
concepts that take advantage of a combination of graphical and tactile feedback. 

In this paper, we investigate two task models where we attempt to use tactile 
feedback to simultaneously enhance interactive performance and decrease reliance on 
vision. The results of a first experiment do not reveal any significant enhancement 
due to tactile feedback. Nevertheless, they inform the implementation of a second 
experiment by underscoring the importance of designing for a closer link between per-
ception and input action. In the second experiment, tactile feedback allows subjects 
to complete a scrolling task more efficiently for a measurably lower visual cost. 

6.2 Related Work 

Research in multimodal interaction has long regarded tactile feedback as an indis-
pensable channel. For instance, in the 1960's vibrotactile feedback was proposed as 
an aid to jet pilots [33]. Since then, it has been shown that when used in combina-
tion with vision in an interface, the tactile channel can provide added value in the 
form of an enhanced experience and/or a measurable performance increase [21]. A 
combination of recent advances in the miniaturization of actuator technology and 
the increasing understanding of the touch modality as a channel for artificial com-
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munication have sparked an exploration of the possible ways to leverage touch in 
mobile interactions ( [25,41]). In the last few years, the use of brief artificial tactile 
means to convey abstract information has been studied for mobile interactions with 
the following goals: 

• to compensate for limited screen real-estate and cognitive overload [90], 

• to communicate information rich in emotional content [133], 

• to provide immediate tactile feedback that is closely linked to gestural input 
control [24,106,124], and 

• to substitute for a visual interface [20,123]. 

Other contextual possibilities, all of which aim at promoting tactile feedback beyond 
its present role as an alerting mechanism, have also emerged. 

Poupyrev et al., and then later Oakley et al., have studied the effects of providing 
vibrotactile feedback during a scrolling task that requires subjects to tilt a device for 
position and rate control [106,124], These studies show improvements in scrolling 
performance in the form of lower error rates and faster time-to-target values resulting 
from the introduction of vibrotactile signals that confirm the results of gestural input. 

Many approaches to stimulate the skin with miniature electromechanical devices 
exist [115]. To date, those approaches that are sufficiently practical to be integrated 
in a mobile device employ vibrations as the stimulation method, generated either by 
miniature DC motors spinning an eccentric mass, by voice-coils, or by piezoelectric 
actuators [88]. These miniature systems have the compact form factor, the robust-
ness, and the low power consumption required by mobile devices. Recently, simple 
vibrations have been shown effective in communicating tactile messages that are 
suitable for human-machine communication [41]. However, the sensations evoked by 
vibrotactile stimulation can only convey a subset of all the expressive capabilities 
afforded by touch. 

Over the last few years, we have been investigating a mode of skin stimulation 
that moves away from the conventional vibrotactile paradigm [93]. By using an array 
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of piezoelectric benders that exert distributed lateral deformation against the skin, 
it is possible to convey to users sensations of both fixed shapes (e.g. Braille dot and 
small-scale textures) and moving features under the fingerpad [92,117]. We refer 
to this mode of interaction as laterotactile stimulation. Because the piezoelectric 
benders it employs can be operated over a large band of frequencies, laterotactile 
stimulation is capable of communicating a wide collection of signals that range from 
the sensation of a small dot to high-frequency textural sensations. The work we 
present here takes advantage of these capabilities. 

6.3 Experimental Platform 

We built a laterotactile transducer small enough to fit in a hand held object. The 
system, which serves as a research platform for multimodal interaction, is dubbed 
the THMB for Tactile Handheld Miniature Bimodal device [117]. It comprises a tactile 
display that is co-located with a liquid crystal display (LCD) to enable the coinci-
dental display of graphical and tactile information. The present studies have been 
carried out with a second generation prototype of the THMB1 that includes a number 
of enhancements suggested by the results of a perceptual characterization study [95], 
including an increase in the strength of the tactile sensations. 

For experimental flexibility, the hand held enclosure is tethered to interfacing 
and power electronics. The system is driven in realtime from an external computer 
via a USB link that allows the actuator commands to be refreshed at 800 Hz. The 
enclosure is held in the left hand (Figure 6.1). The laterotactile transducer protrudes 
slightly from a rectangular opening located under the thumb. It is mounted on a 
slider so it can be moved up and down with a flexion of the thumb (Figure 6.1-c). 
The assembly also acts as a push-button when pressed in the direction normal to the 
sliding axis. 

The slider is spring-loaded, as shown on Figure 6.2(a). This provides a passive 
resistive force against thumb movement that is helpful in locating the position of the 
transducer over the slider range, which is divided into three distinct zones. The top 

1The reader is referred to the appendix for drawings of the new version of the device. 
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(a) (b) (c) 

Fig. 6.1 The THMB device: (a) handheld case that combines a LCD and 
a tactile transducer, (b) sliding mechanism that also acts as an inward 
push-button and (c) close-up on the slider with range of sliding motion. 

and bottom zones are spring actuated while the central neutral zone is unaffected, 
as illustrated in Figure 6.2(b). 

(a) (b) 

Fig. 6.2 Slider regions: (a) single spring that acts both in extension 
and in compression to bring the transducer back to a central neutral zone 
and (b) three distinctive sliding regions. 

The laterotactile transducer has an array of eight 0.5 mm-thick piezoelectric 
benders activated by modulating the voltage across their electrodes. Stimulation 
is provided by programming the benders to cause tangential traction at the surface 
of the skin. The tips of the benders were beveled to increase their traction capacity. 
The display provides a 10 x 8 mm active tactile surface. 
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We also developed a graphical editor to support the design of laterotactile an-
imations. The icon editor makes it possible to rapidly prototype and test tactile 
animations composed of traveling waves of different waveforms, trajectory profiles 
and amplitudes. 

6.4 Experiment I 

In the first experiment, subjects were asked to perform a scrolling task that dis-
played the motion-control behavior described in the next subsection. Because users 
are rarely scrolling in a mobile context uninterrupted, we also designed the exper-
imental procedure to include a second phase that modeled interruptions from the 
environment. This was done by having subjects perform a second task in parallel to 
the scrolling. Subjects were required to monitor a distractor appearing on a separate 
screen. While scrolling performance was not expected to be enhanced significantly 
by tactile feedback, we nevertheless tested for that possibility. A more likely expec-
tation was that tactile feedback would help subjects cope with interruptions in the 
multitasking situation. 

We intended to model the situation facing mobile device users when locating an 
item in a very long list ( « 1000 items). Such tasks arise when one is searching 
for a correspondent in a list of contacts stored in a mobile telephone or looking 
for a particular song in a portable music player. Our model posited a conventional 
scrolling interface where a user is given control over scrolling movement up and down 
a list, by means of an input device. 

6.4.1 Control Metaphor For Long Lists 

Referring to Fig. 6.3(a), the subject could see a window of 7 items in a list of 
1000 alphabetical items. There were markers to help structure it. A star symbol 
indicated a change in the first letter as in a dictionary and a vertical dash symbol 
was regularly placed every four items. Each of these symbols was associated with 
an easily recognizable tactile icon in an effort to assist navigation. Star icons had 
precedence over dash icons in case they would both fall on the same item. The 
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distractors were strings of digits displayed on an external screen that forced the 
subject to switch their gaze back and forth. The task, further described below, was 
to navigate to a target item in the list while spotting the occurrence of zeros in the 
distractors. 

4 mm 

slowdown 16 mm 

4 mm 

1 

Fig. 6.3 Control metaphor for first experiment, (a) List of 1000 items 
with the target displayed to the left. A star next to a list item indicates 
a change in the first letter of the word. Vertical lines mark every four 
elements, (b) Driving control metaphor with three distinct regions. 

A control metaphor based on input acceleration is well adapted to navigating 
inside long lists. This was implemented by setting the scrolling speed and direction 
of the scrolling motion according to the deflection of the button from its rest posi-
tion. To limit the amount of attention required by this mode of input, velocity was 
prevented from winding up to infinity. The larger was the deflection, the higher was 
the terminal velocity. At maximum deflection, the acceleration and terminal velocity 
were set at 10 items/s2 and 50 items/s respectively. If the subject partially released 
the button, diminishing deflection, the velocity would diminish too. Complete re-
turn to the neutral position would cause the scrolling velocity to decay exponentially 
to zero in 800 ms. It was also possible to bring the scrolling movement to rest by 
deflecting the button in the direction opposite to the scrolling velocity. 

Tactile feedback was provided in the form of two types of highly distinguishable 
tactile icons: a short traveling wave was triggered each 4 list items while a longer 
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wave of higher spatial frequency indicated a change in the first letter of the sorted 
list (Figure 6.4(a)). Waves always traveled against the scrolling motion of the list to 
reinforce the sensation of moving over items as they passed by. When not activated, 
the piezoelectric actuators of the transducer were programmed to all bend towards 
the top (Figure 6.4(b)). As a tactile icon passed by, each actuator exhibited the 
same full back-and-forth bending motion to the bottom, but with a phase difference. 
To avoid any tactile icon interference at high scrolling speeds, the tactile animations 
could not be displayed too long on the tactile transducer. A traveling speed of 
300 mm/s was selected because it combines the advantages of being fast and efficient 
at delivering directional cues [95]. The flow of tactile sensations under the thumb 
was similar to equally spaced markings on a road. As a result, it was possible to 
appreciate the speed of scrolling in the absence of visual information [24]. 

Trigger ing Visual 
Event Icon 

Change in 
first letter 

Every 4 
items 

(a) (b) 

Fig. 6.4 Tactile animations, (a) Every four elements were marked by 
the sensation of a traveling pulse and a change in the first letter felt like 
a rapid vibration, (b) Tactile icons traveled across the tactile display 
against the scrolling motion. 

6.4.2 Experiment Design 

Sessions 

Sessions were divided into two phases. In the first phase, subjects were uninterrupted 
(—INT). They were asked to perform a simple scroll-to-target task under two condi-
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tions: with the tactile feedback enabled on the controller (+TF) and without (—'TF). 
In the second phase, subjects were constantly interrupted (+INT). They were given 
the additional task to record the appearances of a visual distractor on an external 
screen. 

In the first phase, subjects familiarized themselves with the scroll-to-target task 
during a short training session. Next, they executed the task for a set of 22 trials 
with the tactile feedback disabled and for another set of 22 trials with the tactile 
feedback enabled. The order was randomized. 

During the second phase, subjects had to perform the distracting task concur-
rently with the primary scrolling task. They were given a training session to famil-
iarize themselves with the simultaneous execution of the two tasks. The presentation 
order of the conditions with and without tactile feedback was also randomized across 
the subjects to minimize learning effects. The experimental phase with the distrac-
tor task was nevertheless conducted after the basic task to make sure that subjects 
were comfortable with the easier scrolling task before introducing the more stren-
uous distractor task. At the end of the session, subjects were given a Likert-type 
questionnaire to fill. 

Subjects 

Eleven subjects participated in the first study. Results from one subject were dis-
carded. The subject in question was unable to focus on the task and gave erratic 
answers. The remaining subjects consisted of students (6 females and 4 males) be-
tween 18 and 27 years old (average: 20.9). All subjects were right-handed except 
one and most were regular mobile device users (8/10). Subjects were paid $25 to 
participate in the study, which lasted 1.5 hours. 

Tasks 

Subjects were instructed to navigate to a target item which was displayed to the left 
of the list. They were encouraged to reach the target as quickly as possible and with 
high accuracy. Because we were interested in the initial approach to the target rather 
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than its precise selection, targets were considered to be reached as soon as they were 
visible anywhere on the screen. Once a target was reached, subjects pressed on the 
device push-button to move to the next trial. 

For the dual task condition, subjects were also instructed to record the presence 
of a visual distractor that appeared on an external monitor. The secondary task 
required subjects to press a key with the index finger of the hand not holding the 
device whenever the distractor '0' appeared on a second monitor. To prevent subjects 
from guessing the next appearance of the distractor, a 3-digit string was continuously 
refreshed on the monitor at irregular time intervals (1-3 seconds). Sometimes, one of 
the 3 digits displayed would be the distractor '0'. This procedure forced the subjects 
to switch gaze back-and-forth between the device screen and the second screen. In 
order to standardize the number of distractors for all subjects, the display of the 
distractor was triggered when specific index positions on the list were visited, rather 
than at random time intervals. 

Trial Sets 

The same set of trials was used under each experimental condition. It was composed 
of 22 distinct pairs of initial and target index positions on the scrolling list. Because 
the lists contained different words across the experimental conditions, the same index 
positions corresponded to different items on the list. Distances between the initial 
and target trial positions varied: six trials consisted of short distances of 50 items 
(D50), another six trials of medium distances of 250 items (D250) and the remaining 
ten of distances of 500 items (D500). Half of the trials required a bottom-to-top 
scrolling motion through the list and the other half a motion in the opposite direction. 
Trials were presented in pseudo-random order for each subject. 

Corpus 

To minimize learning effects, four lists of different items, one for each experimental 
condition, were used. A fifth list was also used for all training phases. The lists 
contained 1000 common 5-to-7-letter English words sorted in alphabetic order, with 
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the number of words starting with each letter selected according to Solso et al. [143]. 

Data Recorded 

In both phases of the experiment, the scrolling trajectory profiles were recorded. 
The data collected included the time taken to reach the targets and the number of 
overshoots, defined as a scrolling motion that missed the target so far that it no 
longer was visible on the screen. 

6.4.3 Results 

The results are collected in Table 1. In all conditions, statistical significance indicated 
by figures in bold characters is the result of a Wilcoxon matched-pairs signed-rank 
test which does not make an assumption of normality for the data. 

- I N T +INT 
Distance - T F + T F - T F + T F 

D50 11.8 12.2 13.1 13.2 
avg. time to D250 21.4 21.3 25.1 23.8 

target (s) D500 24.4 26.5 28.1 31.1 
all 20.2 21.2 23.20 24.25 

D50 2.8 2.4 1.7 1.9 
number of D250 3.3 3.7 5.1 3.6 
overshoots D500 5.9 3.9 6.7 7.2 

all 12.0 10.0 13.5 12.7 
D50 - - 58.3 68.9 

% distractors D250 - - 77.0 65.0 
caught D500 - - 80.5 80.0 

all - - 71.9 71 

Table 6.1 Raw data for the first experiment. Bold fonts indicate sta-
tistically significant differences in performance that can be attributed to 
the presence or absence of tactile feedback. 

As was expected, we found scrolling performance variations between the condi-
tions with and without the distractor task. On average, subjects took « 3.2 s longer 
to reach the targets and did « 2.1 more overshoots. On the other hand, we did not 
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find any overall statistically significant difference between cases with tactile feedback 
and without it. A closer look at the data broken up according to scrolling distances 
(Table 6.1) reveals some effects due to tactile feedback. These effects are summarized 
here: 

• Under the undistracted condition, tactile feedback decreased the number of 
overshoots (p < 0.05) and increased the time to reach the target (p < 0.05) for 
distances of 500 items. 

• Under the distracted condition, tactile feedback also decreased the number 
of overshoots (p < 0.05) but increased the proportion of distractors correctly 
detected (p < 0.05) for distances of 250 items. 

The results from the Likert-type questionnaires are summarized in Figure 6.5. In 
general, subjects reported that both tasks were challenging. They found the tactile 
feedback to be helpful and pleasant but they did not believe it allowed them to reach 
the target faster or with better accuracy. They did not perceive the tactile feedback 
as being annoying and thought it felt different than the typical vibrotactile signal of a 
mobile phone. When tactile feedback was not present, subjects found that something 
was missing but could not verbalize what was missing. The overall size of the case 
enclosure was found to be too large for the average hand. 

6.4.4 Discussion 

In general, we did not find highly apparent performance improvement resulting from 
tactile feedback, except for the two cases where a decrease in the number of scrolling 
overshoots could be observed. This performance increase was at the cost of longer 
times to reach the target in one instance (D500 —INT) and at the cost of an increase 
in the number of distractors missed in another (D250 +INT). These findings reflect 
that different scrolling strategies were used by the subjects for the different scrolling 
distances. They also suggest that the tactile feedback acted more like an alerting 
signal rather than a navigation aid. Subjects might have reduced their scrolling 
overshoots because they were prompted to allocate more attention to the task of 
scrolling rather than to the task of detecting distractors. 
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Fig. 6.5 Results from Likert-type questionnaire for first experi-
ment. Mode results are reported. Error bars represent interquartile 
ranges (IQR). 

A decrease in the number of overshoots due to tactile feedback could be viewed 
as showing an encouraging trend for improvement in overall scrolling performance. 
However, in the context of mobile interaction, this is not sufficient. Improved mo-
bile interactions should liberate users from attending to the device and free up more 
time to attend to other tasks, such as monitoring the environment. Performance 
improvement achieved by drawing more attention to the device may be not viewed 
as a significant advance. Also, it is likely that despite the fact that our device gives 
sensations that are very different from that of conventional mobile phones, tactile 
stimulation may still produce the undesired behavioral consequence of grabbing at-
tention, much like an auditory signal. 

The results of this experiment also illustrate how tactile feedback can sometimes 
induce subjects to mistakenly believe that they perform better. For this experiment, 
performance measurements showed that tactile feedback was at best marginally use-
ful and at worse detrimental, even though most subjects believed that it helped 
them. 
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6.5 Experiment II 

The results of the first experiment motivated us to propose another task model 
intended to better represent the requirements of mobile interaction. The main design 
objective remained the same: multimodal mobile interaction, but with a focus on 
the synergetic integration of the control metaphor and the tactile feedback. Also the 
mode of testing for the subjects' behavior was modified. Instead of measuring speed 
and error rate, as is conventionally done, we attempted to probe subjects' behavior 
by recording the frequency at which they needed to look at the screen to perform 
the task. 

To do this, we designed a very simple testing paradigm. The list was by default 
not visible on the screen. Each time the subjects felt that they needed visual infor-
mation, they had to press and hold a key to make the list visible. The list was also 
modified from the first experiment to display a more obvious structure. It was made 
of the numbers 1 to 100 for easier navigation. This way, by recording the number of 
keystrokes and the manner in which subjects moved inside the list, we could paint 
an accurate picture of their behavior under different testing conditions. In addition, 
we re-designed the control metaphor to facilitate fine positioning. The overall task 
however remained that of navigating to a target item. 

This paradigm attempts to model a type of mobile interaction where the human 
sensorimotor system is allowed to operate in closed loop with the device. This can 
be possible only if tactile feedback is mapped to motor behavior in such way that the 
loop is closed without consuming attentional resources. For this reason, we redesigned 
the controller to enable tighter coupling between user input and the resulting tactile 
sensations. The objective was to make the tactile feedback feel like the natural 
outcome of operating the controller, rather than like the decoupled sensation of a 
tactile track that is scrolling under the finger in parallel to the visual track. To 
achieve this, we associated a tactile icon to each item of the scroll list and designed a 
controller that supports fine positioning rather than an initial approach to a target 
from a long distance away. The design is rather involved so it is described in the 
next subsection. 
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6.5.1 Design of a Fine-Positioning Controller 

A group of 8 subjects was first recruited to facilitate an iterative design process 
comprising a cycle of short informal evaluation sessions and calibration sessions. Six 
subjects had never tried the device prior to the evaluation session, and another two 
were graduate students who were very familiar with the project. The 6 naive subjects 
were paid $10 for their time. They also contributed their time to preliminary, pilot 
sessions prior to the full scale experiment. During calibration sessions, subjects 
operated the THMB device by trying different mappings during a scrolling task. They 
also described their experience to the designer. These comments were instantly 
addressed by adjusting the control parameters such as intensities and gains. The tool 
that made this process possible was an elaborate sensorimotor coupling interactive 
editor. At the conclusion of the design process, we were confident to have achieved an 
efficient and natural control metaphor that needed hardly any learning to be adopted 
by the subjects. 

The resulting controller provides three scrolling modes that correspond to three 
different slider deflection regions: a stop mode, a discrete mode and a continuous 
mode (refer to Fig. 6.6). The deflection range associated to the stop mode roughly 
corresponds to the slider's central neutral zone that is unaffected by the spring return. 
When the transducer is in this region, the list is static. A small push against one 
of the boundary zones enables the discrete mode which causes the list to scroll 
by exactly one item. Pushing further into the spring zone switches the controller 
to a continuous scrolling mode where the list scrolls with an acceleration that is 
proportional to the amount of deflection, similarly to the controller of Experiment I, 
with the difference that the top acceleration and top terminal velocity were slower 
(a=3 items/s2, v=12 items/s). Finally, when the button is released, the spring load 
returns the transducer back to the neutral zone where the list is brought to rest. 
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(a) (b) 

Fig. 6.6 Control metaphor for second experiment, (a) List of 100 nu-
meric items where every 10 elements is marked with a high-frequency 
vibration, (b) Controller modes for the scrolling metaphor. 

6.5.2 Experimental Design 

Sessions 

Experimental sessions were divided into three blocks of trials that corresponded to 
three different conditions: a training condition, a control (CTRL), and a condition 
with tactile feedback (TACT). The experimental task was the same for all three 
conditions. For the training and the control conditions, the tactile feedback generated 
by the controller was disabled. The training condition and the tactile condition 
were preceded by short introductory sessions where subjects were given time to 
get comfortable with the interaction and the experimental procedure. The training 
condition was always performed first. Next, in order to minimize learning effects, 
half of the subjects performed the control condition before the tactile condition, and 
the other half in reverse order. 

The training condition had several aims. It allowed subjects to become familiar 
with the task and also provided them with a reference for the next two conditions. 
In the control and tactile conditions, subjects were reminded to minimize the num-
ber of key strokes and their duration. Finally, the training condition allowed the 
experimenter to ensure that subjects were performing the task at a pace compatible 
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with a natural range of operation. Abnormal behaviors, such as a subject trying to 
keep the screen invisible as long as possible, could be avoided this way. 

Subjects 

Ten graduate students between 25 and 34 years of age (mean 28.3) were recruited 
for this experiment. They were compensated $10 for their participation that lasted 
about 45 minutes. All subjects, but one, were right-handed. None of the subjects 
had participated in any of the previous phases of evaluation and calibration of the 
device. 

Task 

Subjects were instructed to scroll to a target and to select it. The list was made of 
100 consecutive integers and was invisible by default. To make a viewing window, 
subjects had to press and hold down a key. They were instructed to minimize the 
number of key presses and their duration. The target number was displayed to the 
left of the list and was considered to be reached when it was aligned with a horizontal 
cursor located at the center of the screen (Fig. 6.6). Once the target was reached, 
subjects pressed the push-button to move to the next trial. 

Tactile feedback was provided each time the scrolling list changed position. For 
every item that would move by the horizontal cursor on the screen, a traveling wave 
was felt under the thumb moving in the opposite direction to the scrolling motion. 
Tactile animations were very similar to the ones for Experiment I. Each list item 
were represented with sensation that could be best described as that of a moving 
pulse and items that were multiples of 10 triggered a tactile sensation closer to that 
of a vibration. The tactile feedback, therefore, carried information that combined 
relative motion cues and absolute position cues. 

Trials 

The block of trials under the control and tactile conditions were exactly the same 
but the presentation order of the trials were randomized. A trial was defined by an 
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initial index position and a target position that the subject needed to reach. Pairs 
of initial/target positions were separated by distances of 5, 8, 10, 30, 40 or 50 items. 
Each distance was represented 4 times, for a total of 24 trials per condition. Half of 
the trajectories required subjects to scroll upwards and the other half required them 
to scroll in the opposite direction. 

Data Recorded 

For each trial, we recorded the scrolling trajectory profiles and the times of occurrence 
of all events. 

6.5.3 Results 

We analyzed the difference between the control and tactile conditions for a number of 
dependent variables. Table 6.2 summarizes the average results over the ten subjects. 
It is interesting to note that the time windows for which subjects were pressing the 
key (average glance duration) were short (0.3 s). Hence, the experimental procedure 
modeled a multitasking situation where subjects are quickly looking at the device. 

Statistical analysis using the Wilcox matched-pairs signed-rank test reveals a 
significant difference between the control and tactile conditions in the number of key 
strokes (associated to visual glances), the time between two key strokes (switch-back 
durations), and the number of overshoots. Closer analysis indicates a decrease of 
28% in the number of key strokes required to reach the target when tactile feedback 
is enabled (Fig. 6.7) (p < 0.01). All ten subjects could reduce their dependance on 
the graphic screen when tactile feedback was provided. However, the decrease in the 
number of glances was not distributed evenly, ranging from a 2.5% drop for subject F 
to a 49% drop for subject A (Fig. 6.8). 

The effect of tactile feedback can also be seen in an increase in the switch-back 
duration, defined as the average time spent attending to the environment, modeled 
here as an invisible viewing window (Fig. 6.9) (p < 0.01). With the exception of 
subject I, all switch-back durations collected correspond closely to those observed 
in a semi-natural field study during simple mobile interactions [109]. Subject I's 
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Independent Variable CTRL TACT 
trial set duration (s) 373.2 394.8 
visib. proportion (%) 7.8 6.0 

nb. of push-button clicks 38.0 30.9 
avg. glance duration (s) 0.3 0.3 

nb. glances 97.6 69.8 
switch-back duration (s) 4.1 6.3 

nb. overshoots 9.3 14.2 
overshoot length 4.4 3.0 

Table 6.2 Summary results for 2nd experiment. Data represent aver-
age over the ten subjects. Statistically significant differences are shown 
in bold. 
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Fig. 6.8 Normalized proportion of the number of key strokes (TACT) 
with respect to the CTRL condition. 

abnormally high switch-back durations when compared to the other subjects are 
probably a reflection of a strategy that consisted in counting exactly the number of 
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tactile stimulations felt. This strategy, however, resulted in a decrease of the number 
of key strokes in accordance with the results of the majority of subjects (Fig. 6.8). 
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Fig. 6.9 Switch-back durations. 

Results also show a statistically significant increase of 52% in the number of 
overshoots when tactile feedback is introduced (Fig. 6.10 (p < 0.05)). For eight out 
of the ten subjects, we observed an increase that ranges from one extra overshoot 
for subject G to a more than threefold increase for subject C. For the remaining two 
subjects, the number of overshoots dropped by one across the entire set of trials. 

B D J I A G H C E F mean 
subject 

Fig. 6.10 Number of scrolling overshoots. 

6.5.4 Discussion 

We investigated the different scrolling strategies elicited by tactile feedback. When 
tactile feedback is disabled, subjects rely between glances on a mental model they 
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have constructed during the training phases or during previous phases of the ex-
periment. They navigate by "dead reckoning" between glances. However, with the 
introduction of directional tactile cues that were well mapped to the control inputs, 
subjects are able to adjust their scrolling strategies and reduce the frequency at 
which they feel the need to look at the screen. 

A inspection of the trajectory profiles gives extra information regarding the dif-
ferent scrolling strategies employed by the subjects. For instance, Figure 6.11 shows 
samples of trajectory that clarify why the overall number of glances is reduced and 
why there is an increase in the number of overshoots. In these four cases, the subjects' 
reliance on visual input was reduced. Note that not all trials are that explicit. 

Figure 6.11(a) indicates that it was hard for the subjects to control precisely the 
movements of the list when there is no tactile confirmation of the consequences of 
their motor output. Subject C mistakenly estimated that the target was reached 
when it was still three items away. This prompted the subject to use an extra glance 
at the screen. 

Figure 6.11(b) shows that tactile feedback can also be useful for long jumps. In 
the control case, subject D monitors a stop-and-go scrolling action with repetitive 
glances. Under the tactile condition, subject D initiates an initial approach to the 
target in continuous mode, eventually takes a look at the screen, and finally switches 
to the discrete mode to bridge the small distance left to the target. The combination 
of a continuous-mode approach with a discrete-mode fine positioning results in a 
smooth landing on the target that is reminiscent of optimal control strategies in 
feedback control theory [68]. 

Figure 6.11(c) gives another example of a strategy that utilizes different scrolling 
modes. The case with tactile feedback shows an example of an accidental push-button 
command at the start of a continuous scrolling motion. This typically happens 
whether tactile feedback is displayed or not and is an indication that the device 
ergonomics is not well matched to users' hands. When subjects engage the slider in 
continuous mode, they often accidentally press the button. 

Finally, Figure 6.11(d) depicts an example of an overshoot-plus-recovery under 
the tactile feedback condition. In this case, subject D initially underestimates the 
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Fig. 6.11 Sample trajectory profiles illustrating examples of where the 
number of screen glances are reduced. The TACT condition is always 
shown on top of the CTRL which represents true initial and target posi-
tions. (a) Discrete mode for short distance (Subject C). (b) Continuous 
mode for long distance (Subject D). (c) Mixed mode for long distance 
(Subject J), (d) Overshoot-plus-recovery trajectory (Subject G). 

scrolling speed and ends up passed the target. The error is promptly rectified with 
a switch to the discrete scrolling mode with very little consequences on the overall 
time needed to reach the target. 

Figure 6.11(d) also reveals a small inconsistency with the controller that is re-
peated with each trial involving a downwards scrolling motion. Instead of scrolling 
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by one item towards the bottom of the list, the system initially scrolls up by a single 
item. This inconsistency does not seem to have effected the results obtained since 
all statistical results reported in Table 6.2 still hold when the cases of upwards and 
downwards scrolling motions are analyzed separately (not shown). In fact, the re-
sults suggest that subjects were not explicitly keeping count of the number of items 
scrolled by, but rather integrated the flow of tactile stimulation to locate their posi-
tion. 

At the conclusion of the experiment, subjects were asked to briefly describe the 
scrolling strategies they adopted when tactile feedback was present. Many reported 
using the discrete mode afforded by the controller whenever they were close to the 
target. A common strategy that was described consisted of first trying to reach 
a position close to the target in continuous scrolling mode. Then subjects would 
quickly glance at the screen before a final discrete adjustment in discrete mode. 
Most subjects also mentioned that the tactile icons positioned every 10 items and 
characterized by a higher frequency, were very useful in estimating current position. 

6.6 Final Discussion and Conclusion 

Taken together, the results from the two experiments highlight the possibility for a 
new role for tactile feedback in mobile interactions. They show that it is possible to 
make use of the tactile modality not only to assist, but to substitute for the visual 
modality in a task performed with a mobile device. This enhancement was enabled 
by a careful design of the tactile feedback provided by the device, not only from 
the view point of the tactile transducer design, but also from the view point of the 
feedback provided in response to input commands. Perhaps, the most important 
aspect of the information provided in the design used in Experiment II was how it 
enabled subjects to anticipate the sensory consequences of their motor output. 

This principle is represented in the differences between the implementations of the 
tactile feedback for the two experiments. The scrolling interaction that we developed 
for Experiment I provided tactile feedback that did not couple input and output 
tightly. Instead, tactile signals were provided as a mere informational confirmation 
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to the interaction. The tactile cues were rich, pleasant and had information content 
regarding the direction and speed of movement, yet, they failed to provide feedback 
that made it easy to anticipate an event because they were too sparse in time and in 
space. This prevented subjects from taking advantage of anticipatory control over 
the scrolling motion. 

The results of the first experiment illustrate a second point. Conventional metrics 
alone (error-rates or time measurements) are unlikely to uncover the full benefits of 
artificial tactile feedback. These performance measures are applicable to the visual 
modality which is anticipatory in nature, whereas tactile feedback employed in the 
conventional manner can only alert the user of events that have already occurred. 
In fact, tactile feedback may even be detrimental to the main task when the level 
of attention it demands outweighs the amount of useful information it provides. In 
Experiment I, the tactile feedback was probably perceived as an alarm that channeled 
subjects' attentional resources on the device rather than on the distractors. As a 
result, we observed cases where subjects had fewer scrolling overshoots but performed 
significantly worse at detecting the distractors. In a mobile context, this result can 
hardly be seen as a benefit, since the goal is to free up the user's attention. 

To address these issues, in Experiment II, we proposed a control metaphor that 
differed significantly from that of Experiment I. We focused on a controller where 
action and perception are tightly coupled so that subjects could anticipate the results 
of their input sufficiently accurately to promptly re-adjust the scrolling trajectory. 

Another contribution that is pertinent to mobile environment research is the 
testing paradigm we introduced. It enables the estimation of the amount of visual 
allocation by simply requiring them to have manual control over it. This method is 
practical and it proved to be efficient at simulating a mobile environment. 

The results of the evaluation of the motion-controller used in Experiment II show 
that the tactile feedback could yield an average reduction of 28% in the number of 
glances subjects felt they needed to look at the screen. All ten subjects were affected 
positively by the tactile feedback. We consider these results to be very encouraging 
since they suggest new approaches to employ tactile feedback in mobile interactions. 
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Chapter 7 

Summary and Future Work 

Thesis Summary 

This thesis has presented contributions to the design of fingertip tactile displays and 
to their use in mobile interfaces. Motivation for this work came from a need to 
compensate for some of the shortcomings of mobile devices for which typical desktop 
metaphor solutions are not applicable. 

Early in this thesis, the use of tactile feedback was recognized as offering a po-
tential solution to some of the challenges of mobile interaction. This is not a new 
idea. The sense of touch has long been identified as an underutilized channel for 
communication in HCI, especially when compared to audition and vision. However, 
examples of commercial devices that are capable of artificial haptics are not common. 
By contrast, touch plays an important role in our everyday-life activities. The slow 
deployment of tactile technology in the consumer world can be explained by three 
main factors: a limitation of the technology, our poor knowledge about touch and a 
lack of a clear vision about the true benefits of artificial tactile feedback. 

Limitations of the Technology 

Technological constraints continue to limit the development of electromechanical 
means that are capable of stimulating the skin. The requirements imposed by con-
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sumer technology on tactile displays share many similarities with the ones imposed 
on their visual counterparts. Practical displays, whether tactile or visual, require 
that large arrays of low-power mechanisms be packed in a small space. In the case 
of visual displays, the essential transducer consists of a means to transform electrical 
energy into light. For their part, tactile displays make use of miniature moving parts 
in direct contact with the skin and the conventional actuation methods are fragile. 
Designing for small and robust actuators that must be capable of significant output 
forces against the skin remains a challenge. 

Poor Knowledge About Touch 

Our knowledge on touch is limited. The haptic sense has been studied for centuries, 
and more recently, by pioneers like Geldard [51]. However, a broad and distributed 
effort to study how the skin surface can be used as a successful communication device 
has only started to emerge in the last few years [48]. Our poor knowledge concerning 
the different mechanisms that relate to touch is well illustrated by a long list of 
unknowns. One example is our lack of certitude about the exact roles of the different 
mechanoreceptors embedded in the skin. Uncertainties about touch are not limited 
to the periphery. The different cognitive processes that take place in the higher 
levels of processing are also still open for debate. New tactile illusions are being 
uncovered on a regular basis, and occasionally an explanation for the phenomenon is 
offered. Nevertheless, to be truly practical as a communication channel, the haptic 
sense must also be understood when it is used in conjunction with other senses. 
Because there exists multiple ways by which different modalities can interact together 
(in a constructive or a destructive way), multimodal interactions are more complex 
in nature. The mechanisms by which touch competes with other modalities for 
the limited central cognitive resources have not been studied extensively. A better 
understanding of these mechanisms is crucial to the development of any useful tactile 
language because tactile communication will likely never replace visual and audio 
communication in consumer electronics. Rather, it will play a role that is matched 
to its unique capabilities. 
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Lack of Clear Benefits 

Finding the advantages and means of leveraging the touch channel in human-computer 
interactions is not a trivial challenge. Visual communication occupies the vast ma-
jority of our interactions with computers. The visual system affords a broadband 
communication channel where large amounts of information can be displayed to users 
in a natural way. The auditory channel is also a natural candidate, but to a lesser 
extent. On the other hand, touch is, for the most part, a personal medium that is 
limited in its capabilities to transfer abstract information. For these reasons, it re-
mains difficult to articulate how and to which extent haptic feedback can add value to 
consumer technology, even though it is ever-present in our everyday lives. Artificial 
tactile feedback has proven to be useful in certain contexts, as illustrated by the now 
omnipresence of vibrators in mobile devices. However, more often than otherwise, it 
is perceived as being a "gadget" that rarely succeeds at providing sustained value. 
This unfortunate reality can be explained by a lack of vision about the exact role of 
haptic technology. 

The work presented in this thesis addressed some of the issues covered above. 
First, the development of the VBD device, described in Chapter 3, illustrated how 
making use of tactile illusions could simplify the manufacturing of tactile displays. 
This followed an approach that consists of taking advantage of tactile phenomena to 
compensate for limitations of the technology. In the case of the VBD, the illusion is one 
that results in a sensation best described as a 3D tactile feature that is moving on the 
user's skin. The phenomenon, which takes place without any significant mechanical 
normal indentation of the skin, was reproduced electromechanically with an array 
of piezoelectric benders in direct contact with the skin. The VBD was originally 
developed as a proof-of-concept prototype to explore the feasibility of displaying 
Braille dots. However, the transducer's expressive capabilities and its potential for 
miniaturization rapidly turned it into a natural candidate for exploring different 
tactile feedback solutions to issues with mobile interfaces [95]. 

Chapter 3 described how the transducer was integrated in a handheld mobile 
device prototype. Embedding the transducer in a small case that fits in the palm of 
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the hand helped picture what a real mobile device capable of rich tactile feedback 
would feel like. Users who tried the device, including participants in the experiments, 
would naturally visualize how a practical version would work. The miniaturization 
of the transducer had two functions. First, the engineering that it required moved 
one step closer to building a realistic tactile display for mobile interaction. Second, 
the small form factor of the resulting handheld device unlocked an entire space of 
possibilities for the envisioning of multimodal mobile applications that take advan-
tage of tactile feedback. Because the device affordances suggested its use in a mobile 
context, the user experience was rendered more realistic. The move from an unso-
phisticated device (VBD) to a tangible prototype allowed the users to formulate a 
shared and descriptive language around the tactile sensations that could be commu-
nicated. Most users would "get it right away" and would often genuinely launch, 
without being prompted, into detailed descriptions of what they felt and how they 
saw it as being useful. In this context, it became possible to design experiments with 
the THMB that were more than psychophysical studies that measure user thresholds 
of tactile perception. 

Specific applications with a potential to enhance mobile interaction were devel-
oped and tested. To make this possible, it was first necessary to assess the display 
capabilities of the THMB from a perceptual point of view. This step, which was 
achieved through a set of perceptual characterization studies first described in [95], 
raised questions about one of the techniques used to identify the underlying percep-
tual parameters of the THMB tactile stimuli. Cluster-sorted M D S , a method adapted by 
MacLean and Enriquez from Ward to efficiently collect and analyze data, had never 
been formerly validated [97,174]. More specifically, the effects on the results of a 
MDS analysis on data that was collected with the cluster-sorted approach had never 
been examined. Chapter 5 described an empirical examination of the technique, 
illustrated with sample stimulus data directly taken from the THMB device. The anal-
ysis suggests that the dissimilarity matrix obtained from cluster-sorted methodology 
conserves important perceptual properties of the stimuli space. This is good news as 
it provides partial evidence that cluster-sorted MDS is a valid and efficient method 
to quickly identify groups and sub-groups of stimuli that can easily be distinguished 
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by users. 
The last part of this thesis, Chapter 6, reported on the design and evaluation of 

a scrolling interaction with the THMB for which tactile feedback plays a central role. 
The goal was to design for a mobile interaction with a measurable improvement that 
could be attributed to the introduction of tactile feedback. The approach taken 
consisted of associating sensory functions to motor functions to achieve a holistic 
experience when scrolling a long list of items. A look at a measure of participants' 
reliance on vision, expressed by how many times they pressed a key that controlled 
the visibility state of the list being scrolled, suggested that tactile feedback could 
diminish the number of required glances at the screen of a mobile device. 

Future Directions 

The scope of the work described in this thesis is broad. Opportunities for improve-
ment can take one or many of several potential directions. First and foremost, the 
design of laterotactile displays would benefit from a better understanding of the 
laterotactile illusion. This work involves a study of what really happens at the 
mechanoreceptors level when the skin is mechanically excited. In turn, this can 
inform the design of laterotactile displays by suggesting parameters for their fabri-
cation, such as an optimal distance between the bending actuators in terms of ease 
of manufacturing and realism of the resulting sensation. To this extent, Wang and 
Hayward [171], as well as Kikuuwe et al. [82], have recently suggested promising 
but partial solutions based on contact mechanics and mathematical modeling. 

Another interesting avenue for inquiry concerns the exploration of alternative 
means to generate the distributed deformation of the skin surface. Piezoelectric 
benders have proven to be quite effective at applying programmable patterns of skin 
deformation, but the study of other mechanisms, such as microelectromechanical 
system (MEMS), should also be pursued. Recent years have been marked by an 
explosion in the number of attempts at building tactile display prototypes. New 
promising actuation mechanisms have been built and different ways of exciting the 
skin are continuously revisited. These efforts will eventually pay off. With the 
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upcoming improvements in tactile display technology will emerge a need for more 
refined tactile rendering algorithms. Over time, the topic of tactile rendering is 
likely to approach a level of maturity that is comparable to that of current graphics 
rendering. Levesque and Hayward have already embarked in a methodical study of 
the different types of fundamental 2D tactile sensations that laterotactile stimulation 
can generate. One of the objectives of this research is to develop tactile maps that 
are formed of combinations of laterotactile primitives; for instance, borders on a map 
of the world could be represented factually with patterns similar to the Braille dots 
of the VBD, while oceans could be symbolized by dynamic undulations [92]. 

This thesis has underscored the importance of making use of appropriate evalu-
ation techniques to assess the perceptual capabilities of novel tactile displays. More 
work is needed on this front to reach a set of efficient and reliable tools that allow a 
complete mapping of the sensations that tactile displays can generate. The technique 
of cluster-sorted MDS is part of this toolset, but other methods must also be devised. 

In this thesis, it was also argued that new evaluation methodologies must be 
developed in order to uncover the complete benefits of haptics. Applying typical 
HCI evaluation metrics that measure performance, such as task-completion time and 
error rates, are important but they risk overlooking the true advantages of using 
tactile feedback in consumer electronics. Future work should be concerned with the 
study and validation of evaluation tools that are better matched to the properties 
of touch. As illustrated in Chapter 6, this can be achieved by developing alternative 
metrics such as the number of times the screen of a mobile device is glanced at. Other 
methods should focus on revealing the affective qualities of tactile feedback. This, in 
turn, will open the door to new application specific scenarios. Future work promises 
to be an exciting combination of fundamental perceptual science mixed with applied 
engineering and careful HCI design. 
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B r a i l l e cells. H o r i z o n t a l 
b i m o r p h s push u p aga ins t 30 

N o r m a l in -
d e n t a t i o n 

D isp lacement o f 
0.7 m m 

- La rge c o n t r o l vo l tage 
(150 V ) 

t^ 
oo 

con tac t p ins w h e n t h e y 

N o r m a l in -
d e n t a t i o n 

- B l o c k i n g force o f 0.6 N - M o v i n g pa r t s 
bend. - L i g h t and p o r t a b l e 
S t r u c t u r a l con f i gu ra t i on 
made o f 6 p iezo-extenders. 
T h e ve r t i ca l d isp lace-
ments o f a l l t he i n d i v i d u a l 
ac tua to r s add up. 

4 
N o r m a l in -
d e n t a t i o n 

- H i g h b a n d w i d t h 
- Use o f ex tenders r a t h e r 
t h a n benders 
- D isp lacement compara -
b le t o benders (90 Mm) 

- H i g h c o n t r o l vo l tage 
(100 V ) 
- C o m p l e x s t r u c t u r e 
- L o w spa t i a l r eso lu t i on 

FT 
o 
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CL. 
W 
OI 

1 lie t r i c t i o n coef f ic ient ot a 
glass sur face is m o d u l a t e d 
by m a k i n g i t v i b r a t e a t u l -
t rason ic f requencies b y a 
S I N G L E p iezoe lec t r i c ac-
t u a t o r . 

1 F r i c t i o n 

- S ing le a c t u a t o r 
- Capab le of a set of i n -
t e r e s t i n g and d iverse tex -
t u r e sensat ions 

- L i m i t e d sur face 
- Requ i res ac t ive finger 
e x p l o r a t i o n 

T ^ 

T h e f r i c t i o n coef f ic ient of a 
t o u c h sur face is m o d u l a t e d 
by m a k i n g i t v i b r a t e a t u l -
t rason ic f requencies by an 
A R R A Y o f p iezo-benders . 
S i m i l a r t o [177] above. 

> 3 0 F r i c t i o n 

- ( J a n De e x t e n d e d t o a 
large e x p l o r a t o r y sur face 
- N o m o v i n g sk i n con tac-
t o r p ins 
- A b l e t o induce sensa-
t i o n o f t e x t u r e 
- Low-vo l t age for piezo-
ac tua to r s (15 V ) 

- Requi res finger move-
men t 
- L i m i t e d i n expressive ca-
pab i l i t i e s 

O" 

M
o
to

r 

K U se rvomo to r s l i g h t l y ro-
t a t i n g a lever a r m on 
w h i c h a sk i n c o n t a c t o r is 
fixed. T h e sma l l r o t a t i o n 
o f t he lever a r m resu l ts i n a 
ve r t i ca l m o t i o n o f t he con-
t a c t o r . A sheet o f r u b b e r 
covers a l l t he con tac to rs t o 
create a spa t i a l low pass 
filter. 

3 6 
N o r m a l in -
d e n t a t i o n 

- .Large ver t ica l d isplace-
m e n t (up t o 2 m m ) 
- Poor ac tua to r s s p a t i a l 
r eso lu t i on (2 m m ) com-
pensa ted by a r u b b e r 
sheet a c t i n g as a s p a t i a l 
low-pass filter 

- A mouse a t t ached t o 
the d isp lay p e r m i t s ac-
t i v e e x p l o r a t i o n 

- C o m p l e x c o n t r o l sys tem 
- F a i r l y b i g a n d c u m b e r -
some device 
- L o w b a n d w i d t h (25 Hz) 

OT 
O 

M
o
to

r 

2 D O * ' mechan ism con-
s is t ing o f se rvomoto rs t h a t 
p u l l and p u s h l a t e r a l l y on 
m e t a l p ins i n con tac t w i t h 
t h e fingertip sk in . 

4 
L a t e r a l 
s t r e t ch 

T h e p i n s / c o n t a c t o r s 
have 2 D O F 
- Cons iderab le d isp lace-
men t a n d force e x h i b i t e d 
b y t he p i n s / c o n t a c t o r s 

- F a i r l y comp lex a n d large 
mechan ica l s t r u c t u r e 
- L i m i t e d t o 4 ac tua to r s 

ao 
CO 

M
o
to

r 

M i n i a t u r e U U m o t o r s t h a t 
r e m o t e l y p u l l o n spr ing-
loaded p ins t h r o u g h a 
t ransm iss ion p u l l e y sys tem 
made o f n y l o n tendons . 
T h e t a c t i l e i n t e r a c t i o n oc-
curs a t t he fingertip, b u t 
the ac tua to rs are loca ted 
on t he user 's w r i s t . 

1 6 
N o r m a l in-
d e n t a t i o n 

- P o r t a b l e fingertip d is-
p lay 
- L o w mass 

La rge d i sp lacement 
(25 m m ) 

- L o w b a n d w i d t h ( i n t he 
tens o f Hz) 
- F r i c t i o n i n t h e t r ansm is -
s ion sys tem 

CO 
CO 

M
o
to

r 

T h e r o t a t i o n o f a step mo-
to r is t r a n s f o r m e d i n t o ver-
t i c a l movemen t o f a sk in 
con tac to r by us ing a lead-
screw mechan ism. 

4 0 9 6 
N o r m a l in -
d e n t a t i o n 

- La rge con tac to r torce 
- La rge con tac to r d is-
p lacement ( up t o a few 
m m ) 

Cons iderab le sur face 
area (200 m m x 170 m m ) 
a n d large n u m b e r o f ac-
t u a t o r s 

- Very s low refresh ra te 
(15 s) 
- L i m i t e d t o d i sp lay shape 
( i .e., no t e x t u r e ) because 
o f h i g h con tac to r spa t i a l 
r eso lu t i on (3 m m ) 
- C o m p l e x a n d expens ive 
c o n t r o l sys tem 

OT m 

M
o
to

r 

Mechan i sm t h a t conver ts 
t he r o t a t i n g m o t i o n o f a 
m i n i a t u r e brushless m o t o r 
i n t o t he ve r t i ca l movemen t 
o f a t a c t i l e e lement ( tac-
te l ) . 

32 
N o r m a l in -
d e n t a t i o n 

- La rge force e x h i b i t e d 
( 1 . 7 N ) 

- La rge t a c t e l d isp lace-
men t (3 m m ) 
- C o m p a c t 

- L i m i t e d b a n d w i d t h 
- La rge spa t i a l r eso lu t i on 
of tac te l s (2.7 m m ) 

OET 
o 
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U, 
W 
ai 

S t e p p i n g m o t o r . Screw 
mechan ism s i m i l a r t o [108] 
a n d [139] above. 

2 5 6 
N o r m a l in -
d e n t a t i o n 

- La rge p i n d isp lacement 
( 6 m m ) 
- S k i n con tac to rs also act 
as swi tches for i n p u t 

- La rge p ins (d i ame te r 
5 m m ) 
- V e r y la rge spa t i a l reso-
l u t i o n (10 m m ) 
- B u l k y and comp lex sys-
t e m 

00 

A shape m e m o r y a l loy 
( S M A ) w i r e pu l l s a lever 
t h a t l i f t s a sk i n con tac to r . 
T h e c o n t a c t o r inden ts t he 
fingertip sk in . 

2 4 
N o r m a l in-
d e n t a t i o n 

- La rge ve r t i ca l ex ten-
s ion of t he con tac to rs 
- La rge con tac t force 

- Hys te re t i c behav io r ot 
t he S M A m a t e r i a l 
- L o w c o n t r o l b a n d w i d t h 
(10 H z ) 
- La rge power d i s s i p a t i o n 

^ 00 

Ver t i ca l p i n t i xed t o t he 
m i d d l e o f a S M A w i r e l ike 
an a r row is m o u n t e d on 
t h e w i r e of a bow. Con-
t r o l l i n g t h e l e n g t h o f t he 
S M A w i r e w i t h a n e lect r ic 
cu r ren t moves t he p i n up 
a n d d o w n . A l a tex r u b b e r 
m e m b r a n e a c t i n g as a seal 
is l a i d o n t o p o f t h e p ins. 

L i ne 
o f 10 

N o r m a l in -
d e n t a t i o n 

- I n t e r e s t i n g b a n d w i d t h 
for a S M A device (30 Hz) 
- L o w s t r a i n o f t he S M A 
m a t e r i a l amp l i f i ed by an 
ingen ious mechan ica l ar -
r angemen t 

- Hys te re t i c p rope r t i es o f 
t h e S M A m a t e r i a l 
- C o m p l e x coo l i ng sys tem 
- Uses a l i ne o f s k i n 
con tac to rs i ns tead o f a 
m a t r i x d i s t r i b u t i o n (as 
a consequence, t h e l ine 
edges are f e l t ) 

N 

S M A MILL w i re a t t ached 
t o a s p r u n g p i n i n con-
t a c t w i t h t h e sk in . A n 
e lec t r i c c u r r e n t i nduced i n 
t h e S M A makes i t c o n t r a c t 
a n d pu l l s t h e p i n d o w n . 

6 4 
N o r m a l in -
d e n t a t i o n 

- F a i r l y large c o n t r o l l a b l e 
s t ra ins o f t he S M A wi res 
( u p t o 5 % or 5 m m ) 

- L o w o p e r a t i n g f requency 
(1-3 Hz) 
- La rge heat gene ra t i on 

< 
S 

A S M A s p r i n g a n d l inear 
c o u n t e r s p r i n g are w r a p p e d 
a r o u n d a ce ramic p i n he ld 
i n mechan i ca l e q u i l i b r i u m . 
C h a n g i n g t h e t e m p e r a t u r e 
i n t h e S M A moves t h e p i n 
u p and d o w n . 

6 4 
N o r m a l in -
d e n t a t i o n 

- La rge p i n d isp lacement 
- S imp le and low-cost de-
s ign 

- Requ i res coo l i ng and 
p ins c a n n o t be he ld i n po-
s i t i on for l ong sus ta ined 
lapses o f t i m e 
- T h e r m a l i n t e r a c t i o n be-
tween the ac tua to r s 

PR 

Very s i m i l a r t o des ign [42] 
above b u t w i t h ano ther 
S M A as t h e 2nd spr ing . 

6 4 
N o r m a l in -
d e n t a t i o n 

- L o w cost 
- C o m p a c t a n d l i g h t 
- S imp le c o n t r o l e lec t ron-
ics 

- B i n a r y s ta te ( u p or 
d o w n ) 
- L o w spa t i a l r eso lu t i on 
( 2 . 6 m m ) 
- Ve ry low b a n d w i d t h for 
t a c t i l e g raph ics (1.5 Hz) 

<0 

H e a t pulses t h r o u g h a 
m e m b r a n e c o n t r o l i ts cur -
v a t u r e s ta te by t a k i n g 
advantage o f t he d i f fe r -
ence be tween t h e the r -
m a l expans ion coef f ic ients 
of t he t w o S M A m a t e r i -
als t h a t compose i t . W h e n 
de fo rmed , t he membrane 
pushes on a sk i n con tac to r . 

not 
known 

N o r m a l in -
d e n t a t i o n 

B i s t ab le mechan ism 
t h a t does n o t requ i re 
energy c o n s u m p t i o n 
be tween s ta te changes 
- T h i n film techno logy 
a l lows mass m a n u f a c t u r -
i n g a t low cost 

Not enough information 
available 

OO' t -
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u. 
U 
TF 

Coi l 

T w o fixed coils and a mov-
ing magnet suspended by 
two hel ical springs act as a 
motor cont ro l l ing the dis-

4 0 0 
Norma l in-
den ta t ion 

- Large contact torce (up 
to a few Newtons) 
- Large displacement of 
the actuators (up to 25 
mm) 
- Good actuator resolu-
t i on 

- Very large cont ro l sys-
tem 
- Very complex and ex-

OT 

placement of a long stain-
less steel probe. 

- Large contact torce (up 
to a few Newtons) 
- Large displacement of 
the actuators (up to 25 
mm) 
- Good actuator resolu-
t i on 

pensive device 

- Constant contact w i t h Very low bandw id th 
A r ray of pressurized sil i- the finger (5 Hz) 
cone tub ing . By changing - No leakage and no p in - Low spat ia l resolut ion 

0) the pressure in the cham-
25 

No rma l in- f r i c t i on (actuators are 25 m m 

£ bers, the displacement of 
25 

denta t ion Contro l lab le p in apar t ) 
V ver t ica l contactors in the displacement (up to - Undesired opera t ing vi-

.a tubes is control led. 0.7 mm) b ra t ion resu l t ing f r om the 

g > - H igh ly por tab le PWM cont ro l signal 
3 $ Uorapact and inte-
C 
OH 

"CE 
G 

Pneumat ic inf low control-
l ing the pressure and vi- No rma l in-

gra ted package capable 
of three di f ferent types of 
s t imula t ions 

Large normal force 
(2 N) and displacement 
(35 mm) 
- Large v ib ra to ry band-
w i d t h (20-300 Hz) 

- Complex system 
4> c a. 

b ra t i on of stainless steel 
pins. Pneumat ic muscle 
generat ing la tera l forces to 

16 
den ta t ion 
V i b r a t i o n 
Shear 

gra ted package capable 
of three di f ferent types of 
s t imula t ions 

Large normal force 
(2 N) and displacement 
(35 mm) 
- Large v ib ra to ry band-
w i d t h (20-300 Hz) 

- Few contact pins w i t h 
fa i r ly h igh spacing sepa-
ra t i on (175 m m ) 

C5 M 

simulate f r i c t ion . 

gra ted package capable 
of three di f ferent types of 
s t imula t ions 

Large normal force 
(2 N) and displacement 
(35 mm) 
- Large v ib ra to ry band-
w i d t h (20-300 Hz) 

r u e pressure inside a smal l 
cavi ty is increased by heat-
ing up a gas near the boi l -

16 
Norma l in-

Offers potent ia l for: 
- s imple m in ia tu re actu-
a t ion 

signif icant displace-
ment and force 

I n current state: 
- low spat ia l resolut ion 00 <D 

ing po in t . The change in 
pressure displaces a tac t i le 
element. 

16 
denta t ion 

Offers potent ia l for: 
- s imple m in ia tu re actu-
a t ion 

signif icant displace-
ment and force 

and b a n d w i d t h 
- h igh power 

- Can generate 2 d is t inc t 

V isual images are cap-
Electr ic 
current 
fel t as: 
1- vague 

sensations (vague pres-
sure and acute v ib ra t i on ) 

tu red by an opt ica l sensor 

Electr ic 
current 
fel t as: 
1- vague 

- Mounted on a force sen- - Given the technology, 
mounted on the display be-
fore being t rans lated in to 

16 

Electr ic 
current 
fel t as: 
1- vague sor to regulate the sen-

sat ion magni tude and to 
fa i r ly low spat ia l reso-
l u t i on (actuators are at 

oT t-
3 o electr ical tac t i le s t imula-

2- acute 
v i b ra t i on 

decrease discomfort least 2 m m apar t ) 
V 
a (6 

et 
"3 s 

t i on on the fingertip. 
2- acute 
v i b ra t i on 

Sensor d i rec t ly 
mounted on tac t i le 

W display 
2 Act i ve electrode becomes 

3 0) 
S 

electr ical ly connected to 
ground th rough the finger-
t i p when the user touches 
i t . The current passing 
t h rough the finger creates 

4 9 
Elect r ic 
current 

- Simple method 
- Possibi l i ty of large tac-
t i le resolut ion 
- F l ex ib i l i t y (e.g., can be 
pu t i n a glove) 

- Can cause pa in 
- A d a p t a t i o n to the st im-
ulus occurs very qu ick ly 

00 

a tact i le sensation of vi-

- Simple method 
- Possibi l i ty of large tac-
t i le resolut ion 
- F l ex ib i l i t y (e.g., can be 
pu t i n a glove) 

b ra t ion and pressure. 

1 
T

h
e
rm

a
l 

Pel t ier 
Element Pelt ier Element 1 Heat 

- Very simple 
- Capable of s imu la t ing 
real sensations of the 
qua l i t y of mater ia ls un-
der passive touch 

- On ly one single actuator 
- Incapable of present ing 
dynamic i n fo rma t ion such 
as pressure or s t ra in 

^ (D 
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h. « 
A

ir
 J

et
 

P is ton 

A i r j e t produced by 
cont ro l l ing the pressure 
th rough a tube w i t h a 
piston. 

1 

Norma l 
indenta-
t i on (by 
air j e t ) 

- S t imu la t ion ot super-
ficial receptors creat ing 
a sensation not repro-
ducible w i t h other T D s 
( " b u g creeping under the 
sk in " ) 
- No di rect mechanical 
contact w i t h the sk in 

- Imposs ib i l i t y to get a 
high-resolut ion array due 
t o the size of the j e t actu-
ators 

s 

H
yb

ri
d

 

Piezo + 
Pelt ier 
element 

Cant i levered piezo bi-
morphs pushing on 
vert ical pins + Pel t ier 
element 

1 

Pelt ier 
+ 3 0 

pins 

Heat and 
normal in-
denta t ion 

- Displays heat on t h u m b 
- Compact and matu re 
technology 
- A l l the advantages of 
piezo technology 
- Mu l t i f i nger display 

- Requires water cool ing 
system 
- L i m i t e d b a n d w i d t h of 
Pelt ier element 

O* 00 

H
yb

ri
d

 B ra i l le 
cells + 
l inear 
motor 

t j u s t o m adaptor t h a t con-
verts 3 off- the-shelf refre-
shable Bra i l le cells in to 
a higher spat ia l resolut ion 
display. The display is 
mounted on a tangent ia l 
motor . 

1 l in -
ear 
mo-
tor 

4* 24 
pins 

Norma l 
indenta-
t i on and 
slippage 

- Uses off- the-shelf com-
ponents 
- H i g h spat ia l reso lut ion 
(2mm) 

- A l l the same problems 
associated w i t h Bra i l le 
cells (h igh-vol tage, low 
force, etc.) 

oo 

H
yb

ri
d

 

Co i l + 
Pelt ier 
element 

Smal l e lectromagnet ic 
actuators w i t h micro-
coils actuate flexible 
membranes at a specific 
frequency 
(also Pelt ier elements) 

64 
V i b r a t i o n 
Heat 

- Low cost t abnca t ion 
technology 
- Relat ive ly h igh den-
si ty m a t r i x (2 m m inter-
space) 
- H igh tempora l resolu-
t i on 
- Coup l ing between ther-
ma l feedback and v ib ro-
tac t i le interact ions 

- Low stat ic force 
- L i m i t e d to v ib ra t i ona l 
and the rma l in teract ions 
(i.e., no di rect s t imu la t i on 
of s lowly adap t ing sk in 
mechanoreceptors) 

2 

O
th

e
rs

 

Pressure 
Valve 

Drawing air f rom a suct ion 
hole contact ing w i t h the 
pa lm creates the i l lus ion 
t h a t the skin is pushed by 
a "mudd le r " . 

20 
Suct ion 
pressure 

- No interference be-
tween neighbor ing s t im-
ulators 
- T w o kinds of basic 
pat terns of s t imu la t ion 
(large holes and smal l 
holes) 

- Very low spat ia l resolu-
t i on (only appropr ia te for 
the pa lm of the hand) 
- Need for regulat ion of 
air pressure 

[66] 

O
th

e
rs

 

Surface 
Acoust ic 
Wave 

tJurst ot surface acoustic 
waves (SAWS) are used to 
modula te the amount of 
surface f r i c t i on appl ied t o 
a slider on which the user's 
finger rests. Th is al lows 
the cont ro l of the shear 
stress appl ied on the fin-
ger's sk in by the sl ider 
whi le moving. The SAWS 
are created by in te rd ig i ta l 
t ransducers. 

n / a 
Shear 
stress 

Or ig ina l and unex-
plored method 

- No t a d i rect -contact tac-
t i le display 

o 
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B. 
U 
OS 

" P Z T 

t rans-
ducer 
(pro-
ducing 
u l t ra -
sound) 

Elast ic gel is covered w i t h 
an u l t rasound reflector 
and is rad ia ted w i t h u l t ra-
sound. The net effect is 
one of induced pressure on 
the fingertip l y ing on the 
ref lector. 

10 
and 
3 0 

Acoust ic 
rad ia t ion 
pressure 
V i b r a t i o n 

- H igh spat ia l resolut ion 
(1 m m ) 
- H igh refresh rate 
- Free f rom contact prob-
lems 

- B u l k y system 
- Weak cont inuous pres-
sure force 

"to p. 

Ionic 
Con-
duc t ing 
Polymer 
gel F i l m 
( I C P F ) 

I C P F c i l ium-shaped actu-
ator submerged in water. 
A p p l y i n g an electr ic field 
between the surfaces of the 
actuator makes i t bend. 

10 

V i b r a t i o n 
(at h igh 
freq.) 
Shear (at 
low freq.) 
Brush ing 

- i n e sortness ot tne 
I C P F mater ia l al lows for 
very delicate pressure 
- Low d r i v i ng voltage 
(under 15 V) 
- Fa i r ly h igh frequency 
operat ion (up to more 
t h a n 100 Hz) 

- I C P F actuators require 
to be submerged in water 
in order to bend 
- Low actuator resolut ion 

UT oot 

Dielectr ic 
elastomer 

i frai iJe cei l composed ot 
mul t i p le levels of a di-
electr ic elastomer actuator 
t h a t bends when submi t -
ted to a voltage. The 
bend ing mo t i on pushes on 
a Bra i l le do t . 

6 

Bra i l le 
dots 

Norma l in-
den ta t ion 

- Offers potent ia l 
to subst i tu te for piezo-
electr ic Bra i l le cells 
t o be manufactured in 
ba tch at low cost 

- Huge cont ro l vol tage ( in 
kVol ts) 
- D i f f i cu l t cont ro l of the 
exact Bra i l le dot height 
- Low spat ia l resolut ion 
not sui table for tac t i le 
graphics yet 

OT 
£ L 

Table A. l State-of-the-art distributed tactile displays for the fingertip 
(updated from [114]) 



152 

Appendix B 

CAD Drawings for t h e THMB 

This appendix holds the computer-aided design (CAD) drawings for the main parts 
of the 2nd generation THMB device. The design and manufacturing of the THMB was 
the result of a close collaboration with Don Pavlasek, machine shop supervisor in 
the Electrical and Computer Engineering (ECE) department at McGill University. 

All detailed drawings presented here were put together on Autodesk's AutoCAD® 
software application by Don Pavlasek. Most final drawings are based on conceptual 
drawings that I prepared prior to meeting with him. The final CAD drawings are 
the result of multiple design sessions where Don and I would discuss ideas and refine 
the design around a sketchpad until a satisfactory solution was reached. Manufac-
turing was conducted on a computer numerical control (CNC) machine in the ECE 
machine shop. I performed the cutting and preparation of the piezoelectric actuators 
in another machine shop that belongs to the McGill Haptics lab. I also took care of 
assembling the device. 

I am ever grateful to Don for his sustained patience and for sharing his mechanical 
design and manufacturing expertise with me so generously. 
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SPRING LENGTH DETERMINATION. MAY 15. 2007 
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B. l Main aluminum parts of the THMB device as they come out 
from the CNC machine. 
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Fig. B.2 Main aluminum parts of the THMB device once cut-out from 
their respective fixture plates. 
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(a) (b) (c) (d) 

Fig. B.3 Preparation of the piezoelectric actuators for the 2nd version 
of the THMB. (a) The actuator arrives from the manufacturer as a slab, 
(b) The tip is beveled and the bottom left is scraped off to allow easy 
access to the middle electrode, (c) A coat of electrically-conductive paint 
is applied to protect the thin outside electrodes, (d) A thin wire is 
soldered to the middle electrode. 
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Fig. C . l Interfacing electronics that control the position of a single 
piezo-actuator. The 3.3-V driving voltage comes from the Nova En-
gineering Constellation-IOKE™ development board which operates an 
Altera FLEX IOKE™ chip. There are 8 of these channels in the control 
box, one for each actuator. 
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Fig. C.2 PCBS located inside the handheld case of the THMB. 
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THMB Components 

Unless explicitly indicated, part numbers are from Digikey. 

4 screws to secure bridge (Ml.6 x 6mm fiat head) 
4 screws to clamp 2 NZC shafts (Ml.6 x 6mm flat head) 
4 clamp screws (M2.5 xl6mm pan head - NB: used cheese head instead) 
1 switch bumper screw (M2.5 x 12mm pan head) + nuts (M2.5) 

| 1 switch mount screw (Ml.6 x 12mm flat head) 
^ 2 case PCB mount screws (Ml.6 x 12mm flat head) + glued nuts (Ml.6) 

2 clamp PCB mount screws (Ml.6 x 4mm cheese head) 
2 potentiometer mount screws (Ml.6 x 4mm cheese head) 
3 screws to mount guide tube on threaded clamp (Ml.2 x 3mm slotted cheese head 
machine screws) 

SI 2 o-rings to stop sliding motion (#004) 
4 clamping o-rings (#004) 
1 o-ring to fasten potentiometer to clamp PCB (#003) 

a 
§• 1 (Hammond) box for new power supply ( 20cm x 30cm x 10cm) 

1 On/Off Switch 
tn 
j-
| 2 LEDs 
o 
fc 
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2 Brasseler saw (,10mm) 911HEF-220 (or 180) 
W 1 soldering flux for piezo-actuators (7 ml - #67 liquid flux from www.piezo.com) 
'E 2 miniature carbide 2-flute end mill square-end, Regular Flute, .020" Mill Dia, .060" 
o L Cut (McMaster 8832A62) for the grooves in the lexan rod holder 

S+H 

3 2 miniature carbide two-flute end mill square-end, .031 mill dia, .1550" L-cut (Mc-
« Master 8915A34) 

1 Permatex Quick Grid rear window defogger repair kit - conductive pain (Canadian 
tire - Permatex #15067) 
1 Loctite 290 (threadlocker) - very low viscosity (McMaster Loctite 290) 

g 1 Loctite 271 (threadlocker with higher viscocity) (McMaster Loctite 271) 
1 Diamond compound for polishing sliding rods and NZC tubes (McMaster 4776A37 

| or 4428A19) 
1 Loctite 454 (Prism super glue surface-insensitive) (McMaster Loctite 454) 
1 Protective coating for PC boards to avoid short-circuits (MG Chemicals 422A-340G) 

g 2 Cooner Wire: (AS323Revl) 
16 .4mm flexible wire to access piezo-actuators 
12 .5mm flexible wire for connections inside the handheld case, need multiple colors 

„, 1 Hammond case 1593 Q (HM359-ND) 
J 2 10-pos conn. .5mm vertical (HFL110CT-ND) 
73 1 CABLE FLAT FLEX lOPOS .5MM 2" (HFF-10U-02-ND) 
§ 1 Push Button: SWITCH LT RT ANGLE 160GF 3.15MM (P12208S-ND) 
•V 1 Push Button: LT SWITCH RT ANGLE L3.15MM 130G (P10881S-ND) 
jg 1 Potentiometer: SENSOR POSITION LINEAR SLIDE lOKOhms (P12338-ND) 

1 .20" Brass rod (stock #1596 - Engineering ing. Chicago II - from McMaster) 

http://www.piezo.com
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1 Pin Headers with latches (20 conn) (with latch AHE20G-ND or without latch 
AHE20H-ND) 
1 Pin Headers with latches (10 conn) (with latch AHE10G-ND or without latch 
AHE10H-ND) 
1 socket connector (10 connections) with polarizing key (CKC10G-ND) 
1 socket connector (20 connections) with polarizing key (CKC20G-ND) 
1 CONN HOUSING 4POS .100 DUA (WM2519-ND) 
1 CONN TERM FEMALE 24-30AWG GOLD - pck of 100 (WM2513-ND) 
1 Connector Housing - with Mounting Ears and Detent, Panel Mount (plug and 

g receptacle) (WM1207-ND and WM1206ND) 
» 1 .062" terminals (WM1002-ND and WM1003-ND) 
§ 8 Comparators: IC OP AMP HIGH SLEW RATE 8-SOIC (LM318M-ND) 
| 8 Amp: IC HIGH VOLTAGE OP AMP 8-SOIC (OPA445AU-ND) 
•§ 8 Filter: n IC UNIV ACTIVE FILTER 16-SOIC (UAF42AU-ND) 
g 1 AD Converter: IC ADC SRL 10BIT 2.7-5.25V 8SOIC (MAX1243BCSA-ND) 

^ 1 HV Pos Regulator: IC REG POSITIVE ADJ T0-220 (LM317HVT-ND) 
1 HV Neg Regulator: IC REGULATOR NEG ADJ TO-39 (LM337HVH-ND) 
1 Heat sink for pos HV reg 
1 Heat sink for neg HV reg 
1 Fan 

1 LV neg reg: IC REG VOLT NEG 1A 12V T0220 (MC7912CTGOS-ND) 
1 LV pos reg: IC REG VOLT POS 1A 12V T0220 (MC7812CTGOS-ND) 
1 Power socket + power connector 
6 Pins: CONN PIN IDC 26AWG TIN - pck 100 (H3839-ND) 
32 Metric Standoffs: STANDOFF M/F MET 5MM HEX 10MM L (4313K-ND) 

1 .014" spring 
Protective Headers (.100 x .100) 

t- 4 straight 50-connection - A26282-ND 
^ 4 right-angle 50-connection - A26300-ND 

socket connectors (.100 x .100) 
7 16-connection - CKC16G-ND 
2 CSC34G-ND 
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Appendix E 

Ethics Certificate 

This appendix holds the approved ethics certificate for research involving human 
subjects. The certificates cover the studies described in Chapter 3, Chapter 5 and 
Chapter 6 respectively. The studies described in Chapter 5 were conducted by Joseph 
Luk who was at the time a master's student at the University of British Columbia 
under the supervision of Prof. Karon MacLean. 
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