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Résumé

La prévision réussite et la compréhension physique de la cyclogenèse côtière

secondaire demeurent parmi les plus grands défis auxquels font face les scientifiques

atmosphériques aujourd'hui. Dans cette étude, un événement de cyclogenèse rapide le long

de la côte-est américaine ayant eu lieu le 3-4 octobre 1987 est étudié utilisant une version

à grille pilotée du modèle mésoéchelle de Penn State/NCAR (MM4) avec une grille fine de

25km de résolution. Il est démontré que le modèle MM4 reproduit convenablement la

croissance du cyclone s'étant formé dans une zone frontale côtière, son déplacement

subséquent, son intensité, ses structures de circulation et la précipitation associée au système.

On trouve que la cyclogenèse côtière se produit dans un environnement favorable à large

échelle avec une advection thermique prononcée dans la basse troposphère et une forte

concentration de tourbillon potentiel (TP) à haut niveau associé à la dépression de la

tropopause. Le transport d'air chaud et humide de la couche limite maritime vers la côte par

la circulation à basse niveau fournit l'énergie latente nécessaire pour la production de

précipitation forte observée ainsi que pour une variété do,; phénomènes météorologiques.

Une série de simulations de sensibilité de 24 heures sont complétées afin d'examiner

l'importance relative du réchauffement diabatique, des facteurs à la large échelle et de la

qualité des conditions initiales dans la cyclogenèse. On trouve que la libération de chaleur

latente est responsable de 28% du creusement total du cyclone. L'impact moins important

de la chaleur latente peut être attribuée au développement de fortes précipitations dans le
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secteur froid, de façon à ce que le TP induit par le réchauffement à tendance à être advecté

rapid~ment hors du centre du cyclone. L'étude du budget du tourbillon démontre que

l'advection thermique à bas niveau domine la genèse lors du développement initial, tandis

que les facte~rs à large échelle associés à la dépression de la tropopause déterminent le

creusement rapide plus tard dans le développement ainsi que la pression centrale finale de

la tempête. Afin de déterminer la raison pour laquelle les modèles numériques n'ont pu

réussir à correctement prédire tous les scénarios observés, une expérience dynamique de

"nudging" est faite pour produire un ensemble de données "vraies". Une comparaison de ce

résultat avec d'autres études de sensibilité révèle que la sous-prévision de la pression centrale

du système ainsi que d'autres caractéristiques de la circulation sont associées aux déficiences

dans le couplage vertical du cyclone à la surface et à l'anomalie de TP à haut-niveau, qui

est, en revanche, causé par les incertitudes dans la structure thermique au-dessus de ['océan

à bas niveaux.
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Abstract

The successful prediction and physical understanding of secondary, coastal

cyclogenesis remain onc of the most difficult challenges facing 'ltmospheric scientists today.

In this study, a rapidly east-coastal cyclogenesis event that took place during 3-4 October

1987 is investigated using a nested-grid version of the Penn StateINCAR mesoscale model

(MM4) with a fine mesh grid size of 2S km. It:s shown that the MM4 model reproduces

reasonably weil the growth of the cyclone from a coastal frontal zone, its subsequent track,

intensity, circulation structures and its associated precipitation. It is found that the coastal

cyclogenesis occurs in a favorable large-scale environment with pronounced thermal

advection in the lower troposphere and marked potential vorticity (PV) concentration aloft

associated with the tropopause depression. The transport of warm and moist air from the

marine boundary layer by the low-ll>vel inshore tlow provides the necessary latent energy

for the production of the observed heavy precipitation and a variety of weather phenomena.

A series of 24-h sensitivity simulations are performed to examine the relative

importance of diabatic heating, large-scale forcing and the quality of initial conditions in the

cyclogenesis. It is found that latent heat release accounts for 28% of the total deepening of

the cyclone. The less significant impact of the latent heating could be attributed to the

development of heav'J precipitation in the cold sector such that the heating-induced PV tends

to be quickly advected away from the cyclone center. Vorticity budget diagnosis shows that

the low-level thermal advection dominates the genesis during the incipient stages, whereas

iii
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the upper-Ievel forcing associated with the tropopause depression de!ermines the rapid

deepening rate at later stages and the final depth of the storm. To determine why seveml

model simulations failed in predicting ccrrectly ail of the observed scenarios. a dynamical

nudging experiment is conducted to provicJe a "ground-truth" dataset. A comparison of this

simulation result with other sensitivity simulations reveal that the underprcdiction of the

system's central pressure and other circulation features is closely related to the poor vertical

coupling between the surface cyclone :md upper-level PV anomaly. which in turn is causcd

by the initial uncertainties in the low-level thermal structure over the ocean.

iv
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• Chapter 1

1.1 East coastal cyclogenesis

Introduction

•

The east coastal region of North America has been noted as one of the most active

cyclogenetic regions of the worid (petterssen 1941, 1956; Hayden 1981; Whittaker and Hom

1981; Kocin and Uccellini 1990). Cyclones also tend to undergo explosive deepening once

they move offshore (Sanders and Gyakum 1980). From a theoretical viewpoint, the essential

mechanisms goveming extratropical atmospheric motion are weil understood in terms of

Rossby wave propagation and baroclinic instability. However, there are many physical

processes, such as orography, latent heating, surface fluxes of heat, moisture and momentum,

and the land-ocean interface, involved in the coastal cyclogenesis, that make this type of

studies more complicated and attractive.

It has been noticed by previous observational and numerical studies that the coastal

frontal zone is often a site for cyclogenesis (Bosart 1975; Bosart 1981; Bosart and Lin 1984;

Uccellini et al. 1987; Stauffer and Wamer 1987; Doyle and Wamer 1990), in which cyclone

is initiated as an incipient wave usually with an along-front wavelength of 1000-2000 km.

The phenomenon of disturbances developing within a localized baroclinic zone resembles

polar front cyclogenesis. As an accepted conceptual model of frontal cyclogenesis, the

classic polar front theory (Bjerknes 1919; Bjerknes and Solberg 1922) attributes the

occurrence of the waves to an instability of the frontal surface and views the development

of cyclones as the growth to finite amplitude of the frontal waves. It has been noticed by

1



•

•

Chamey (1975) and others (Harrold and Browning 1969; Nitta and Ogura 1972; Reed 1979)

that there is a problem in reconciling the relatively short length scale of frontal wave with

conventional baroclinic instability theory which shows disturbances with scale of3000-4000

km to be the most unstable (Simmons and Hoskins 1976). Therefore, many theoretical

researches have been based upon attempts 10 complement classical baroclinic instability

theory. Sorne relevant works are Killworth (1980), Moore and Peltier (1987), Schlir and

Davies (1990) and Joly and Thorpe (1990). Moore and Peltier (1987) found an unstable

wave mode that grew mainly by baroclinic energy conversion using a primitive equation

system. Joly and Thorpe (1990) added a low-level maximum of potential vorticity generated

by latent heat release into the properties of unstable waves, and their modes obtained

significant energy from the kinetic energy of the basic state. Schlir and Davies (1990)

showed that the source and nature of the instability is a vortex interaction effect acting

across the thennal maximum of the warm band based upon a quasi- and semi-geostrophic

framework. It seems that the mechanisms of frontal cyclogenesis can be categorized as two,

in situ instability (i.e., localized instability in the lower level and/or boundary) and upper­

lower level interaction. The advection of a deep upper-Ievel trough toward a trailing front

is able to act as the initial disturbance for a potentiaI frontal instability, whereas an

appropriate frontal wave development could institute a horizontal spatial scale and a favoured

location for the upper- and low-level baroclinic interaction.

Numerous observational and numerical studies have also been carried out for east

coastal cyclogenesis and related phenomena [e.g., coastal frontogenesis, cold-air damming,

low-level jet (LU), and etc.]. Sanders (1986, 1987) studied the structure, the mean

2
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behaviour of coastal cyclones, and the correlations of the east coastal cyclogenesis with the

upper-level forcing (500 hPa vorticity maxima) and the baroclinic forcing from a composite

approach. He showed that the upper-Ievel forcing is a necessary but far from a sufficienl

condition for explosive cyclogenesis, and the inlensity of the baroclinic forcing influences

the probability of explosive response. It has been revealed that the LU is important in many

ways to enhance coasl3l cyclogenesis (Uceellini et al. 1987; Sjostedt et al. 1990; Doyle and

Warner 1991). Chen et al. (1983), and Anthes et al. (1983) found notable influences on the

phase speed and the intensity of a coastal storm and on the vertical coupling between upper­

and low-level processes due to latent heating based on numerical studies, while Lapenta and

Seaman (1992) showed a case in which without latent heating, cyclogenesis does not oceur

along the Carolina coastal front despite the presence of strong low-level baroclinicity and

cyclonic vorticity. Doyle and Warner (1992) documented a coastal frontal cyclogenesis case

supporting similar idea that the strong low-level diabatic forcing is essential. There are also

some studies focusing on dynamic and therrnodynamic structures of eastem coastal cyclones

(Uccellini et al. 1984, 1985: Uceellini and Kocin 1987: Lapenta and Seaman 1990).

Extensive studies on cast coastal cyclogenesis are leading to the recognition that the

individual process may be necessary for the development of cyclones but is not sufficient

when acting alone to produce rapid cyclogenesis. The nonlinear interaction among the

various dynamic and therrnodynamic processes within relatively small space and temporal

domains is crucial for the rapid evolution of these storrns.

In spite of the effort that has been brought to bear on the east coastal cyclogenesis,

the ability to forecast the genesis and evolution of these storms is still limited. The earlier

3
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operational models experienced difficulties in predicting this type of storms (Leary 1971;

Sanders 1987; Bosart and Sanders 1991). This is a consequence of the lack of detailed

knowledge as to the processes responsible for their existence and to their pronounced case­

to-ease variability, especially those growing from the coastal frontal zone as mesoscale

perturbations. Therefore, case studies on coastal cyclogenesis events are necessary for

providing evidence to theoretical descriptions, for investigating the nature of coastal

cyclogenesis, and for better understanding the interaction of different processes leading to

coastal cyclogco•.'Sis, thus in hopes of improving the ability of nurnerical weather prediction.

1.2 Objectives of the thesis

The purpose of this thesis is to study a frontal cyclogenesis event, that underwent a

nearly explosive development and dropped heavy snow and rainfall over eastem New York

and western New England during 3-4 Oetober 1987, using the Pennsylvania State

UniversitylNational Center for Atmospheric Research (pSUINCAR) Mesoscale Model (MM4;

Anthes and Wamer 1978; Anthes et al. 1987). This case is selected for this study, not only

because it was one of those predicted poorly by the then operational models but also because

this was an unprecedented early-season snowstorm over the coastal region in accordance to

Bosart and Sanders (1991), hereafter referred to as BS91. BS91 have documented the

evolution of this storm using conventional surface and upper-air observations, and analyzed

the performance of the operational guidance from the National Meteorological Center (NMC)

Regional Analysis and Forecast System (RAFS) for this event. Their study suggests that i)

the storm Iife cycle follows well-known qualitative quasi-geostrophic development principle;

4
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ii) the cooling by melting snow is a crucial factor in allowing snow 10 reach Ihe surface; and

iii) poor initial conditions over the middle At1:mtic coast region, namely, underestimations

of the low-Ievel vorticity and convergence in the coastal baroclinic zone and the mean

relative humidities in the lower troposphere, are responsible for the failure of the operational

models in predicting this storm event. There are several questions remaining unanswered.

For example, what are the relative contributions of dynamic versus thermodynamic forcings

and latent heat release to the coastal cyc1ogenesis? To what extent is the quasi-geostrophic

development theory responsible for the rapid deepening? Why did the then operational

models fail to predict the cyc10genesis from the coastal frontal zone if the storm follows

quasi-geostrophic theory? How sensitive is the model prediction to the initial uncertainlies

over the coastal region? What was the mechanism by which the observed heavy

precipitation was generated and where was the source of moisture? The difficulty of

obtaining high quality data, particularly in the offshore area, poses some serious limitations

to the B591 analysis as well as to the understanding of the structures and evolution of the

coastal cyclone. Therefore, in this study we attempt to address the above issues and provide

some insight into the physical processes leading to the cyc10genesis through a number of

numerical simulations using the MM4. A 24-h simulation (i.e., from 1200 UTC 3 to 1200

UTC 4 October 1987) will be used to investigate the cyc10genesis processes, which covers

just the cyclone development from its incipient to mature stages.

The objectives of this thesis are to:

i) replicate reasonably the genesis and rapid deepening of the coastal cyclone as weil

as its associated precipitation during the 24-h period, as verified against the B591 analysis

5
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and other available observations;

ii) evaluate the sensitivity of the model-simulated cyclogenesis to latent heat release,

different initial conditions and other model physical representations;

iii) quantify the different physical processes taking place in the frontal cyclogenesis

and clarify the relative importance of upper- and low-Ievel forcings in the genesis during the

different stages of the cyclonic development;

iv) examine B591's hypothesis on the quasi-geostrophic nature of the cyclogenesis

event, and determine the numerical predictability of the storm; and

v) clarify the mechanism(s) whereby the observed heavy precipitation was generated

and examine the source of moisture into the region.

The organization of the thesis is given as follows. Chapter 2 describes the model

features and the initial conditions for the present study. Chapter 3 provides synoptic

description of the sequence of the frontal cyclogenesis and verification of the 24-h model

simulation. Chapter 4 examines the sensitivity of the model simulation to latent heat release

and different initial conditions. The relative importance of upper- and low-Ievel forcing to

the cyclogenesis, and the numerical predictability of the storm will also be discussed. A

summary and concluding remarks are given in the final chapter.

6



• Chapter 2 Model Description and Initial Conditions

An improved version of the PSU/NCAR mesoscale model (MM4) is :Ised for the

present study (Anthes and Wamer 1978; Anthes et al. 1987). The MM4 model is a three-

dimensional, hydrostatic, primitive equation model with four-dimensional data assimilation

(FDDA) capabilities. Sections 2.1 - 2.3 provide brief descriptions of the respective model

dynamics, physical representations and the dynamics nudging technique used in the MM4

modelling system. Table 2.1 lists the basic features of the MM4 model used for the present

study.

2.1 Model dynarnics

The goveming equations used in the MM4 model are formulated in terrain-following

sigma (a) coordinates,

a = P-P t

p'
, (2.1)

•

where p is pressure, Pt is the pressure at the top of the model (in the present case 70 hPa); p.

= P. - Pt; and P. is the surface pressure. The model equations are written in flux form, where

prognostic variables for horizontal winds, temperature, mixing ratio, cloud water (ice), and rain

water (snow) are mass weighted by p' (i.e., p'u, p'v, p'T, p'q.. p'lJe, and p'q,).

The present version of the MM4 contains a two-way interactive nested-grid procedure

(Zhang et al. 1986), in which the coarse-grid mesh (CGM) uses an array of 49 x 59 grid

7



• Table 2.1 Summary of the dynamics and physics of the MM4 model

Dynamics

* Hydrostatic primitive equations, u, v, T, q and P. predictive (Anthes et al. 1987)

* .Two-way interactive nested-grid procedure (Zhang et al. 1986)

* Time-dependent laIerai boundary conditions for the CGM, based on conventional

observations

* Brown and Campana (1978) time discretization

* Staggered horizontal grid overlaid on a Lambert conformai map projection (25 km

grid length for the FGM and 75 km for the CGM)

* 19 staggered cr-levels (nOimalized pressure) with top at P, = 70 hPa

* Time step of 40 s for the FGM and 120 s for the CGM

* Fourth-order horizontal diffusion

Physics

* The Kain-Fritsch (1990, 1993) convective parameterization scheme for the FGM

* The Anthes H. LJKuo type convective parameterization for the CGM (Anthes et al.

1987)

•

*

*
*
*
*

Explicit moisture scheme with predictive equations for cloud water (ice) and rain

water (snow) and bulk treatment of the microphysics (Hsie et al. 1984; Zhang 1989)

Modified Blackadar (1979) PBL treatment (Zhang and Anthes 1982)

Surface fluxes computed from similarity theory

Implicit vertical diffusion

Prediction of ground temperature following the "force-restore" slab model

8
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points, spaced 75 km apart, and the fine-grid mesh (FGM) has an array of 73 x 91 grid points

with a grid size of 25 km (see Fig. 2.1). There is no nesting in the vertical; so both the CGM

and FGM have 20 cr-Ievels (i.e., 0.0, 0.05, 0.1, 0.15, 0.206, 0.263, 0.321, 0.38, 0.44, 0.501,

0.562, 0.619, 0.676, 0.733, 0.789, 0.845, 0.901, 0.957, 0.99, 1.0), which gives 19 layers of

unequal thickness. The nesting procedure is designed to improve the horizontal resollltion in

model forecasts of small-scale atmospheric phenomena, and bp.lter resolve large gradients of

meteorological variables without requiring a FGM throughout the entire model domain. The

nesting procedure also permits the successful incorporation of realistic complex terrain into

the model.

Both the CGM and FGM are staggered in the horizontal and vertical. In the horizontal

staggering, momentum variables are defined at "dot" points while ail the other variables are

defined at "cross" points (Fig. 2.2), i.e., the Arakawa-B grid (Arakawa and Lamb 1977). In

the vertical staggering, the vertical velocity in cr-coordinates, (cr), is computed on full cr-Ievels

while ail the other vari~les are defined on half cr-Ievels. The size of the FGM domain is

chosen such that the storm's circulations being simulated could be covered during the 24-h

integration periocl, whereas the outmost lateral boundaries of the CGM are localed far enough

away from the region of interest so that the errors introduced at the boundaries remain within

some acceptable tolerance in the interior of the domain. The lateral boundary corditions for

the CGM are specified from observations by temporally interpolating the 12-hourly enhanced

analyses according to Perkey and Kreitzberg (1976). The lateral boundary conditions for the

FGM are updated every time step by interpolating ail CGM's flux tendencies along the mesh

interfaces.

9
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Fig. 2.1 Distribution of topography at intervals of 100 m over the mode) nested-domain.
Interior box indicates the fine-mesh portion of the domain. The intervals marked on the
frame are mesh grids (75 km for coarse mesh and 25 km for fine mesh).
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The MM4 model uses the Brown and Campana (1978) time-integration scheme, which

allows for a time step approximalely 1.6 limes larger than thal allowed by the convenlional

leapfrog scheme and produces virtually identical results. In the present study, time steps of

40 and 120 seconds are used for the CGM and FGM, respeclively.

2.2 Model physics

a. Explicit and implicit convective schemes

The treatment of convective processes in large-scale and mesoscale models as the grid

size decreases is a fundamental problem in numerical weather prediction. On the one hand,

a reasonable e7;plicit scheme is necessary when the grid size is small enough to resolve meso­

13 scale circulations and associated phase changes. On the other hand, an appropriate

convective parameterization scheme is needed to represent the effects of subgrid-scale

updrafts, downdrafts and compensating subsidence. Thus, an explicit moisture scheme and

an implicit convective scheme should be simultaneously used to account for the separate

effects of mesoscale (resolvable-scale) and subgrid·scale convection, the so-called "hybrid

approach" (Zhang et al. 1988; Molinari and Dudek 1992; Zhang et al. 1994). As discussed

by Zhang et al. (1988), the simultaneous incorporation of implicit and explicit convective

schemes does not double account for either ,'esolvable-scale or subgrid-scale heating and

moistening since explicit schemes neglect subgrid eddy fluxes that implicit schemes handle.

Previous studies have shown that the "hybrid method" appears te be the best approach to

handling convective and stratiform (resolvable-scale) precipitation in nature (e.g., Zhang et al.

1988).

11
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In this study, an explicil scheme containing prognostic equations of cloud water (ice)

and rainwaler (snow) (Hsie el al. 1984; Zhang 1989; Dudhia 1989) is coupled with the implicit

convective schemes of the Kain-Fritsch (1990, 1993) for the FGM and the Anthes H. L.lKuo

(Anthes et al. 1987) for the CGM. The explicit moisture scheme contains the effects of virtual

temperature, hydrostatic water loading, condensation and evaporation, freezing and melting,

and depositional and sublimation processes. The Kain-Fritsch convective scheme uses a cloud

model that includes the effects of updrafts, moist downdrafts and compensating subsidence.

The scheme aise allows updraft entrainment and detrainment rates ta vary more realistically

as a funetion of environmental conditions, and perrnits the direct feedhack of bath vapor and

hydrometeor to the grid scale, thereby eliminating the uncertainty associated with the

sedimentation process in the Fritsch-Chappell scheme (see Zhang et al. 1994).

b. Planetary boundary layer scheme

The Blackadar bigh-resolution planetary boundary layer (PBL) scheme is used to

represent vertical exchanges between the free atmosphere and the underlying boundary layer

(see Zhang and Anthes 1982; Zhang and Fritsch 1986).

The scheme consists of two modules to prediet the time-dependent behaviour of the

PBL under various surface charaeteristics. Under stable conditions, turbulent fluxes are related

ta a local Richardson number. In contras!, under conditions of free convection, the exchange

of hea!, moisture and momentum occurs through mixing between convective elements

originating at the surface and environmental air in the PBL. The surface temperature, T.. over

land is computed from a surface energy budget based on a "force-restore" slab model

developed by Blackadar (1976, 1979), which is given by

12



• (2.2)

where Cs is the thermal capacity of the slab per unit area (J mo2 KO'); R. denotes the net

radiation; H.. is the heat f10w into the substrate; H. represents the sensible heat flux into the

atmosphere; L... denotes the latent heat of vaporization; E. is the surface moisture flux; and

ae;at 1..... is the ground potential temperature tendency due 10 deep convection taken as the

tendency produced by the Kain-Fritsch scheme for the first model layero The net radiation,

R., accounts for the effects of water vapor absorption, c1oucls, multiple backscattering and

reflection from aerosols as weil as for cloud and precipitable water influences on downward

infrared radiative flux. The heat f10w into the ground, H... is calculated through a simple first-

order diffusion process with the soil temperature being specified and kept fixed throughout

the period of the integration. Finally, the sensible and moisture fluxes into the atmosphere

are computed from similarity theory. AIl the basic parameters required for the surface budget

calculations, i.e., moisture availability, surface albedo, roughness length, thermal capacity and

surface emissivity, are derived from the land-use data archived at NCAR and given by a look-

up table which assigns one value cf a surface index for each grid point of the domain.

Over water surfaces, the surface temperature is assumed to be constant rather than

predicted from Eq. (2.2). The heat and moisture fluxes are also computed from similarity

theory, but with roughness length given by

Zr, =Zo.,+ 0.032 u.2 / g , (2.3)

•
where Zg" is a background roughness length of 10" m, u. denotes the frictional velocity and

gis gravity (Delsol et al. 1971).

13



• 2.3 Nudging technique

To generate high-quality four-dimensional mesoscale analyses for diagnostic purposes,

the Newtonian relaxation (or nudging) developed by Stauffer and Seaman (1990) is utilized

for the present study. This FDDA technique is a continuous assimilation method that relaxes

the model state toward '.he observed state by adding to one or more of the prognostic

equations artificial tendency terms based on the difference between the two states. The model

solution could be nudged toward either gridded analyses or individual observations during a

period of time surrounding the observation (Stauffer and Seaman 1990; Stauffer et al. 1991).

Nudging to an analysis is used in this study. As discussed in Stauffer and Seaman

(1990), when pressure is not assimilated, the general form of the predictive equation for

variable a(X, t) is wrilten in flux form as

(2.4)

•

where F denotes ail of the model's physical forcing terms (advection, Coriolis, etc.); Ct

represenls any model-prognostic variable; <Xo is the corresponding analysis; X are the

independent spatial variables; t is time; Ga denotes the nudging factor; and Wa is weighting

function (Wa= Wxy·Wo·WJ, which determines spatial and temporal variation of the nudging

term. The analysis confidence factor, ta> ranges between 0 and 1 based on the quality and

distribution of the data that went into the analysis.

Typical values of Ga are 10" _10-3 S·l for meteorological systems. Too large Ga will

force the model state over strongly toward the observations, since the abilities of the model

to generate ils own mesoscale structures and to resolve mass-momentum imbalances will
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decrease by heavy insertion of the observed analyses. On the other hand, too small Ga is

undesirable because the observations will have minimal impact on the evolution of the model

state. Hence, in the present study, Go=3 x 10" is chosen (5tauffer et al. 1985), which

satisfies the numerical stability criterion, Ga,," l/6.t. With the adequate value of Ga, the

nudging technique not only Iimits the large scale model errors, such as phase and amplitude

errors, to grow with time, but also provides coherence and dynamic balance among the

different meteorological fields, thus producing the best possible numerical representation of

the atmosphere with mesoscale circulation structures. A dataset with time continuity and

dynamic coupling among the fields will be generated for dynar.lic analysis of the case.

2.4 Model initialization and initial conditions

Accurate specification of the initial mass and wind fields is crucial for obtaining a high

quality forecasl. In the present study, the initial conditions were obtained by first interpolating

the NMC operational global analysis to the mesoscale model grid points as the first guess, and

then enhancing it with ail available rawinsonde observations at mandatory and significant

levels using the Cressman-type of successive correction scheme (Benjamin and 5eaman 1985).

No subjectively prepared soundings were used, except over the ocean where the thermal

perturbation in the B591 surface analysis has been included, to a certain extent, in the lowest

150 hPa. As will be shown in section 4.2, this is a necessary step to obtain a meaningful

improvement of the initial conditions, since the model tends to "forget" the surface

observations rather quickly if they are only incorporated into a shallow layer. The sea surface

temperature was derived from the NMC global analysis without further enhancement, but the
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ship reports and buoy data were used 10 enhance the analysis of surface temperature, humidity,

and wind fields. No balancing between the mass and wind fields was done. However, the

vertically integrated divergence was set to zero in order to minimize gravity wave noise in the

first few hours of integration.

The model was initialized at 1200 UTC 3 October 1987, which was prior to the

development of the coastal cyclone. Figs. 2.3 and 2.4a-c show the model initial conditions

at the surface and 300, 500, and 850 hPa over the CGM, respectively. The principal features

of interest at the surface include i) a coas:al trough that extends from the primary low-pressure

system over 50uthem Quebec into eastem North Carolina; and ii) a shallow oceanic mesolow

to the east of North Carolina that originated from lower latitudes (Fig. 2.3). There were a

significant wind shift and a modest baroclinic zone across the coastal trough, with an intense

pressure gradient in the cold air. These baroclinic structures tilted westward, except for the

primary low, up 10 700 hPa where a changeover to equivalent barotropic conditions occurred.

For example, at 850 hPa, there was a significant phase lag between the thermal and height

troughs (Fig. 2.4c), indicating cold (warm) advection behind (ahead of) the coastal trough.

The coastal cyclone was about 10 develop roughly off the coast of New Jersey (6591).

Higher up, there was an intense large-scale though in the upper half portion of the

troposphere, with maximum ab50lute vorticity or potential vorticity (PV) located at the base

(i.e., over eastem Kentucky, see Figs. 2.4a, b). Thus, positive vorticity advection by

50uthwesterly winds spread along the middle Atlantic coast. However, the trough was in

phase with a thermal wave 50 that its cold core coincided with the trough axis, which suggests

equivalent barotropical conditions aloft and \ittle contribution of upper-Ievel thermal advection
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Fig. 2.3 Sea-Ievel pressure (oolid) at intervals of 2 hPa and temperature (dashed) at
intervals of 4 Oc at the model initial lime (i.e., 1200 UTC 3 Oetober 1987). The mark"
@-+@-+ " denotes the previous paths of the low systems; the thick dashed line represents
subjeclively analyzed trough.
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Fig. 2.4 Enhanced NMC analysis at the model initial time (i.e., 1200 UTC 3 October
1987): (a) 300 hPa height (solid) at interva1s of 12 dam and isotach (dashed) at intervals of
10 m S·l, superposed with PV:,. 2 PVUs (lightly shaded) and> 8 PVUs (heavily shaded);
(b) 500 hPa height (solid) at intervals of 6 dam and isotherm (dashed) at intervals of 4 Oc,
superposed with absolute vorticity > 2 x 10" S·l (lightly shaded) and > 3 x 10" S·l (heavily
shaded); (c) 850 hPa height at interva1s of 3 dam and isotherm at interva1s of 4 Oc,
superposed with PV > 1 PVU (lightly shaded) and > 2 PVUs (heavily shaded).
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c)

Fig. 2.4 (Conlinued)
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to the subsequent cyclogenesis. Associated with the upper-Ievel trough was an intense jet

stream, extending from central Canada through the Great Lakes to Tennessee and then turning

northeastward along the east coast (Fig. 2.4a), with the double-core structure like that

discussed by Thorpe (1985). The general increase of the southwesterly flow ahead of the

trough axis implies the presence of upper-Ievel divergence over the east coastal region.

Furthermore, the PV distribution showed the downward extrusion of the stratospheric air along

the trough axis, if a typical value of 2 PVUs (1 PViJ = 1«r m2 K s" kg" ) is used to define

the dynamicaI tropopause.

It should be mentioned that because the present cyclogenesis occurred offshore where

no upper-air observations were available for enhancing the NMC analysis, the uncertainties

in the model initial conditions would certainly affect the predictability of the coastaI

cyclogenesis. In particular, most of the air mass in the warm sector entered the associated

cyclonic circulations from the data-void ocean. Furthermore, the oceanic mesolow, which

moved northeastward and eventually merged into the coastal cyclone (see BS91), could not

be realistically represented in the initial conditions due to the lack of upper-air data.
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• Chapter 3 Case Description and Model Performance

•

In this chapter, we document the sequence of the coastal cyclogenesis event from its

incipient to mature stages (i.e., from 1200 UTC 3 to 1200 UTC 4 October) using the

objectively analyzed surface maps by BS91 and the GOES satellite imagery as well as our

model simulations. Meanwhile, we verify the 24-h model simulation against the BS91

analysis and other available data. Since numerical models can often reproduce very well the

intensity and evolution of large-scale f1ows, Iike the upper-Ievel trough and jet streaks in the

present case, we will focus primarily on the verification of the simulated surface features

including the track and intensity of the coastal cyclone as well as its associated precipitation.

The upper-Ievel features of the system will be examined to help gain insight into the vertical

structure and the processes leading to the cyclogenesis.

3.1 Development of the frontal cyclone

Figs. 3.1 and 3.2 compare the time series of the cyclone's tracks and central pressures

between the MM4 simulation, the BS91 analysis and the then NMC's RAFS !lested grid

model (NGM) forecast. Il is evident that the MM4-simulated cyclone follows the observed

track reasonably weil, including the cyclonic curvature during the first 12-h integration. In

sharp contrast to our simulation, the NGM-predicted track is 270 km too far to the cast of

the observed at 1200 UTC 4 October (henceforth 4/12-24), needless to say the initial

cyclone's curvature. More unfortunately, the NGM-predicted cyclone was intensified from
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Fig. 3.1 Time traces of the coastal cyclone traek from the B591 analysis (thick solid), and
Exps. NEH (no enhancement, dash-dotted), CIL (control, solid), NUI (no latent heating,
dashed), NGM (NMC model, double dotted from B591), and 112 (Iater initialization, dotted).
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a wrong low-pressure system, Le., the oceanic mesolow, rather than from a frontal

disturbance (cf. Figs. 23 and 3.1). A similar scenario also appeared in a rapid continent:ll

mesoscale cyclogenesis event which occurred during 28-29 March 1984 (Kuo et al. 1995;

Gyakum et al. 1995). To help understand why this happened, a sensitivity experiment was

perforrned, in which the NMC analysis at 3/12-00 was interpolated to the present high­

resolution grid mesh directly as the MM4's input (Exp. NEH). With the initial conditions,

the MM4 produces a cyclone's track that is similar to the NGM-predicted (see Fig. 3.1),

again resulting from the deepening of the oceanic mesolow. Il is' found that this scenario

occurs because the signal of the oceanic mesolow, Le., its associated cyclonic circul'ltion,

is much stronger than the coastal counterpart at its very genesis stage. It eventually develops

into an intense coastal cyclone because it happens to propagate in a large-scale environment

similar to the observed. It follows that incorporating as much information as possible (e.g.,

relatively higher-resolution observations in the vicinity of the genesis region, significant-Ievel

data and surface observations) into the model initial conditions could be critical in obtaining

more realistic predictions of coastal or oceanic cyclones, particularly when their initial

disturbances are very weak at the time of model initialization. This point has also been

stressed by BS91 in their discussion on the failure of the NMC's operational forecasL

It is also evident that the model predicts fairly weil the deepening of the coastal

cyclone during the early genesis stages (Fig. 3.2). The difference in central pressure in the

first 12-h integration is only about 1 hPa weaker than the NMC analysis and 3 hPa weaker

than the BS91 analysis. However, this difference increases to 5 and 7 hPa, respectively, from

the NMC and BS91 analyses at the end of the 24-h integration. During the second 12-h
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Fig. 3.2 Time series of the centraI mean·sea-Ievel pressure of the coastal cyclone from the
BS91 analysis (thick solicl), the NMC analysis (dash-dotted), and Exps. CTL (control, solid),
NUI (no latent heating, dashed), NOM (NMC model, double dotted), and 112 (Iater
initialization, dotted).
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period, the coastal cyclone inten~ified rapidly with a deepening rate of 1 hPa hol
, whereas

the model only captures 213 of the deepening. Nevertheless, the simulated cyclone also

experiences a more rapid deepening (8 hPa) in the second than the first 12-h (6 hPa) period.

By comparison, the NOM only predicted a 4-hPa deepening in the second 12·h period, i.e.,

about 1/3 of the observed rate. As will be discussed in section 4.2, the underprediction by

both models can be attributed to the lack of proper vertical coupling between the surface low

and the upper-Ievel PV anomaly when they are too far apart.

Now let us examine how weil the MM4 simulates the development of the coastal

cyclone from a frontal disturbance and its subsequent mesoscale structures. As shown in

Fig. 2.3, initially there were a parent cyclone located over central Quebec with a cold frontal

trough extending southward along the east coast, and a weak oceanic mesolow (with a

central pressure of 1010 hPa) of tropical origin to the east of North Carolina. Associaled

with them were two separate cloud systems: one was dominated by weak stratiform

c10udiness in the cold sector of the continental cyclone, and the other by extensive deep

c10uds with considerable convective aetivity over the ocean (see Fig. 3.3a). Six hours later

(i.e., at 3/18-06), the BS91 analysis shows that a low-pressure center off the New Jersey

coast emerged from the front zone as it moved offshore (Fig. 3.4a). This implies that the

coastal cyclone under investigation was spawned in a polar frontal zone, and thus it could

be indeed regarded as a frontal cyclone. As the cyclogenesis began, a wider area of

precipitation occurred in the cold seetor.

Encouragingly, the MM4 model reproduces the deveJopment of a low-pressure center

at nearly the right place in the frontal zone. The general distribution of precipitation behind
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Fig. 33 Enhanced infrared satellite imagery at (a) 1200 UTC 3; (b) 0000 UTC 4;
and (c) 1200 UTC 4 Oetober 1987.
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c)

Fig. 33 (Continueâ)
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Fig. 3.4 Surface maps of mean-sea-Ievel pressure (solid) at intervals of 2 hPa and
temperature (dashed) at intervals of 4 Oc for 1800 UTC 3 October 1987 from (a) the BS91
analysis; and (b) 6-h control simulation. Light and heavy shadings denote the past 3-h
accumulated precipitation> 2 and > 8 mm, respectively; subjective1y anaIyzed fronts and
troughs are a1so shown •
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the coastal front is also reasonably simulated (cf. Figs. 3.43, b). However, the model is

unable ta simulate accurately the structure and intensity of the oceanic mesolow, although

its movement is reasonably reproduced. This problem cao be attributed to the lack of upper­

air observations offshore in defining the system in the model initial conditions.

Nevertheless, the model reproduces fairly weil a widespread precipitation region associated

with the oceanic system, as verified against the satellite imagery.

By 4/00-12 (Fig. 3.5a), the coastal cyclone deepened ta 1004 hPa with closed isobars

as it moved southeastward. This rapid genesis was accompanied by the intensifying cloud

activity ta the west of the cyclone, as shown by higher cloud tops in satellite imagery (cf.

Figs. 3.33, b). The northem tip of this cloud system, i.e., its "comma-shaped" head, had

been rapidly advected off the coast of Newfoundland, and little furlher cloud development

occurred in association with the parent cyclone to the north as it filled. On the other hand,

the oceanic mesolow moved northeastward and it lost its identity gradually. However, its

pertinent cloud activity was always much more extensive than that associated with the

coastal cyclone.

The 12-h integration exhibits several features that are similar to the observed (cf.

Figs. 3.530 b). For example, the general area of cyclonic deepening, e.g., covered by the

1010-hPa isobar, resembles that in the B591 analysis, including the orientation of the trough

axis. The model also mimics weil the increased area coverage and intensity of precipitation

over the coastal region. Numerous three-hourly rai.lfall centers occur, e.g., off the North

Carolina coast (8 mm), Long Island (12 mm) and southem New Hampshire (8 mm); over

65% are generated by the KF convective scheme. These rainfall centers correspond
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Fig. 3.5 As in Fig. 3.4 but for 4/00-12­
section used in Fig. 3.10a.

Line AA' in (b) shows location of the cross
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reasonably wel1 to the surface reports of thunderstorm activity over the regions (cf. Figs.

3.5a, b). The simulated extensive rainfall distribution associated with the oceanic system.

mostly convective in nature, also compares favorably to that in the satellite imagery (cf. Fig.

3.3b).

While the large mesoscale circulation and precipitation structure are reasonably

simulated, the model is unable to reproduce the right position and the right deepening of the

coastal cyclone. A 5-hPa deepening was analyzed, as compared to the simulated 3-hPa

deepening during the previous 6 hours (cf. Figs. 3.4 and 3.5). The difference in position can

be attributed partly to the lack of high-resolution observations over the genesis region,

particularly offshore, and partly to the fact that the genesis occurs in a weak-gradient and

weak f10w ambient ahead of the coastal front. We will show in section 4.2 how this

difference in position could be responsible for the underprediction of the cyclone's intensity.

Nevertheless, it is important that the MM4-simulated cyclone grows out of a front.11

disturbance, rather than of the oceanic mesolow as in the NGM's forecast (Fig. 3.1).

In the following 12 hours, the coastal cyclone experienced a more rapid deepening

(12 hPa in 12 h), after it changed its movement abruptly from southeast to north-northeast

directions (Fig. 3.1). By 4/12-24, the cyclone reached its maximum intensity with a central

pressure of 992 hPa after it just passed Boston (Fig. 3.6a). This resulted in a marked

increase in the pressure gradient and wind speed in the cold sector, which in tum enhanced

cold advection and eastward movement of the cold front. Associated with the rapid

deepening was the intensified cloud activity (Fig. 3.3c) and increased precipitation in the

cold seetor (see Fig. 9 in BS91). Moreover, the precipitation type changed from rain to
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Fig. 3.6 As in Fig. 3.4 but for 4/12-24. Lines BB' and W-E in (b) show locations of the
cross sections used in Figs. 3.10b and 3.11, respectively•

32



•

•

snow in eastern New York and western New England during this period. The corresponding

satellite imagery (Fig. 3.3c) shows the merging of the two cloud systems into a "comma­

shaped" system, which resembles in structure of the conveyor-belts cloud pattern as

described by Carlson (1980). However, unlike the cold conveyor belt. the cloud system in

the cold sector has very high cloud tops. The satellite imagery also shows a dry slot. nearly

cloud-free, wrapping around into the cyclone center. As will be seen later from the MM4

simulation, this is caused by the descending motion associated with the tropopause

depression that tends to advect the upper-Ievel PV-rich air downward into the cyclone core.

The model captures reasonably weil the more rapid genesis and the north­

northeastward movement of the cyclone (Fig. 3.6b), although its deepening rate is

underpredicted by 4 hPa during this 12-h period. As a result. pressure gradients in the cold

sector intensifies and rainfall over the New England states increases, which are qualitatively

in agreement with the BS91 analysis (cf. Figs. 3.6a, b). The simulated rainfall-free region

near the cyclone center also conforms to the dry slot seen in the satellite imagery. It is of

importance that the surface temperature, which was far above 0 Oc 12-h earlier, now drops

below 0 Oc over northern New York due mainly to the cold advection behind the trough

axis. Although the model produces Iittle snow reaching the ground from stratiform clouds,

meIting and freezing are operative above 800 hPa. On the other hand, much of the observed

snowfall might come from convective clouds, according to BS91 analysis, since only a few

local stations reported surface temperatures below 0 Oc (see Fig. 3.6a). This may explain,

at least partly, why the model fails te reproduce the localized 0 Oc isotherm over the heavy

precipitation region. Nevertheless, a comparison of the simulation with a sensitivity run
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withholding the ice microphysics reveals that the cooling by melting, as concerned by 8591,

does not produce significant impacts on the evolution of the broad region of the 0 Oc

isotherm to the northwest and on the genesis and the final intensity of the coastal cyclone.

Of course, the local cooling by melting must have played an important role in allowing snow

to reach the surface (8591).

5ince the heavy snowfall (> 50 cm over eastern New York and western New

England) made this storm an unusual early-season snow event according to 8591, it is

particularly important to ascertain whether or not the MM4 model can reproduce reasonably

the observed amount and distribution of the precipitation. In view of the lack of

observations over the ocean, our verification is confined only to continental regions even

though the oceanic rainfall is much more intense and extensive from the satellite imagery.

Fig. 3.7 compares the MM4-simulated 24-h accumulated precipitation to the 8591 analyzed

over the storm's whole Iife cycle between 0600 UTC 3 and 1800 UTC 4 October 1987. It

is apparent that the model reproduces very weil the basic distribution of precipitation,

including the southwest to northeast orientation of heavy precipitation (cf. Figs. 3.730 b). It

is estimated from the 8591 analysis (i.e., their Fig. 9) that about 60% of the observed

precipitation dropped during 0600 UTC 3 - 1200 UTC 4 period. With this in mimI, one

can see that the simulated area of precipitation amount > 20 mm, with its peak value> 60

mm, is close to the observed. Its pattern is, however, systematically shifted to the east of

l'te observed owing to the error in the position of the simulated cyclone. About 30% of the

precipitation over land is convective (see the dashed lines in Fig. 3.7b), which is more or

less consistent with some surface reports of thunderstorms over the region. More
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Fig. 3.7 Accumulated precipitation (mm) from (a) the 8591 analysis over the storm's
whole life cycle between 0600 UTe 3 and 1800 UTC 4 OCtober 1987; and (b) 24-h
simulation (every 5 mm) of total precipitation (solid) and convective precipitation (dashed).

35



•

•

importantly, the simulated heavy rainfall event occurs entirely in the cold sector of tne

coastal cyclone, which differs from the c1assical warm- and cold-frontaltype of precipitation

as studied by previous researchers. This may help explain partly why the NGM failed to

predict the heavy precipitation event over the coastal region, because i) the cyclone was

predicted te grow out of a wrong perturbation, which tends te weaken the flow gradients in

the cold sector; and ii) its subsequent propagation occurred too far offshore, which reduces

the inshore transport of moisture, as will be shown in section 3.3.

3.2 Evolution of large-scale flow

As shown in Figs. 2.4a-c, the large-scale flow exhibits pronounced thermal advection

in the lower troposphere with strong baroclinicity along the eastal coast and marked PV

concentration at the base of the upper-level trough. Thus, it is desirable to examine how the

large-scale flow responses to and guides the surface development.

Il is found that a c10sed contour begins to form at the base of the 850-hPa trough

after 6-h integration, in consistence with the surface development. By 4/00-12, the low has

moved to the genesis region, with increased baroclinicity and thermal advection along the

coast (Fig. 3.8c). The strong warm advection te the northeast of the cyclone can be seen

from the rapid north-northwestward displacement of8 -16 Oc isotherms in the warm sector

during this 12-h period (cf. Figs. 2.4c and 3.8c). This advective process enhances the pre­

existing frontal zone along the coastal region, with a warm front to the north and a cold front

to the south of the cyclone. Associated with the strong thermal boundary is a high-PV zone

extending from the primary cyclone over central Quebec southward into the north coast of
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Fig. 3.8
1987.

As in Fig. 2.3 but from 12-h control simulation, valid at 0000 UTC 4 October
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the Gulf of Mexico, with a PV center, exceeding 2 PVUs, located in New Jersey.

ln the middle to upper troposphere, the trough system moves rapidly eastward with

!inle change in the pressure/thermal structures (cf. Figs. 2.4a,b and 3.8a, b). However, the

PV concentration near the trough axis has intensified. An examination of Figs. 3.8a, b

shows that this increase results from the descending of PV-rich air from the stratosphere in

a vertically near-equivalent barotropic condition. This is evidenced by a 3 Oc warming of the

cold dome at 500 hPa in 12 hours, since little horizontal thermal advection occurs near the

trough axis. On the other hand, the rapid eastward movement of the trough with respect to

the surface cyclone reduces the vertical tilt of the baroclinic wave; the distance between the

SOO-hPa trough axis and the surface cyclone center has shortened from 750 to 500 km during

the 12-h period (cf. Figs. 2.4 and 3.8). This imp!ies that the upper-Ievel PV or vorticity

advection tends to play a more important role in the surface cyclogenesis as the trough

approaches the coast.

At the end of the 24-h integration, i.e., at 4/12-24, the 8S0-hPa low intensifies

considerably (Fig. 3.9c), as does the surface cyclone. A thermal ridge is built up near the

low, which, from the PV-inversion viewpoint (Davis and Emanuel 1991), represents a

positive thermal anomaly in the surface boundary condition that can be regarded as

equivalent to a positive PV-anomaly contributing to the surface development. It is of interest

to note that unlike typical cyclogenesis cases (e.g., Davis and Emanuel 1991; Reed et al.

1992), the low-Ievel PV maximum does not coincide with the surface low. Rather, this high

PV concentrates mainly in the cold sector where intense precipitation occurs. This appears

to suggest that latent heat release in the present case may have less important contribution
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As in Fig. 2.3 but from 24-h control simulation, valid at 1200 UTe 4 October
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ta the cyclogenesis when the associated PV anomaly is inverted in accordance ta Davis and

Emanuel (1991).

Higher up, the PV anomaly at the base of the baroclinic trough continues to intensify

as a result of advecting higher PV from the levels above, in agreement with the persistent

warmir.g of the cold dome (cf. Figs. 3.9a, band 3.Sa, b). Furthermore, the distance between

the upper-Ievel PV maximum and the surface cyclone has shortened considerably, leading

to the further reduction of the vertical trough tilL Meanwhile, the height gradients ahead of

the trough axis increase, 50 does the associated 5Outhwest-to-5Outherly flow. Thus, the

surface cyclone is now in a more favorable position for being influenced by the upper-level

PV anomaly, corresponding to the most intense stage of the coastal cyclone. On the other

hand, the surface cyclone has entered into the left entrance region of the upper-level jet

streak (cf. Figs. 3.Sa and 3.9a), implying the presence of an unfavorable environment for the

surface developmenL Moreover, the cyclone moves more rapidly north-northeastward, under

the steering of the upper-level intensified flow, inta the colder continental region having

stronger frictional damping and less moisture supply. Ali these factors suggest that the

cyclone tends to decay hereafter.

3.3 Vertical structure of the cyclone

Tc gain insight into the vertical coupling of the upper- and low-level disturbances,

Figs. 3.10a, b show the vertical structure of PV and potential temperature, superposed with

along-plane flow vectors, at two different stages of the cyclone developmenL They were

taken through the upper-level PV core and the surface cyclone center roughly along the 300-
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hPa southwesterly flow. Hoskins et al. (1985) have provided a review of the usefulness of

PV analysis in understanding the nature of extratropical cyclogenesis. Davis and Emanuel

(1991) have discussed the relative importance of upper-level PV anomalies associated with

the tropopause depression, cloud-induced low-Ievel PV anomalies and surface warmth in the

cyclogenesis.

There are clearly two distinct PV concentrations in the vertical: one centercd at 300

hPa in the dry air (RH < 30%) and the other in the 950-800 hPa layer within the cloudy air

(RH > 90%). The low-level PV, exceeding 3 PVUs, is mainly confined in the frontal zone

in association with the stratiform precipitation. Much weaker and shallower PV is, however,

located above the surface low owing to the development of Iittle precipitation over the

region, as also indicated by lower relative humidity and weaker ascending motion (Fig.

3.10b). In the upper troposphere, the downward penetration of stratospheric high-PV air, or

the tropopause depression, in conjunction with the subsidence of the cold dome is evident.

By 4/12-24, a deep layer of the stratospheric air has been descended into the trough region,

with the lowest tropopause reaching 500 hPa and below (see the 2-PVU contour). Uke the

upper-level trough structure, the upper-level PV anomaly is being advected toward the

surface cyclone, shortening the distance between the two from about 550 km at 4/00-12 to

less than 150 km at 4/12-24 (cf. Figs. 3.108, b). This indicates again the growing

importance of the upper-level PV anomaly (or troughs) in the surface cyclogenesis toward

the later stages of the cyclone development. Of course, the quantitative effect of the upper­

level PV anomaly can only be evaluated through a piecewise PV inversion as proposcd by

Davis and Emanuel (1991).
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Fig. 3.10 Vertical cross sections of polential vorticity (solid) at intervals of 1 PVU and
polenliallemperature (dashed) at inlervals of 3 1(, superposed with along-plane flow veclOrs
from (a) 12-h; and (b) 24-h control simulations. They are taken along lines AA' and BB'
given in Figs. 3.Sb and 3.6b, respectively. Shading denotes relative humidity < 30% whereas
scalloped lines show relative humidity > 90%. The position of the cyclone center is
indicated by "L" on the abscissa.
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Fig. 3.11 shows the vertical baroclinic structures of the coastal cyclone at the end of

the 24-h integration, using a west-east cross section of height and temperature deviations.

Ail deviations are obtained by subtracting their pressure-Ievel averages in the cross section.

It is seen that the height trough tilts westward up to 600 hPa, and then a changeover to near­

equivalent barotropics occurs aloft. Likewise, the westward tilt of the thermal perturbation

is only confined to the lower troposphere, but with a baroclinically favorable phase lag wilh

the height trough. These vertical structural relationships are more pronounced at the early

stages of the cyclogenesis. Although a deep layer of strong thermal gradients appears in the

vicinity of the coastal cyclone, the system-relative wind vectors suggest that more

pronounced warm advection contributing to the cyclone's deepening only occurs in the

lowest 300-hPa layer.

To c:oramine how 50 much precipitation could be generated in the cold sector, Fig.

3.12 displays the vertical structure of equivalent potential temperature, O., superposed wilh

in-plane f10w vectors along a west-east cross section about 150 km to the north of the

cyclone center. This cross section shows the source of latent energy feeding the cyclone.

There are a narrow region of strong ascent at the leading frontal boundary and a wide region

of slantwise ascent up to 400 hPa at the back edge of the stratifonn region (also see Figs.

3.10b and 3.11). However, little or very weak ascent occurs in the potentially unstable

region in the warm sector. The f10w vectors suggest that the potentially unstable air is being

transported into the frontal zone, where both the upright and slantwise liftings to saturation

occur and the instability is released. Of significance is that the slantwise transport of the

high-O. air from the maritime boundary layer has generaled a mid-level polenlially unstable
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Fig. 3.11 West-east vertical cross section of height deviations (solid) at intervals of 20 m
and temperature deviations (dashed) at intervals of2°C, superposed with along-plane system­
relative fIow vectors, from 24-h control simulation. It is taken along line W-E given in Fig.
3.6b. The position of the cyclone center is indicated by "L" on the abscissa.
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Fig. 3.12 Vertical cross section of equivalent potential temperature, 9.. at intervals of 3 K,
superposed with along-plane fIow veclors from 24-h control simulation, which is taken along
a line 150 km north of the line W-E in Fig. 3.6b. Thick solid line denotes 0 Oc isotherm in
the plane.
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layer above the frontal zone. Similar features also appear in the northerly retum f10w

slightly to the southwest of the cyclone center, as the high-6. air is advected cyclonically in

the cold sector. The results revealthat the warm and humid maritime boundary layer is the

energy (moisture) source to the precipitating system, and the upright and slantwise liftings

of the associated high-6. air over the frontal zone are responsible for a variety of the

reported weather phenomena, such as thunderstorms, freezing rain and snowfalls.

In summary, the coastal cyclone is initiated in a polar frontal zone and then it

intensifies in a favorable large-scale el!vironment with pronounced warm advection in the

lower troposphere and significant PV concentration in the upper troposphere. The transport

of warm and moist air from the maritime boundary layer into the frontal zone accounts for

the observed heavy precipitation in the cold sector. In the next chapter, we will examine the

relative importance of latent heat release, low-Ievel thermal advection and upper-level PV

advection during the different stages of the cyclone developmenl.
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Chapter 4

Genesis Mechanisms and Numerical Predictability

As discussed in the preceding chapter, the low- to mid-level thermal advection, the

upper-Ievel PV forcing associated with the tropopause depression and latent heat release aIl

appear to have played important roles in the present cyclogenesis event. In this chapter, we

examine to what extent these different processes contribute to the cyclogenesis during

different stages of the cyclone's life cycle, in order to gain some insight into the numerical

predictability of :he storm. AIl this wiII be done through analyses of the high-resolution

simulations. Section 4.1 shows the different effects of the upper- and lower-level adiabatic

processes versus diabatic heating on the cyclogenesis. Results are then used in section 4.2

in conjunction with some sensitivity simulations to investigate the impacts of different initial

conditions and other factors on the predictability of the coastal cyclone.

4.1 EtTects of diabatic versus adiabatic processes

To isolate the effects of large-scale baroclinic forcings versus diabatic heating on the

coastal cyclogenesis, a sensitivity simulation was performed, in which both convective and

grid-scale condensation were excluded (Exp. DRY) while keeping aIl the other model

physical parameters identical to the control simulation (Exp. CTL. or moist). Without the

forcing from the diabatic heating, the model atmospheric circulations are only dominated by
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advective processes. Thus, any difference between the dry and moist runs can be attributed

to the release of latent heat.

a. Effect ofdiabatic heating

It is apparent from Fig. 3.1 that without the diabatic heating, the track of the dry

cyclone follows closely that of the moist one, except for its relatively slower movement.

This imp\ies that dry dynamics determines the track of the coastal cyclone whereas moist

processes influence the speed of movement. It is also apparent from Fig. 3.2 that the dry

cyclone is generally weaker than the moist one, except for the first 6-h period in which \ittle

difference occurs owing to the development of weak and scattered precipitation in the cold

sector (see Fig. 3.4b). The dry cyclone is about 4 hPa weaker than the moist one at the end

of the 24-h integration, indicating that diabatic heating only accounts for 28% of the total

deepening. The slower movement and weaker intensity of the dry cyclone have been found

to be common features by previous studies of oceanic cyclogenesis (e.g., Aubert 1957;

Anthes and Keyser 1979; Chang et a\. 1982; Kuo and Reed 1988). However, the results are

in significant contrast with the coastaI cyclogenesis studies by Lapenta and Seaman (1992)

and Doyle and Wamer (1992), who showed that the coastal cyclone fails to develop when

latent heating was withheld. Moreover, the \ife cycle of the dry cyclone in the present case

is nearly the same as the moist one, i.e., a slow deepening in the first 12-h followed by a

more rapid deepening period. It follows that the large-scale dry dynamics dictates the

genesis and its subsequent rapid deepening of the present coaslal storm, whereas the diabatic

heating only plays a role in modulating the cyclogenesis processes (Davis et a\. 1993).

The above conclusion can be further seen from the simulated 24-h surface maps
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between the dry and moist cyclones (cf. Figs. 4.1a and 3.6b). The basic circulation

characteristics of the two are very similar to each other, except for a greater horizontal

extent, as indicated by the 1012-hPa isobar, and a slightly stronger pressure gradient in the

vicinity of the moist cyclone. Of importance ta note is that the dry simulation also

reproduces the 0 Oc isotherm in northem New York as observed. This reveals further that

the broad area of the 0 Oc isotherm results mainly from the cold advection in the north-ta­

northeasterly retum f1ow. To test further the significance of diabatic heating, we have

conducted a sensitivity simulation, in which a deep layer in the cold sectar was substantially

moistened in accordance to the cloud distribution visible from the satellite imagery. It is

found that the model only produces a slight deepening of the cyclone at the end of the 24-h

integration (not shown).

The much less significant impact of diabatic heating in the present case may be partly

attributed to the fact that the majority of precipitation faUs in the cold sector in the cyclonic

retum f1ow, unlike those classical cases in which a large quantity of rainfall occurs along a

warm front ta the left or ahead of the cyclone track (e.g., Anthes and Keyser 1979; Kuo et

al. 1991; Lapenta and Seaman 1992). Specifically, from a PV perspective, latent heat release

will produce a positive PV anomaly below the heating maximum and its efficiency of

influence on cyclogenesis depends on the radial and vertical distribution of the heating or

PV anomaly (see Hack and Schubert 1986). Since in the present case such a PVanomaly

occurs in the cyclonic retum f10w (see Figs. 3.8c and 3.9c), it tends ta be advected

southward away from the cyclone center. On the other hand, the precipitation associated

with the oceanic system, mostly convective, produces a PV anomaly above 600 hPa (see Fig.
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Fig. 4.1 Surface maps of mean-sea-level pressure (solid) at intervals of 2 hPa and
temperature (dashed) at intervals of 4 Oc from 24-h integrations of (a) Exps. DRY and (b)
NBG; (c) 12-h integration of Exp. 112; and (d) 24-h integration of Exp. NUG, ail ending at
1200 UTC 4 October 1987. Line CC' in (d) shows location ofcross section used in Fig. 4.5;
subjectively analyzed fronts are also given•
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3.10a), which tends to be advected northeastward away from the cyclone center. Thus. the

heating-induced PV anomalies have less chance te contribute persistently to the cyclogene.~is

from a PV-inversion viewpoint.

b. Relative importance of the upper- and 10w-level adiabatic processes

After seeing that the dry dynamics accounts for the genesis and a large portion of the

final depth of the cyclone, it is desirable to examine the individual contributions of upper-

and low-Ievel adiabatic processes to the cyclogenesis. This can be done through diagnostic

analyses of the dry simulation using the simplified Zwack-Okossi development equation

(Lupo et al. 1992; henceforth Z-O). The Z-O equation provides a complete description of

ail the forcing contributions at any level to the geostrophic vorticity changes at the surface

or any pressure level close to the surface. The modified Z-O equation is given by Lupo et

al. (1992) as follows

where Ç" is the geostrophic vorticity at level 1; p, and P, are pressure at the bottom and top

levels of a column, respectively; Pd = (P,- pJ"; 'i. (= ç + f) denotes the absolute vorticity;

Q represents the diabatic heating rate; S is the static stability parameter, defined as S =-

(T/9)(a9/ap); F denotes the friction force; and other variables have their conventional

meaning. The vertical motion in p-coordinates, Ill, is calculated using the omega equation
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• derived by T50u and Smith (1990),

It is evident from Eq. (4.2) that the development of vertical motion consists of the

contrib'ltions from four elements, namely, due to vertical differential vorticity advecb.>n

(00.), 'he Laplacillrl of thermal advection (ror) and diabatic heating (000), and the vertical

friction-induced vorticity flux divergence (~).

In the dry case, the diabatic heating terms in Eqs. (4.1) and (4.2) vanish. If the

vorticity tendency is calculated at PI =950 hPa, the frictional effects over the ocean are smaI1

and 50 they can be neglected. Thus, with the relation of ç =ç. + ç.., Eqs. (4.1) and (4.2)

can be rewrillen as

PJ PJ PJ

ae1 =Pd [-v.ve dp - Pdf [..E. f V" (-V· VT + Sl.l» .È2. 1 dp
at P

r
" P, f P P

PJ

- Pdf ae"g dp + ae"glat at 1
P,

(4.3j

•

T50u et a\. (1987) found that the third term on the right hand side (RHS) of Eq. (4.3), i.e.,

the ageostrophic vorticity tendency, is smaI1 on the synoptic scale. Since the last IWO terms

on the RHS of Eq. (43) are on the same order of magnitude but opposite in sign. they ca"
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• be neglected for the present dry run. Therefore, the ZoO vonicity budget equation can be

funher simplified as

(4.5)

•

where Pl = 100 hPa is used to include sorne potential effects of the lower stratosphere. Term

A represents the column-integrated contribution of horizoniaJ vorticity advection to the

vorticity tendency at the bottom of the column, whereas term B is the column-integrated

contnbution from the Laplacian of horizontaltemperature advection. Note thatthe individual

adiabatic effects induced by pure vorticity and thermal advections have been included into

terms A and B, respectively. It is found that the induced adiabatic cooling or warming

effects on the "orticity tendency are negatively correlated with the advective vonicity and

thermal contribut;ons (not shown).

The ver..icity buuget calculations begin by solving the ll>-equation with the two

separate forcings in J:q. (4.4) \;sing successive over-relaxation, assuming zero venical and

latcrai boundary conditions. 1ne two different contributions are then added to the

corresponding terms in Eq. (4.5) to produce the total vorticity tendency at 950 hPa.

Figs. 4.2 and 4.3 show the column-integrated vorticity budgets at4/oo-12 and 4/12-

24, respectively, representing the two different stages of the cyclone development. A well-

organized couplet of positive/negative tendencies is seen ahead of and behind the cyclone,
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Fig. 4.2 Horizontal maps of the column-integrated budget at 950 hPa: (a) Iiet vorticity
tendency; (b) contribution of horizontal vorticity advection; and (c) contribution of
Laplancian of horizontal temperature advection, at intervals of 05 x 1009 S·2 from 12-h
integration of Exp. DRY, valid at 0000 UTe 4 October 1987. The solid circle, "e", denotes
the grid point with the minimum sea-Ievel pressure in Exp. DRY•
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As in Fig. 4.2 but for 24-h integration, valid at 1200 UTC 4 Oetober 1987.
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which is typically the propagating charaeteristics of a vorticity center. The positive tendency

center gives roughly the loc~~ion to w":.:h the cyclone's vorticity center at 950 hPa is about

te propagate. Note that the vorticity tendency peak increases from 1.6 x 10.9 S·2 at 4/00-12

te 2.7 x 10.9 S·2 at 4/12-24, which is consistent with the more rapid deepening rate of the

system as it enters into the mature stage (cf. Figs. 3.2, 4.2a and 4.3a).

It is evident that the column-integrated vorticity advection always produces positive

contributions to the cyclogenesis as long as the genesis takes place in the downstream of the

upper-Ievel trough (see Figs. 4.2b and 4.3b). Its along-coastal distribution appears to

determine the general SW-NE oriented track of the cyclone given in Fig. 3.1. Its magnitude

depends on the vertical slope of the trough tilt, and it is maximized when the low- and

upper-Ievel vorticity centers are vertically coherent. This explains why the contribution of

the vorticity advection doubles at the end of the second 12-h integration. Likewise, the

column-integrated contributions due to the Laplacian of thermal advection are positive (Le.,

warm advection) in the southerly flow, mostly over the ocean (see Figs. 4.2c and 4.3c). As

compared to the vorticity advection, however, both the extent and the change in the

magnitude of the thermal contribution are relatively small during the storm's life cycle, and

its contribution decreases as the system enters the mature stage. More significant changes

take place in the structure of the thermal contribution. Specifically, at the cyclone's early

stages, an extensive area of positive thermal contribution occurs in the warm sector, more

pronounceè 10 the southeast of the cyclone center. This is more associated with the warm

advecticn of oceanic air mass by the low-Ievel inshore cyclonic circulation over the broad

low-pressure region (cf. Fic,"S. 3.5, 3.8c and 4.2c). After entering the mature stage, the
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• positive thermal contribution, although still remaining inshore, shrinks in size and appears

only 10 the north of the cyclone center.

Table 4.1 Relative contribution ( % ) of the column - integrated contribution due

10 the vortieity advection (Term A) and temperature advection (Term B)

10 the net vortieity tendeney at 9S0 hPa th~1are averaged over an area

of 7S \an x 7S \an over the cyclone center

Term A

TernI B

3/18-06

41

S9

4/00-12

42

58

4/06-18

76

24

4/12-24

8S

15

•

Of our major concern here is the relative comributions of the vorticity and thermal

advection to the eyclogenesis. For this purpoSf~, Table 4.1 Iists the 6 hourly relative

contnoutions of the (upper-level) vorticity advection and the Laplacian of the (Iow-Ievel)

thermal advection to the net vorticity tendency that are averaged over an area of 75 km x

75 km near the cyclone center. It is apparent that the lower-level thermal advection accounts

for 59% of the total deepening in the first 12 hours and it decreases rapidly afterward. By

comparison, the relative importance of the vorticity advection is r:!atively small during the

incipient stage but it becomes more and more dominant as the storm enters the mature stage.

Thus, the quasi-geostrophic development principle hypothesized by B591 appears to operate

more efficiently during the mature stages of the coastal cyclogenesis, since the upper-level
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vorticity advection detennines the rapid deepening rate and the final depth of the cyclone.

The result aIse points to the importance of incorporating more realistic low-Ievel thennal

field into the model initial conditions in order to predict the cyclogenesis at the right time

and the right location.

4.2 Numerical predictability

With the above quantitative results in miDlI, we are ready to pursue the question of

the stonn's predictability as raised by B591. In the next, we examine first the effects of the

low-Ievel thennal forcing over the ocean using a different set of initial conditions, and then

the upper-Ievel forcing by initializing the model 12 h later, on the realistic simulation of the

coastal stonn. Finally, we discuss how the low- and upper-Ievel interactions detennine the

final intensity of the stonn.

a. Sensitivity 10 initial thermal uncertainties over the ocean

We have discussed in section 3.1 that when the NMC analysis was used directly as

the model input, the MM4 simulates a coastal cyclone that grows from the initial oceanic

mesolow rather than from a vorticity center in the frontal zone (Exp. NEH), as did the then

operational fore<"a5t. As compared to Exp. CTL, the result reveals IWO basic problems with

the initial conditions used in Exp. NEH: i) the poor resolution of the coastal frontal zone,

including the low-Ievel vorticity and convergence centers; and ii) the poorly defined low­

level thenna! forcing over the ocean. The fonner appears to detennine whether or not the

coastal cyclone would he spawned from the frontal zone, whereas the latter would affect the

initial organization of the coasta1 cyclogenesis. However, as mentioned in section 2.4, the
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low-Ievel thermal structures over the ocean for these simulations have been modified

according to the BS91 surface analysis. Thus, another moist sensitivity simulation was

condueted, in which the NMC analysis over the ocean were unchanged (Exp. NBG), in order

to see how the model simulation is sensitive to the low-Ievel thermal structures in the warm

sector.

Fig. 4.4 shows the different initial temperature structures at 900 hPa betwe~n the

CTL-used (solid) and the NBG-used (dashed). A major difference is the systematic shift of

a thermal ridge slightly to the northeast of the CTL-used. With the initial conditions, the

model simulates weil the development of a cyclone out of the frontal zone, but with a track

systematically shifted to the northeast of the CTL-simulated, mostly produced in the first 12­

h period (not shown). This shift results in quite diF.erent cyclonic circulations at the end of

the 24-h integration, although its central pressure is only 1 hPa weaker than the control­

simulated. For example, Fig. 4.1b exhibits a broad surface trough offshore with an open

isobar into the north. The northward shift of the weaker inshore flow of colder and dryer

continental air mass produces much less precipitation in the .:old sector; the 24-h

accumulated maximum rainfall is 25 mm (not shown) compared to 61 mm in Exp. CTL (see

Fig. 3.7b). Again, the weak sensitivity of the simulated central pressure to diabatic heating

is evident. The result indicates that i) enhancing the NMC analysis is essential in the

generation of the right cyclone system when its signal is weak to begin with; and ii) the

model is sensitive to the slight change in the low-Ievel thermal structure in the warm seetor

as it influences the track, precipitation and circulation charaeteristics of th(, coastal cyclone.

The importance of the low-Ievel thermal pattern in the cyclogenesis is obvious from a l'V-
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inversion viewpoint, since the thennal ridge being modified can be considered as equivalenl

to a positive PV anomaly contributing to the surface development (Davis and Emanuel

1991).

b. Sensilivily to Later inilialization

To examine the dominant role of the upper-Ievel forcing in determining the

predictabilily of the coastal cyclogenesis, we conducted a sensilivily experiment, in which

the moisI model was initiated 12 h later, i.e., at 0000 UTC 4 October (Exp. 112). At this

time, the upper-Ievel wave structure was wel1 resolved by the conventional network over the

coastal region. However, the f10w fields over the ocean still remained poorly defined, as

compared to the B891 analysis, such as the misplaced position of the surface lows, the

poorly represented frontal zone and the absence of a 10w-IeveI thermal ridge and a c10sed

circulation near the cyclone center (not shown).

Despite the poor initial conditions over the ocean, the model reproduces remarkably

wel1 the intensification and movement of the coastal cyclone after 6 h into the integration

(see Figs. 3.1 and 32). The error in position at the ep.:l of the 12-h integration is less than

75;.;m. The modei also captures wel1 the deepening rate in the second 6-h simulation,

although the final central pressure is about 4 hPa (2 hPa) weaker than the B891 (NMC)

analyzed. In addition, the model produces better the cyclonic and frontal circulation

structures than the control-simulated, including the packed isobars in the cold sector, the

strong easterly retum flow to the north, and the rapid movement of the cold front (cf. Figs.

4.1c and 3.6a, b).

This sUcce'".sful run cannot be attributed simply to the relatively strong signal of the
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cyclo!le at the initial time, since the NOM model, initialized at 0000 UTC 4 October, also

predicted a cyclone that grows out of a wrong low-pressure system with a track too far to

the east (sec Fig. Il in BS91). Rather, the result reveals that the quasi-geostrophic principle

operates more efficiently at the later stages of the cyclone's life cycle, as mentioned earlier.

If the initial conditions over the ocean were weil represented, the model should be capable

of capturing most of the deepening episodes of the storm.

c. Law- and upper-level interaction and the cyclogenesis

We have shown in chapter 3 that with the BS91-suggested improvements of initial

co:lditioJ::s over the coastal region anC: the slight modification in the low-Ievel temperature

structure ov'" the ocean (in warm sector), th~ MM4 does show superior results ta the then

operational forecast. However, the model still underpredicts the intensity of the storm even

when it is initialized 12-h later (e.g., Exp. 112). On the other hand, numerical models often

tend to overpredict the development of extratropical cyclones when the initial conditions are

weil represented (e.g., Mass and Schultz 1993; Huo et al. 1995). This implies that some

other factors, which could not be evaluated from the conventional observations, might

determine the predietability of the storm at the right depth and the right location.

Specifically, after analyzing the vertical PV structures with respect to the surface cyclone

(sec Figs. 3.1030 b), it is suspected that the simulated weaker cyclone intensity might be

related ta the coupling of the low- and upper-Ievel PV anomalies.

To see if the above is the case, we need to first obtain a reasonable "ground truth"

with which ail the simulations could be compared. A more realistic Clay to achieve this is

to perform a dynamic nudging experiment (Exp. NUO) following Stauffer and Seaman

66



•

•

(1990) and Stauffer et al. (1991), in which the 12 hourly enhanced upper-air analyses of

winds and temperatures are used to nudge the model integration continuously during the 24-h

period (see section 2.3). Since the surface cyclone at 4/12-24 was centered approximately

between the two upper-air rawinsonde stations, i.e., Boston (MA) and Portland (ME), this

experiment should yield the best possible numerical representation of the coastal cyclone

during t!le mature stage. Indeed, Fig. 4.1d shows several significant improvements over bath

Exps. crL and I12 (cf. Figs. 3.630 band 4.1c, d). They include i) a more circular shape of

isobars; ii) the right position of the surface cyclone center; iii) the right orientation of the

cold and warm fronts; iv) the westward extension of the cyclone's influence; and v) a more

southeastward extension of the OoC isotherm. A1though Exp. NUG could not reproduce the

(point) minimum surface pressure as observed owing to the nudging toward the upper-Ievel

larger-scale analysis, the associated pressure gradients, which determine the intensity of

cyclonic circulations, compare favorably to the obsc:ved (cf. Figs. 4.1d and 3.6a).

Now, let us examine a vertical cross section of PV and potential temperature from

Exp. NUG at 4/12-24 that is taken along a Hne through the surface cyclone and 300-hPa PV

centers. It is evident that the general PV structures are similar between Exps. NUG and CTL

(cf. Figs. 4.5 and 3.10b), such as the low-Ievel moist PV concentration and the descending

of stratospheric PV-rich air to as low as 600 hPa. The weaker PV anomaly at 350 hPa and

ascending motion along the frontal zone are consistent with the simulated weaker surface

central pressure, and they can be again llttributed to the nudging toward a large-scale upper­

air analysis. On the other hand, the stronger low-Ievel PV concentration (> 4 PVUs) results

from more intense circulations in conjunetion with larger static stability over the cyclone
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center. Of particular relevance here is that the low- and upper-level PV concentrations are

weB coupled right above the cyclone center through the 2 PVU contour. This is in

significant contrast to Exp. crL (and other sensitivity simulations) in which the upper-level

PV anomaly lacks about 150 km behind the surface low at this time. The result appears to

imply that the coupling of the upper- and low-!evel disturbances needs to be reasonably

simulated in order to replicate the observed intensity and cyclonic circulations. This explains

why aIl the other sensitivity runs, including the then NOM forecast, simulate poorly the

observed intensity of the coastal storm, because the surface lows are always located too far

to the northeast or east of the upper-level PV anomaly. Therefore, we may conclude that

the initial uncertainties in the 10w-leveltemperature structures over the ocean are most likely

the cause for the underprediction of the coastal storm, since i) the model resolves weB the

initial upper-Ievel PV anomaly and simulates reasonably ils subsequent movement; ii) most

of the error in position occurs during the first 12-h integration in which the thermal forcing

dominates; and iii) latent heat release has less significant effect on the cyclogenesis.
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Chapter 5 Summary and Concluding Remarks

In this thesis, a series of numerical simulations using the PSU/NCAR MM4 model

have been performed to i) investigate the raies of various dynamical and physical processes

in the coastal frontal cyclogenesis that occurred during 3-4 October 1987, and ii) examine

dif.~rent parameters in determining the numerical predictability of the coastal storm. Like

many other coastal storms, the then operational NMC model failed to predict the

development of the cyclone and its associated heavy precipitation. In this study, we first

obtained a realistic 24-h simulation of the storm with improved initial conditions and

complete physical representations, and then conducted several numerical experiments to

study the !IIodel's sensitivity to diabatic heating, ice microphysics and lifferent initial

conditions.

It is found that the control simulation reproduces reasonably weil the track and

intensity of the frontal cyclone, the associated precipitation and other surface features, as

verified against the B591 analysis and other available observations. A1though the MM4

underpredicts the central pressure by 7 hPa with an error of 180 km in position at the end

of the 24-h integration, it simulates correctly the development of the cyclone from a

vorticity center in the coastal frontal zone, rather than from an oceanic mesolow as did by

the then NMC operational mode\. Model diagnosis reveals that the coastal cyclogenesis

occurs in a favorable large-scale environment with proncanced thermal advection in the

lower troposphere and marked PV concentration aloft associated with the tropopau<;c
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depression. The transport of warm and moist air from the marine boundary layer by the

low-level inshore fIow provides the necessary latent energy for the production of the

observed heavy precipitation and a variety of weather phenomena.

To isolate the effects of large-scale baroclinicity and diabatic heating on the coastal

cyclogenesis, a sensitivity experiment is conducted in which latent heat release is withheld.

It is shown that dry dynamics accounts for the genesis, track and a large portion of the final

depth of the cyck,e. except that the dry cyclone tends to move slower and have smaller

horizontal extent than the moist one. The latent heat release is only responsible for 28% of

the total deepening of the cyclone. The much less significant effect of latent heat release,

as compared te previous explosive cyclogenesis studies, could be allributed to the non­

classical distribution of precipitation, i.e., in the northerly retum fIow in the cold sector.

Specifically, the latent heating in the present case produces an elongated PV anomaly in the

lower-level cyclonic return flow that tends to be advected southward away from the cyclone

center. Thus, from a PV-inversion perspective, the heating-induced PV anomaly has less

chance te contribute persistently to the cyclogenesis.

The simplified Zwack-Okossi vorticity equation L~ then calculated with the dry

simulation results to examine the relative importance of the tropopause depression and the

lower-level thermal advection in the cyclogenesis. It is found that the low-Ievel thermal

advection accounts for 59% of the cyclonic deepening during the incipient stages, whereas

the upper-level forcing becomes more and more dominant at later stages, namely, increased

from 41% at 4/00-12 to 85% at 4112-24. Thus, the quasi-geostrophic forcing acts more

efficiently during the rapid deepening stages of the cyclone's life cycle. Based on our
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simulation results, we may visualize the present cyclogenesis event as follows. The low­

level thermal advection helps the vorticity center in the coastal frontal zone to amplify and

move slowly offshore under the influence of the upper-Ievel positive vorticity advection

during the first 12-h integration. Then, as the upper-Ievel PV anomaly approaches the

coastal region, more rapid surface cyclogenesis occurs, lcading to the developiJlent of intense

cyclonic circulations and heavy precipitation.

The impacts of different initial conditions on the cyclogenesis are examine:!. It is

found that the initial uncertainties over the coastal region (e.g., the low-Ievel vorticity center

in the frontal zone) determine whether or not the cyclone would develop out of the coastal

frontal zone or of an oceanic mesolow. The enhancement of the NMC analysis with all

available observations is critical in obtaining the reasonable simulation of the coastal storm.

It is also found that the procedure to include the observed surface temperature structure

within a deep layer over the ocean in the model initial conditions produces significant

influences on the simulated surface features, such as the location of the cyclone center, the

intensity, the cy.:lonic circulation pattern and the precipitation amount. When the model is

initialized at 12 h later at which time the upper-Ievel forcing begins to dominate, the model

replicates very well the basic circulation features of the system, in spite of the poor-defined

surface circulations ov.::r the ocean in the initial conditions. This points further to the

important role of the quasi-geoslrophic processes at later stages in determining the rinal

depth of the coastal cyclone.

While all the simulations mentioned above reproduce to a different degree the basic

scenarios of the coastal cyclogenesis event, none of them captures correctly all the observed
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features. Thus, a 24-h dynamic nudging experiment is carried out to obtain the "ground

truth" of the cyclone's flow structures. Comparisons of this nudging experiment with the

other sensitivity simulations reveal that the vert;cal coupling of the lower- and upper-level

PV anomalies is responsible for the underprediction of the cyclone's central pressure as well

as its associated circulation structure..~. This poor coupling is caused by ohe error in the

position of the surface cyclone. That is, the simulated surface cyclones, including the then

operational for- .asts, are always too far ta the east or northeast of the upper-level PV

anomaly. It is found that the error in the cyclone's position and the paor coupling can be

eventually attributed to the initial low-level thermal uncertainties over the ocean (in the

warm sector). Therefore, we may conclude that the then operational failure in predicting

the coastal storm was caused by the poor-defined initial conditions in the coastal region as

hypot'lesized by BS91 and the uncertainties of the low-level thermal structures over the

ocean. Considering the frequent operational failures in predicting such storms, the above

result clearly underlines the importance of incorporating realistic upper-air data over the

coastal region into operational model initial conditions in order ta improve the quantitative

precipitation forecasts and severe weather wamings.
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