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Abstract 

A technique to increase the frame rate of digital video cameras at high-resolution is pre­

sented. The method relies on special video hardware capable of simultaneously generating 

low-speed, high-resolution frames and high-speed, low-resolution frames. The algorithm 

follows an estimate-and-correct approach, in which a high-resolution estimate is fust pro­

duced by translating the pixels of the high-resolution frames produced by the camera with 

respect to the motion dynamic observed in the low-resolution ones. The estimate is then 

compared against the current low-resolution frame and corrected locally as necessary for 

consistency with the latter. This is done by replacing the wrong pixels of the estimate 

with pixels from a bilinear interpolation of the CUITent low-resolution frame. Because of 

their longer exposure time, high-resolution frames are more prone to motion biur than low­

resolution frames, so a motion blur reduction step is also applied. Simulations demonstrate 

the ability of our technique in synthesizing high-quality, high-resolution frames at modest 

computational expense. 



Résumé 

Une méthode destinée à augmenter la fréquence des images produites par les caméras 

numériques à haute résolution est présentée. La technique utilise un dispositif spécial capa­

ble de produire simultanément des images de haute-résolution à basse fréquence d'échantil­

lonnage, ainsi que des images de basse résolution à haute fréquence d'échantillonnage. 

L'algorithme adopte une approche appelée estimation-et-correction, dans laquelle un es­

timé de haute résolution est d'abord produit en déplaçant les pixels des images de haute 

résolution en fonction des déplacements observés dans les images de basse résolution. 

L'estimé est ensuite comparé à l'image de basse résolution courante et corrigé localement 

afin d'être conforme à cette dernière. La correction est effectuée en remplaçant les mauvais 

pixels dans l'estimé par ceux d'une interpolation bilinéaire de l'image de basse-résolution 

courante. En raison de leur temps d'exposition plus long, les images de haute-résolution 

sont plus sensibles au flou causé par le mouvement d'objets dans la scène que les images 

de basse résolution. Par conséquent, une étape de réduction des effets de flou causés par 

les mouvements d'objets est appliquée aux images de haute résolution. Des simulations 

démontrent l'efficacité de notre technique pour produire des images de haute qualité à haut 

débit. 
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Chapter 1 

Introduction 

1 .. 1 Problem description 

In computer vision applications whose performance depends on the level of detail and the 

temporal accuracy of video, there is always a demand for better video quality. In order 

to generate a video frame, imaging devices accumulate photons over a 2D matrix of light 

sensors, whose number determines the maximum achievable resolution of the camera [1]. 

The exposure (or integration) time of a single frame must be chosen so that each such 

sensor receives a sufficient number of photons to allow for a statistically accurate measure 

of the light intensity at its location. This is partly dependent on the surface area of the 

sensor. A physically smaller element requires a proportionately longer exposure time to 

produce a usable image, which, in tum, determines the maximum frame rate that can be 

achieved by a camera; shorter exposure times allow the video device to produce frames at 

a higher rate. One approach to reducing the exposure time is to increase the size of the lens 

in order to focus a greater number of photons onto the matrix of light sensors. However, 

this entails increasing the physical size of the camera and is not well suited for applications 

requiring near-field focus, as this may result in image distortion. Another solution is to 

employ an auxiliary light source to illuminate the scene. This may be limited only to 

certain applications where addition al illumination is both feasible and acceptable. 

To obtain high-resolution video at higher frame rates than that allowed by the integra­

tion lime of light sensors, we propose using special video hardware capable of simultane-

l 



High-resolution frames at rate h 

Low-resolution frames at rate l 

Synthesized hlgh-resolution frames at rate l 

Figure 1.1. The specialized video hardware simultaneously produces two video sequences of the same 
scene; one high-resolution sequence at frame rate h and one low-resolution sequence at frame rate l. An 
image processing algorithm is then used to synthesize high-speed high-resolution frames from these two 
sequences. 

ously generating high-resolution frames H at frame rate h and low-resolution frames L at 

a frame rate l, as depicted in Figure 1.1. 

The hlgh- and low-resolution frames represent the same scene and are used respectively 

to capture the high-frequency details of the scene and the motion of objects in the scene. 

The idea is to apply an image-processing algorithm to both sequences of frames H and L 

in order to synthesize a hlgh-resolution video sequence S at high frame rate l having the 

detaillevel of the high-resolution frames H and the motion dynamic of the low-resolution 

frames L. The hlgh-resolution frame rate h should ideally correspond to the hlghest frame 

rate allowed by the sensor physics at high-resolution. Since low-resolution frames involve 

the accumulation of incident photons over a larger sensor surface for each pixel and, thus, 

require less time to integrate than high resolution frames, we would expect the frame rate 

l of the low-resolution sequence to be hlgher than h. Hereafter, n will refer to the number 

of low-resolution frames captured for every high-resolution frame captured by the video 

hardware. 
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1,,2 Literature Review 

Descriptions of other mixed-resolution video synthesis techniques are scaree. This is likely 

due to the fact that this category of algorithm requires a deviee that produces high- and 

low-resolution frames in the manner described in Figure 1.1. In constrast, a great amount 

of work has been performed on a related problem, that of synthesizing high-resolution 

images from a set of low-quality, low-resolution ones by using the redundant information 

contained in the latter. The techniques used to solve this problem belong to the category 

of super-resolution techniques. Another category of methods consists of using a single 

low-resolution image to produce an image of better visual quality; we will refer to these 

methods as single image enhancement techniques. In the following paragraphs, we will 

summanze the state of the art of these categories of methods. 

1.2.1 Single Image Enhancement Techniqu.es 

The reduction of blur and noise levels in an image, which is known as single image restora­

tion, is a well-known problem in image processing theory. Three techniques are generally 

used to obtain practical restoration algorithms: the maximum likelihood (ML) estimator, 

the maximum a posteriori (MAP) probability estimator and the projection onto convex 

sets (POCS) [2][3][4][5][6]. Single image restoration is an ill-posed inverse problem [7], 

because many solutions exist given an input image. One method to tackle this problem con­

sists of constraining the solution by employing a priori knowledge concerning the form of 

the solution, wruch can be provided by constraints such as local smoothness, edge preser­

vation, positivity and energy boundedness. 

Another method to enhance the visual quality of an image is interpolation, a technique 

often used inside digital cameras to increase thelr resolution artificially. The interpolation 

problem consists of reconstructing an ideal image from an undersampled version. Since the 

value of a pixel is obtained by accumulating photons over a surface, a low-resolution image 

cannot be considered as a perfectly undersampled version of an ideal image, although it is 

3 
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Figure 1.2. (a) Given a low-resolution sampling of an image (big dots), one wants to resample it at high­
resolution (smaU dots). Cb) The value of a point on the high-resolution grid can be interpolated by using its 
four adjacent low-resolution sampling points. 

often convenient to assume that this 1S the case. As shown in Figure 1.2(a), the value of 

a low-resolution pixel can be thought of as the value of the ideal image at the location 

corresponding to the center of this pixel (big dots). In order to produce a high-resolution 

frame, one wants to determine the values of the ideal image at the locations corresponding 

to the center of the high-resolution pixels (small dots). 

Different interpolation techniques exist, such as bilinear interpolation [8] and bicubic 

interpolation [9]. For the four points Pl through P4, illustrated in Figure 1.2(b), equa­

tion 1.1 explains how to calculate the value of the high-resolution pixel p using bilinear 

interpolation. 

P =P1 x (1 - D.x) x (1 - D.y)+ 

P2 x D.x x (1 - D.y)+ 

P3 x (1 - D.x) x D.y+ 

(1.1) 

In the particular case of color images, it is possible to use the information provided by 

the three RGB components to obtain redundant information of the scene, which can then be 

used to improve the resolution of the image. Such an approach is described by Zomet and 
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Peleg [21]. In general, single image enhancement methods require minimal computation al 

load and memory. 

1.2.2 Supel"= Resolution Techniques 

The enhancement of computer technology has made possible the development of more 

sophisticated and more computationally intensive algorithms, able to synthesize a high­

resolution image from a sequence of degraded, undersampled ones [10][11][12][13][14]. 

A significant amount of research has been carried out in super-resolution techniques and 

a review of existing methods is presented by Borman et al [15]. These can essentially be 

divided into frequency domain [10][11][12] and spatial domain methods [13][14][16]; the 

former tend to be simpler and are preferred for applications involving global translation 

motion. Spatial domain methods, however, are better suited for general video sequences 

that may contain local motion. 

The advantage of using many images is that it provides addition al novei observation 

data, which cornes from the fact that each image contains similar, but not identical infor­

mation of the scene; in most super-resolution applications, each undersampled image has 

either a different blur level, most often obtained by changing the focus of the camera while 

taking the image sequence, or a different displacement with respect to the scene, either 

because of camera or object motion during the capture. 

Keren, Peleg and Brada [17] presented a two-step spatial domain approach to super­

resolution reconstruction. The first step consists of evaluating the displacement between 

the different low-resolution frames and creating a temporary image made of non-uniformly 

spaced samples, as shown in Figure 1.3. The process of evaluating the displacement be­

tween images is called registration. In Keren et ars method, the displacement between 

images 1S assumed to be global; that is, if local motion occurs within the scene, registration 

will not produce accurate results. Once registration is complete, the samples are interpo­

lated on a high-resolution grid to produce an estimate of the high-resolution frame. The 

5 
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Figure 1.3. Two low-resolution point sets are mapped to a high-resolution grid. The alignment of the first 
point set (circles) is not the same as that of the second point set (diamonds). The information provided by 
both sets can be used to interpolate the value at the center of each high-resolution pixel. 

second step is an iterative process, belonging to the class of simulate-and-correct methods. 

Fifst, an imaging process 1S applied to the high-resolution estimate. This consists of dif­

ferent degradation kemels that simulate the effect of resolution reduction by the camera. 

The result of this step is a sequence of simulated low-resolution frames, which are then 

compared to the observed low-resolution frames. The high-resolution estimate is modified 

to reduce the error between the simulated and the observed low-resolution images. The 

modifications are performed using a backprojection kernel, which scales the correction to 

each high-resolution pixel according to its contribution to the error in the simulated im­

ages. This simulate-and-correct step is then repeated and stops when the error between the 

simulated and observed images drops below a certain threshold, or after a given number of 

iterations. Irani et al [18] extended this work to deal with local motion. 

Elad and Feuer [16] proposed a technique that relates to adaptive filtering theory. Their 

method consists of using a time and space filter that operates on a set of low-resolution 
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images to produce a restored sequence of images ai higher resolution. This 1S applied using 

either the LMS or the RLS algorithm [19] [20] and the operation complexity is proportional 

to the number of pixels in the frames. The restoratÏon procedure consists of solving a large 

set of sparse linear equations. Similar to the methods of Keren and Irani, Elad and Feuer's 

technique depends on a prior evaluation of motion between low-resolution frames. 

In general, the success of super-resolution techniques strongly relies on their capability 

to evaluate accurately the displacements between low-resolution images. Therefore, the ac­

curacy of the registration step is often the limiting factor in super-resolution reconstruction 

performance [13]. 

1.2.3 Mixed-Resolution Input Techniques 

At least one recent reference [22] 1S available on the topic of mixed-resolution techniques 

and presents a digital camera that meets the high frame rate and resolution requirements 

of the movie industry. The motivation of this work is to reduce the amount of video data 

when bandwidth and/or storage capacity are limited. 

The technique uses a special camera with a beamsplitter that sends incoming light from 

the scene along two paths; one leads to three high-resolution CCD image sensors, one for 

each color component, and the other leads to a low-resolution CCD image sensor. The 

three high-resolution imagers produce color frames at a low frame rate, whereas the low­

resolution imager produces grayscale frames at a high frame rate. Image processing elec­

tronics are used to generate high-resolution frames at high-speed from these two inputs. 

When a high-resolution frame is captured by the high-resolution sensor, no work needs to 

be done; otherwise, the algorithm is applied. 

The image processing algorithm is a relatively straightforward application of technol­

ogy similar to video compression [23][24][25][26]. A motion vector field describing the 

motion of objects within the scene from the previous low-resolution frame to the current 

one is computed. Then, a high-resolution frame is generated by moving the pixels of the 
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previous high-resolution frame according to the motion field computed at low-resolution. 

This prediction 8tep i8 done only with the pixels for which the motion from the last frame to 

the current frame is known. In particular, when pixels are disoccluded by moving objects, 

infonnation from the low-resolution frames is used to interpolate high-resolution pixels. 

However, as the low-resolution frames do not provide color infonnation, the quality of the 

reconstruction in these zones 1S limited. Thus, the pixels around the transitions between 

moving objects and the background are treated differently from other areas of the scene. 

The identification of the transition regions is enhanced by finding the boundary of objects. 

This last step, which is basically an edge detection algorithm, is performed using a high 

pass filter. 

1.3 Overview of Our Work 

This thesis presents a technique for building a digital camera capable of generating video 

at a higher frame rate than that allowed by standard digital cameras. As discussed earlier, 

physics of the imaging sensors imposes a limit to the maximum speed at which a digital 

camera can capture frames. Vnder similar light conditions, low-resolution sensors can 

generate video at a higher frame rate than can be achieved by high-resolution sensors. 

The purpose of the presented technique 1S to generate high-resolution frames at the low­

resolution frame rate, which, hereafter, will be referred to as the high frame rate. Since 

this value depends on the scene illumination and the size of the camera lens, it may in fact 

be quite low. Therefore, we should note that the tenn high frame rate is meant only to 

distinguish it from the correspondingly low rate associated with high-resolution frames. 

In the presented technique, high-resolution infonnation is retrieved directly from the 

few high-resolution frames generated by the video hardware, which is more efficient than 

extracting this information from several undersampled frames. The algorithm uses the 

estÏmate-and-correct method, whose main advantages are simplicity and computational ef­

ficiency, this allowing for real-time applications. In particular, the method includes a mo-
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tion evaluation step, which, in part because of the wide distribution of MPEG video encod­

ing applications, may be performed by readily available specialized hardware for motion 

estimation [27][28][29]. Although our method uses the same kind of motion evaluation 

algorithm as that found in many video compression techniques such as MPEG, the purpose 

of our algorithm is entirely different. Whereas MPEG and its variants provide compression 

of a sequence of video images, our algorithm aims to enhance image quality and frame 

rate. Therefore, comparisons between our algorithm and video compression methods are 

inappropriate and will not be considered in this dissertation. 

The algorithm requires a video device generating simultaneously high- and low-resolution 

frames as illustrated in Figure 1.1. Since the exposure time of the low-resolution frames 

is shorter, these frames have a better temporal accuracy than the high-resolution frames. 

Conversely, the high-resolution frames have a better spatial accuracy. The technique effi­

ciently interpolates high-resolution frames in between those generated by the video hard­

ware through a compromise between temporal and spatial accuracy. 

A fast mixed-resolution block matching algorithrn is used to evaluate coarsely pixel 

motion between the last interpolated (synthesized) high-resolution frame St-l and the cur­

rent low-resolution frame Lt generated by the camera. The technique takes advantage of 

a subsequent correction process to reduce the computational cost of the motion evaluation 

step without excessively degrading the quality of the synthesized frames. The result is an 

interpolated frame that contains mostly high-resolution and sorne low-resolution features. 

The low-resolution features, which are smoothed by simple frame interpolation, tend to 

appear when abrupt motion oœurs in the scene. Because of the longer exposure time re­

quired to generate the high-resolution frames, these are more sensitive to motion biur than 

the low-resolution frames. For this reason, the algorithm includes a step to reduce the 

effects of motion blur to a level equivalent to that of low-resolution frames. 

Simulation result8 indicate that the visual quality of the frames synthesized by the al­

gorithm i8 far better than that of the corresponding low-resolution frames. In particular, the 
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quality of the frame areas corresponding to statie parts of the scene 18 optimal, in the sense 

that they are equivalent in quality to the few high-resolution frames generated by the cam­

era. The algorithm also performs weIl when reconstructing areas of the scene that involve 

slow and translation-based motion. 

1@4 Layout of the Thesis 

This thesis is organized as follows. Chapter 2 explains the frame acquisition model and 

the inherent problem of differing sensitivities to motion bIur between the high- and low­

resolution frames generated by our camera. The proposed digital camera architecture 1S 

also described in this chapter. Chapter 3 develops the technique used to synthesize high­

resolution frames from mixed-resolution ones. Chapter 4 presents the simulation results 

obtained and discusses the performance of the proposed algorithm. Finally, sorne conclu­

sions and remarks on future directions of this research are offered in Chapter 5 

1 .. 5 Contributions of Thesis 

The main contributions of this thesis are the description of a special video device capable of 

generating high-resolution frames at a higher frame rate than that achievable with standard 

digital cameras and an algorithm for synthesizing these frames. This device could be useful 

in applications that impose size or bandwidth constraints on the camera, as weIl as those 

in which ambient light levels preclude high-resolution exposure given the limitations of 

sensor physics. 

10 



Chapter 2 

Frame Acquisition Model 

2.1 F:rame Acquisition by a Special Video Came:ra 

A digital camera produces a video sequence by capturing images of a scene at regular 

time intervals, which define the frame rate of the camera. The image receptor area of a 

digital imaging device is made up of a 2D array of light sensor elements called photosites. 

Each photosite converts incident light into photocurrent iph(t), whose intensity gives the 

value of the corresponding pixel. However, as photocurrent is too small to be measured 

directly, a digital camera cannot instantaneously capture the content of a scene; instead, 

the photocurrent must be integrated onto a capacitor and the charge Q(t) is read out after 

a given time period T, caUed the exposure time. The amount of charge accumulated in 

a photo site is a linear function of the incident illumination intensity and the integration 

period. If noise is discounted, the relation between iph(t) and Q(t) is given by: 

. () _ dQ(t) 
'lph t -~ (2.1) 

Thus, assuming constant illumination during the exposure period, the intensity of the pho­

tocurrent at the beginning of the exposure can be estimated as follows: 

. (t) _ Q(T) Zph -
T 

(2.2) 

Figure 2.1 illustrates the computation of iph(t) from the accumulated charge Q(T). The 

sensitivity of a photosite depends on the size of its light reception surface; a photosite with 

11 



Q(t) 
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. (t\ - dQ(t) _ Q(T) 
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Q(T) 
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T 

Figure 2.1. Assuming constant illumination during the exposure period, Qr) gives the slope of the charge 
accumulation function Q(t) at any point t, which is, by definition, the photocurrent iph(t). 

a small surface is less sensitive to light and thus, requires more time to produce a pixel. As a 

result, the surface size of the photo sites and the light intensity define the minimal exposure 

time T min necessary to capture a frame. One should also note that the maximum charge, 

Qsat, that a photosite can accumulate corresponds to its saturation level. If the exposure 

time is too long, ail the pixels will take on the same value, corresponding to the maximum 

light intensity. 

Hereafter, time t = 0 will refer to the beginning of a new exposure time. If the charge 

accumulated into a photosite is read after a shorter exposure time, for example, t = T min /4, 

the value read will not be reliable. However, if the capacitor values for adjacent photo sites 

are added by groups of four, which would correspond to reading values from a photosite 

whose reception surface is four times larger, the summed values will be sufficiently accu­

rate to pro duce a reliable low-resolution frame. This technique is actually used in sorne 

multiresolution video devices [30] [31], which can be programmed to generate frames at 

different resolutions. Thesedevices can increase their light sensitivity at the co st of resolu-

tion. 

This technique can be expanded to construct a special camera capable of generating 

simultaneously low-resolution frames at high-speed and high-resolution frames at low­

speed. By using appropriate circuitry, it is possible to generate a low-resolution frame 

every Tmin/n and a high-resolution frame every Tmin time period, where n gives the num-
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ber of high-resolution pixels that are combined to produce a low-resolution pixel. For 

purpose of illustration, we will continue to assume a value of n = 4 for subsequent dis­

cussion. As a result, the high frame rate will correspond to quadruple that of the original 

high-resolution frames captured by the camera. 

2 .. 2 Motion Blur Sensitivity 

An object moving within the scene during the exposure time spreads its light information 

over many photosites, whlch produces a motion blur effect. Obviously, the longer the ex­

po sure time, the stronger the effect. As the exposure time required for the acquisition of 

a hlgh-resolution frame with the camera described above is approximately n times that 

for a low-resolution one, the captured high-resolution frames are more sensitive to mo­

tion blur, as illustrated in Figure 2.2. The left column shows four low-resolution frames 

that were captured successively by the video camera, using an exposure time of Tminl4 

for each, while the right column shows the acquisition process of the corresponding hlgh­

resolution frame at different stages, each corresponding to the end of the exposure of the 

low-resolution frame to its left. While motion blur in each low-resolution frame corre­

sponds to an integration period of t = Tminl4, motion blur in the high-resolution frame 

corresponds to an integration period of Tmin . This explains why the hand in the resulting 

hlgh-resolution frame is blurred. 

The purpose of the described technique is to synthesize the high-resolution frames that 

would be produced by a camera whose photo sites are sufficiently sensitive to generate 

high-resolution frames within an exposure time of T mini 4. In other words, the motion blur 

inside the synthesized high-resolution frames should, ideally, correspond to this exposure 

time. As mentioned earlier, the technique synthesizes high-resolution frames by translat­

ing pixels of the few hlgh-resolution frames generated by the video device. If these few 

high-resolution frames are affected by motion bIur, the effect will be propagated to the 

synthesized frames; as a result, sensitivity to motion blur in the synthesized frames will 
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(a) (b) 

Figure 2.2. Sensitivity to motion blur as a function of the exposure time. (a) Low-resolution frames obtained 
with an integration period of t = T mini 4. (b) Progressive integration state of a high-resolution frame obtained 
with an integration period of t = T min. 
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Figure 2.3. Effect of motion on the photocuITent. (a) Under conditions of no motion, the photocurrent 
generated by the sensor remains constant throughout the integration period. (b) With scene motion, photo 
CUITent may vary during integration. 

correspond to an exposure time of Tmin , rather than Tmin /4. 

A technique to reduce the effects of motion blur in a frame is presented by Liu et al [32]. 

The technique consists of using special video hardware capable of capturing many images 

within a normal exposure time. Taking advantage of the extra information provided by 

these underexposed images, the motion blur level in the generated frames can be reduced. 

Figure 2.3(a) represents the accumulation of the charge in a photosite when light intensity 

does not vary during the exposure time; in this case, one can assume that no motion occurs, 

since the accumulation slope, i.e. the photocurrent, is constant. On the other hand, Figure 

2.3(b) indicates the effect of motion on photocurrent Under such condition, equation 2.2 

does not provide an accurate measure of the photocurrent at the beginning of the exposure 

time. 

Instead, different values of Q(t) measured during an exposure are used to estimate the 

photocurrent at the beginning of the exposure time (t = 0). In fact, the method determines 
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(a) (b) 

Figure 2.4. Motion blur reduction in a high-resolution frame using its underexposed states. (a) Frame 
affected by motion blur (b) Frame after motion blur reduction. 

whether motion has occurred during the exposure lime by examining the general shape of 

the integration curve. If motion is detected, the point 7 m corresponding to the beginning of 

motion 1S identified. Then, only the information from t = 0 to t = 7 m is used to estimate the 

photocurrent at the beginning of the exposure time. If no motion occurs, then aU the points 

are used to produce the estimate. The number of points used to estimate the photocurrent 

has an influence on its estimate. For instance, if motion occurs early during the exposure 

time, the estimate will not be accurate. In our case, we are interested in the value of the 

photocurrent at t = 37, as it corresponds to the beginning of the integration time of the ideal 

frame we wish to reconstruct. By using a similar approach to Liu et al [32], our technique 

can estimate this value and, thus, can reduce motion blur in the generated high-resolution 

frames, as shown in Figure 2.4. 

2 .. 3 Video Hardware Design 

This section describes an imaging system capable of producing simultaneously low-speed, 

high-resolution frames and high-speed, low-resolution frames, using a special multi-resolution 

sensor. Since the underexposed high-resolution frames are required to reduce motion blur 

of the high-resolution frames produced, they must aiso be made available by the imaging 

system hardware. 
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Figure 2.5. Global architecture for a grayscale mixed-resolution sensor. 

As we assume a value of n = 4, the width and height ratios between low- and high­

resolution frames generated are both two. Also, in order to simplify the figures and ex­

planations, mixed-resolution hardware that generates grayscale frames will be presented. 

A color-equivalent device could be designed easily by replacing each single photosite by 

three, each one modulated by the appropriate RGB color filter. Figure 2.5 illustrates that 

the photo sites are arranged in an array of H rows by W columns, from which each pixel 

Pij can be read by enabling the column-line Ci and the row-Hne Rj. For efficiency, the 

parallel organization of the device pennits the simultaneous read-out of the W pixels of the 

lh row by enabling the row-Hne Rj and an the column-lines Ci (0 :::; i < W). Thus, by 

successively enabling each row-Hne Rj (0:::; j < H), the enÜre array of photo sites can be 
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read. 

The exposure time of each frame is chosen to satisfy the minimum time requirements 

to obtain good results for the high-resolution frames. At the end of the exposure time, the 

photosites are reset and a new acquisition cycle begins. However, multiple1 non-destructive 

readouts are perforrned withln a single exposure time in order to generate a number of 

low-resolution frames. While recent advances in CMOS technology allow such operations 

[33], this could also be simulated by CCD technology using an auxiliary memory to save 

the accumulated values of the photosites and resetting the sensors after each readout. 

The generation of the low-resolution frames 1S accompli shed as follows. Pairs of 

column-lines are fed into low-resolution modules, illustrated in Figure 2.5. Each such 

module combines the underexposed hlgh-resolution pixels from four adjacent photo sites to 

produce a well-exposed low-resolution pixel. Since a column Hne can only carry one value 

at a time, it 1S not possible to transmit the four pixels simultaneously. Assuming that an 

entire row can be read during a dock cycle, two dock cydes are required to transmit four 

underexposed pixels to a low-resolution module. As a result, the first row of low-resolution 

pixels will be produced after the first two rows of high-resolution pixels have been received, 

and so forth for successive rows. 

A low-resolution module is detailed in Figure 2.6. The low-resolution module receives 

and sums together the values of two adjacent high-resolution pixels, one coming from an 

even column (El) and one from an odd column (OI). If these come from an even row, 

the write-enable (W E) signal of the memory register 1S set and the result of the addition is 

stored in a register, whereas if they come from an odd row, the result of the addition is added 

to the previously stored sumo This ensures that each low-resolution pixel obtains the sum of 

four adjacent high-resolution pixels, arranged in a 2x2 grid. The value of the low-resolution 

pixel produced is sent to the low-resolution output (LO). Note that since the photosites 

are not reset aner each read operation, it is necessary to subtract the contribution of their 

l In fuis example, four. 
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Figure 2.7. Timeline diagram for the low-resolution module connected to the first two columns of the senSOf. 

previous values from each low-resolution pixel produced by the module. Thus, an auxiliary 

memory, who se size is proportional to the number of low-resolution pixels, is employed to 

store these values. Figure 2.7 is a timeline diagram that illustrates the operation of the low-

resolution module at the bottom-left of Figure 2.5, using the corresponding symbols from 

Figures 2.5 and 2.6. Each low-resolution pixel produced 1S identified as Lb k' where k is its , 

corresponding row in the 10w-resolution frame. 

The vertical buffer is used to store the addition results corresponding to the H /2 low­

resolution pixels of the column in the previous frame. A dock signal (C LK) permits 

sequential access to each memory location as each pixel in the column i8 processed. For 

each low-resolution pixel produced, the vertical buffer is used twice. First, ils values are 

subtracted from the sum of the second adder corresponding to each low-resolution pixel 

being calculated. Next, this result is written back to the current memory location, replacing 

the previous sumo 

The entire contents of the vertical buffer can be zeroed by the RST signal, which must 

be done at the beginning of every new exposure cyde of a high-resolution frame. Thus, the 
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10w-resolution pixels produced mer the first non-destructive readout of an exposure cycle 

will not be changed by the subtraction operation, described above. 

Figure 2.8 demonstrates a possible implementation of the vertical buffer. The reset 

signal (RST) resets the counter, whereas the dock signal (C LK) increments .the counter. 

A decoder is used to en able one memory œIl at a time, either in read or write mode. The 

i th dock impulse, following the reset, will read enable the (~) th memory œll if i is even or 

write en able the (i~l )th œIl if i is odd. 

The decoder 1S a component whose outputs are all set to zero, exœpt the one referenœd 

by the value at the input, namely the counter output. Thus, by continually incrementing the 

counter, each output of the decoder will be set, one at a time, allowing individual acœss to 
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Figure 2.9. Timeline diagram for the vertical buffer inside the low-resolution module connected to the firs! 
two colurnns of the sensor. DEC identifies the active output of the decoder. 

each memory register. Figure 2.9 is a timeline diagram that illustrates the operation of the 

vertical buffer. 
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Chapter 3 

EstimatemandnCorrect Method 

3.1 Concept 

Our strategy used to synthesize the current high-resolution frame St involves moving the 

pixels of the last frame St-l with respect to motion observed at low resolution. The problem 

with this approach is obvious: motion cues alone are insufficient to describe thescene 

changes from St-l to St. As an extreme example, if the scene contains a video display that 

changes from white to black, it would be impossible to move the white pixels in St-l to 

produce black ones in St. Therefore, the accuracy of the motion evaluation step depends on 

the nature of the scene changes; when objects move rapidly or when their motion cannot be 

expressed as a simple translation, it may be impossible to synthesize St from St-l alone. 

Furthermore, the computation al expense of calculating motion generally increases with the 

complexity of the motion dynamics within the scene. 

For these reasons, our method fust produces a coarse estimate Et of the high-resolution 

frame St by translating the pixels in St-l for which the motion dynamic can be computed 

efficiently al low resolution. A second step is then performed, which corrects the estimate 

Et by patching it locally with low-resolution information. Thus, the algorithm can be 

divided into two steps, namely the high-resolution estimation and the estimate correction. 

The advantage of this approach is that it allows an efficient computation of the next frame 

St without expending an inordinate effort on areas of the scene that do not exhibit simple 

motion characteristics. The method actually performs a trade-off between temporal and 
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Figure 3.1. When the integration period of a high-resolution frame is completed, tms frame and its three 
underexposed frames (dashed) are used to synthesize a mgh-resolution frame with less motion blur effect in h. 
In other cases, the estimate-and-correct method is applied between the CUITent low-resolution frame and the 
last synthesized frame. However, the first three synthesized frames S are produced by bilinear interpolation 
from their corresponding low-resolution frame, as no high-resolution frame is available at the beginning. 

spatial accuracy. That is, high-resolution information will be 10st in areas where the motion 

evaluation is not obvious and thus cannot be computed quickly, for example in areas of 

disocclusion or at the edges of moving objects. 

The frame rate, and in mm, the amount of scene change between frames are related 

directly to the speed of the algorithm. A slower algorithm results in a lower frame rate 

and thus, greater variations between frames. Reducing execution time allows us to achieve 

higher frame rates, which helps reduce scene changes and thus, improves the motion esti-

mation step. 

Figure 3.1 illustrates the application of our technique for n = 4, assuming that the video 

device was activated at lime t = O. As can be observed, the estimate-and-correct algorithm 

is not applied at every time step; specifically, when low-resolution frames Lb L2 , and L3 

are captured, no high-resolution frame has yet been output by the video hardware. As a 

result, it is not possible to move the pixels of a previous high-resolution frame to produce 

the estimates El. E2 , and E3' Instead, we use simple bilinear interpolation to synthesize 

the first three high-resolution frames Sb S2 and S3' By t = 4, we have acquired sufficient 

data to synthesize S4 by applying the motion blur reduction algorithm presented in Section 
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2.2. The estimate-and-correct algorithm is then used to synthesize the next three frames, 

S5, S6, and S7. 

More generally, the motion biur reduction algorithm is applied each time a high-resolution 

image is available. Otherwise, the estimate-and-correct method is applied, for which only 

the CUITent low-resolution frame Lt and the previous synthesized frame St-l are used to 

synthesize St. It was mentioned earlier that the observation of motion within the scene is 

performed at low resolution, which could normally imply the utilization of both Lt-l and 

Lt to estimate motion from time t - 1 to time t. However, as will be explained later, we 

use St-l instead of Lt- 1 for this step. 

In observing Figure 3.1, one may wonder why the motion blur reduction strategy is not 

used to synthesize every high-resolution frame. This is because the estimation accuracy of 

photocurrent decreases in the presence of motion. Suppose a scene does not contain any 

moving objects from t = 0 to t = 4. In this case, the quality of the synthesized frame S4 

will be optimal. If an object starts moving at t = 4 and the motion blur reduction strategy 

is used to synthesize S5, the quality of the latter will be inferior to that of S4. However, 

capitalizing on the motion information observed from L4 to L5 to guide the translation of 

high resolution pixels from S4 to S5, we generally obtain improved results, as the frame S4 

is optimal. 

3 .. 2 High .. Resolution Estimation 

A widely used method of evaluating motion between two frames in a video sequence 1S the 

block matching algorithm (BMA). The BMA assumes that each area of the current frame 

can be obtained from the translation of some corresponding area in the previous frame. 

The technique usually consists of partitioning a frame Ft into equal-sized non-overlapping 

square blocks and finding, for each, the best matching block in the preceding frame Ft-l' 

The displacements of these best-matched blocks are represented as vectors, describing how 

the different parts of the scene moved from Ft - 1 to Ft. Because the representation of motion 
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of all the pixels in a block is redueed to a single motion vector, the evaluation computed by 

the BMA is necessarily coarse. This characteristic can cause a problem in sorne situations; 

for example, if a block controns the edge of an object that moves over a statie background, 

the motion will be pereeived as identical for both the object and the background within this 

block. 

However, the BMA is quite efficient in terms of speed when compared to more complex 

motion estimation algorithms that allow nonrigid variations in their motion model [34]. 

Furthennore, in the small time intervals our algorithm expects between frames, it is likely 

that pure translation estimation will be sufficient to de scribe the majority of scene changes. 

For this reason, our technique uses BMA to perform motion evaluation. 

The sum of squared-differenees (SSD) may be used to measure the quality of match 

between a pattern block at position (x, y) in Ft and a candidate block at position (x + 

U, y + v) in Ft - 1. 

B-l B-l 

SSD(x,y)(u, v) = L L(Ft(x + i, Y + j)-
j=O i=O 

Ft _ 1(x+u+i,y+v+j))2 (3.1) 

where B x B is the block size. The best matching b10ck (Ub, Vb) in Ft - 1 is the candidate 

block that satisfies 

(3.2) 

To evaluate motion at low resolution, one would normally apply the BMA between Lt-l 

and Lt. However, this would provide motion evaluation accuracy equivalent to one low-

resolution pixel at best. Applying a low-resolution motion vector to St-l to produce the 

estimate Et would result in a lack of accuracy of the estimate, whieh, in turn, would lead 

to a lower quality synthesized frame St. Henee, we desire the motion evaluation at low 

resolution to be as precise as one high-resolution pixel; in other words, if the resolution 

enhancement from the low- to the high-resolution frames is a factor of T, then the motion 

evaluation at low resolution must be accurate to within ~ low-resolution pixels. To achieve 
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this subpixel precision, we use a mixed-resolution block matching algorithm (MRBMA) 

to perform the motion evaluation between the last synthesized frame St-l and the CUITent 

low-resolution frame Lt. The advantage of MRBMA over simple BMA is that it permits 

a match of a low-resolution block on a high-resolution alignment, which provides greater 

precision in the motion evaluation. 

Like the BMA, MRBMA partitions the CUITent low-resolution frame Lt into square 

blocks and finds, for each, the best matching block in the previous frame St-l. However, 

as St-l is at higher resolution than Lt. the best matching block in St-l will be a high­

resolution representation of the pattern block to be matched in Lt. Mathematically, the 

MRBMA consists of increasing the resolution of Lt to match that of St-l. To do this, we 

use a simple scaling function, described by: 

(3.3) 

We may then apply a standard BMA algorithm between St-l and L: using equation 3.1. 

The MRBMA is the most critical component of the high-resolution video synthesis al­

gorithm. !ts efficiency is imperative to reduce execution rime and hs accuracy determines 

the quality of the synthesized high-resolution frames. While thefull search BMA provides 

optimal results because it inspects every possible block within a search window, hs com­

putational cost is prohibitive for real-time applications. Therefore, a considerable amount 

of work has been done on the development of fast block-matching algorithms [35]. 

One way to accelerate the BMA consists of restricting the search area depending on 

the motion field; thus, the number of potential candidates to match for each pattern block 

is reduced. Although this approach does not guarantee a best match for each block, it 

can significantly accelerate the motion estimation step. Furthermore, in the case of our 

video system, trying to match a candidate block whose relative position is far from the 

CUITent pattern block does not improve the quality of the estimate. That is, if significant 

changes due to rapid motion occur within a low-resolution exposure time, both the low­

and high-resolution frames produced by the video hardware will suffer from motion blur. 
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As explained in Chapter 2, the motion blur reduction operation will reduce this effeet in the 

high-resolution frame to a level comparable to that of low-resolution frames. If the motion 

level is too high, the difference in quality between a blur-reduced high-resolution frame 

and a bilinearly interpolated version of the low-resolution frame will not be signifieant, as 

both will appear smeared. Thus, there is no purpose in performing motion evaluation when 

rapid motion occurs. The MRBMA builds on methods that are designed to provide optimal 

results with short execution dme under conditions of limited scene motion, and interrnpts 

the search if a good mateh is not easily found. 

To improve the efficiency of the MRBMA, we use the results from adjacent blocks 

as predictors. When caleulating a motion vector for a given pattern block, the vectors 

corresponding to Hs neighbors, if known, are used to initialize the search window. The 

motivation for thls optimization is obvious: adjacent blocks are likely to be part of the 

same object, and thus, tend to exhibit similar motion characteristics. 

The method, illustrated in Figure 3.2, works as follows. For each pattern block in L:, its 

best candidate block in St-l is to be found. Without 10ss of generality we can assume that 

the best candidate blocks BI and B3, corresponding respectively to pattern blocks Pl and 

P3 , have already been identified. Since P2 1S between Pl and P3 in L:, one wou1d expect to 

find hs best match B 2 somewhere between BI and B3 in St-l. However, in this particular 

case, Pl and P3 come from different regions in the preceding frame; that 1S, BI and B3 are 

quite far from each other. This situation might correspond to a case in which two objects 

are approaching each other. Given this information, P2 could be part of the same object as 

Pl or P3 , or possibly both if the region contains pixels belonging to both objects. For this 

reason, the search process for B 2 expands from two different locations in St-l, as shown 

in Figure 3.2(d), and stops when either a reasonab1e match is found or it exceeds specified 

bounds on the search window. 

Once the motion vector from St-l to L: 1S evaluated, it is applied to St-l to produce 

Et. Figure 33 shows an example of the estimation step, in which a foot is moving toward 

28 



-----1 
l , 

: BI : , , l ____ _ 

-----0 , , 
: B3 : 
l , 
11 ____ -

Ca) (b) Cc) 

(d) 

Figure 3.2. The motion vectors are to be computed between two frames. (a) Pl, P2 , and P3 are adjacent 
blocks in L't. Ch) We assume that the best candidate blocks in St-l for Pl and P3 have already been found and 
are identified as El and E3 respectively. (c) Motion vectors for Pl and P3 . (d) Given the relative positions of 
the three pattern blocks in L't and the positions of El and E3 in St-lo two locations are predicted for E 2 in 
St-l and are identified as Ci and C~. The search then expands from these as needed to find the best match. 

(a) (b) (c) 

Figure 3.3. Estimate synthesis by translation ofblocks. (a) The last synthesized frame St-l. (b) The CUITent 
low-resolution frame Lt. (c) The motion vectors from St-l to Lt are computed with the MRBMA, and the 
motion dynamic is applied to St-l to produce Et. 
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the left in front of the wheel of a chair. The first image corresponds to the high-resolution 

frame that was synthesized at time t - 1, the middle image is the current low-resolution 

frame Lt, and the right image corresponds to the estimate Et. obtained by applying to St-l 

the motion dynamic observed between St-l and Lt. 

3 .. 3 Estimate Correction 

The estimate Et will typicaUy contain artifacts similar to those produced by a poor MPEG 

codee, mainly due to the fact that it is not always possible to find an adequate match in 

St-l for each pattern block in Lt. For example, observing the estimate in Figure 3.3, one 

notes that the lower part of the wheel has been moved with the end of the boot, as it was 

part of the same block in the BMA. These artifacts can be interpreted as a lack of temporal 

accuracy in the estimate, i.e., sorne pixels in the estimate do not correctly refiect the current 

state of the scene. 

In order to reduce the visual effect of such artifacts, the associated pixels are corrected 

by introducing sorne information from a bilinearly interpolated high-resolution version Bt 

of the CUITent low-resolution frame Lt. Although the interpolated version contains less 

detail than Et, it is more accurate temporally, as it has been produced from the CUITent 

low-resolution frame Li> and generally of better visual quality than Lt itself. 

Therefore, the synthesis of the high-resolution frame St actuaUy consists of merging 

the estimate Et and an interpolated version of Lt. The idea 1S to give more importance to 

Et when it is deemed to be an accurate representation of the CUITent state of the scene and 

less importance otherwise. A simple way to verify whether an arbitrary high-re801ution 

image represents the same scene as a corresponding reference image at low-resolution i8 

to subsample and compare it with the latter. Thus, the relative weight given to Et and 

the interpolated version of Lt is based on the quality of match between the CUITent low­

resolution frame Lt and a subsampled version E; of the current high-resolution estimate 
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Et, which, for a given location (x, y) can be expressed by the following equation: 

(3.4) 

where K is a chosen constant, based on the maximum possible color component value, to 

sc ale the values of M (x, y) to [0, 1]. For example, if the pixel depth of the generated images 

is eight bits, K should be set to 255, as this is the maximum possible value for the difference 

between any two pixels. If the result of the comparison is close to zero, the estimate 1S 

deemed to be a reasonable approximation of the ideal high-resolution frame at that location 

and thus a greater weight is given to it in the reconstruction process. Conversely, if the 

squared difference is high, then a greater weight is given to the current low-resolution 

image. 

Experimental results suggest that the contribution of Et in the synthesis process should 

be set to zero when the value given by equation 3.4 is above a given threshold tmatch' 

Consequently, the merging process can be expressed by the following equation 

where 

St(x, y) =(1 - D(x, y) )Et(x, y) 

+ D(x, y)Bt(x, y) 

D(x, y) = {M(X' y) if M(x: y) < tmatch, 

1 otherwlse. 

(3.5) 

(3.6) 

As such, estimate correction involves a trade-off between temporal and spatial accuracy; 

substituting low-resolution information in the region of an estimation error resolves tem-

poral problems but reduces spatial accuracy. Figure 3.4 illustrates the result of the estimate 

correction step when applied to the example of Figure 3.3. 

3 .. 4 Comparison to other Methods 

3.4.1 Super-Resolution Techniques 

Our estimate-and-correct method foHows the same philosophy as the simulate-and-correct 

method used by Keren et al [17] and Irani et al [18]. That 1S, a high-resolution estimate is 
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(a) (b) (c) 

Figure 3.4. Estimate correction step. (a) High-resolution estimate Et. (b) Lt (figure 3.3(b» is bilinearly 
interpolated to produce Bt. (c) St is synthesized using equations 3.5 and 3.6, with tmatch = 0.0006. 

fust produced and compared to the low-resolution observations. Corrections to the estimate 

are then performed to constrain the synthesized high-resolution frame to correspond to the 

observed data. The major difference lies in the way that these two steps are performed. 

In their methods, the high-resolution estimate is obtained by interpolating many low-

resolution frames, whereas in our case, the high-resolution estimate is obtained by moving 

the pixels of the previous synthesized frame St-l with respect to the motion observed from 

St-l to Lt. Also, rather than requiring a costly, iterative modification process, our correc-

tion method produces each high-resolution frame in a single step by perforrning a trade-off 

between two images. 

Another difference is the constraint on the input data. In order to obtain good results 

with super-resolution techniques, the low-resolution frames must contain similar but dif­

ferent information, provided either by motion in the scene or motion of the camera itself. 

This restriction does not apply in our case, as the high-resolution information is provided 

directly by the occasional high-resolution frames captured. 

3.4.2 Mixed-Resolution Input Techniques 

Because the camera architecture proposed by Turner et al [22] uses distinct imaging sensors 

to produce the high- and low-resolution frames, the incoming light must be split between 
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each of the se sensors. This beam splitting operation results in a reduction of the number 

of photons available to each sensor, and therefore increases the minimal exposure time 

necessary to obtain usable images. Unlike the previous camera, our architecture uses a 

single imaging sensor to produce both high- and low-resolution frames, reusing, a sense, 

the same photons to produce both sequences, and thus permitting the capture of frames at 

a higher frequency. this case, the same photons are used to produce both sequences of 

frames, which permits the capture of frames at a higher frame rate. 

While both our method and Turner et al [22] move the pixels of the last synthesized 

high-resolution frame to pro duce the CUITent one, the main difference between these ap­

pro aches is how we address the problem that the information needed to generate St cannot 

always be found in St-lo Turner et al perform a global analysis of the low-resolution 

frames to define the transitions between moving objects and the background. In particular, 

the zones of disocc1usion are identified and used to synthesize the high-resolution frame. 

Although this step is not explained in their patent description, it is c1ear that the quality im­

provement achieved is limited by the nature of the grayscale low-resolution frames. In our 

case, the high-resolution estimate is compared against the corresponding low-resolution 

frame, and the value of thls comparison is used to determine locally whether or not the 

pixels in the estimate should be corrected. Furthermore, as our low-resolution frames con­

tain color, the improvement achieved is potentially more significant. Finally, our method 

post-processes the high-resolution frames to reduce the effects of motion blur, a treatment 

not considered by Turner et al. 
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Chapter 

Experimental Results 

To validate the current approach to high-resolution video synthesis, bilinear and bicubic 

interpolation algorithms were implemented. Next, both qualitatitve and quantitative com­

paris ons were performed between our method and the others. For the purpose of a quanti­

tative comparison, we used the average SSD error per pixel, measured between the images 

produced by the various methods and that of the corresponding ideal images. Since the 

mixed-resolution video hardware does not yet exist, its output had to be simulated. A se­

quence of ideal high-resolution frames were captured using a conventional fixed resolution 

camera. Low-resolution frames, as well as underexposed, blurred high-resolution frames 

were then generated from these ideal frames. The former were produced by subsampling, 

whereas the latter were simulated by degrading the ideal frames and mixing them as neces­

sary to reproduce motion blur effects. The mixture of high- and low-resolution images was 

then provided to the algorithm as if il were a live sequence from a mixed-resolution video 

camera. 

Figure 4.1 illustrates the high-resolution frames synthesized by the algorithm when 

applied to a short sequence of mixed-resolution frames, as weIl as the results obtained with 

bihnear and bicubic interpolation techniques. For comparison purposes, the ideal high­

resolution frames, which represent a close-up of a thumb moving over a keyboard, are 

also presented. The first synthesized frame was obtained using the motion blur reduction 

algorithm described previously. In this example, a significant improvement in quality of 
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(a) Ideal high-resolution frames 

(b) Actual input to algorithm 

(c) Frames synthesized by our method, avg. SSD = 14.3 

(d) Frames synthesized by bilinear interpolation, avg. SSD = 13.6 

(e) Frames synthesized by bicubic interpolation, avg. SSD = 18.7 

Figure 4.1. Comparison of the simulate-and-correct algorithm with bilinear and bicubic interpolation tech­
niques. In this example, n = 4, and the size of the blocks in the motion estimation step is 8 x 81ow-resolution 
pixels. SSD is measured on a per pixel basis. 
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the frames synthesized by our algorithm has been observed relative to simple bilinear and 

bicubic interpolation techniques. This improvement is more perceptible in static areas, e.g. 

the keyboard zone, in which case the algorithm uses almost exclusively the information 

provided by the spatially accurate high-resolution frames. One can also note that the region 

in the center of the moving thumb is of better quality inside the frames synthesized by our 

algorithm, as motion in this area was easy to evaluate because it corresponds to a simple 

translation of blocks of pixels. However, the detaillevel near the edge of the thumb inside 

the frames synthesized by our method is the same as that obtained with the other two 

techniques. This can be explained by the fact that the algorithm had difficulties calculating 

the motion of blocks of pixels in these areas, and, therefore, gave less importance to the 

high-resolution estimate in the reconstruction process. 

Also, one may note that the average error per pixel is higher in the images synthesized 

by our method than in those synthesized by bilinear interpolation. This is likely due to the 

fact that small frame-to-frame pixel variations resulting from image noise contribute the 

bulk of the SSD measure. It is obvious, on visual inspection, that our method pro duces 

better approximations of the ideal image than the other methods shown; thus, the SSD is 

not an appropriate metric to quantify the performance of these algorithms. 

Figure 4.2 shows a case where the motion corresponds to a slight rotation of a boot. 

Although the motion cannot globally be expressed as a simple translation of pixels, the 

quality of the frames synthesized by our method is still acceptable. This is due to the 

small angle of the rotation from frame to frame, which facilitates the tracking of local 

blocks by the motion evaluation step. However, one may note a slight degradation in the 

quality of the synthesized frames as a function of time. This can be explained by the fact 

that the synthesized frames accumulate corrections from frame to frame. In other words, 

when low-resolution information is introduced lnto a frame St, the next frame St+! will 

also suffer from this correction, as each synthesized frame depends on the previous one 

to obtain high-resolution information, until the acquisition of the next true high-resolution 
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(a) Ideal high-resolution frames 

(b) Actual input to algorithm 

(c) Frames synthesized by our method 

(d) Frames synthesized by bilinear interpolation 

Figure 4.2. Comparison of the simulate-and-correct algorithm with a bilinear technique. In this example, 
n = 4, and the size of the blocks in the motion estimation step is 4 x 4 low-resolution pixels. 
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frame. 

Figure 4.3 illustrates a case for which n = 16. That is, during the exposure time of ev­

ery single high-resolution frame, sixteen low-resolution frames were produced. For space 

reasons, only the first four frames are shown. As is obvious, the difference in resolution 

between the high- and low-resolution frames is significant. AIso, the difference quality 

between the frames synthesized by our algorithm and those generated by bilinear interpola­

tion decreases rapidly. This degradation of the synthesized frames 1S particularly notice able 

on the shoelace. Clearly, a relatively small n should be used for best results. 

Figure 4.4 illustrates a pathological case, in which our algorithm cannot follow the mo­

tion in the scene. The width of the vertical Hnes in the ideal frames corresponds to one 

high-resolution pixel. Thus, assuming n = 4, the corresponding low-resolution frames 

have the same value at each pixel. As a result, it is impossible for the motion evaluation al­

gorithm to detect the translation of the verticallines and, thus, the second frame synthesized 

does not exhibit the motion of the corresponding ideal frame. 

Globally, the previous examples show that the quality of frames generated by our al­

gorithm is always better than or equal to the quality of those generated with a simple in­

terpolation technique. This can be explained by the nature of our algorithm, which uses 

bilinear interpolation when the estimate step cannot provide better results, and thus, we can 

guarantee a minimum level of quality. Furthermore, this example shows that scene areas 

that exhibit a higher level of motion are more difficult to reconstruct and therefore the qual­

ity improvement over standard interpolation techniques is insignificant. However, as the 

human visual system is less sensitive to detai! in areas of motion, this factor should not be 

seen as a serious shortcoming. 
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(a) Ideal high-resolution frames 

(b) Actual input to algorithm 

(c) Frames synthesized by our method 

(d) Frames synthesized by bilinear interpolation 

Figure 4.3. Comparison of the simulate-and-correct algorithm with a bilinear technique. In this example, 
n = 16, and the size of the blacks in the motion estimation step is 4 x 4 low-resolution pixels. 
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(a) Ideal high-resolution frames 

(b) Actual input to algorithm 

Cc) Frames synthesized by our method 

(d) Frames synthesized by bilinear interpolation 

Figure 4.4. Results produced by our algorithm when applied to a pathological case, in which it is impossible 
to detect motion at 10w-resolutÏon. 

40 



Chapter 5 

Conclusions and Future Work 

A new method of increasing the frame rate of video cameras at hlgh-resolution has been 

presented. This involves the use of an image processing algorithm in combination with spe­

cial video hardware that simultaneously pro duces hlgh-resolution frames at low frequency 

and low-resolution frames at hlgh frequency. The method combines the spatially optimal 

high-resolution information with the temporally optimallow-resolution information to ap­

proximate an ideal high-resolution representation of the scene. 

Our high-resolution video synthesis technique demonstrates a significant improvement 

in quality relative to simple bilinear or bicubic interpolation techniques. While the frames 

produced by our algorithm are always of equal or greater quality than those produced by 

simple interpolation techniques, the qualitative improvement tends to be more perceptible 

in the areas of the scene involving Httle or no motion. Nonetheless, the algorithm still 

performs well when higher velocity, translation-based motion occurs. Areas located at the 

boundary of two zones presenting different motion characteristics are more difficult to re­

construct, as these tend to change significantly from one frame to the next, e.g., due to 

occlusion or disocclusion, thereby posing a challenge to the matching task of the motion 

evaluation step. In such cases, the pixels generated by our algorithrn are produced by a 

simple interpolation technique, which does not significantly affect the quality of the result­

ing frames, as human vision is less sensitive to detail in areas of motion. Furthermore, the 

simplicity of the algorithm facilitates its hardware implementation. While the bottleneck 
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of the presented method is the motion evaluation step, the size of the search window can 

be adapted to satisfy Üme constraints. 

Future work will include the enhancement of the motion estimation step in the estimate 

synthesis, which currently uses a black matching alg01ithm to evaIuate the motion. Since 

the motion model assumes that ail pixels in a given block move together, the motion evalu­

ation is necessarily coarse. Although this technique is efficient, it yields reduced accuracy 

zone boundaries exhibiting different motion characteristics. This could be improved by 

refining the process inside those blocks overlapping a moving object and the background. 

Such blocks could be identified easily by using the value returned by equation 3.1. The 

technique could be improved further by making use of the information contained in the 

underexposed high-resolution frame, produced by the camera. While we already use this 

information to reduce motion blur in high-resolution frames, it couid aiso be exploited for 

resolution enhancement, in particular in regions of high Iuminosity, as these provide addi­

tional information that is currently under-utilized. Finally, another method for unblurring 

the high-resolution frames could be explored. Since motion information is contained in the 

low-resolution frames, one could use these, instead of the underexposed high-resolution 

frames, to reduce motion blur in the synthesized frames. While we expect this to yield 

somewhat inferior results, this method offers a compelling advantage of not requiring com­

plex video hardware, as no intermediate high-resolution frames are needed. 
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