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Abstract 

The goal of this thesis is to design a high qualily low-dl'Iay 8 kh/:-; :-;pt'('ch {"Oder. 

This research is moti'\ated by the necd of thc tclccol11Jl1l\lIication inc!u:-;\ rit':-; 10 st .111-

dardize a high quality, low-delay and low rate sl)('rch ('od('1'. '1'0 111('('1. 1 hes(' requin'­

ments, we use a coder based on code-cxcitcd lincar pr('didion. '1'0 lll(,('(, t.he' <1 t'II 1<1 Il <1:-; 

of high quality and low bit rate, a vcctor quantizcr is usrd 1,0 cod<.' t.JI(' excitat.io!l 

signal. To meet the low-delay requiremel1t, a backward adaptation t('chniqu(' ot' 1 Ill' 

synthesis fiIters is used. The focus of thc rescarch is OIl cOlllparillg difren'Ilt. pit.ch 

synthesis filters in the CELP coder. From the tltrce-order pil.ch synt.he:-;is li 1 I.c'l' , tllI' 

first-order integer delay pitch synthesis filter and the' fil'st-ordel' fradic))léll d('lay pit.ch 

synthesis filter that are experimented in this rcse'arch, the laUer pl'Odllc(,s the' b(·st. 

quality . 
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Sommaire 

Dans ceUe thè!se, un codeur de la parole à 8 kb/s et à court délai est concu. 

Le but de cette recherche est motivé par le besoin du secteur de l'industrie des 

télécommunications de trouver un standard pour un codeur de la parole qui satisfait 

à la fois un court délai de codage à un faible taux de transmission, sans oublier la très 

haute qualité dont il devra faire preuve. Pour répondre à ces besoins du marché, vne 

étude cornparati ve est faite sur l'utilisation de différents modèles de filtre de synthése 

de ton (pitch) dans un codeur de type Code Excited Linear Prediction. L'emphase 

est aussi portée SUl' la quantification vectorielle, une technique de compression de 

donnc.es très réussie, et recommandée lorsque une très haute qualité de la parole 

codée est éspérée à un très faible taux de transmission. Pour satisfaire l'exigence du 

court délai de codage, la méthode d'adaptation rétrograde des filtres de synthèse est 

utilisée. Parmi les modèles du filtre de synthèse de pitch du troisième ordre, du filtre 

de synthèse de pitch à délai entier du premier ordre, et du filtre de synthèse de pitch 

à délai fractionnel du premier ordre qui sont exper\mentés, le dernier modèle offre 

net,t,ement une meilleure qualité perceptuelle de la pa "ole comparé à ses confrères . 
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Chapter 1 

Introduction 

A speech coder with low-delay, high quality and low rat.e' call hav(' applicat.ions ill 

digital mobiletelephony systems and computer networks. Commullicat.ioll syst.('lIIs 1'01' 

first-generation digital cellular radio would allow a form of multiacc('ss COllllllllllicat.ioll 

network. A common signalling technique is the time division mult.iacc('ss ('l'DIV1 A). 

However, TDMA is presently being challenged by CDMA (Code Divisioll Mlllt.ipl(· 

Access) in the cellular market. Sorne cellular industries, Iike Mot.orolél will l'lOO Il 

begin working on CDMA-based projects. This race for a digital standard arr(·cts l.Iw 

evolution of the speech coder algorithms. Such digital systems will gradually l'epl;\('(' 

the current practice of analog FM speech with a 30-kHz user bandwidth. TIl(' digit.al 

system provides greater robustness to channel noise and fading, as weIl as bettel' ('('Wie 

of individual carrier frequencies. 

In North America cellular industry, a Code Excited Linar Predictioll (CEL!» 

coder is used in the IS-54 base station dual-mode mobile air int.erface. ln aIl t.hesp 

cases, low rate speech coding is used, but its quality falls short. of wirelilH' Sp('('cll 

quality. Figure 1.1 shows a description of the statc of tclephone speech codillg ill 

terms of standards activity, bit rate, typical application, and decoded S)('('cll qlléllil.y 

[1]. The bandwidth of speech is assumed to be 3.2 kHz, and qllalit.y is me;u;lI/'cd 

in terms of Mean Subjective rating (MûS) scaled of 1 t.o 5. MûS scores of 1.0 0/' 

higher are generally used to signify high-qualily coding. A MûS score of :J.5 to 1.0 "/ill 

indicate communication quality where the speech degradation becomes not,iccabl(' bill, 

does not impede natural telephone communication. A MûS Icvel between :J.O alJd :l,;) 

1 



• generally den otes a synthclic qualily. At this level, the signal is intelligible, however, 

the degree of naturalness and speaker recognizability is not adequate for general use. 
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Figure 1.1: Digital telephony-standards, typical applications, and ranges of speech 
quality. CCITT, International Telegraph and Telephone Consultative Committe; 
CTIA, Cellular Technology Industry Association (USA); GSM, Groupe Spécial 
Mobile (Europe); NSA, National Security Agency (USA). The frequency range of 
telephone speech is 200 to 3400 Hz 

The race for standards in speech coding is still ongoing. A speech coder perform­

ing at 16 kb/s has already been approved by CCITT. The commitee is soon going to 

announce the new standard for an 8 kb/s speech coder. 

Traditionally, high quality coding is achieved by matching as closely as possible 

the waveforms of the original and reconstructed signaIs (waveform coding) [2]. Coding 

efTiciency is obtained by taking advantage of the correlations among the speech sam­

pIcs [3], [4], [5], [6]. With this approach, high quality speech at bit rates between 16 

kb/s and 32 kb/s is produced [7], [8], [9]. DifferentiaI encoding structures employing 

adaptive quantizatioll and adaptive prediction constitute a very promising approach 

to achievc the design objectives at lower rates. Several differential encoding sys­

tems exist, namely APC, DPCM, NFC, direct feedback coding, and prediction error 

coding. Many tutorial-review papers that have been published provide an excellent 

understanding of various aspects of speech coding. Jayant [10] described waveform 

2 



• coding and the various techniques used to achieve higher spC'Cch qualit.y. l\lakhoul 

[11] introduced linearprediction and Gold [12] describ('(l speech digitizatiol1ll\ct,hods. 

including waveform-following and LPC techniques. 

• 

The coder designed in this thesis belongs to the class of coders using lincar prc­

diction techniques. The basic approach is to use time-varying \inear filters (\iIH'ar 

predictors) to model the correlations among the speech samples. Two t.ypes of cor­

relations can be distinguished: the correlation bet,ween adjacent pit,ch periods, and 

the correlation between successive speech samples. The residual signal, which is a 

product of the speech signal after maximum redundancy (or correlation) Îs rClllovcd. 

has lower variance, hence, can be quantized more easily. At high transmission rat.(·s, 

the quantized residual is transmitted as side information with the flIter pat'arnetel's to 

the decoder that reconstructs the signal by feeding the received residual through the 

inverse prediction filter. At lower bit rates, the Humber of bits available for clI('odillg 

the residual is rather small. 

Techniques of data compression like Vector Quantization could be Ilscd 1.0 8('lId 

the pertinent information using a narrow window of available bits. This will allow 

a good speech recovery at the decoder side [13], [14]. A coarse quant.izatioll of the 

residual introduces nonwhite noise in the quantized signal. Minimizirlg the ('l'roI' 

between the residual and its quantized version does not guarantee that the el'I'O/' 

between the original and reconstructed speech signal is also minirniz(~d. 1'0 ha\'(' iL 

better control over the distortions in the reconstructed speech, thc residuaJ sigllal 

has to be quantized to minimize the error between the original speech signal ami 1.11(· 

reconstructed speech [15]. 

In order to produce high quality speech al low bit rate, it becornes nccessa/'y 1,0 

remove a large part of the redundancy in speech sarnples by using a good cornbinatioll 

of long-term and short-term predictors. High quality speech at low rates has hecome 

possible with the introduction of the new generation of speech coding teclllliqlJ(!S 

known as Analysis-by-Synthesis Predictive Codzng. This approach has the additiollaJ 

advantage that it is easy to incorporate rnodels of human perception by using weigbted 

distortion measures. This structure has first been introduccd in Multi-Pulsc Excilcd 

Linear Prediction Coding (MPE LPC) by Atal in 1982 [16] . 

3 
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Several Analysis-by-Synthesis coders have been developed in the above specified 

hit range with diffcrent levels of complexity, they include: 

]. Regular-Pulse Excited LPC (RPE-LPC) [17] 

2. Code-Excited LPC (CELP) fI 8] 

3. Self-Excited LPC [19] 

These coders exhibit a common structure in which the excitation signal is opti­

mizcd by minimizing the perceptually weighted error hetween the origina.l and syn­

thcsized speech. They differ only in the way the excitation signal is defined and 

codcd. Figure 1.2 shows the models of speech excitation in multipulse LPC and 

Codebook-Excited LPC. 

A different way of representing the excitation is hy using techniques of vector 

quantization (VQ) [20], [21]. Conceptually, a straight for ward way of applying VQ 

techniques is to store a collection of N possible sequences and systematically try each 

sequence, then select the one that produces a minimum error between the original 

and the reconstructed signal. 

In code book cuilcd linear prediction coders, the collection of sequences is avail­

able at both the encoder and the decoder, and the index of the sequence that produces 

a minimum error is transmitted. The codebook can he generated with representative 

samples such as Gaussian noise, and can be trained to enhance the performance of 

the coders [22]. 

The MPE-LPC and RPE-LPC fail to produce high quality speech below 8 kb/s. 

The CELP coder has proven to be the most promising candidate for producing quality 

speech at hit rates as low as 4.8 kb/s. The convention al CELP coder is shown in 

Fig. 1.3. 

In CELP, each trial waveform from the codebook is synthesized by passing it 

through a cascade of synthesis filters that are periodically updated. The first part 

of the cascade termed the pitch synthesis filter, inserts pitch periodicities into the 

rcconstructed speech. The second filter is the formant synthesis filter which introduces 

a frequency shaping related to the formant resonances produced by the human vocal 

4 
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a)vocooer 

Fine Spectral 
S~ech 

Structure Envelope 

Voice 1 Short -dela)' 
Wlvoice correlatioo 
decisioo 

b)Mullipulse cooer 

Long-delay Short -delay 

---- correlation correlatioo 
filter filler 

c )CELP cooer 

Long -delay short -delay 

---- correlation oorrelatioo 
filler filler 

Figure 1.2: Models of speech excitation in (a) linear prediction (LPC) vocodcl' and 
(b)( c) hybrid coders; (b) multipulse LPC, and (c) codebook-excited LPC (Atal, 19Rfi) 
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filter 

eq (n ) Sq (n) perceptual 
~ _____ .....,....-.(+ )-------......,.-+1 weighting 

filter 

pit<:h 
predictor 

formant 
predictor 

weighted minimum error 

Figure 1.3: Convention al CELP speech coder 

tract,. The final stage of the cascade introduces the weighting filter that is used 

to enhance the perceptual quality of the reconstructed speech. The output of this 

cascade produces a quantized speech vector sqq(n) that is compared to the original 

weighted speech vector sw(n). The error vector e(n) is used in a Mean Square Error 

(MSE) criterion to determine which trial waveform best matches the input vector 

sen). The index of that trial vector is sent to the decoder. A similar codebook is 

used at the decoder, which when it receives the index among other informations will 

retreive the corresponding and identical trial waveform. That trial waveform will be 

synthesized by using the exact same synthesis filters as in the coder side. 

1.1 Thesis Overvif.~w 

The aim of this thesis is to compare the performance of the CELP coder using 

different pitch synthesis filters. The first part of this chapter provides an overview of 

the most used speech encoding techniques for low rate transmission that produce good 

quality of speech. DifferentiaI encoding structures will be presented in chapter two. 

Synthesis of short-term correlation is investigated in chapter three, and the algorithms 

to compute the synthesis parameters (predictor coefficients, reflection coefficients, etc 

6 



• . .. ) are aiso described. Chapter four int.roduces t.he pit.ch synthcsis fiI({'r, dt'scribill.!!. 

the advantages and drawbacks of the closed-Ioop versus t.he open-Ioop approach ill 

computing the pitch synthesis fiiter elements (pitch and pitch synt.hcsis coefficient.s). 

The three types of pitch synthesis filters that arc used in the GXX 1 arc éllso d('scrilu'd 

in this chapter. Chapter five describes Vector Quantization (VQ) of t.he rcsidual. VQ 

is the data compression technique uSçd in the GXX where t.he indices of a shapc­

gain codebook population are transmitted to respond to the' low trallsmission ra!.(' 

requirement. Chapter six describes the algorithms of the analysis-by-synthcsis foding 

and .of the codebook training as used in the GXX. Results of t.cst.ing t.he' GXX are' 

aiso given in that chapter. The Iast chapter summarizes the rcsults of this res('arch. 

• 
IGXX is the name used to refer to the 8 kb/s low-delay Code Exclted Linear Prediction speech 

coder designed in this thesis (see Glossary) 

7 
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Chapter 2 

Basic DifferentiaI Encoding 
Structures 

The block diagrams in Fig. 2.1, and Fig. 2.2 represent DifferentiaI Pulse Code 

Modulation (DPCM) encoding system transmitter and receiver. Q and P respectively 

denote the quantizer and the predictor. The two figures become an Adaptive Predic­

tive Coding (A PC) system as shown in Fig. 2.3 if the predictor P is split into two 
+1 

predictors Pt, and P2' In this figure, P1(z) = E f3kz-Mk (Ml; is the pitch lag) is the 
k=-I 

p 

pitch predictor and P2 (z) = Laiz-l, where p < Mk is the formant predictor. This 
i=I 

configuration was originally proposed by Atal et. al. [23] based on the observation 

that speech signaIs contain both long-term and short-term redundancies. 

The long-term redundancy is caused by the quasi-periodicity of the pitch signal 

and the short-term redundancy is mainly due to the vocal tract shape itself. If 

the long-term predictor is omitted, the APC configuration will collapse to a DPCM 

configuration that does not exploit the long-term redundancy of the speech signal. 

A differential encoding system that has a configuration simiIar to DPCM is the 

NFC (Noise feedback Coding) shown if Fig. 2.4. The goal of NFC is to shape the 

quantization noise spectrum to produce a perceptually more pleasing output. Noise 

spectral shaping can be used in conjunction with redundancy removal schemes. 

To accomplish this shaping, the difference between the quantizer input and out­

put, called quantizing error or quantization noise, is fed back through the filter FI' 

FI is adjusted to achieve the desired subjective effects. Hl and H 2 can also be ad-

8 
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s(k) + Cq( 1..) 

• Q 

+ 
sq(klk-l) + 0 
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Figure 2.1: DifferentiaI encoding system transmit.tcr 
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Figure 2.2: DifferentiaI encoding system recciver 
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Figure 2.3: APC system transmitter 
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Figure 2.4: Noise Feedback coder configuration 
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• justed, although it is typical to preselect these component.s from rcdundancy relllo\'ai 

considerations, and t.hen adjust FI [24]. This emphasizes th<.' fact t.hat. noi~{' ~p('rt.ra 1 

shaping as in NFC can be used in conjunctioll with redl1ndancy l'emo\'111 Sc\J('llll'S su('1t 

as APC and DPCM. Efforts made in this are a were proven quite suc('('~~ful [~51. 

• 

2.1 Low-Delay Speech Coders 

A significant research effort in low delay speech coding was stillllllat.('d hy t.!\(' 

CCITT l when it established the requirement that low rate speech ('od('r st.andard 

must have low coding delay, while maintaining the same quality as the :l:~ kh/s AJ)­

PCM standard G.721. Most speech coders, sueh as 13 kb/s European Mobile Hadio 

standard (Groupe Speciale Mobile GSM 06) and 8 kb/s North AnH'rican C('llular 

Radio Standard (which operates at around 8 kb/s) have a one-way eoding delay or 
at least 60 ms. Such a long delay causes echoes to become annoying in a \.('1('('011111111-

nication network. 

New research is directed towards high quality low-delay speech coder opcra.ting 

at 8 kb/s. The delay required by the CCITT should not exceed 10 IIlS, therehy 

limiting the size of the frame to 24 - 32 samples, (3 - 4ms frame duratio/l). This will 

correspond to an overall delay of 2 to 3 times the size of the frame. 

Algorithms based on Code ExciteJ Linear Prediction (CELP) and other config­

urations like TREE coding are able to provide the required quality al. 8 kh/s. 'l'h(~ 

delay is substantially reduced when backward adaptation of the shol't-t.el'rT1 sYlltlwsis 

filter parameters is performeJ. Forward adaptation of the formant filt.el' paramekl's 

introduces an unacceptable delay [26] for sorne applications. Forward adapta.t.ion of 

the linear prediction parameters will not be used in the GXX. LD-CELP [27], [:28], 

LD-TREE [29],[30], and LD-VXC [31] that belong to the group of dda.yed-decisioll 

coding can produce very good quality of speech at 8 kb/s. 

Gersho et. al. [32] implemented a low-delay speech coder at 8 kh/s which made 

use of a large vector dimension. The ciosed-Ioop analysis for the pitch synthcsis filter 

IThe CCITT quality requirement is 14 qdu's for 3 tandems of the 16 kb/s candIdate; t.ltis ]pve] 

of quality is equivalent to 4 tandems of G.721. 

11 



• with fractional pitch lag, and interframe predIctive coding of pitch information with 

a huffcring delay of ~j ms were used in his coder. Although the SNR was not signifi­

cantly enhanced, the temporal resolution has been improved by the use of fractional 

dday pitch prcdictor. The increase in the temporal resolution facilitates interframe 

coding of the pitch parameter. Chen et. al. [33J presented a low-delay CELP at 8 

kb/s. Moriya [31J proposed a 10ms delay 8 kb/s CELP coder based on the backward 

adapdation techniques of the 16 kb/s LD-CELP coder proposed in [27J. It has been 

concluded that the performance of this coder will be improved if delayed decision of 

the excitation vC'ctor is used . 

• 12 
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Chapter 3 

FornIant Synthesis and Perceptual 
Weighting Filters 

The basic discrete-time model for speech production is t.he w('l1 kllOWII all-pol(' 

fil ter , because of its simplicity in representing major sIwech soumis such ,IS VOWI'Is, 

consonants and diphtongs. On the other hand, nasals represcnt the' drawhack of t.his 

model as weIl as the representation of high pitch fernale soumis. At. IlH·dilllll t.lcIIlS­

mission rates, an aH-pole model for a male speaker that uses twenty LP(: codfi('I('Ilt.:-­

is usually more than adequate to produce high qualit.y of speech. WI)('I'<'as, if 1.1)(' 

same mode} is applied for female speakers, the filter gain illcreases rapidly witl. t.l1<' 

or der of the filter, and usually reaches a saturation valu(' whcn a fift.if'l,h (}J'dc'r LI'(: 

filter is used [35]. 

At low transmission rates, it becomes necessary to use a pitch sYllthesis Iiltcl' 1.0 

exploit the distant sample redundancies in the data, and a low order formant sylltll<'si:-­

fiIter for near-sample redundancies. These two reqlliremf'nts arc grcatly satisfic·d witl. 

the use of the CELP structure. 

3.1 Forward and Backward Adaptation 

There are two categories of adaptation, backward and forward adaptatioll. III 

backward adaptation, the coding of the current vector of speech sarnplc!s dep('llds 

on the past of the vector sequence. It uses the knowledge of the past 1,0 irnproV(' 

the coding of the current vector. The coefficients of UJ(' formant synthcsis filter arc' 

13 
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llpdated at regular intervals. The adaptation proceeds in a backward way to reduce 

the transmission delay that is very considerable when using forward adaptation. The 

motivation for this technique is that there is no additional information needed by the 

dccoder other than the indices used to specify the sclected code vectors. 

One sccmingly severe drawback to the sequential backward adaptive algorithms 

is that the resulting coefficients are not necessarily guaranteed to be a set that pro­

dllces a stable synthesis filter. However, this fact turns out not to be a problem, if 

eonsidering ideal channel since the backward adaptation is effectively done within a 

c1oscd-loop. 

ln forward adaptation, the information of a vector to be coded is extracted 

from the future of the vector sequence. The operation will demand buffering of the 

speech samples. Linear prediction analysis on the buffered samples is performed to 

compute the short-term synthesis filter coefficients. Although forward adaptation 

orrers better performance gain, it results in high delay (up to 60 ms) due to data 

huffering requirement. An illustration of the backward and forward adaptation of the 

short-term synthesis filter is shown in Fig. 3.1. 

3.2 Analysis of the Formant Predictor 

Figure 3.2 shows the synthesizer of the near-sample redundancy used in the 

CELP encoder. The coefficients of the aIl-pole model 

G 
H(z) = 1 _ A(z) 

p 

with A(z) = La1z- i 

1=1 

(3.1 ) 

are dC't.ermined from t.he past quantized vector using linear prediction techniques. 

Th(, !inear prediction model asserts that at time n, 8q(71) is given by 

N 

8q(n) = La l 8 q(k - i) + eq(n) (3.2) 
1=1 

There exist vanous techniques that will determine the value of the predictor 

coefficients. The mORt popular are the autocorrelation and covariance methods . 

14 
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eq(n) sq(n) 
+ .. .. .. . 

+ 

A(z) -

Short-tenn predictor 

Figure 3.2: Formant synthesizer 

3.2.1 Autocorrelation Method 

The autocorrelation least-squares method multiplies the speech signal by a time 

window, typically a Harnming window, 

Sq(n) = w(n)s(n). (3.3) 

The window lirnits the speech signal to a finite interval, 0 ::; n ::; N - 1. The energy 

in the rcsidual signal is then 

-00 

00 p 

E[sq(n) - L ajsq(n - iW 
-00 ,=1 

The least-square rnethod minimizes this energy by differentiating the energy with 

respect to the linear prediction coefficient a" Z = 1, ... ,p and setting the equations 

to zero. 

bE - = 0, Z = 1, 2, 3, ... , P 
bai 

16 
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• The resulting equation will be 

• 

00 p 00 

E Bq(n - i)sq(n) = E ak L sq(n - i)Sq(71 - ~.), i = 1, 2, ... , 1'. (;1.5) 
-00 k=l -00 

The autocorrelation function of the time-limited signal Sq( n) is defint'd as 

N-l 

R(i) = E sq(n)sq(n - i), i = 1, 2, 3, ... , p. (:1.6 ) 
n=i 

The term R(O) is equal to the energy in sq(n). It should he notcd that n(i) is ail 

even function such that 

R(i) = R( -i) (:1. ï) 

Substituting the autocorrelation function into ( 3.5) \'csults in 

p 

EakR(i - k) = R(i), z = 1,2,3, ... , p, (:1.8 ) 
k=l 

The predictor coefficients can then be determined. The minimum rcsidual (~neJ'gy is 

then 
p 

Emm = R(O) - E akR(k), (3,9) 
k=l 

The autocorrelation method gives good prediction gain and guarantees stabilit.y if a 

window is applied to the input signal Bq, However, the effect of windowing is st.ill 

qui te harmful for high resolution spectral estimation applications that requil'e the ml(' 

of large size windows. Besides, it is often necessary to have overlapping frames t.o 

maintain the continuity of the analyzed results. At least two block of memoJ'y a1'C' 

required for continuous calculation on a frame-hy-frame basis. 1'0 avoid slIeh memol'y 

provision, a recursive method ean be used in which time windowing, mult.iplicatioJls 

and summations in computing the correlation coefficients are carried out. sam pie hy 

sample. 

T. P. Barnwell {36] developed a recursive method for deriving the autocondatioll 

parameters, and the advantages of this computation technique over the convent.jo/la.1 

autocorrelation method using Hamming window are the following: 

1. The implementation requires only a short amount of rnemory . 

17 



• 2. The structure consists of several identical modules. 

• 

3. The effective window length may be changed without varying the structure. 

This method yields a considerable reduction in computation for sorne structures, 

keeping the same quality of speech as the traditional hamming window realization. 

The purpose of this technique is to use an infinite length window which is also 

the impulse response of the recursive digital fllter. In practice, the length of the 

window is finit.e. A good approximation will be a certain time function that is close 

to the window shape in the time interval of window length and almost zero outside the 

window. For these approximations, consider the response of a second-order alI-pole 

filtcr with two real roots. 

H(z) _ ~_---:-:-1-:--~~ 
- (1 - or I )(l - f3z-1) 

Using the convolution expression 

S(n, k) = s(n)s(n + k) 

derived in [36] and the fUllction 

W(n, k) = w(n)w(n - k) 

(3.10) 

(3.11) 

(3.12) 

the ~:!h autocorrelation lag can be expressed as the convolution of the sequence S( n, k) 

and the function H/(n, k) 

00 

R(k, m) = L S(n, k)W(m - n, k) (3.13) 
-00 

whcrc m represents the frame edge. Figure 3.3 shows the recursive calculation of the 

aut.ocorrelation function as estimated by Barnwell. In this figure, a equals (3. 

The window length of the analysis frame is determined by the value of a. How­

ever, t.he number of calculations is independent of the window length and frame rate. 

The nonrccursive part depends on the order of the analysis k, therefore its calcu­

lation will be carried out only when an output is required. The calculation of the 

recursive part is carried out with the sa me coefficients for aIl analysis orders on a 

sample-by-sample basis . 
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Figure 3.3: Structure for the recursive calculation of the autocorrclatioll as cstilllaled 
by Barnwell 
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• 3.2.2 Levinson-Durbin Recursive Algorithm 

• 

A conventional and simple algorithm is used to compute the LPC coefficients 

from the autocorrelation values derived from the Barnwell's window technique. Good 

references for this algorithm are [37], [38] and [39]. 

3.2.3 Covariance Method 

The Covariance method has the advantage of not using a window for the input 

sequence, hencc, it is advantageous for high resolution spectral-estimation applica­

tions. IIowever, the prediction error polynomial obtained from the covariance method 

is not in general a minimum delay prediction error filter. A property that is better 

satisfied using the autocorrelation technique. 

The covariance method is not used in this thesis, but a good description of the 

tcchnique will be found in [37], [38]and [39]. 

3.3 Perceptual Weighting Filter 

A commonly used error criterion in speech research is the mean-squared error 

(MSE), but at low bit rates it is difficult to match closely the waveform, and mini­

mizing a mean-squared error results in a quantization noise that has the same energy 

at ail the frequencies of the input signal. Reducing the bit rate increases the noise 

cllergy, and makes the noise more audible. Consequently the MSE becomes less mean­

ingful. A model of auditory perception must be incorporated into the error criterion 

t.o dccrease the loudness of the noise. A perceptual phenomenon known as masking 

defined in [41] is exploited, where the loudnes:, of a low-Ievel noise is strongly af­

feded by the presence of a louder speech signal. The quantization noise has to be 

distributed in relation to the speech power over the different frequency bands (see 

Fig. 3.4). This is called spectral shaping, or noise shaping, and it is achieved by min­

imizing a wcighted error. Noise shaping increases the mean-squared error between 

the original and reconstructed speech resulting in a reduction in segmental SNR. The 

weighting procedure does not affect the bit rate or the complexity of the synthesis 

procedure, however it increases the complexity of the encoder. The transfer function 
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• of the weighting filtcr is 

• 

Pl 

1 - "Lql(Z/'Yzt' 

Hw (z) = --.;,:';:-:'/----
1 - "Lql(Z/'Yp)-i 

1=1 

1 ::; 'Yp :::; 'YZ S 1 (3.14) 

IZ and IP control the energy of the error in the formant region, and a.re usually 

dctcrmined by suitable listening tests, and Pl = 10 is the order of the fiIter [40]. 

Typical values of IZ and 'Yp are 0.9 and 0.4 respectively. As 'Yp is less than 1, the 

imoulse rcsponse of the filter decays rapidly and is exponentially weighted. 

At 8 kb/s, the effect of error weighting is less noticeable due to the large quanti­

zation error. One reason, is that the level of noise is so high that despite shaping, the 

noise remains audible. Moreover, the assumption that the quantization noise has a 

fiat spectrum is no longer valid at these rates, which makes the results of the shaping 

procedure less predictable. The weighting procedure is based on models of masking 

that were obtained from psychoacoustical experiments with simple stationary signaIs, 

such as single tone and white noise. A speech signal, however is a more complex sig­

naI, with many harmonie components, whose relative amplitudes and phases vary 

with time. Thcrefore the masking effects for speech signal will frequently be differ­

ent from the results obtained by extrapolating the psychoacoustical data. :Frequency 

masking is only one aspect of applying perceptual criteria. The weighting does not 

Lake into account the spectral fine structure of the signal or temporal masking of one 

signal event by another (forward and backward masking). 

3.4 Post-Filtering 

At the decoder side, adaptive post-filtering helps the subjective quality [42]. The 

postfilter attenuates the frequency components in the spectral valley regions of the 

speech spectrum, and introduces an amplification of the input signal which is signal 

dcpcndent. 

On the other hand post-filtering can cause speech distortion that will accumulate 

during tandem coding, and its use will produce phase distortion as weil. This latter 
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• effect is particularly harmful for modem signaIs that carry informat.ion in t.he phas('. 

• 

A pitch postfilter based on a single tap pitch filter is given by 

1 1 
P'(z) = 1 - fboz-Kp 

(:1.15 ) 

The frequency response is that of a comb filter, whose amplitudes and bandwidt.h 

are controlled by the values of f, bo, and l\p. The parameter ( is uscd j,o chang(' 

the response of 1/ P'(z) to find the optimum balance betwecn noise suppl'<'ssion élnd 

speech distortion. The value of f lies somewherc around 0.3. 

3.5 Summary 

In this chapter, two methods of filter adaptation arc compared, and they (U'(' 

the backward and for ward adaptation. Backward adaptation respollds to t.he 1I(.'('d of 

low-delay coding at low transmission rates. 

Techniques to compute the autocorrelation coefficients and the LPC para.1l1etel·s 

are also compared in this chapter. The use of Barnwell window over the cOllventiollal 

hamming window considerably decreases the need for large mcmory blocks. 

Weighting filter is known for the increase in the perceptual qualit.y of the dcco(hl 

speech when it is used . 
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Chapter 4 

Pitch Synthesis Filter 

A variety of coding algorithms have been developed to remove redundancy due 

to adjacent samples correlation in speech waveforms, but few rely primarily on the 

high correlation between successive pitch periods in voiced speech. Several pitch mea­

surement algorithms have been discussed in speech literature ranging from simple to 

very complicated in terms of computation requirements. Typical examples include 

AMDF (Average Magnitude DifferentiaI function), pitch detection by data reduction, 

autocorrelation with center-clipping, zero-crossing SIFT and cepstrum pitch determi­

nation [38], [39] and [43]. 

One way to represent periodicity in the speech signal is by the use of pitch 

synthesis fllter in linear predictive coding. The fllter is characterized by one parameter 

1<'P that represents the delay in samples and one to many coefficients f33 , j = l,"" J 

to represent the pitch synthesis coefficients [44]. The general form of a pitch synthesis 

filter is 
1 J. 

where P(z) = '2:J3Jz-l\p-J (4.1) 
1 - P(z) 3=1 

Multiple pitch synthesis fllter coefficients can provide interpolation for periodicities 

that are not a multiple of the sampling interval, and allow for a frequency dependent 

gam. 

A good choice of the fllter or der should correspond to adequate filter gain to­

gether with a manageable amount of side information. The choice of learning period 

or buffer length likewise involves a compromise reflecting three considerations: 

1. the frequency with which the pitch synthesis fllter information will have to be 
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updated and transmitted, 

2. the rate at which input st.atistics change, 

3. the block size needed for reliable leaming of statistics. 

Backward piteh analysis is known to be very sensitive to channel (,ITOI". Becallse 

of its good performance, a closed-Ioop approach is used to det.erminc co('fIicit'lll.s alld 

the pitch of the piteh synthesis filter. 

A backward-adaptive three-order pitch synthesis fllter was implcrnenl,C'd in [.151, 

but this fully backward seheme is not robust to channel errOl·S. One altel'llativ(' thal, 

is foreseen is to perform backward adaptation for either pitch period or the pil,('h 

filter coefficients. The other parameter will be transmitted to the dccoder as él sicle 

information. However, J.H. Chen et. al. [33], have shown that. this hyhri<l schell)(, 

did not provide the expeeted improvement. A differential eoded SChell1<' for t.hf" pitch 

period, and a vector quantization of the pitch synthesis filter coeffici<'lIt.s was lls(·d 

by Chen. The training of the excitation codebook, and the search fol' t.he· candidal,e 

pitch parameters was performed using a closed-Ioop analysis. 

The following paragraph describes the advantages and the disadvant.agC's of 1\sing 

the closed-Ioop and open-loop analysis. 

4.1 Open-Loop versus Closed-Loop Approach 

A pitch synthesis filter describes the periodicity of the speech signal dficic·lItly. 

The analysis of the fil ter, and the encoding of the filter parameters c011I<1 be J)('I'­

formed using an open-Ioop or a closed-Ioop approach [46]. The closed-Ioop é\.Jlalysis­

by-synthesis that determines the piteh filter parameters can have two eonfigllra.tions: 

1. The first one follows the formulation given in ( 4.1). The synthcsis filt.cr l-)'(Z) 

is implemented prior and in cascade with the short-term synthesis filter (sœ 

Fig. 4.1). Only one fixed codebook is used to store the randorn excit.at.ion 

vectors. In that figure, E;r(n) represents the excit.ation vedol' and S'I(n) t/w 

reconstructed speech vector . 
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+ 

+ + 

P(z)~ A(z)~ 

Figure 4.1: Cascade of the pitch synthesis and formant synthesis filters. 

2. In the second structure, the pitch synthesis filter is replaced by an adaptive 

codebook [47J also called pitch VQ, as shown in Fig. 4.2, where LTP stands for 

Long Term Predidor filter. 

stochastic codebook 

excitation x( n) 
e(n) 

G 

e(n) adaptive codebook 
cq(n) 

P(z) 

delayed excitation 
cq(n) 

LTP r--"'I~.r---

Figure 4.2: Pi tch synthesis filter. 

4.1.1 Description of the open-Ioop approach 

In the open-Ioop approach, the pitch synthesis filter (psf) parameters are corn­

put.cd directly from the speech signal s(n) (or the residual signalr(n) after linear 
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.------------------------------------------------

prediction). Figure 4.3 represents what would be a CELP ('od('1' ",h(')'(' ail o!wlI-lllOp 

analysis is performed on the pitch synthesis filter. 

r(n) 
compute lag 
lIsing resirlllal r( 11) A(:) - ---- - -, or 

1 
1 
1 
1 
1 
1 
1 

s(n) 
'---------------+ 

t s(n) 
Mla 1'1.('1 

IIHIt':-.. 1'01 pi t rh 
r---------------------- --------+ 

stochastic 
codebook 

1 

1 1 1 1 ~+ 
lag 
and 
coer. 

pitch analysis 
and interpolation 
lag valucs storcd 
in a codcbook 

e( n) 
x(n) G + 

ta/'J.!,<'t. (,olllpul.at.ioll 

backward gain 
adapter 

distortion 
measure 

W(:) 

--------------------------------------------------------------+ 

Figure 4.3: Open-Ioop approach modcled in a CELP cod('! 

I( '1/ ) 

Since the open-Ioop analysis technique will not 1)(' used in this t1(('sj~, flll't1l1'! 

details of the technique will not be providcd . 
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• 4.1.2 Description of the closed-Ioop approach 

• 

'J'he parametcrs arc computed by minimizing the energy of the overall reconstruc­

tion crror scquence betwccn the input and the reconstructed speech. It is apparent 

that the computation rcquirements will be more significant when implementing this 

scheme. However, it usually outperforms the open-Ioop approach. Besides, the size 

of the excitation codebook can be reduced, hence decreasing the excitation coding 

rate. This t.echniquc was initially proposed for the muItipulse excitation coder [?]. 

The pitch lag and the filter coefficients f3's in a closed-Ioop approach are chosen in 

slIch a way that the meau square of the perceptually weighted reconstruction error 

vector is minimized. The process of defining these parameters for a first-order pitch 

synthesis filter is performed in two steps [46]: 

1. Find the pitch lag I(p from a predefined range such that 1: is maximized where 

A =< t, HdKp >, 1 and B = IIHdKpIl2, where H is a Toeplitz triangulaI' 

matrix composed of the samples of the impulse response of the cascade filters 

(short term predictor and the perceptually weighting fllter), and dKp = [d(l­

K p)d(2 - Kp)' .. d(k - Kp)]T, dKp contains previous outputs of the long­

term synthesis filter, k being the dimension of the speech veetor. t is the 

weighted input speech vector after subtracting out the Zero-Input Response of 

the weighted short-term synthesis filter (also called target vector). 

2. Compute the predictor coefficient using the equation j3 = ~. 

The multiple coefficients can provide interpolation between the samples, if the 

pitch dclay does not correspond to an integer number of samples. Furthermore, they 

allow a frcqucncy d<'pendent gain factor which is usefui because most speech signaIs 

exhibit less periodicity at high frequencies than at Iow freq~encies. For periodic input 

signais, the filt.er gain will not only depend on the sampling frequency fs but on the 

absolute value of the difference between the actual signal period and the synthesized 

one. The filter gain increases approximately linearly as the adaptation interval de­

en'ases for voiCf'd speech, but varies for unvoiced speech [48]. It also increases as the 

1 < > dellOtes the scalar product 
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• sampling frequency 16 increases as in wideband coding. 

• 

When the transmission delay does not become an import.ant issue, Olle' major 

problem in determining the parameters of t.he filtcr is to dcfine the best. updéll.ing 

rates for the lag, and the filter coefficients. The shOl't-term synthesis fi\t,C'l' is IIpdatccl 

every frame, whereas different cases could be assocÎat.ed with t.he updat.in!!, rat.e' of tIlt' 

pitch synthesis filter parameters: 

• updating the lag every frame, and the coefficients cvery subfranl<' (FS). 

• updating the lag every subframe, and the coefficients every franw (SF). 

• updating the lag and the coefficients evcry subframe (SS). 

The pitch synthesis filter order is usually an import.ant key 1.0 dC't.el'lnin(' 1.11(' 

filter performance. For a three-order pitch synthesis filter, the informatioll 1I{'('ded for 

effective synthesis is largely contained in the coefficients, whilc fol' a first-ord('1 pit.eh 

synthesis filter, the needed information is contained in the pitch lag. For a fil'st.-ol'd(·r 

pitch synthesis filter, the pitch lag needs to be updated more frequcnt.ly thél.n Ut(' 

coefficients. Consequently, the coefficients of a third-order pitch synthcsis nttel' nœds 

to he updated every subframes keeping the updating rate of the pitch period to t.1\(' 

frame level. The opposite is valid for a first-order pitch synthesis filter. 

The higher the pitch synthesis filter order, the less critical the value of the pit.eh 

lag. The constraint of a low-delay requires an updating rate for boUt t})(' paramet.(·l's 

at the subframe level, (frame and suhframe in this context are equal). 

The following sections describe 

1. a three-order pitch synthesis filter, 

2. a first-order fractional-delay pitch synthesis fil ter , 

3. a first order integer-delay pitch synthesis fil ter. 

Closed-loop approach for a third-order pitch synthesis tilter 

For a third-order pitch synthesis filter, an adaptive codebook will hl! used to 

store the previous excitation vectors. A vector quantizer scheme is Ilsed to qllantizc 
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• the coefficients of the flUer. To determine the best candidates from aIl the codebook 

vcctors, a sequential c1osed-loop search is performed through a least-square criteria. 

The energy of the residual to minimize is given by the expression, 

• 

N-l 

f = I: e2 (n) (4.2) 
n=O 

where, 
00 

e(n) = sw(n) - I: d(k)h(n - k) ( 4.3) 
k=-oo 

."w( n) is the weighted speech sample at time n, and h is the impulse response of both 

the short-term and the perceptual weighting tilter, and 

Np 

d(n) = GXI(n) + I: (3Jd(n - J(p - j + 1) ( 4.4) 
J=1 

The t.erm d( n) on the left hand side of the equation represents the overall excitation 

(pulsclike and noiselike), and the second d(n) represents the previous overaIl excita­

tions stored in a register with lag /(p varying from a minimum of 20 to 147 samples. 

Np is three for a third-order pitch synthesis tilter. 

The matrix equation for a covariance solution to minimize f, is 

where, ljJ is (Np + 1) x (Np + 1) matrix with the defined elements 

xl(n) 
J(n, Hp) 

J(n, /<p + 1) 
d(n, /(p + 2) 

( 4.5) 

( 4.6) 

and d(n) represents the convolution operation J(n) * h(n) of previously stored exci­

tations. b is an (Np + 1) by N matrix, where each N row elements are given by the 

expressIon 
N-l 

b = ~ sw(n)v(n) (4.7) 
n=O 
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• The solutions a = (G,(3ll(32,'" ,(3Np ) are given by the expression cP-lb, if t.he 

minimum pitch lag is kept greater or equal to the frame (or subframe) size. Wlwll 

the pitch lag is less than the suhframe size, the implementation of the closed-Ioop long­

term analysis could he a difficuIt task. A solution exist for the case of a first.-ord('r 

pitch synthesis filter as will be detailed later in this thesis. lJowevel', t.he probkl1l 

is compounded impossibly for the three-order pitch synthesis filt.er case. The lIS(' 

of adaptive codebook instead of the direct formulation of the pitch synt.hesis filt.('r 

represents a solution to this problem. 

• 

Closed-loop approach to a first-order fractional-delay pitch synthesis fllter 

Noninteger delays provide sorne benefits by reducing the revel'berant. dist.ort.ion, 

the roughness of sorne high pitched speakers, and noise. 

The first-order fractional-delay pitch synthesis fllter has t.he following expn'ssioll 

frorn ( 4.1): 
1 

where 
1- P(z) 

q-l 

P(z) = (3 E P/(k)z(-I\p +l-k) (4.8) 
k=O 

To implement non-integer delays an interpolation scheme is used. The sb ueLtIJ'C 

that has been used to implement the interpolator is the polyphase network. 

In this thesis, results reported by Kabal et al. [49], Marques et al. [50], [51], 

and Rabiner et al. [52] are used to implement the fractional-delay pit.ch filt.cl' wit.h 

the polyphase structure. 

The fractional-delay pitch synthesis filter parameters are defined by l1IinilTli~illg 

N-I 

E(J(p, (3) = E [sw(n) - êq(n)J2 (4.H) 
n=O 

where êq(n) is the filtered excitation eq(n). The excitation vedor c,/(n) is 

q-l 

eq(n) = Gx'(n) + (3Ep/(k)eq(n - f(p - k + 1) (4.10) 
k=O 

where 1 = 0,1,' .. , D - 1, D heing the interpolator factor. The delay 1 of the FIH. 

interpolator filter of degree N - 1 was compensated in the delay block, and q = [~J 
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• ([] is the ncarest intcger value). The weighted error vector is 

• 

00 

(w(n) = sw(n) - L eq(u)hw(n - u) (4.11 ) 
u=-oo 

s,An) is the weighted speech, and hw(n) represents the impulse response of the for­

mant synthcsizer and perceptual weighting filter. Expanding eq(n), in ( 4.11), we will 

obtain 

00 00 q-1 

(w(n) = sw(n)-G L xi(u)hw(n-u)-f3 L LPt(k)eq(u-Kp-k+1)hw(n-u) 
u=-oo u=-oo k=O 

(4.12) 

delinc 
00 q-1 

êw{n,m) = L LPt(k)eq{u - m - k)hw(n - u) (4.13) 
u=-oo k=O 

and, 
00 

x'(n) = L x'(u)hw(n - u) ( 4.14) 
u=-oo 

The weighted residual vector will become by substitution of ( 4.13) and ( 4.14), 

To find the optimal parameters, it is necessary to minimize lI(w11 2 = (w(; 

(~(n) = s!(n) - 2Gx'(n)sw(n) - 2f3êw(n, I<p -l)sw(n) 

+ G2xi(n) +2Gf3x'(n)êw(n,I<p -1) 

+ f3 2ê!( n, !(p - 1) 

(4.15) 

Diffcrcntiating with respect to f3 and the gain Gand equating to zero, wo equations 

will he derived 

{ 

Gx(i)(n)èw(n, J(p - 1) + f3è!(n, !(p - ,1) = èw(n, J(p - l)sw(n) 
(4.16) 

Gx2(i)(n) + f3x l (n)èw(n, !(p -1) = x'(n)sw(n) 

or, cquivalently, 

8 a = b ( 4.17) 
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• where, 0 is the matrix 

• 

[ ew(n~'t) - 1) 1 [ x'(n), ew(Il,!'p - 1) 1 (·t.l~) 

a is the solution vector [G,,B], and bis the vector ['~w(lI):i·I(l1),.~It'(llk1tl(1I, H,,-

1 )]. To find the optimal value for the pitch lag, the gain G for the stochast.ic cod('words 

is set to zero, this is equivalent to the squared error, 

The second term of this equation is equivalent to bTO-1b where the pal'alllett'I' G' is 

zero. In order to minimize ( 4.19), bTO-1b which is a function of the lag /\'p 81101lid 

he maximized. Once its value is found it will he fixed 1.0 find f3 and G' for each index 

i of the stochastic codewords using ( 4.17). 

The solutions to the equations developped so far will depend on tll<' I(·ngt.h of 

the frame (or suhframe). 

case 1: [(1' ~ N, then we have a set of linear equations to solve becêtllse the 

adaptive codewords consists of past excitation vectors. Our con cern with low-delay 

involves choosing a frame that is short enough to hring the coder delay 1.0 j 0 ms 01' 

less. The choice of the frame will he 2.5-4 ms. The upper and lowcr boundaries of 

the lag are 20 to 147 samples or 2.5 ms to 18.5 ms. For a pitch lag equal or higher t.o 

the frame length, the determination of the optimum coefficients involves solving t.he 

set of linear equations from ( 4.17). 

case 2: N/2 :::; [(p < N, for a pitch lag that is less than the frame lellgt.l. 

« 3.125 ms), the equations become nonlinear in the coefficients, and fol' G = 0, t,J)(' 

excitation vector takes one of two forms 
q-l 

f3L,p/(k)eq(n - /(p - k + 1), 0::; n < !(p 

k=O 
(" .20) 

q-l 

f32[L,p/(k)eq(n - /(p + 1)]2, /(p::; n < N 
k=O 

Computing the squared error, and setting the derivative 1.0 zero gives a cubic 

function in f3 which can he solved in closed form. Due to the selectcd small dimensioll 

of the frame, there is no other case to consider . 
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• Closed-Ioop approach to a flrst-order integer-delay pitch synthesis fllter 

• 

The case of the integer-delay is a particular case to the fractional delay when 

1 = 0, and the interpolation factor D is unity. The fraction is null, and J(p is the 

approximate pitch period. Figure 4.4 shows how the first-order integer-delay pitch 

synthesis fiJter can be modeled by an adaptive codebook. 
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Figure 4.4: CELP coder with a first-order integer-delay pitch synthesis fllter modeled 
by an adaptive codebook . 
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4.2 Adaptive Codebook 

The adaptive codebook illustrated in Fig. 4.2 i~ used 1.0 repr<'scllt, the pit.ch­

integer and the fractional delays. The codebook is a shifting storag(' l'egist.er that 

is updated at the start of every frame (or subframe of 25 samples). lnitially it. is 

set to zero for the first iteration in the closed-loop search. For thc next iteration, 

it will consist of the previous scaled optimum excitation (!inear combination of tht' 

adaptive codevector and the scaled excitation codevector from a trained codehook) 

scaled by the pitch gain fi. For each codevector searching, the clement.s already in 

the register are shifted up by 25 samples, and will be replaced by the 25 samplcs 

optimal excitation vector produced by the convergence of the MSE (Mean S<IUéll'(' 

Error). There exists actually 256 overlapped adaptive codes in the 147 samples takcn 

as the integer upper bound for the pitch period, where 128 are integcr-value, and 128 

noninteger-value of overlapped adaptive codes of 25 samples each. 

There are generated as the following. 

1. Integer delay: 

The allowable pitch delay is between 20 and 147 samples (128 integcl' values). 

The adaptive codes corresponding to delays between 25 and 147 are composed 

of elements, 0 - 24, 1 - 25, .. " 121 - 146, respectively (where clement 0 corre­

sponds to the last element of the adaptive codebook), For a dclay n, whcre 71 

ranges between 20 and 24, the corresponding adaptive code repeats the adaptivc 

code book elements sequentially from 0 to n - 1 to form one of 25 codes. 

2. Non-Integer delay: 

As explained previously, a fraction of sample will correspond 1.0 1/ D, whcl'e 

1 = 0,'" , D - 1. D, the interpolation factor, is equal to 3 or 4. If D = :1 two 

fractional delays exists between two consecutive integer delays J(p and J(p + 1. 

the two interpolated pitch values are J(p + ~ and J(p + ~, and if D = 4, thcn 

the interpolated pitch values will be J(p + ~, J(p + ~, and J(p +~. ft is also 

possible to use both interpolation factors at different levels of the integer pitch 

values. The resolution can be increased around the estimated pitch valuc, and 
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• 

decreased or none around the less likelihood values. The following resolution 

distribution can be used. 

20 to 26,D = 3 
27 to 33, D = 4 
34 to 80,D = 3 

(4.21) 

The adaptive code for each fractional delay is obtained the same way as for the 

intcger de)ay, cxcept that the excitation in the adaptive codebook has to be delayed 

by a fraction of a sample before being processed. This delay operation is done by 

using the polyphase filters [49]. 

4.3 Summary 

ln this chapter, three different models of pitch synthesis filters are described. The 

filters are the third-order pitch synthesis filter, the first-order fractional-delay pitch 

synthesis filter, and the first-order integer-delay pitch synthesis filter. The closed­

loop analysis and the open-Ioop analysis of the filter pararneters are also compared. 

A description of the adaptive codebook that is used to model the pitch synthesis filter 

in our coder is a)so given . 

36 



• 

• 

Chapter 5 

Vector Quantization of the 
Residual 

5.1 Unconstrained Vector Quantizer 

Unconstrained VQ makes use of a large codebook size that lies ill tl\(' rang(' of 

1024 to 4096, and the largest vector dimensions used are typically 40 and (iO sarnples. 

In this thesis, the dimension that is proposed is 25 samples. Several t.echniqtu·s have 

been developed which apply various constraints to the structure of the VQ codebook 

and yield a correspondingly altered encoding algorithm and design technique. 'l'lIcs(' 

techniques allow the design of large codebook size without increasing the cornplexity. 

If the resolution r measured in bits per vector is constl'ained to a fixed va!tw, t.lw 

performance of VQ can only increase as the dimension k of the vecLol' illcl'('ascs. 'l'his 

is because longer term statistical dependency among the signal samples is cxploited. 

The required codebook storage space in words and the scarch complcxit.y (num­

ber of operations per input vector in an exhaustive code book seal'ch) arc both pro­

portional to kN. Both time and space complexity are given by 

kN = k2rk (:).1 ) 

which grows exponentially with the dimension of the vector. 

With a resolution of 1 bit/sample for a bit rate of 8 kb/s, and a vect.nr size of k 

samples, a codebook of 2k entries is required. The number of operations pel' unit time 

for such an exhaustive codebook search with the squared error performance measure 
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• indicates the required processor speed and is given by: 

• 

N fa = 2k fs (5.2) 

fa represents the bit rate. The reciprocal of this speed is the maximum time available 

per operation, i.e. the instruction cycle time of the processor. 

Many approaches have been tried so far to lower the complexity of unconstrained 

codebook, this is done usually by imposing certain structures on the codebook itself. 

The unconstrained codebook then becomes the constrained code book. Sorne of those 

constrained structures are Lattice VQ, Polytopal VQ, Tree-Structured VQ, Classified 

VQ, Transform VQ (wavelet transform), Product-Code VQ. Any constraints imposed 

on the codebook lead to an inferior code book for a given rate and dimension and even 

the search is considered suboptimal. However, the degradation is not very significant, 

conseqllently the use of constrained VQ and suboptimal search algorithm are very 

popular. 

The coder that is designed in this thesis uses a shape-gain VQ that belongs to the 

family of prodllct-code VQ. The following sections define and describe product-code 

VQ. 

5.2 Product-Code Vector Quantizer 

The goal of the product-code technique is to decompose or partition vectors of 

high dimension into subvectors each of low dimensionality. Instead of one vector 

qllantizer, each subvector can be separately encoded with its own code book. By 

sending a set. of indices to the decoder, the decoder reconstructs the original vector 

by fil'st decoding each subvector, then concatenating these vectors to regenerate the 

original large vectors. Assuming a CELP coder, a replica of the codebooks used in 

the encoder part is also used in the decoder part. 

Better coding performance is achieved if an orthogonality relationship is pro­

duced or approximated between those vectors, then the coding complexity can be 

grcatly reduced without a considerable degradation in performance . 
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• 5.2.1 Mathematical Description of Product-Code 

• 

Consider a vector X of dimension J.., and VI, \/2,' .. , \ ~, be a Sl't of "edors t liaI. 

are functions of X and jointly determine X as shown in Fig. 5.1. 

~ = J,(:\) ( 5.:1) 

where JIl i = 1,·· . , 'l are (approximate) orthogonal functions. 

Each Vis called a feature vector and should hc easicr to <]uantizc than .Y hecaus(' 

of its lower dimensionality. Furthermore, there is a functioll 9 al, t.he d(~('od('r sucb 

that 

X = g(V}, \t2,"', ~t) 

The reproduction vectors for each ~ are contained in codebook C, of si:t.l' N, (N, < IV, 

N is the size of an unconstrained codehook if an cxhaustive scal'ch \Vas IIs('cI). Th(· 

encoder will generate a set of indices III 12 ," • , III that specify optimalr<,prodllct.ioll 

values Va E CI and then transmitted to the decoder. The code is calI cd a prodllcl.-coc\(' 

because the requirement that V. E C, is equivalent to stating that the overall vect,ol 

CVt, ~"'" Vil) is in the cartesian product C of the Il codehooks: 

The decoder then finds the reproduction vectors V" z = 1,' ", Il through the l'(·ceiv(·d 

indices Ii, i = 1,' .. ,Jl and generate the vector 

(!U; ) 

The selection of V. III the encoding process is in general intcrdcpcndellt, i.(', tlu; 

reproduction values for difl'erent vectors can depend on the choice of rcprodlldioll 

values for other vectors, otherwise there is no guarantee that the ovcrall codeword in 

the product codehook will be a minimum distortion selection. The cnmding rnély 1)(; 

much simpler if the interdependence does not exist. 

Special cases for product codes are 

• partitioned VQ 
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VI Vi E Cl 
fI 

V2 V2 E C2 
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V.Q g 

Vu Vil ECIl 

lu 

Figure 5.1: Product-Code: General configuration 

• mean-removed VQ 

• shape-gain VQ 

In this thesis, the interest is directed towards the shape-gain VQ. 

5.2.2 Shape-Gain Vector Quantizer 

This particular product code technique [54], [55] is based on extracting the root­

mean square value of the vector components. This quantity is called the gain and 

serves as normalizing scale factor. The normalized input vector is called the shape. 

The idea of shape-gain VQ is that the same pattern of variation in a vector may 

come with a wide variety of gain values, consequently the probability distribution of 

the shape is approximately independent of the gain. The code handles the dynamic 

range of the vector separately from the shape of the vector. The gain 9 of a vector is 

a ralldom variable given by 

g= IIxli = ~tx~ (5.7) 
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and the shape vector is given by 
x 

Sh =-
9 

and Ilshli = 1. The shape vector lies on the surface of a hypcl'sphC'\'(' ill "·-diIlH'lIsion.d 

space and is therefore easier to quantize than x. 

The algorithm that trains the shape-gain VQ i8 de8crihC'd in II\(' IIt'xl t'hapll'!'. 

5.3 Gain-Adaptation 

Gain-adapters were first being used in scalar quantizcl', wllcl'(, t.hl' skp sizl' il'> 

adapted according to the local variance of the input . .layant [56J intl'odll('l'd il., ,IIHI 

later generalized it to vector quantizatioll. The advantagC' of gain-adapl i\'t· VQ, is 

that it can accomodate a wide dynarnic range of signais. Backwal'd p,é1.in-adapt.at.ion 

is used because the srnall transmission bandwidth (8 kh/s) i8 lls(·d 10 s('nd ol,hl'I' 

more relevant side informations such as pitch pel'iod, pit.ch cocfficiC'nts, ,wei excit.at.ion 

vector indices. Various algorithrns exist for backward gain-adaptel's. Onl' of tlH'1ll is 

known as the block-average gain predictor that uses the average BOI'Ill of 1.1)(' M pal'>t. 

quantized vectors as the predicted gain which i8 defincd by 

( ::;.!J) 

Another algorithm will be the exponential-average gain pl'edirtol', wlwf'(' 1.1)(' I\OI'IIlS 

of past quantized vectors are exponentially weighted by the following algoJ'it.hm 

A 1 - Q ~ 111 A Il 
0'11 = -- 4.J a X n - 1 

Q 1=1 

( ;).1 Il ) 

The factor 1:;:0 is a norrnalizing factor which makes the surn of weight.s ('qllal 1.0 IIllit.y. 

The optimallinear gain predictor is also an alternative algorithm that minillli7.ps tilt' 

gain prediction error. The algorithm will describe the gain as the output (Jf il li/Will' 

predictor 
M 

Ô"n = La l l1 xn-11I (;'.1 J ) 

1=1 

A sort of LPC analysis is performed, where the coefficients al are solution~ of 1.111' 

Wiener-Hopf linear equations. These algorithms are l'obust, but complt'x. AIIOt.hl!1' 
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• good but simple candidate algorithm is chosen in our coder. This algorithm is known 

as the .Jayant-Gain adapter. 

• 

5.3.1 Jayant-Gain Adapter 

The gain for the excitation Ex is denoted 0"( n) at the vector time index n. the 

algorithm that performs the adaptation of the gain is 

O'(n) = M(Jn-t}O'(n - 1)13 (5.12) 

where, 

1. In - J is the index of the excitation at time n - 1, 

2. M (.) is a function that maps the index set to a multiplier set. 

M(.) is a function of the excitation vector Ex(n - 1) at time n-1. 

If Ex( n - 1) is large, then 0"( n - 1) is not sufficiently large, so the multiplier 

function M is set to a value greater than unit y, (M(ln-d > 1) to amplify the gain. 

However, if Ex(n -1) is smaU, then M(In-l) < 1 to reduce the gain. Each excitation 

codevector should have its own dedicated gain multiplier M. To ease the computation 

of AI for each codevector, M is assumed to be a function of the root-mean-square 

value of the selected codevector. If x is the RMS value of the codevector Ex(n -1), 

then M(ln-d = f(x). This function is controlled by many parameters. The function 

f(x) is given by 

[( 1 - X)O"l-13 + XO'l-f3] expC2(x-l) if 0 < x < 1 mm avg _ 

f(x) = 

and the' parameters are 

0'1-f3 expcdx-l) avg 

I-f3 II O'avg 1. max 

1. O'avg = 100, O"mm = 1, f3 = (31/32)5 == 0.853 

2. CI = -log(A1mrn),A1max = 1.8, and Afman = 0.8 
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The parameter 13 is usually kept at a value less than unit y for pUl'pOSC of robllst.­

ness increase to channel errors (13 is unit y for ideal channel). The t.(,1'I1l (T~;;'t is wwd 

to compensate for the effect of a 13 less than unity. The funct.ion is clipped at. Allllu .}' 

for x > 4. Cl and C2 are proprely chosen so that f (0) = AI mm and .f(·I) = Almul ' 

The values of AI are precomputed and stored in a look-up t.ablC'. 

5.4 Summary 

In this chapter, the shape-gain codebook from the product-code VQ family is 

introduced. Different Gain adapters are described among which the Jayallt type is 

selected for its simplicity . 
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Chapter 6 

Analysis-By-Synthesis Predictive 
Coding For Low-Delay CELP 

Today speech coder applications lead to a genera.tion of cod ers that allow a 

coding rate less than 1 bit/sample for the excitation. The technique is derived from 

the vector quantization scheme, where vectors of excitations of length k are stored in 

a codcbook of size N. An exhaustive search algorithm over aIl possible candidates 

Icads to finding an excitation vector that best reproduces the original speech frame 

through a minimum distortion measure. The index of that vector is transmitted to 

the rcceiver. 

Snch a procedure is referred to as the analysis-by-synthesis adaptive predictive 

corling. The major elements of the GXX coder designed in this thesis are a shape-gain 

codebook for excitation representation, a formant synthesis filter, a long-term synthe­

sis filter modeled by an adaptative codebook and, a perceptual weighting filter. The 

GXX is ilIustrated in Fig. 6.1. Mean-square error is used as a distortion measure and 

the current input vector is compared with the reconstructed signal vector produced 

from cach codevector in the excitation codebook. 

At 8 kb/s and a sampling frequency of 8 kHz, 1 bit/sample is required to encode 

the information necessary for the decoder. The delay being kept at 7-10 ms, the 

frame buffer size will not be larger than 3-4 ms or 24-32 samples. It becomes evident 

that each frame will be assigned 24-32 bits in the encoding process. 25 bits are used 

in the GXX to encode aIl the required information which consists of the index of 

excitation codebook, the pitch value, the gain, and the index of the vector in the 
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• adaptive codebook. 

• 

The GXX searches to find that optimal index which wllen applied to the dt'codt'l' 

will generate the best reconstructed speech signal. In otller \'I.'ords, t.Ilt' d('cision abolit 

the best quantized representation is not made instantaneously but. lS <!(')ay('<! for an 

interval that includes several samples. This approach is called dclayrd drc/sion (·odin.lJ. 

The transmission of the index requires log2!f bits. 

6.1 Coder Parameters 

6.1.1 Formant synthesis and weig~lting filters paranleters 

Backward adaptive LPC is used on a frame: of 25 samples. A coding dday of 

approximately twice to three times 25/8 = 3.125 œ" the frame size (i.250- 9.:175 IllS) 

will be produced. 

The st abili t y of the formant synthesis filter is not always guarant.ecd with t.he 

use of backward adaptation. However, since these pararneters arc not transmit.t('cl as 

side information, the effect of this unstability is less. The error introduced by the 

formant synthesis fil ter is shown in Fig. 6.2. 

In the analysis-by-synthesis technique, the coefficients aj, i = l,"', p of the 

short-term synthesis filter, and the coefficients ,!T/i and ,~T/" i = l,' .. ,111 (PI = lOis 

the order of the filter) of the perceptual weight,ing filter are computed for each fl'étflle, 

and subsequently de termine both the pitch synthesis filter pararncters (pit.ch lag and 

predictor coefficients), and the optimum excitation signal that produce a minimullI 

error distance reconstruction. To distinguish between parameters deterrnined inside 

and those determined outside the analysis-by-synthesis Joop, it is common t.o rerel' t.o 

these procedures as closed-Ioop and open-Ioop analysis. 

1. The parameters obtained from open-Ioop analysis arc LPC coefficient.s (formallt. 

or short-term predictor), and the coefficients of the perceptuaJ weighting filt.er. 

2. The parameters obtained from closed-loop analysis are pitch period, pit.ch c;o­

efficients, and excitation signaIs . 
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The input vector to the formant synthesizer eq( n) is thc lincal' cOl1lbillatioll of il 

noiselike source produced by the shape-gain vecior quantizcr and a pulsclike SOIll'C(, 

gf'ncrated by an adaptive codebook (restructured long-term synthesis filtel') 

/ 

eq(n) = Gg(J)s~i) + L !Aeq(n - k - Kr) (6. J) 
k=-/ 

where g()sii) represents the resulting codevector (excitation) from the shap(~-gaill 

codebook, g(i) is a scalar from the gain codebook of size Ng , and stl
) is t.he shape' 

vector from the shape codebook of size Na. 

6.2 Analysis-By-Synthesis Algorithm 

The synthesized speech can be expressed as the linear combinat ion of t.he short.­

term synthesis filter's Zero-Input Response s~ and the Zero-Statc Response vedor 

(response of the combined short-term synthesis filter and pcrccptual weighting filt.er 

when an excitation is applied at there input) . 

S(I.3) = SO + (P + 9")SI u)H q q out li «(j.2) 
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• where, (1 is a gain factor generated by using the Jayant gain-adapter, and Pout is the 

excitation generated from the adaptive codebook scaled by the coefficients !3's vector 

quantized (output of the pitch synthesizer with Zero-Input vector) 

• 

6.2.1 Selecting the pitch period and the pitch synthesis fil­
ter coefficients 

The long-term predictor parameters are determined by sequentially defining the 

pitch peri où K'P' then use this value to find the predictor coefficients. These param­

eters are determineù when considering the Zero-Input Response of the system. The 

squared-error to minimize is expressed by the following 

N 

E = E lI(sw. - z~,)W 
i=l 

= (sw - z~f(sw - z~) 

where Sw represents the weighted speech vector, z~ represents the Zero-Input Response 

of the cascaded synthesis filters including short-term synthesis, Iong-term synthesis 

and perceptual weighting filters. It is defined as 

1 

z~(n) = (E f3i Pout(n - Kp - i)) * h(n) = Pout * h (6.3) 
1=-1 

where h is the impulse response of the cascaded formant synthesis and perceptual 

weighting filter, and Pout corresponds to previous excitation vector stored as the 

mcmory of the pitch-predictor filter. The optimum pitch filter coefficients are the 

on es that minimize the error E, where 

(6.4) 

Minimizing E is equivalent to minimizing 

(6.5) 

Two steps are required to,minimize ( 6.5) 

1. Maximize A = P~utHT Sw, Pout in this case is the previous excitation delayed 

by pitch period !(p varying from minimum pitch lag to maximum pitch lag (20 
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- 147 samples). The pitch period /\1' for the proccssing frame i~ the 011(' that 

maximizes A. 

2. Using the optimum value of the pitch period, minimizc (6.5). TIJ(' pitch coef­

ficients are determined from this minimization process. The pit.ch coefficiellt.s 

are vector quantized into a 5 bits codebook. 

This algorithm is implemented in the GXX, each time with a diffcl'cnt model of 

pitch synthesis filter (three-order pitch synthesis filter, first-ordcr integcl'-dclay pit.ch 

synthesis filter, and first-order fractional-delay pitch synthesis filler). 

6.2.2 'Iraining the codebook 

Selection of Distortion Measure 

In order to determine a good encoding structure, we stal't by examining the 

performance objective (minimum distance measure). The squared error distort.ion 

measure is used between the reconstructed vector and the original vector (dcsired 

input). 

N 

d(sw - Sq) = I: IIsw(n) - sq(n)112 «(j.6 ) 
n=l 

where, Sw will be the desired or original weighted speech vector, and 8" will he the 

reconstructed or quantized speech vector Equation ( 6.6) becomes 

(6.7) 

The target vector is defined as 

e(O) = Sw - 8~O) - P Oltt H (6.8 ) 

The zero input response (ZIR) is 

(li.H) 

obtained when (j = O. The distance becomes 

(6.10) 
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To case the computations, the gain fact,or u is shifted outside the squared term, 

thcrcby, normalizing the target vector e(O), which becomes e~O). Equation ( 6.10) will 

bccomc 

d(sw,Sq) - u2(e~O) - g()Hski)f(e~ - g(J)HsÀi ») 

_ u2/1e~O)1I2 + g(J)2/1HshIl 2 _ 2g()(S~,)T HT e~O») 

Code book generation 

The shape codebook of size Na can be generated with signais that have statistics 

similar to the speech signal such as Gaussian noise. The codebook is center-clipped 

( c1ip-level ±1.2 for unit-variance codevectors) [59] to increase the performance, and 

leads to fast search procedures. The codebook is trained by using the modified gen­

eralized Lloyd procedure (LBG algorithm) [22], [55]. One possible disadvantage of 

training the codebook is that for a mismatch between input data and training data 

the performance is worse than with a random codebook. However, we observe that 

training the shape-gain codebook improves the performance of the GXX by 1.5 - 2 

dB. The training of the codebook is done within the encoding algorithm itself, because 

the same perceptual distortion measure is used. 

A set of training sequences is used (Appendix A), and the distortion measure is 

already defined. The training takes the following steps: 

1. Given an initial gain-shape codebook, an initial distortion value Dm' a threshold 

value f by which the decision of optimum quantizer is determined, the shape 

and gain partitions A(Sh,9) are formed by using this nearest neighbor selection 

rule defined byen(O) E A(Sh,g) (where e~O) is the normalized target vector), 

that is, 

d(s s(J,i») < d(s s(k,l» w, q w, q 

N N 
(12 L lIe~(n) - gJHst)(n)1I 2 < (]'2 L Ile~O) -lHs~112 

n=l n=l 

where j =F k, and i =F 1 for 1 < k :5 Ng , and 1 $ 1 $ N s , Ng being the size of 

the gain codebook . 
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• 2. After defining these partitions, the average distortion is complltcd 

• 

1 NT 
DT = N L min d(sw,sq) 

T 1 N •• N g 
((UI) 

where NT is the total number of training vectors. 

3. If 

(H. L2) 

The training is over, and the final quantizer is stored. IIowevcl', more t.hélll 011(' 

iteration is required to reach the convergence. 

Else, compute the centroids of the newly formed gain and shape codebook 

partitions. The centroids are computed hy defining the derivat.iv(' of t1H' cost. 

function d with respect to both the shape vector, and the gain over ail t.hc' 

partition vect ~ors. 

where the centroid for the new shape partition is 

The sum over Na is accumulated during the partitioning. The system of N 

equations (N size ofthe shape vector, 25 samples) is solved using the LINPACK 

library routines. The Na centroids are computed by solving for each a syst.em 

identical to ( 3). The centroids of the gain partitions codehook are compllted 

by setting the derivative equal to zero 

(6.14 ) 

and the gain centroid is computed over the ail the gains in the partitions 

'"' u2e(O)T Hsh L...J n apI 

Ng 
9*= ~----------

Lu211HshoPl1l2 
((>.15 ) 

Ng 
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The centroids are computed and will be used as the the shape-gain values for 

the next training iteration if convergence is not met. 

A special iteration-terminating criterion is required, because convergence is not guar­

anteed in closed-Ioop searching. A better approach that is used to stop the iterative 

training is as follows. The distortion DT of each iteration is compared first to Dm 

previously obtained. If a certain iteration gives a distortion Iower than the previous 

lower distortion, the relative improvement is compared to the threshold f = 0.001. If 

the improvement is less than the threshold, the iterations are stoped otherwise the 

codebook generated from that iteration is stored (centroids calculations), and the 

training continues. The number of iterations is also fixed to 5. The intermediate 

code book stored at the lowest distortion iteration is used as the final codebook. 

To summarize, the encoding rule is usually a two step procedure. The first step 

invoI vcs one feature (shape) and one codebook. The second one depends on the results 

of the first one in its computation of the nearest neighbor for the second feature (the 

gain) in its codebook. 

The shape-gain quantizer including the encoder structure obtained from the 

derived expressions is illustrated in Fig. 6.3. 

6.2.3 Selection of a performance measure 

The performance of such a system is usually given by the signal-to-noise ratio 

(or signal-to-quantization-noise ratio). Since this measure is not highly reliable in 

speech coding, the perceptual quality of the speech has to be evaluated by listening 

at the rcconstructed speech. The SNR can be calculated using the following formula 

E(/lx/l2) 
SNR = 10 10glO E[d(x, i)] (6.16) 

Another performance measure that also reflects the performance of the encoder 

is the Segmental SNR defined as the the time average of SNR (dB) values computed 

over successive short-time segments ( 25 samples) of the speech . 
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Shape codebook 

C& 

Maximize 
ê(O)y(i) 

Minimize 
[g(J)y(l) _ ê(O)] 

Gain code book Cg 
{gA (,) J' - 1 ... N} , -, ,g 

Figure 6.3: shape-gain VQ encoder 
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6.3 Simulations Results 

The following is a summary of the encoding algorithm used in the GXX (GXX 

with a first-order integer-delay pitch synthesis filter, GXX with three-order pitch 

synthesis filter, and GXX with a. first-order fractional-delay pitch synthesis filter). 

Step 1 Given an initial shape-gain Codebook. Train the constrained codebook using 

the modified LBG algorithm with the training sequences defined in Appendix 

A. Store the trained shape-gain codebook. 

Step 2 Determine the coefficients of the pitch synthesis filter (pitch period and pitch 

synthesis filter coefficient(s» assuming Zero-Input vector from the excitation 

(trained) codcbook. Closed-Ioop analysis is used to determine the pitch synthe­

sis filter parameters. The pitch synthesis fiIter coefficients are vector quantized 

using an adaptive codebook of dimension 25 to 26 depending on which fiIter 

model is used. The pitch period in the integer-delay psf is allowed a variation 

of 20 to 147 samples. 

Step 3 Compute the Zero-Input Response vector (once for each speech vector) of 

the whole model comprising (pitch synthesis, formant synthesis filters and per­

ceptual weighting filter). This vector (ZIR) is precomputed and stored before 

the search starts. Also the speech vector is weighted by the perceptual filter. 

Step 4 Determine the error vector between the weighted speech vector and the 

weighted quantized speech vector, which is the linear combination of the Zero­

Input Responsc vector and the Zero-State Response vector. 

Step 5 Determine the mean squared error E = eTe. The minimum value for this 

error is determined by searching through the trained shape-gain Codebook, and 

the codevectors that give this minimum value will have there indices transmitted 

to the decoder. 

Step 6 Update the flIter memories (formant synthesis filter, pitch synthesis filter, 

and the perceptual weighing filter) before encoding the next speech vector . 
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6.3.1 Simulation results for GXX with the integer-delay 
first-order pitch synthesis fllter 

The pararneters of the one-tap pitch predictor incorporated in t.he GXX an' 

deterrnined using a closed-Ioop search procedure. The performanct' of t.he pit.ch Pl'{'­

dictor is illustrated by its pitch and Gain variations. The histograms in Fig. (i..! shows 

the pitch variations for male and female test speech utcrranccs OAl\M8 and OAKFK 

(test sequence in Appendix A). The gain of the pit ch synthcsizer is shown ill Fig. (U,. 

The original and the decoded test speech utteranccs of a fcmale speaker art' showlI in 

Fig. 6.6 and Fig. 6.7. 
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Figure 6.4: Pitch variation for male and female speakers for the speech S(~qlJ(!lIc(' 

OAKMS and OAKFS sampled at S kHz 

The choice of sorne parameters used in the analysis-hy-synthC'sis cncoding algo-
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Figure 6.5: Gain variation of the first-orcler integer-delay pitch synthesis filter for the 
OAI\FS uttcrance 
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Figure 6.6: Natural female speech utterance OAKF8 samplcd al. 8 kHz 
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Figure 6.7: Coded speech utterance OAKFS for the female speaker at 8 kb/s when 
using the first-order integer-delay pitch synthesis filter 
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• rithm has been shown to be crlltial for the performance of t.h" ellcoding/decodill,!!, 

process. These parameters are the bandwidth expansion fador of the ali-pole shol't­

term synthesizer, and the pole value of the BR window used in the Bal'l\well's n'­

cursive computations of the alltocorrelation coefficients fol' the formant. 8yllt.ll('si~('!'. 

The parameters used in this coder are set by subjective listening of the speech se­

quences. The coefficients 'Yz, and 'Yp of the perceptual weighting filt.er éll'('8<'1. t.o 0.7 

and 0.09. Table 6.1 shows the effect of varying the Barnwell window pole (l k('('ping 

the bandwidth expansion factor optimally set to 0.4993. 

• 

OAKF8 ct = 0.96 ct = 0.965 a = 0.966 a = 0.9661 a = O.966ij n = O.!l(iï 
SNR 12.58 12.88 13.02 13.05 12.66 12.59 
SEGSNR 10.53 10.66 10.77 10.75 10.51 HUi 1 

Table 6.1: SNR and SEGSNR for femalespeaker, with the effect of varying th(' paralll­
eter ct of the UR window used in the computat.ion of the aut.oconclation cocffici('IIt.s 
for the synthesis of the formants 

The same experiments has been carried out for the male speaker, and Tabll' (i.~ 

shows the effect of varying a on the SNR and SEGSNR of the coder. 

OAKM8 ct = 0.9595 a = 0.9598 a = 0.9599 a = 0.96 a = 0.965 (\' = O.!)(i7 
SNR 12.33 12.49 12.50 12.45 12.11 12.27 
SEGSNR 10.38 10.39 10.48 10.36 10.36 10.29 

Table 6.2: SNR and SEGSNR for male spedker, with the effect of varying the parillll­
eter ct of the IIR window used in the computation of the alltocorrclation coefficiellt.s 
for the synthesis of the formants 

The bit allocation for this coder is shown in Table 6.3 

Perceptual quality 

Despite the high SNR and SegSNR values that are obtaincd with this version of GXX, 

the perceptual quality is the poorest of the two next alternatives . 
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Parameters Bit Allocation Coding Rate (bit/s) 
Excitation index Shape 9 3840 
Shape/Gain Gain 2 
Codebook Sign 1 
Pitch period 7 2240 
Pitch coefficients 6 1920 
Total 25 8000 

Table 6.3: Bit allocation for the one-tap pitch predictor coder 

6.3.2 Simulation results for GXX with a third-order pitch 
synthesis fUter 

In this version of GXX, the three coefficients are vector quantized into a 6 bit 

codebook. The pitch period is allowed to vary from 20 to 147 samples. The closed­

Loop search determines the pitch and the optimal coefficients index that are used to 

synthesize a glottislike excitation signal which will be used initially in the computation 

of the Zero-Input Response. This excitation will he added to the signal produced by 

the gain-shape codebook, and the resulting excitation signal will he used to update 

the rnemory of the fllters (formant synthesizer and perceptual weighting filters). The 

mcrnory of the pitch synthesizer is updated hy shifting the ove rail excitation up into 

the buffer register by 25 samples. The pitch period variation for the male and female 

speakers for the test utterance OAKM8 and OAKF8 is shown in Fig. 6.8. Another 

criterion that measures ~he performance of the pitch synthesizer is its gain. The 

gain variation of this third-order psf is shown in Fig. 6.9. The decoded test sequence 

OAI\F8 is shown in Fig. 6.10. 

The performance of the GXX is measured in terms of signal-to-noise ratio (SNR) 

and ~egmental SNR (SEGSNR). A perceptual rneasure is achieved trough listening 

to the decoded speech. The most influencing parameter is the pole a of the BR fil ter 

used in the recllrsive computation of the autocorrelation coefficients. The following 

tables for the SNR and SEGSNR resulting froni varying this parameter for both the 

male and female speakers using the sarne test lltterances OAKF8 and OAKM8 . 
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Figure 6.8: Pitch period variation using a Three-Tap Pitch Predictor in the Ln·CEL!> 

OAKM8 0: = 0.965 0: = 0.966 0: = 0.966755 0: = 0.9668 0' = 0.970 
SNR 11.12 11.47 11.66 11.67 11.47 
SEGSNR 9.25 9.11 9.36 9.37 9. J.r; 

Table 6.4: SNR and SEGSNR for male speaker, with the effect of varying the pararn· 
eter 0: of the IIR window used in the computation of the autocorrelation coefficient.s 
for the synthesis of the formants 
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Figure 6.9: Gain variation of the third-order pitch synthesis filter using the female 
utterance OAKF8 

OAKF8 a = 0.96675 a = 0.9666 cr = 0.9668 a = 0.96672 
SNR 12.78 12.75 12.73 12.77 
SEGSNR 10.44 10.42 10.42 10.43 

Table 6.5: SNR and SEGSNR for female speaker, with the effect of varying the param­
cter a of the UR window used in the computation of the auto correlation coefficients 
for the synthesis of the formants 
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Figure 6.10: Coded sequence of the female speaker for the utterance OAKF8. '1'''(' 
sequence is coded at 8 kh / s . 
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• Perceptual quality 

• 

The perceptual quality of the coder is good. The speech is intelligible, and less noise 

is cxpcrienced than the previous version of GXX using the first-order integer-delay 

pitch synthesis filter. 

6.3.3 Simulation results for GXX with the fractional-delay 
first-order pitch synthesis fUter 

The fractional-delay first-order pitch synthesis filter offers better time resolution 

than the homologous three-order psf and first-order integer-delay psf. The use of 

the long-term prediction with non-integer delays achieves an improved accuracy in 

the rcpresentation of voiced speech. The perceptual quality of the speech is Ifluch 

more noticeable with the fractional-delay first-order pitch synthesis filter. The higher 

complexity of this type of predictor is its major disadvantage but, it should not really 

accounted for, given the very high quality of decoded speech that can be achieved 

when using it. The pitch period is coded using seven bits for the integer part and 

one bit for the fractional part. The filter coefficient is quantized into five bits. The 

remaining allowable bits (twelve bits) are used to quantize the remaining information. 

Table 6.6 shows the bit allocation for this version of GXX. The quality of the female 

Parameters Bit Allocation Coding Rate (bit/s) 
Excitation index Shape 9 2880 
Shape/Gain Gain 2 640 
Code book Sign 1 320 
Pitch period 
Integer part 7 2240 
Fractional part 1 320 
Pitch coefficients 5 1600 
Total 25 8000 

Table 6.6: Bit allocation for the one-tap pitch predictor coder 

speech is considerably enhanced due to the enhancement of the harmonie structure 

in high frequellcies. The histograms in Fig. 6.11 shows the variation of the pitch 
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period during encoding of the male and female test utterances OAI\l\IS and OAI\FS. 

Table 6.7 and Table 6.8 show the results in terms of SNR and SEGSNH fol' hot.h male 
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Figure 6.11: Pitch variation for male and female speaker during cllcoding of UI(' 
sequences OAKM8 and OAKF8 in the GXX using the fractional-dclay fil'sf.-ord('1' 
pitch synthesis filter 

and femate speakers. The decoded test utterance OAKF8 is shown in Fig. n.] 2. 

Perceptual quality 

The perceptual quality of this version of GXX is very good comparcd 1.0 f.he previo1Js 

versions using the three-order pitch synthesis filter and first-order intcgcr-delay pitch 

synthesis filter. With this version of GXX, the goal stated in the ab::itract. of this 

thesis is achieved . 
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Figure 6.12: coded female sequence at 8 khjs for the GXX using the first-order 
fractional-dclay pitch synthesis filter 
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OAKF8 0' = 0.9641 0' = 0.964 0' = 0.9642 0' = 0.9635 
SNR 12.39 13.35 12.393 13.05 
SEGSNR 10.24 10.74 10.19 10.54 

Table 6.7: SNR and SEGSNR for male speaker, with the effect. of varying LI\(' p"r1l1l1-
eter 0' of the IIR window used in the computation of the autocorrelat.ioll coeflici('IIt.s 
for the synthesis of the formants in the GXX using the first-order frnct.iollal-dday 
pitch synthesis fllter 

OAKF8 0' = 0.9641 0' = 0.9635 0' = 0.9642 0' = 0.964:1 
SNR 13.67 13.19 13.56 13.32 
SEGSNR 11.36 10.98 11.99 11.61 

Table 6.8: SNR and SEGSNR for female speaker, with the effect. of varying the pararn­
eter 0: of the IIR window used in the computation of the autocorrelatioll coefficients 
for the synthesis of the formants in the GXX using the first-order fractional-delay 
pitch synthesis fllter 
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Chapter 7 

Conclusion 

The purpose of this thesis is to simulate a Low-Delay Code Excited Linear Pre­

dictive coder transmitting at 8 kb/s using three different models of pitch synthesis 

filters. The coder that is implemented in this thesis is called GXX to distinguish 

from the already existing 8 kb/s LD-CELP coders. The requirements that should be 

fuI fi lied by the GXX consist of a very high quality with a maximum coding delay of 10 

ms and low coding rate of 8 kb/s. Despite the coding complexity, mainly caused by 

the use of backward adaptation of the synthesis filters, the GXX is highly responding 

to the requirements. 

The use of the pitch synthesis fil ter at 8 kb/s is an efficient way to represent the 

long-term periodicity of the speech signal at the expense of sorne extra coding delay. 

The high coding noise level in the 8 kb/s decoded speech makes backward adaptation 

significantly more difficult than when coding at 16 kb/s. 

The goal is to compare the perceptual quality of the GXX using three pitch 

synthesis filter models and determine which of the three responds better to the re­

quircmcnts. The pitch synthesis models that are used are the first-order integer-delay 

filter, the three-order pitch synthesis filter, and the fractional-delay first-order pitch 

synthcsis filter. 

The other componcnts that form the GXX are left unchanged in the three cases. 

These components consist of a tenth-order short-term synthesis filter, a trained shape­

gain codebook, and a perceptual weighting filter. The autocorrelation method is used 

to find the ten coefficients of the formant synthesis filter and of the perceptual weight-
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ing fllter. The backward adaptation method is used t.o llpdatc thesr CO{'fIicicllls at (\ 

rate of 25 times per second. To decrease the memory reqllirernents, a Barll\\'('11 win­

dow is preferred to the Hamming window to rccursivcly compute 1 he autocol'l'elat iOIl 

o)efficients. The window is an UR type that has a doubl<> l'cal pole n, and it.s valu(' is 

related to the length of the window. Q' affects the performance of t.hr system as showll 

in the tables generated in the last chapter. Training t.he shape-gain codebook pract.i­

cally boosts the performance of the coders by 1.5-2.0 dB during the t,t'stinp; S('qll<'nc('~. 

The modifled LBG algorithm is used to train the constraincd codehook. Ollly tilt' 

GXX with the first-order fractional-delay pitch synthesis filt.er is IIscd to t.rain t.1H' 

codebook. The resulting trained codebook is used with the ot.her t.wo caden;. 

The pitch synthesis filter is modeled by an adapt.ive codebook t.hat. fOIlt.aillS 

the previously defined excitation vectors delayed by t.he value of tht' illdex ill tilt' 

codebook. Furthermore, when the third-order pitch synt.hcsis mod('l is wwd, t.ht' 

coefficients of that filter are vector quantized int.o a 6 bit codehook, a.nd tilt' illd('x 

of the three dimensional vector that best satisfies the minimum el'l'or crit.('rioll il' 

transmitted to the decoder. When only one coefficient is used in the pitch sYIlt.hesis 

model a 5 bit scalar codebook is used to represent the gain ( filt,er coefficiellt.) of t.ht' 

model. 

The closed-Ioop analysis for the pitch synthesis filter det.eriorat.cs wh ('II tlH' d(·l .. }' 

is less than the excitation frame size since, the output of the filter is a functioll of t.Ilf' 

excitation signal that has not yet been determined. To ovcrcomc this difficulty, ail 

exhaustive search over aIl possible combinations of the coefficicnt,(s) {i, and t.hc· p('riod 

J(p, using an adaptive codebook that contains previous excitations is pcrfornH'd. 'l'II(' 

resulting vectors are searched and scaled in a way similar 1.0 that. IIsed fol' il fix('cl 

codebook. The advantage of this procedure is that the' closcd-Ioop analysis i~ wdl 

defined, and even allows for simultaneous optimization of adapti ve and fixed cod('book 

vectors. The difference between the traditional pitch synthesis filter formulation aud 

the adaptive codebook representation shown in is noticeable only fol' delays Jess thaJl 

the frame duration. For segments in which the envelope of the periodic signal is 

rapidly expanding or decaying, the pitch synthesis filter formulation is more iLccurat(· 

especially for larger frame sizes . 
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The three-order pitch synthesis filter coefficients provide interpolation for peri­

odicities that are not a multiple of the sampling interval and allow for a frequency­

dependent gain. The first-order fractional-delay pitch synthesis filter has a pitch 

period that is specified as an integer number of samples plus a fraction of a sample 

at the current sampling rate (8 kHz). This configuration provides better perceptual 

speech <Iuality at the decoder than its homologous three-order and first-order integer­

dclay, and leads to more efficient coding (7 bits for the integer part and one bit for 

the fractional part). The parameters of the pitch synthesis fllter (pitch period and 

coefficients) are found using a c1osed-loop search at zero input response (ZIR) of the 

system. The best pitch delay Îs defined on a frame basis. This pitch value is used to 

compute the corresponding pitch filter coefficient(s). 

The use of the pitch synthesis filter with fraetional-delay in GXX produces an 

enhanccment of the harmonie structure at high frequencies. The improvement is 

mainly noticeable for the female speakers as shown in tables generated in the previous 

chapter. The low-delay requirement is achieved by the use of backward adaptation 

on the formant synthesis and weighting filters on a short frame of 25 samples (3.125 

ms). The delay is twice to three times the length of the frame. Furthermore, an extra 

delay will be considered when searching for the pitch synthesis model parameters. 

Using the GXX, it is possible to lower the transmission rate, by safely deereasing 

the size of the shape codebook, without affecting the perceptual quality of the decoded 

speech. The shapc codebook is populated with residual vectors that only contribute 

to the reconstruction of the short-term r,!dundancy feature of the original speech 

frame. Givcn the fact that a pitch synthesis filter is used, it becomes unnecessary 

to use largc shapc codebooks (like 2048 candidates). Mean Square Error (MSE) 

is used as a measurement criterion. The information that will be modulated for 

transmission are an index value from the shape codebook, an index value from the 

gain codebook, the pitch, and an index from the adaptive codebook. The GXX 

that uses the fractional-delay first-order pitch synthesis filter gives better perceptual 

sp('ech quality. The possible rcason this model performs better than the three-tap 

pitch prcdictor and the first-order intcger-delay pitch synthesis filter, is that with the 

one bit llsed for representing the fractional part for the pitch period, the periodicity 
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• of the reconstructed signal is closer to reality; that is a speech signal is quasi-periodic. 

• 

The use of the fractional-delay prevents the production of rcvel'bcl'encc and 

"roughness" in the speech. On the other hand, the fil'st-order int('~w!'-dday pit.ch 

filter will not be recommended for 8 kb/s transmission rate, despit<, tlt(· good SNH 

values (13.04 dB for female speaker and 12.48 dB for male speaker). The P('l'ccpl.ual 

quality of the speech in the GXX that uses this pitch synt.hesis modcl is pOOl'. Tht' 

three-order pitch synthesis filter provides good perccptual quality; how('\,('I', il. is still 

not considered to be the practical fil ter for real applications bccaus(' of it.1' limit.at.ion 

in reproducing quasi-periodic signaIs. 

As seen through the experiment results, the GXX with t.he first-order fract.iollal­

delay pitch synthesis filter modeled by an adaptive codebook pl'Od11<'('1' 1)('1.1.('1' \'('sllIt.s 

given the low-delay and low coding rate rcquirements. The PCJ'C('ptual qualit,y of tlJ(' 

reproduced speech is near toll quality. The complexity of the codpl' can 1)(' COli 1. 1'0 Il l'd , 

if the value of the interpolation factor is carefully chosen. The ohtaill<'d !'('sllIt.s al'(' 

very realistic, and prove that this model as a pitch synthesis filte!' !'cvcals t.o 1)(, 

especially promising for future lower transmission rate speech coder, alld also low('r 

delay for mobile application services . 
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• Appendix A - Training and Test Speech Utterances 

Training sequences for male speaker 

1. ADDM8 - Add the SUffi to the product of these three. 

2. OPNM8 - Open the crate but don 't break the glass. 

3. PIPM8 - The pipe began to rust while new. 

4. CATM8 - Cats and dogs each hate the other. 

5. THVM8 - Thieves who rob friends deserve jail. 

Training sequences for female speaker 

1. ADDF8 - Add the suru to the product of these three. 

2. OPNF8 - Open the crate but don 't break the glass. 

3. PIPF8 - The pipe began to rust while new. 

4. CATF8 - Cats and dogs each hate the other. 

5. THVF8 - Thievcs who rob friends deserve jail. 

Tcst sequence for male speaker 

1. OAKM8 - Oak is strong and also gives shade. 

Test sequence for femalc speaker 

1. OAKF8 - Oak Îs strong and also gives shade . 
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• 

Glossary of Used Terms 

GXX the name given ta the 8 kb/s low delay Code Excited Lincar Prediction speech 

coder that is designed for complet ion of this t.hesis. This not.at.ion will allo\\' él 

distinction from the already existing LD-CELP algorithms. 

psf an abbreviation that stands for pitch sYllthesis fil ter. 

TDMA Time Mivision Multiple Access 

CDMA Code Division Multiple Access 

DPCM Differentiai Pulse Code Modulation 

APC Adaptive Predictive Coding 

LPC Linear Predictive Coding 

IS-54 EIA/TIA Standard for Dual mode mobile and Base Stat:on Int.erface Specifi­

cation description 
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