In compliance with the
Canadian Privacy Legislation
some supporting forms
may have been removed from
this dissertation.

While these forms may be included
in the document page count,
their removal does not represent
any loss of content from the dissertation.






Dijet Photoproduction At High
Transverse Energies with the
ZEUS detector at HERA

Andreas H. Ochs

Department of Physics
McGill University, Montreal
July 2002

A thesis submitted to the Faculty of Graduate Studies and
Research in partial fulfillment of the requirements for the

degree of Doctor of Philosophy

(©Andreas H. Ochs, 2002



3

National Library Bibliotheque nationale

of Canada du Canada

Acquisitions and Acquisisitons et
Bibliographic Services services bibliographiques

395 Wellington Street 395, rue Wellington
Ottawa ON K1A ON4 Ottawa ON K1A ON4

Canada Canada

The author has granted a non-
exclusive licence allowing the
National Library of Canada to
reproduce, loan, distribute or sell
copies of this thesis in microform,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author's
permission.

| Lol ]

Canada

Your file Votre référence
ISBN: 0-612-88545-3
Our file  Notre référence
ISBN: 0-612-88545-3

L'auteur a accordé une licence non
exclusive permettant a la

Bibliothéque nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de cette these sous
la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.

L'auteur conserve la propriété du
droit d'auteur qui protége cette thése.
Ni la thése ni des extraits substantiels
de celle-ci ne doivent étre imprimés
ou aturement reproduits sans son
autorisation.



Abstract

Photoproduction events in ep collisions with photon virtuality @Q?, the negative
squared four-momentum of the exchanged photon, less than 1 GeVZ, and at least
two jets of high transverse energy have been studied in the photon and proton center-
of-mass range W, of 134< W,, <277 GeV with the ZEUS detector at HERA. The
data sample was collected during the 1996 and 1997 running periods with an in-
tegrated luminosity of 38.7 pb~! allowing for a precise measurement of differential
cross sections in a kinematic regime unreachable for experiments at current e*e™”
colliders. For the determination of these differential cross sections, both jets were
required to have a transverse energy larger than 11 GeV with at least one having
more than 14 GeV. Differential hadron cross sections were extracted for these dijet
events using separate resolved and direct enhanced subsamples. The cross sections
have been compared to NLO QCD calculations using several different parametri-
sations of the photon structure functions within these calculations. The achieved
sensitivity of the data at the photon structure functions allows to test the validity
of the used parametrisations of the photon structure functions. This test shows the

need for improvements of those parametrisations in the kinematical range under

OBS

5" constrains the parton densities in the

investigation. The extracted data at low x
photon which can be exploited in future parametrisations of the photonic parton

densities.



Résumé

Les processus de photoproduction ayant au moins deux jets de grande impulsion
transverse sont étudiés & 'aide du détecteur ZEUS & HERA. L’espace de phase
décrit par Q% < 1 GeV? et 134 < W, <277 GeV est étudié. L’ensemble de données,
recueilli entre 1996 et 1997, correspond 3 une luminosité intégrée de 38.7 pb~t.
Ces données permettent de mesurer des sections efficaces différentielles dans un
régime cinématique inaccessible aux collisionneurs e*e~. Ces sections efficaces sont
mesurées & 'aide d’événements pour lesquels chaque jet a une impulsion transverse
supérieure & 11 GeV et dont au moins un a une impulsion transverse supérieure a
14 GeV. Les sections efficaces hadroniques sont extraites pour une classe d’événements
choisis correspondant principalement soit au processus direct soit au processus résolu.
Les résultats sont comparés a des prédictions QCD-NLO utilisant différentes para-

métrisations de la structure du photon.
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Chapter 1

Theoretical Overview of the
Strong Interaction and
Photoproduction

1.1 Historical Review

To use scattering of particles for the investigation of the structure of matter has a
long history. In 1913 Frank and Hertz [1] used electron scattering on gases to show
the discrete energy level structure of the gas atoms. In 1953, Hofstadter et al. [2]
scattered electrons on nucleons to examine the internal structure of the proton and
the neutron. The measured values for the electric and magnetic elastic form factors
as a function of the momentum transfer deviated from the expectations assuming

point-like nucleons.

The results were consistent with a diffuse nucleon structure with an estimated
radius of 0.8 fm. In 1961 Gell-Mann and Ne’eman set up a model to classify the
abundance of hadrons, which had been discovered in the 1960’s, into multiplets.

Hadrons of the same spin and parity were classified according to their charge and

1



2 CHAPTER 1. THEORETICAL OVERVIEW ...

strangeness with an underlying SU(3) symmetry group named isospin. In 1964
Gell-Mann [3] and Zweig [4] independently showed that all known hadrons could
be explained as states made of three fractionally charged spin-% particles, named
quarks (by Gell-Mann) as a fundamental representation of the SU(3) symmetry
group. The symmetry had to be broken to explain the mass splitting of hadrons
belonging to the same irreducible representation. The discovery of the § particle [5]
with the quantum number as predicted was a first success for the quark model while
introducing a new puzzle. Being a spin—% particle and having a quark content of
three quarks of the same flavour, the wave function is symmetric under exchange
of two quarks, thus violating the Pauli exclusion principle for fermions. The model
was rescued by introducing a new quantum number which is assumed to obey an
exact SU(3) symmetry. The new quantum number, colour, acts as a new charge
similarly to the electric charge in electromagnetism, but with three instead of two
fundamental states named red, blue and green. As for Quantum Electrodynamics
(QED), being the dynamical quantum field theory of electromagnetism with the
electrical charge as the source of the force field, the new quantum number, colour,
can be taken as the source of a new quantum field. The formulation of this idea led to
the introduction of Quantum Chromodynamics [6] (QCD) which after more than 25
years is firmly believed to be the theory of the strong interactions. In the following
section a short review of the basic general features of QCD is given, followed by
an overview of the application of QCD to processes at the Hadron Electron Ring
Accelerator (HERA), the electron proton collider located at Hamburg, Germany at

which the measurements for this thesis have been performed.



1.2. BASIC FEATURES OF QUANTUM CHROMODYNAMICS 3

1.2 Basic Features of Quantum Chromodynamics

Quantum Chromodynamics is the quantum field theory of the strong interaction
describing the interaction between the coloured quarks via the exchange of coloured
bosons named gluons. Like QED, QCD is a gauge theory. While QED is based
on an abelian U(1) symmetry, the underlying symmetry of QCD is a non-abelian
SU(3) causing significant differences in the theory when compared to the QED case.
One of these differences is the behaviour in the change of the coupling constant
of the theory, oy, as a function of the momentum involved in the process under
consideration. The coupling constant of an interaction is related to its strength.
While the fine structure constant, e, (1%), increases with higher momentum values
from 1/137 at a momentum scale of p? ~ 0 GeV? to about 1/128 at a momentum
scale of the Z° rest mass, the strong coupling constant has the opposite behaviour.

In lowest order the running of the coupling constant « is given by

9 127
A5 (,Uf ) = 2
(33 —2N¢)In XQ#:D—

(1.1)

where Ny is the number of active quark flavour at this scale, 12 is the renormalisation
scale usually taken as the momentum scale being probed and Agcp is a free parame-
ter of QCD which has to be determined experimentally. The formula shows that the
standard techniques in quantum field theory based on perturbation theory will only
work in the regime of high energies (or short distances) where u? > Agep. At longer
distances the perturbative approach breaks down. The physical picture behind this
is expressed in terms of charge screening. The vacuum polarisation caused by an
electron leads to the fact that the effective charge of the probed electron and hence
the effective coupling increases when shorter and shorter distances are probed. In

case of QCD this is replaced by an anti-screening effect. The reasons are additional
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graphs in the calculation. These additional terms originate from the assumed SU(3)
symmetry, causing the coupling of the gluon to gluons. Carrying the colour quantum
number, gluons are not only the exchange boson of the strong interaction force but
also act themselves as sources of the field. The resulting anti-screening is referred
to as asymptotic freedom. It is only in this asymptotic limit that perturbative QCD
calculations hold and the quarks can be treated as quasi-free particles within the
calculations of scattering processes. The increase of the coupling constant at the
low momentum scale and the breakdown of the perturbation technique at the scale
Agep is believed to be the reason that quarks cannot be seen as free particles but

are bound within hadrons. This property is called confinement.

The use of perturbation theory results in a truncated series of the quantity con-
sidered. The divergences arising during this calculations have to be regularised in
a consistent way resulting in the introduction of a free parameter yu, called renor-
malisation scale. Various schemes for this regularisation exist. The fundamental
theorem of renormalisation states that physical quantities, if calculated to all orders
in perturbative QCD, are independent of the renormalisation scheme used. Never-
theless the truncated series do depend on the renormalisation scheme. Usually the

scale is chosen to be of the order of the energy taking part in the process.

Since perturbative QCD (pQCD) can only be performed at high momentum trans-
fer, it seems at first sight impossible to perform any calculation involving quarks,
which are bound inside hadrons, since this introduces non-perturbative, long-range
physics. It is the factorisation theorem which states that any cross section can be
factorised as a convolution of partonic cross sections calculated in pQCD with func-
tions containing the non-calculable information about the parton distribution within

the hadrons. The term parton historically was introduced to name the constituents



1.3. QCD AT HERA 5

which form the proton before their exact nature was known. The parton distri-
bution functions inside the hadron incorporate the physics below the factorisation
scale. It is common to choose in general cases the same scale for both factorisation

and renormalisation.

The final state partons as used within these cross section calculations are not the
detected particles. The transition of the scattered partons to the observed hadrons
is a non-perturbative process labeled hadronisation, which cannot be calculated
from first principles. Several phenomenologically based hadronisation models exist,
the description of those used in this analysis will be given in chapter 4. A strong
correlation exists between the scattered partons and the hadrons originating from
the scattering process, as experimentally found, since most of the produced hadrons
seem to go about the direction of their initiating parton. It was found that if the
initial scattered parton was of high energy and transverse momentum, a pronounced
stream of hadrons can be found around the axis of motion of the parton. These
streams of hadrons are called jets. The analysis of jet production played a major
role in the confirmation of QCD as the theory of the strong interactions. It was
for example the analysis of the angular distribution of three-jet production at the
electron positron collider PETRA which proved the existence and the spin of the
gluons [7].

1.3 QCD at HERA

The basic process in lowest order at HERA for ep scattering is mediated by the ex-
change of a photon, v or Z°, called neutral current, or by the exchange of W, called

charged current. Figure 1.1 shows the leading order diagrams with the nomenclature
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for the momenta used in the following. The commonly used variables to describe the
kinematics of the scattering are the following. The negative squared four-momentum

transfer Q?, also referred to as the virtuality of the exchanged photon, is given by
Q*=—¢" = —(k- k). (12)

The relative energy transfer y, commonly called elasticity, from electron to proton

as seen in the rest frame of the proton is

y="Z (1.3)

The fractional momentum z of the proton carried by the scattering particle taking
part in the interaction as seen in the limit of infinite momentum of the proton, where
transverse momenta are neglected, is
2
T = © :
2p-q

(1.4)

For both variables, y and z, the range of possible values is between zero and one.
The value 0 for the variable y corresponds to an elastic scattering of the electron,

for higher values the process is called inelastic scattering.

Using the fixed value for the center-of-mass energy /s of the initial electron proton

system
Q@ @

+ M — :
Ty Ty

electron +

s=(p+k)*=M?

proton (1.5)
where in the last step the masses have been neglected. The kinematics can therefore
be described using any two of the three variables @2,z and y. In the calculation of
the differential ep cross section, the above diagrams contribute differently depending
on the Q? range under investigation. The photon propagator, which is proportional

to 1/Q?, enhances the cross section for photon exchange at low Q2. In contrast, the

propagator for the Z° and W+, with masses of 91 GeV and 80 GeV respectively, are
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e*(k) e (k) e (k) (k)

W *(q)

P(p) X(p’) P(p) X(p’)

Figure 1.1: Leading order deep inelastic scattering processes. On the left
side, neutral current and on the right side, charged current diagram. Given in
brackets are the four-momenta. X stands for any hadronic final state system.

proportional to @?/(Q? + M?)? where M? is the squared mass of the boson under
consideration. Hence it is only for large ) that contributions from these diagrams
start to become as important as contributions from the photon exchange diagram.
Since the Z° and W¥ contributions originating from the electroweak interactions
are not important for this thesis, they will not be considered any further in the text.
Events where the momentum transfer Q? is large compared to the QCD parameter
Agcp, which is in the order of 100 to 300 MeV, are referred to as deep inelastic
scattering (DIS) events. Historically, it was in the regime of deep inelastic scattering
that so much about the strong interaction was learned and concepts which led to

the formulation of QCD were formed.
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1.3.1 Deep Inelastic Scattering

The generalised differential cross section for ep — eX based only on the photon
exchange diagram also depends on the nature of the proton. In an approach by
Feynman [8], the proton is assumed to consist of quasi-free particles named partons.
This approach is today justified by the asymptotic freedom in QCD. The cross
section is then calculated as an incoherent sum of the individual electron parton di-
agrams. Depending on the assumed spin of these partons, the calculated differential
cross section as a function of the scattering angle has a different angle dependence.
From comparison of these differential cross sections to experimental data, the spin—%
nature of the partons taking part in the interaction was concluded. Identifying these
partons with the quarks proposed by Gell-Mann led to the quark-parton model. The

cross section can be written as

do®? Ao

2
0%z = O (1—y+%>-;egf§’(x,622) (1.6)

where [P (z,Q?) is defined as the probability to find a parton of type g inside the
proton with fractional momentum z at the probed scale @* of the total proton
momentum, the sum running over all charged partons. The functions f¥ are named
parton density functions. Usually these are rewritten using new functions F; and

F;, called structure functions, which are related to the parton density functions by

F, (z,Q%) = e f? (2,Q7) (1.7)
and
F (2,Q%) = 51;1?2 (z, Q). (1.8)

A similar structure function F3 exists for the proton which is only needed for the

description of scattering through the exchange of Z° and W=. As already mentioned
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these processes do not play a role in the used kinematic range. Hence Fj will not

be considered further here.

The relation in equation 1.8 is known as the Callan-Gross Relation. It is based
on the assumption that the partons inside the proton are spin—% point-like parti-
cles which have no transverse momentum with respect to the scattering axis. QCD
processes, as described later, modify this picture, giving rise to transverse momen-
tum for the partons involved in the scattering. Having a transverse component the
partons can also interact with photons having a longitudinally polarisation. Using

these functions F; and Fj, equation 1.6 can be transformed into

doeP 4dre?

dQ2dz ~ zQ°

(2°F1 (2,Q?) + (1 = y) B (2.Q7)), (1.9)

or introducing the so-called longitudinal structure function

2

Aml¢

Fy(2,Q%) = F, - 2zF, = oL, (1.10)

which is thus related to the cross section for longitudinally polarised photons, as

do®P 2ma’

dQ%dz  zQ*

[(1+ (1= R (2,Q%) +2(1 —y) F (=, @%)]. (1.11)

Starting from different functions W! (v, Q%) and W?2 (v, Q?%), where v is given by

b-q
Mproton ’

(1.12)

V=

Bjorken showed [9] that in the limit of Q%,v — oo while keeping Q?/v fixed, the
functions W' and W? become a function of only one variable zg; with the relation

QQ

= —- 1.13
2Mpr0ton’/, ( )

JJB]'

which corresponds to the variable z already defined above. This property of the

structure functions is referred to as scaling and was shown at the Stanford Linear
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Figure 1.2: Compilation of the proton structure function F3 results using
data from SLAC and BCDMS, E665 and NMC shown as a function of Q* for
bins of fized x. Only statistical errors are shown. For the purpose of plotting,
a constant c(z) = 0.1 - i, is added to F3 where i, is the number of the x
bin, ranging from 1(x = 0.05) to 14 (x=0.0009) on the left-hand figure of
the picture, and from 1(x=0.85) to 15(x=0.07) on the right-hand figure. The
picture is taken from [11].

Accelerator (SLAC) [10] to hold in a wide range of the z, Q? kinematic plane. The
relation between Wi, Wy and Fy, F5 is

vWs (1/, Q2) = F, (x) (1.14)

and

MyrotonW1 (v, Q?) = Fi (). (1.15)
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The experimental verification of this relation can be seen on the right hand side of
figure 1.2 where measurements of the F; structure function are plotted as function of
Q)? for different x values used in the measurements. Looking at one of the lines in the
center of the plot and taking a minimum Q? large enough to be in the perturbative
regime ( ~ 1 GeV or higher) one can see that with increasing @* the value of F; at
the given x changes at the percent level. Perfect scaling would result in a line with

slope zero.

1.3.2 QCD and Quark Parton Model

Together with the obvious question of how quasi-free charged quarks bind together
and form the proton, experimental violation of the proton sum rule, the probability

integral over all momenta of the partons of the proton, was observed such that,

1
Z/O zf?(z)dz ~ 0.5, (1.16)

for a fixed value of Q? at any value of ()? measured, instead of the expected value
of 1, which led to the discovery of neutral partons inside the proton. The neutral
partons were believed to be the carrier of the strong force and named gluons. The
introduction of gluons later, via the formulation of QCD, led to a modification of the
naive quark-parton model. The radiation and absorption of gluons by the quarks
and the splitting of gluons into gluon pairs or quark-antiquark pairs result in a
transverse momentum component of the interacting quark leading to the possibility
to couple to transversely and longitudinally polarised photons. Hence the Callan-
Gross relation no longer holds and the longitudinal structure function deviates from

zero. The presence of ¢ — qg and g — gg and g — ¢ vertices in QCD gives rise to a
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logarithmic violation of the scaling property of the structure functions F1, F; and Fj
as function of Q2. Again the experimental verification can be seen in figure 1.2, this
time at the left hand side. This logarithmic violation causes the F; values for a given
= using a logarithmic scale for the Q? axis to lie on a line with a slope significantly
larger as those seen on the right hand side of the figure. Since the dominant part
for this scaling violation originates from the gluon density of the proton being only
significant at low z this explains the apparent contradiction between the left and

right hand side plots of figure 1.2.

The physical picture of this scaling violation can be most easily envisaged by
considering the photon as a microscope with a given resolution determined by the

wavelength, A, of the exchanged photon. The wavelength is given by

A = B (1.17)

and the photon can resolve only objects which are about the size or larger than A.
The resolution of a low Q% photon is hence limited and it will see only the valence
quark structure of the proton. As the wavelength shrinks (as Q2 increases), the
resolving power of the photon increases and additional structure originating from
the inner dynamics of the proton can be resolved. A scattering quark which carries
the fractional momentum z might have originated from a ¢ — ¢ or ¢ — qg process
where the initial emitter carried a fractional momentum z’ with &’ > z. Therefore
in the calculations of a process involving a quark of given momentum fraction = one

must take into account the quark and gluon distributions f (z/, Q%) with z' > z.
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Figure 1.3: Leading order splitting functions for the gluon and the quark.

1.3.3 Parton Distribution Evolution

The dependence of the parton density functions of the quarks and gluons of the pro-
ton on Q? can be calculated using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi [12]
(DGLAP) equations. These equations describe the evolution of the parton densi-
ties as function of Q? as originating from the splitting of a parton into two partons
folded with the parton density at the given Q2. The splitting probabilities can be
derived from pQCD to any order, the leading order splitting functions are pictured
in figure 1.3. The equations are given by

s o bl (3 s s

x

%g’g) = ?/m C;y [qz(y,QQ) 9 <§>+g(y,Q2)ng (-Z—) ] (1.19)

where z, as already mentioned, is the fractional momentum of the parton originating
in the splitting process from a parton with the fractional momentum y of the total
proton momentum. The derivation of these equations is based on a leading log
approximation, summing terms of the form (- In@?)" to all orders, which give
significant contributions for large @2 and large z. The solution of the DGLAP
equations provides the evolution of the parton densities as function of Q2. It was a

major surprise at HERA to see that these equations still hold for low @Q? and low
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z values [13, 14]. While the dependence of the parton distributions on Q? can be
calculated, the initial parton distribution at the starting value Q2 is not a priori
calculable and has to be determined experimentally. Several parametrisations from
different groups exist e.g. [15, 16], varying in the renormalisation scheme and basic
assumptions about the used dependence on the terms in z and Q2. All have in
common that they fit their parametrisation to the existing experimental data to
retrieve the values for their parton densities. Hence the differences between these
sets arise more in the prediction of the parton distributions to non-measured ranges
in z and Q2. The data of this thesis lie in a kinematic range where the uncertainties
coming from the proton parton distributions are minimal as will be discussed in

section 2.5.2.

1.3.4 Photoproduction

The bulk of events in the measurement of the total ep cross section comes from the
low Q? range as can be seen in equation 1.6. The interaction with an almost real
photon can be thought of as a yp interaction and hence the ep interaction can be
split into two parts. The first part deals with the emission of the quasi-real photon
which can be calculated using basic QED diagrams. The electron beam can in this
way be thought of a flux of quasi-real photons, fZ (y,@?), for a certain fractional
energy, y, carried by the photon collinear to the electron beam and at a certain
virtuality, @%. The photon flux is given by the emission probability and, taking the

Equivalent Photon Approximation [89], can be written as

o <1+(1—y)2 _21—9Q3nm> (1.20)

£ @) = y y @

Q2
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where Q% . is the lowest possible virtuality and is given by

min

2
2 = m2Y (1.21)

min e — y'
Integrating the photon flux from the minimum @2, to the maximum @2, value

yields the Weizsicker-Williams Approximation [90] for the photon spectrum given

b
’ e Q 1+(1_y)2 ?na:c 1"3/ 7217.m 1.92
W=\ Ty e, Ty U)o O

The second part involves the calculation of the cross section for the photon-proton

scattering.

In leading order (LO) QCD, the determination of the photon proton cross section
for a two-parton final state is based on two contributions. While in the direct process,
as pictured in figure 1.4, the direct coupling of the photon to the scattering parton of
the proton is expected in QED, the resolved processes, as shown in figure 1.5, arise
from the hadronic fluctuations of the photon into bound and unbound ¢g states
as illustrated in figure 1.5. Depending on the lifetime of these fluctuations, the
description of the state becomes rather complex, since due to QCD effects a complex
hadronic structure can evolve. If the lifetime of the fluctuations is comparable or
longer than the interaction time, the photon will not contribute as a whole but will
act as a source of partons for the scattering process, hence giving rise to a hadronic
component of the photon. It is only in leading order QCD that the definition of

direct and resolved is unambiguous.

1.3.5 Hadronic Structure of the Photon

The fluctuation of the photon into a ¢g pair can proceed via the creation of a bound

or an unbound state. In the first case the quantum numbers of the bound ¢g state
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proton
remnant

proton
remnant

Figure 1.4: Leading order direct processes in dijet photoproduction. The
contributions differ mainly by the different propagator of the diagrams. Proton
remnant refers to the debris of the proton not taking part in the interaction.

photon
remnant

photon
remnant

proton
remnant remnant
photon

remnant

photon
remnant

remnant

Figure 1.5: Leading order resolved processes in dijet photoproduction. Pho-
ton remnant refers to the part of the photon not taking part in the interaction.
In addition to the diagrams displayed two other processes exist, where the ini-
tial partons of the photon and proton are both gluons and the two final state
partons are a quark-antiquark pair or a gluon pair.
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have to be the same as those of the photon giving rise to the production of vector
mesons, such as p,w, ¢. The small meson masses make it impossible to calculate,
from first principles, the photon to vector meson fluctuations. A phenomenological
model named Vector Meson Dominance Model (VDM) [17, 18] was introduced to
describe this process. The photon-proton cross section in this model is given by

Ao
ooy W)= 3 f—20V”(W), (1.23)
V=pw,p JV

where f are probability factors for the fluctuation of the photon to this meson type,
W is the the mass of the photon-proton system and o7 is the vector meson proton

cross section. The lifetime of the vector meson is estimated to be

ty = WE-::——Q—?’ (1.24)
where E, is the energy of the photon and my the mass of the vector meson. It
can be seen that the probability of the vector meson to interact with the proton
increases as Q? approaches zero. The interaction of the vector meson with the
proton can proceed in two ways, either as a soft hadron-hadron scattering with
small momentum transfer or via a parton-parton interaction between a parton from
the vector meson and a parton from the proton, in which case a hard scattering

occurs. It is this process which provides a hard scale which can be used to perform

pQCD calculations and will be used in the dijet analysis presented here.

The creation of unbound ¢g states with high virtuality can be calculated from
first principles in QED and QCD. This contribution is referred to as the anomalous

photon contribution and can be used as testing ground for pQCD calculations.

The hadronic structure of the photon as stated above can be used to introduce

the concept of parton distribution functions and structure functions for the photon.



18 CHAPTER 1. THEORETICAL OVERVIEW ...

These functions, F, (i = 1,2,3), defined as the F? in equation 1.7 and 1.8, are
subject to evolution equations as in the case of the parton distribution functions
of the proton, which were introduced in equation 1.18. In contrast to the proton
distribution functions, however it was shown by Witten [19] in 1977 that in the
asymptotic limit Q? — oo where the VDM contribution plays no role, the photon

parton distributions are completely determined by theory.

1.4 Status of the Photon Structure Functions

As in the case of the proton structure functions Fy, F; and F3, F] can be expressed in
terms of the F structure function and Fy originates from parity violating processes,
which are of no importance in this analysis. Current knowledge of the photon
structure function F3 comes mainly from ete™ collider experiments studying deep
inelastic ey scattering. A complete review of the topic of photon structure functions
can be found elsewhere [20]. The structure function Fj is related to the parton

densities as is the case for the proton, F.

1.4.1 Measurements of Fy from e*te™ Experiments

The current status of Fy measurements is presented in figures 1.6 and 1.7. The
data shown cover the kinematic range of Q? =~ 0.24 GeV? up to Q? ~ 706 GeV?
and z, = 0.001 up to z, ~ 1 where Q2 is the hard scale used in the measurement
and z is relative fraction of momentum of the photon taking part in the interaction
similar to the variable = already defined. As can be seen from figure 1.7, Fy is not as

well constrained for x., greater than 0.5. The structure function F3 as measured by
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Figure 1.6:

from [21].

Compilation of Fy measurements as function of z., for dif-
ferent Q* values. The value at the top of each plot is the corresponding @Q?
value given in GeV?. The abbreviation pr stands for preliminary data. Taken

these experiments in deep inelastic ey interactions is, in leading order, only sensitive .

to the quark content of the photon. The gluon density which is expected to domi-
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Figure 1.7: Compilation of Fy measurements as function of Q* for different
z., values. Taken from [21].

nate the low z, range is not determined by these measurements. To overcome this

problem, the experiments also look at 7y interactions [22, 23] where both photons

are quasi-real. In the case that both photons fluctuate into a hadronic structure,

the possibility of gluon-initiated resolved processes is given. In this type of event
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class, the gluon-initiated contribution is expected to be large, giving a possibility

for a gluon distribution measurement.

1.4.2 Photon Structure at HERA

It is the regime of two-jet or dijet production in +p scattering at HERA which has
the potential to overcome this limitation on the determination of F', being sensitive
to the gluon at LO. Several publications exist, based on HERA data, which used jets
or high E7 dijets in photoproduction at HERA to investigate certain features of the
direct and resolved processes [24, 25, 26, 27, 28, 29]. Depending on the phase space
investigated, these analysis focussed on testing pQCD or the photon structure. A

short review on the ZEUS publications will be given.

In [25] it was shown that in order to explain the transverse energy distributions,
hard scattering in photoproduction was needed. This high Er final state sample
showed clear evidence for back-to-back dijet events. In addition, a subsample of
these events contained energy deposits in the part of the detector which would be
the direction of the electron propagation, which were consistent with Monte Carlo
(MC) simulation as being a remnant of the photon due to resolved processes in
O (aay). In [27], hard photoproduction events with center-of mass energies between
130 GeV and 250 GeV were used. The focus was the separation of the direct and
resolved processes using the fractional photon momentum z., taking part in the hard
interaction. This was used for a measurement of the yp — X +2 jets cross section
contributions of direct and resolved processes. In [28] the dijet angular cross section,
do/d|cos6*|, in photoproduction, where §* is the jet scattering angle in the dijet
center-of-mass system, was measured for jets of transverse energies Er larger than

6 GeV, an invariant dijet mass, M, larger than 23 GeV with an average pseudora-
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pidity 77 smaller than 0.5. The distributions, when separated into resolved and direct
processes, showed a clear dependence on the propagator involved in the process. The
dependences were in good agreement with Next-Leading-Order (NLO) QCD matrix
element expectations. In [30], the measurement of dijet production containing a
reconstructed D** were used to investigate the charm content of the photon. Com-
parison of data to NLO calculations, based on massive charm calculations, showed
the need to enhance the charm excitation of the photon in resolved processes. In [29],
the analysis of dijet photoproduction at high-Er using asymmetric transverse en-
ergies ETeqqing > 14 GeV and Erpgecong > 11 GeV in the central detector region
—1 < Mieading,second < 2 showed the possibility to distinguish between different pho-
ton parton distributions. A comparison of NLO theoretical predictions based on
different NLO parton distribution parametrisations to corrected hadron-level cross
section was performed. It was shown that an increase in statistics compared to the
1995 data set and an improvement in the understanding of the detector could make
a differentiation possible. Indeed, the data sample used in this thesis corresponds
to an integrated luminosity which is a factor of six higher than for the 1995 data

sample.

As can be seen in figure 1.5 for the resolved processes the gluon density in the
photon already contributes in LO. The cross section for resolved photoproduction
is dominated at low z., by gluon-initiated events. The lowest z., values are reached
for very forward going jets of low transverse momenta. The high cross section for
dijet photoproduction at high z, at HERA allows an improved determination of
FJ in this kinematic regime, hence a better determination of quark densities at
these high z., values. At HERA, higher transverse momentum jets can be reached

within the dijet processes compared to the eTe™ experiments. Since the transverse
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momentum of the jets is taken as the hard scale in the next-to-leading order (NLO)
QCD calculations and «; is decreasing as the scale increases, the uncertainties in
the calculations for a given fixed order due to higher order terms decreases, leading
to an improvement in comparison of the data to next-to-leading order (NLO) QCD

calculations.

1.4.3 Parametrisations of the Photon Structure Functions

The goal of this thesis is to compare measurements of dijet photoproduction cross-
sections with next-to-leading order QCD calculations using different NLO photon
structure function parametrisations as input to the calculations. Up to the writing

of this thesis three commonly used NLO parametrisations have been available.

1.4.3.1 The Gliick, Reya and Vogt Parametrisations

The Gliick, Reya and Vogt (GRV) [31, 32] parametrisation is based on the same
strategy the group has used previously in the successful description of the proton and
pion structure, which is to dynamically generate the parton distribution functions
from an initial valence quark distribution. The parton distributions are provided
in leading and next-to-leading order. The starting point of the evolution is given
at a very low scale of @3 = 0.25 GeV? for the LO and Q% = 0.35 GeV? for the
NLO distributions. The initial distributions are hadron-like contributions based on
the VMD model using parton distribution functions of the pion [33] based on the
similarity between the p and the 7. The anomalous contribution is taken to vanish
at (2 and is created by the evolution equations. The distributions are hence taken

tobe qf = qj = k2 f4 (x,Q%) and g7 = fﬁ‘l}r—;‘fﬁ (z, Q%) with zf29 being of the form

7
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z? (1 —z)° and b > 0. The form factor squared f7 is related to the probability of
a 7 — p transition with 1/f7 taken to be 2.2 [34]. The parameter £ is retrieved
by fits to the data [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45] in the kinematic range
0.71 < @2 < 100 GeV? and incorporates the higher mass vector meson contributions.

It is the only free parameter of the model, making it very predictive.

1.4.3.2 The Gordon and Storrow Parametrisations

The Gordon and Storrow GS96-HO [46, 47] parametrisation used a comparable
ansatz to GRV but starting at a much higher Q32 (initially at 5.3 GeV?, now also at
3 GeV?) for the evolution to avoid the problems related with a low scale in pQCD.
At this scale, the anomalous part of the structure functions has already developed,
making a more complex input to the evolution equations necessary. The photon

quark distributions are given by

~ 4dra
qg = qg = /{;72-' 7‘3 (.CL', Q(Q)) + qg,anomalous? (125)
)

which is a sum of the quark distribution as in the pion and the calculable part.
The masses of the light quarks, x and the momentum fractions carried by gluons
and quarks within the pion are free parameters in the fit. The data used to fit the
parametrisation are published data taken from [35, 36, 37, 40, 42, 43, 44, 48, 49, 50,
51, 52, 53, 54).
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1.4.3.3 The Aurenche, Fontannaz and Guillet Parametrisa-

tions

The Aurenche, Fontannaz and Guillet (AFG) parametrisation [55] uses a strategy
similar to Gliick, Reya and Vogt. The starting scale of the evolution is very low,
Q2 = 0.5 GeV?, which is also obtained from the requirement of the anomalous
contribution of the photon structure function to vanish at @* = Q3. The input is
taken as purely hadronic-like, based on VMD arguments. The factorisation scheme
used is the modified minimal subtraction scheme MS. The use of this factorisation
scheme is preferred due to universality and process independence of the parton
distributions functions retrieved this way if an additional technical contribution is
taken into account with the input distributions. The evolution is performed in the
massless scheme using three flavours up to Q* = 2 GeV2. For higher values of Q?,
four active flavours are used. An additional factor K is used to adjust the VMD
contribution, with X = 1 in the standard parametrisation. Another parametrisation

used K as a free parameter in the fit, with data taken from [35, 36, 37, 40, 42].

1.4.3.4 Comparison of Photon Structure Parametrisations

Shown in figure 1.8 are the next-to-leading NLO order parametrisations for the
quark and gluon densities of the photon. Given are the parametrisations of the
above mentioned groups, GRV-HO, GS96-HO and AFG-HO as function of z, at
a factorisation scale of 225 GeV?. This corresponds to a transverse energy of the
jets of about 15 GeV, which is used in this thesis as the factorisation scale. The
density are multiplied with a factor .,/cen. The quark densities are quite similar

for z., values below 0.5, corresponding to the regime where they are constrained by
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Figure 1.8:

CHAPTER 1. THEORETICAL OVERVIEW ...

A Wt = 225 GeV?
6S96-HO

Bl e GRV-HO

................. AFG-HO

RSN
Ry

X'/q(xw,“)/ Kem ’

o
cccccc

.
- .

______

------

------

X,C(X 14/ o

L

b b b by TRy
0.1 02 03 04 05 06 07 038

09 1
Xy

Quark and gluon density distributions in the photon, given
for three different parametrisations GS96-HO, GRV-HO and AFG-HO at a
factorisation scale u? = 225 GeV?. The parametrisations are given in MS
factorisation scheme.

ete™ experiments. For the quark densities with z., > 0.5 the quark parametrisations

differ significantly. The gluon density parametrisations of GRV-HO and AFG-HO

are quite comparable over the full ., range.The GS96-HO gluon parametrisation

differ significantly from the GRV-HO and AFG-HO gluon parametrisations for z.,

values below ~ 0.3. Again this is the kinematic range where the densities are not

constrained by experiments.
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1.5 Definition of Dijet Photoproduction Cross Sec-
tions
Using the outlined ingredients of yp scattering, proton and photon parton distribu-

tions and QCD, any cross section of yp — cd, where the relation from parton c,d

to hadrons will de defined experimentally using jets, can be expressed as

do’fyp——)cd = / fp—)b wp,,u2) Mfyb—»cd dxp (126)
+ Z/ fp—)b .’I]‘p, ) f’y—ra (1177, ,LLQ) Mab—)cd dw’ydxpa

where the first line represents the direct and the second the resolved contribution.
The functions f,—, (z4, p#%) and f, (3, %) are the probabilities to find parton a
in the photon or parton b in the proton with the given fractional momentum z,
and z,, respectively. The entities My_,cq and Mg,cq are the direct and resolved
matrix elements from QCD calculations. Choosing a phase space of the measurement
where the proton parton distributions are well measured, one uses this expression

to determine the photon parton distributions.

1.6 Experimental measurement of vp — 2 partons

The experimental method to perform the measurement of the previously introduced
cross section will use the strong correlation between the scattered partons and the
detected jets: the outgoing partons will be identified by jets. To insure that the
measurement is performed in a regime where the use of perturbative QCD is justified,
allowing for comparisons of experimental and theoretical cross sections, a hard scale

for the process is required. This is achieved using only events with jets of high
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transverse energies. The actual values are taken to be 14 for the first and 11 GeV
for the second jet, respectively. The cross sections will be measured differentially
in several variables like E%"t and z,, to achieve a high sensitivity to the underlying
physical process. Further constraints on the used events are imposed which are
caused by background considerations and will hence be discussed in the appropriate

chapter 6.



Chapter 2

Jets in Photoproduction

In this chapter a short introduction to the event and jet kinematic variables used
in the analysis will be given. The definition of the jet algorithm will be stated
and some theoretical aspects of the choice will be explained. The available NLO
dijet photoproduction calculations will be shortly reviewed and the uncertainties of
the comparison of data to these calculations will be discussed. The description of
the measurement to be performed will be in given 2.4. A short summary of the
remaining uncertainties limiting the comparison of data and theoretical calculations

ends this chapter.

29
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Figure 2.1: Generic diagram of a resolved dijet photoproduction event.

2.1 The Kinematic Variables

Within this thesis the kinematic variables of jets will be described using the variables
as given in figure 2.1; the transverse energy, E%et, the pseudorapidity?, 77%, and the
azimuthal angle, ¢’¢®. The definition of the ZEUS coordinate system is given in
section 3.2. The high momenta which are involved in the processes under study
enable the masses of initial and final state particles to be neglected. The kinematics

of the event will be described by Q? as given in equation 1.2,

Q*=—¢"= (k- k),

! The pseudorapidity, 7 = In (tan (6/2)) is an approximation of the rapidity ¥ (not to be confused
with the relative energy transfer ) in the limit of neglecting masses. Rapidity y is defined as
y=1/2In((E + P,) / (E — P,)), where E is the energy and P, the component of the momentum
of 3 particle with respect to the beam axis, which is here taken to be the z-axis. The variable
is of interest because the shape of the rapidity distribution dN/dy is invariant under a boost in
the z-direction. For the limit of high energies rapidity becomes equivalent to the pseudorapidity

where the polar angle 6 is the angle of a particle with respect to the beam axis.
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which is the negative squared four-momentum of the photon and y as given in

equation 1.3,

paq_, E ;
y——p.k-—l 2Ee(l cos (6,))

where E is the energy of the scattered electron, E, the energy of the initial electron,
and @, is the scattered polar electron angle as measured in the ZEUS coordinate
system. Taking the limit of photoproduction with @Q? — 0 GeV?, the scattered
electron angle @/, approaches 180° and equation 2.1 can be rewritten as

_E.-E. _E,

= 2.1
E, E.’ (2.1)

Y

where E, is the energy of the exchanged quasi-real photon. In this limit of 8, ~ 180°,
the photon is collinear with the z-direction and the center-of-mass energy of the

photon-proton system, W,,, can be written as

Wop = \/4E7Ep = \/ZlyEeEp = Vs, (2.2)

with E, being the initial proton energy and /s the center-of-mass energy of the
electron-proton system. In LO QCD the fraction of the photon energy involved in

the hard scatter can be written as in [29], (for a derivation see appendix B,)

parton _—pparton
LO __ Zpartons ET e
z,” = , (2.3)
2yk,

which is a sum over the two final state partons. Since it is not possible to mea-
sure partons, an observable has to be introduced which is analogous to x,%o. The

definition used is

jet _piet
xOBS _ Zjets ET e
v 2yE, ’

where the sum is taken over the two highest E%et jets, assuming the already men-

(2.4)

tioned correlation between the scattered partons and the produced jets. At leading
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OBS

57 =1, whereas resolved processes have values

order direct photon events have z
z9P% < 1. The quantity is valid to all orders with direct events populating high
£959 and resolved events populating low 97 being smeared due to higher order

and hadronisation effects. In leading order, under the assumptions of massless par-

OBS

577 is therefore equivalent

tons and neglecting transverse momenta, the variable z

to the Bjorken x of the parton in the photon.

Also introduced, based on the same assumptions as above, is

parton pparton
LO __ Epartons ET e’ 9
T,” = o°F , (2.5)
P

which is the fractional energy of the proton involved in the hard scatter. The

experimental approximation is similarly given by

et jet
088 _ Zjets BT €”
P 2F, '
Again this is equivalent to the Bjorken x of the parton in the proton.

Dijet events can be characterised by a dijet invariant mass, which is calculated

from E3¢ nfet and ¢7¢* and the assumption of massless partons using

Mj; = 2B B [cosh (spett — npet2) — cos(giett — giet2)]. (2.7)

For two jets back to back in ¢ and with equal E%et this can be approximated to be

2nget
11— |cos0*|2’

with cos 6* being the angle between the beam axis and the jets in the dijet center-

of-mass system, calculated as

jetl _ jet2
cos 8" = tanh (%) . (2.9)



2.2. THE JET ALGORITHM 33

This approximation holds for LO direct and resolved processes. Since the outgoing
jets are indistinguishable only the absolute value of cos8* can be determined. The
variable cos#* is proportional to the propagator of the process, having a angular
dependence of oc (1 — |cos@*|)~! for processes with a quark propagator and o
(1 — | cos 8*])~2 for processes involving a gluon propagator [56]. This feature can be

used to test general features of pQCD.

2.2 The Jet Algorithm

An inherent problem of all comparisons of data to QCD calculations lies in the fact
that the partons used in the calculation procedure are not the particles detected
and measured. The transformation from partons to hadrons introduces transverse
mormenta with respect to the initial scattering axis and colour connection between
the different final state partons leads to the creation of hadrons even far away from
the scattering axis. Nevertheless there is a strong correlation between the hadrons
seen in the detector and the underlying parton process. To reconstruct the final state
parton momenta from these hadrons, a combination scheme is needed, which adds
together hadrons originating from the same parton. These combination schemes are
called jet algorithms and have to fulfill certain criteria to allow the comparison of
measured distributions to theoretical predictions. The calculations of cross sections
in pQCD at fixed order contain singularities for the emission of particles with very
small energies or particles being parallel to the initial or final state partons [56].
These singularities are handled by cut-offs within these calculations. To be able to
determine jets independently from the chosen cut-offs it is important that the jet

algorithm is insensitive to the variations of the final state configuration which arise
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from changes in these cut-offs. Also, due to the limited energy resolution and the
given granularity of the detector, the experimental distinction between the different
final state configurations mentioned above is impossible at the detector level. Hence
a jet algorithm has to be used which obtains the same jets for a N and N+1 momenta
configuration in two limits corresponding to the above mentioned singularities. The
first limit is that the (N + 1)** momentum becomes collinear to one of the other N
momenta, while the second limit corresponds to the configuration where the energy
of the (IV +1)™ particle tends to zero. For details about jet algorithms, see [57]. To
avoid the above problems arising from the use of the common cone algorithm, the

jet algorithm of choice was the so-called kr-algorithm.

2.2.1 The kr Algorithm

In the longitudinally invariant kr-clustering algorithm [58], used in the inclusive

mode [59], the jet combination is performed according to the following rules:

1. For each pair of objects (ij) (partons, hadrons or calorimeter cells and tracks)

in the final state, a distance parameter is defined as
dij = min(E%,, E% ) Ryj, (2.10)
where R}, = An};+A¢}; is the distance between these objects in the n— ¢ space.

2. The asymmetric beam energies cause most of the hadronic final state particles to
be produced close to the beam line in the forward direction where also parts of
the remnants of the initial proton can be detected. To handle this specific envi-

ronment an extra beam distance parameter is introduced into the kp-algorithm.
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For each object 7, the distance to the beam is defined as
d; = E,R?, (2.11)

where R is a free parameter of the jet algorithm. The parameter R was chosen
to be 1 reflecting the fact that in the regions close to the beam the polar angle
size of a calorimeter cells is already of this order. Hence a smaller value would
not make sense. For increasing values of R the events would more and more look

like single jet events.

3. From the list of all values d;; and d; the smallest value is searched. In the
case where it relates the momenta k¥ and [, the two momenta are combined and
replaced by the new momenta. If the smallest value is di, the momentum £ is

removed from the list of objects and added to the list of jets.

4. The above given steps are repeated until for all momenta i: d; < min(d;;).

The remaining momenta are considered as jets. When combining two momenta or

energies (ij) to form a new momentum or energy k the following definitions are

applied
Ef = EL+E.L (2.12)
i, J .
N i (2.13)
EL + Ej
U oy '_Ej
o* ¢ Lrt ¢ By (2.14)
E% + Ef

This ensures that the final jet properties E3¢, n7¢t and ¢7¢ are calculated following

the Snowmass convention [60]

Bt = Y EL (2.15)

i€jet
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njet — Ziejet ni : E’fl’ (216)
Ziejet l?’.zl1

¢jet _ Ziejet ¢Z ' E%’ (217)
Ziejet E%’ ’

where the sum 7 € jet runs over all particles merged into the jet.

2.3 Next-to-leading Order Jet Calculations

Next-to-leading order QCD calculations of jet photoproduction cross sections are
currently available from several different theoretical groups, M. Klasen et al. [61, 62],
B. Harris et al. [63], S. Frixione et al. [64] and P. Aurenche et al. [65]. The calcula-
tions are performed up to NLO O(aa?) by applying a jet algorithm to the final state
partons. The renormalisation and factorisation scales within these calculations are
taken to be the highest of the transverse jet energies. The parameter Agcp is taken
as the starting value of the input parton density distributions from the proton. Five
quarks flavours are included in the calculations, and they are assumed to be mass-
less. The calculations differ in the treatment of the divergences arising in fixed order
expansion of the matrix elements calculations. While M. Klasen et al., B. Harris et
al. and P. Aurenche et al. employ the phase-space slicing method, S. Frixione et al.
use the subtraction method. The phase-space slicing method separates non-singular
from singular phase-space regions by introducing cut-off parameters used for the
separation. The subtraction method cancels singularities in the calculation of cross
sections by subtracting appropriate soft and collinear counter terms from the un-
integrated cross sections. An investigation of the uncertainties in the prediction of
theoretical cross sections due to the different approaches has been performed in [66]

where agreement within 10% was found.
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2.4 The Cross Section Definitions

To enable the comparison between the above mentioned next-to-leading order calcu-
lations and the measured data, the criteria for the measurements performed must be
chosen in a way to minimise the uncertainties arising from non-perturbative QCD.
This can be done requiring a hard scale in the process, which is provided here by
the high transverse energy E%et of the jets produced. Nevertheless non-perturbative
effects might change significantly the measured cross sections compared to the ini-
tial parton cross sections due to the fragmentation process, the transformation of
partons into hadrons (hadronisation) and the possibility of an underlying event.
Underlying event is the name for processes where in addition to the hard scattering,
soft interactions between partons of the initial state hadrons are present and hence
a multiple interaction occurs. The definition of the cross section avoids these sensi-
tivities when enforcing the conditions below, which have been developed in previous

analyses [28, 29, 67, 68, 69] and in theoretical discussions [58, 61, 63, 64, 65].

The required conditions on the dijet photoproduction events for the determination
of the cross sections are;

e There have to be at least two jets in the event. The transverse energies E%et of
the two highest transverse E%Et jets have to be greater than 11 GeV. It was shown
in a previous analysis [67] that the experimental measured dijet cross sections
agree within errors with the NLO QCD calculations under this condition, while
for lower transverse energies the measured cross sections were significantly above
the calculations when 2979 < 0.75. Comparing the required minimum E3 with
a similar analysis using E3¢ > 6 GeV, the E4* increase results in a harder scale

suitable for pQCD calculations. In addition, the neglect of masses becomes less
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important.

The phase space is selected using two different minimum E%et values for the
highest ( in the following also denoted leading or first jet) and second high-
est transverse energy jet, E7cading > 14 GeV and Ersecond > 11 GeV. This is
referred to as an asymmetric cut and improves the stability of NLO QCD cal-
culations in the case that both jets just meet the minimum transverse energy
criteria. A symmetric cut, if applied the same way in the theoretical calculations,
would inhibit the emission of gluons from the higher order diagrams in the low
transverse energy phase space, resﬁlting in differences in the cross sections when

compared to data which includes process to all order.

e The jets are defined using the longitudinally invariant kr-clustering algorithm

in the inclusive mode to avoid the problems discussed in section 2.2.

e The differential cross sections as a function of the pseudorapidity of the two

highest transverse energy jets are symmetrised with respect to this variable.
While in leading order processes the transverse energies of the jets are equal,
in next-to-leading order the jets do not balance any more. The equality in the
transverse jet energies is approached in events where one of the partons is soft.
Hence the assignment of which jet is the hardest depends on the soft partons of
the events and is not infrared safe. By symmetrisation of the cross sections in 7,
by interchanging the 1 values of the dijet system, effectively counting each event

twice, this problem can be overcome [70].

e The two jets fulfilling the above criteria are required to have pseudorapidities

in the range of —1 to +2.4. While the lower limit is due to a lack of events in

the backward direction, the upper limit is dictated from the detector geometry
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and trigger used in this analysis and will be discussed in detail later. Using the

OBS and xOBS

o 5 given in equation 2.4 and equation 2.6

definition of the variables z
and the limits on E%et and 7% one can calculate the minimum and maximum
fractional momentum at which partons of the photons and partons of the proton
can be probed. The range for 977 lies between 51072 and 1, while the range
for z959 is nominally from 107 to 1. The bulk of the #3”% is predominantly in

z()) BS given

the range from 1072 to 10! as can be deduced from the definition of z
in 2.6, the fact that the cross sections fall steeply as function of increasing Ep of
the jets and the used 7 range. In this region the parton densities of the proton
are precisely measured and well constrained by measurements of the structure

function FY in deep inelastic ep scattering.

e The kinematic region is taken to be Q% < 1 GeV? and 0.20 < y < 0.85. The
limitation in the kinematic range y is caused by the DIS background as will be

described in 6.3.

The dijet photoproduction cross sections determined are the differential cross sec-
tion in pseudorapidity 7, do/dn, the differential cross section in the highest trans-
verse jet energy Ex®™  do/dEX®*™  the differential cross section in the angle
determined in the dijet center-of-mass 6*, do/d|cos§*|, and the differential cross
section in the fractional momentum x?BS , do/ d:c,?BS . The cross sections will be

given for two separate regions in z9°°, a resolved enhanced sample with the re-

’(Y)BS
quirement 0 < x?BS < 0.75 and a direct enhanced sample with 0.75 < x?BS < 1.
The resolved enhanced sample clearly depends more strongly on the photon parton
densities and can be used to study these, while the direct enhanced sample is used

to test the pQCD features of the calculations.
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2.5 Theoretical Uncertainties

Uncertainties in the comparison of measured cross sections to next-to-leading order
predictions arise from two main sources. The first are uncertainties within the
calculations itself, the second arise from the determination of corrections factors
for the effects of hadronisation, which will introduce some dependence on the event

generator used.

2.5.1 Intrinsic NLO Uncertainties

In performing perturbative calculations to a given order, uncertainties remain which
are due to the missing higher orders. To get an estimate on the size of these con-
tributions, the dependence of the calculated expressions on the renormalisation and
factorisation scales is studied. The dependence of the cross sections on the variation
of the scales within a physical meaningful range is then used to estimate the higher
order contributions. The scale dependence for the presented cross sections was found
to be less than 15% for a variation of the renormalisation and factorisation scales

between half and twice the nominal value.

2.5.2 Parton Densities Uncertainties

The numerical NLO calculations have the parton density functions of the proton
and the photon as inputs. The latter are not well constrained over the probed range

and are the focus of the analysis presented and so are not discussed here.

OBS
of zy

In contrast, the parton density functions of the proton are well constrained from

measurements of the structure function F¥ in deep inelastic scattering. The remain-
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Figure 2.2: FEzamples for dijet photoproduction cross sections, calculated
in NLO QCD using the MRST central, high and low gluon parametrisation
of the proton structure. Shown are the cross sections for the full z9%% range

and for a region with x9%% > 0.75. Taken from [71].

ing uncertainty originates from the knowledge of the gluon density of the proton.
Their dependence on the calculated cross sections has been studied in [71]. Using
different gluon parametrisations from the MRST group with high, central and low
gluon density for the high x range (greater than 0.2) in the NLO calculations, the
variations of the cross sections have been studied. It was found in all comparisons
that the variations due to the choice of the gluon density were less than 6 %. Fig-
ure 2.2 shows examples for the variations of the cross sections as function of the

chosen parametrisation.

2.5.3 Hadronisation Uncertainties

While the NLO calculations are performed with partons, the measured cross sec-

tions will only be corrected for detector effects, hence the corrected measured cross
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sections are those for jets of hadrons. To close the gap between hadrons and partons,
the influence on the cross sections coming from the fragmentation and hadronisation
process has been studied using two different models to describe the fragmentation
process. Details about the models used can be found in chapter 4. The resulting
differences in the parton and hadron cross sections were found to be less than 10% in
most of the kinematic regions. The only exceptions were events with one or more jets
in the very backward region of this analysis (77 < —0.5), where the hadron cross
sections were found to decrease by up to 40% due to fragmentation effects [66]. A
comparable study was performed in [72] using a similar approach for the remaining

fragmentation uncertainties.



Chapter 3

HERA and the ZEUS Detector

3.1 HERA

The Hadron Elektron Ring Anlage (HERA) is an electron!-proton (ep) collider lo-
cated at the Deutsches Elektronen Synchrotron (DESY) site in Hamburg, Germany.
A sketch of the layout of the collider is given in figure 3.1.

The HERA ring is approximately circular with a circumference of 6.34 km and a
tunnel diameter of 5.6 m, located 10-25 m underground. The electron and proton
beams are stored in separate synchrotron rings. Four experimental areas are dis-
tributed along the ring. In two of them (North and South Halls), housing the general
purpose detectors H1 and ZEUS, the beams intersect head on. The remaining two
areas (East and West Halls) are used by the fixed target experiments HERMES
and HERA-B. HERMES is currently designed to examine the spin structure of the

proton by scattering longitudinally polarised electrons off stationary polarised tar-

! Unless otherwise stated the term electron refers to electrons and positrons throughout the text.

43



44 CHAPTER 3. HERA AND THE ZEUS DETECTOR

40 GeV
protons

14 GeV Hall
electrons

Figure 3.1: The layout of the ep collider facility at DESY. The main collider
ring, HERA, and the preaccelerator systems are shown. ZEUS s situated in
the South Hall.

gets (hydrogen, deuterium or helium) and hence uses only the electron beam while
HERA-B investigates CP violation in the B°B° system by scattering beam halo pro-
tons off wire targets. The nominal design values for the beam energies are 30 GeV
for the electron and 820 GeV for the proton beams resulting in a center-of-mass
energy of \/s = 314 GeV. HERA was commissioned in 1991 with the first ep colli-
sions observed by ZEUS and H1 in the spring of 1992. Table 3.1 summarises the
design values of HERA. After an initial period of electron-proton collisions it was
decided to switch to positron-proton collision mode. This was motivated by the

short lifetime and limited current of the electron beam caused by interactions with
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HERA Parameters electron proton
Nominal Energy (GeV) 30(27.5) | 820(920)
Luminosity (cm™2s71) 1.5 - 103
Circumference (m) 6336
Magnetic Field (T) 0.165 4.65
Energy Range (GeV) 10-33 | 300-820(920)
Injection Energy (GeV) 14 40
Circulating Current (mA) 58 163
Number of Colliding Bunches 220

Time between Crossings (ns) 96
Horizontal Beam Size o, (mm) 0.26 0.29
Vertical Beam Size o, (mm) 0.07 0.07
Longitudinal Beam Size o, (cm) 0.8 11
z-Vertex width o,_verter (cm) 6

Filling Time (hours) 0.25 0.3
Life Time (hours) 8 100

Table 3.1: Design values for the main HERA parameters. In parenthesis
are the current values for the energies of the beams.

residual positively charged dust particles in the beam pipe. Starting from 1994 and
up to 1997 HERA collided 820 GeV protons and 27.5 GeV positrons, yielding a
center-of-mass energy /s &~ 300 GeV. In 1998, the proton beam energy was raised
to 920 GeV, resulting in a center-of-mass energy of /s =~ 318 GeV .

The acceleration process of the beams is divided into several stages using older
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Year | L(e7p) (pb~!) | L(eTp) (pb~! | Ee (GeV) | E, (GeV)
1992 0.03 - 26.7 820
1993 1.1 - 26.7 820
1994 1.1 5.1 27.5 820
1995 - 12.3 27.5 820
1996 - 17.2 27.5 820
1997 - 36.4 27.5 820
1998 8.1 - 27.5 920
1999 17.1 28.5 27.5 920
2000 - 66.4 27.5 920
Table 3.2: OQuerview of the integrated delivered luminosity by HERA from

1992 to 2000. Given are the values split into e”p and e*p luminosity and the
used beam energies.

machines which already existed at DESY. Electrons from a 220 MeV and a 450 MeV
linear accelerator, LINAC II and LINAC III, are injected into the DESY II syn-
chrotron. There they are accelerated to 7.5 GeV and injected into the Positron
Electron Tandem Ring Accelerator PETRA | accelerated further up to 14 GeV and
then injected into HERA. Inside HERA they reach their final operating energy of
27.5 GeV. The average lifetime of the electron is about eight hours, after which
the electron beam is usually dumped and refilled to achieve high luminosities. The
protons start off as negatively charged hydrogen ions. Using a 50 MeV linear ac-
celerator their electrons are stripped off and the protons are injected into a small
proton synchrotron. Here they are accelerated up to 7.5 GeV before being injected
into PETRA. About 70 bunches are accumulated in PETRA and accelerated to
40 GeV before being transferred to HERA where they reach their final energy of
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820(920) GeV. To reach the high field strength needed to bend the proton beam,
superconducting magnets are used which operate at 4 K and produce a magnetic

field of 4.7 T.

The particle beams in HERA consist of packets of 96 ns spaced particle bunches
up to a maximum of 210 packets. Some of the electron and proton bunches are not
paired. These pairs are used to monitor the rate of events caused by background
due to cosmic rays and beam-gas interactions. In 1996 and 1997, 174 ep and 21
unpaired positron and proton bunches were used. Using the background rate as
determined by these unpaired bunches one can perform a background subtraction
in the experimental determination of a cross sections. For this thesis the expected
beam gas background being significantly smaller than the statistical error caused no

problem and hence no background subtraction was performed.

Table 3.2 summarises the lepton type and beam energies used by HERA as well
as the overall performance of HERA since the startup in 1992 in terms of integrated

delivered luminosity.

3.2 ZEUS Detector

The variety of possible physics processes to be studied at HERA places strong re-
quirements on the ZEUS detector. The experiment has to be able to precisely
measure and detect expected known ep interactions as well as enable the search
for new processes by identification of the decay products of these reactions. To
reconstruct physics events, accurate measurements of the energies, momenta and
trajectories of the final state particles are required. The energies of the particles

should be measured with an excellent resolution independent of the charge or type
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of particle. A fine segmentation of the apparatus is needed to provide good angular
resolution. The detector should cover the whole solid angle in order to have the
possibility to measure all particles of interest. The imbalance in the beam energies
leads to higher particle fluxes in the direction of the proton, which also has to be
considered. To fulfill these requirements, a number of different types of detector are
used. The components most significant to this analysis will be discussed in more

detail later. For an in-depth description of the ZEUS detector, see [73].

A view of the longitudinal cross section of the ZEUS detector is shown in fig-
ure 3.2. The origin of the right-handed ZEUS coordinate system is taken as the
nominal interaction point. The positive z-axis points in the proton beam direction,
the z-axis into the center of the HERA ring and the y-axis upwards. Polar angles
6 are measured with respect to the proton direction and azimuthal angles ¢ with

respect to the z-axis in the zy-plane.

According to the trajectory of a particle from the nominal interaction point out-

wards, the following detector components are traversed.

The innermost detector used to be the vertex detector taken out at the end
of the 1995 data-taking period. During the shutdown for the HERA luminosity
upgrade in 2000-2001 a silicon microvertex detector has been installed to improve
the vertex and track finding performance. Next are the tracking devices called the
central tracking detector (CTD) the forward detector and the rear tracking detector.
The forward detector consists of the forward tracking detector and the transition
radiation detector. During the HERA luminosity upgrade programme, the transition
radiation detector has been replaced by a new component, the straw tube tracker.
In the rear direction, the small angle rear tracking detector (SRTD) was installed to

improve the position measurement for particles, particularly the scattered electron,
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Figure 3.2: The layout of the ZEUS detector

in this direction. The tracking devices are surrounded by a superconducting solenoid

magnet providing a magnetic field up to 1.8 T, currently operated at 1.4 T.

The main calorimeter, used for the measurement of particle energies, surrounds
the solenoid. It is divided into forward, barrel and rear calorimeter sections (FCAL,
BCAL, RCAL). Implemented in the RCAL and FCAL at a depth of 3 radiation
lengths is the hadron electron separator (HES), consisting of silicon diodes. The
purpose of the HES is to discriminate between electromagnetic and hadronic parti-
cles by measurement of shower profiles at a specific depth. In front of the different
calorimeter sections are presampler detectors which measure shower multiplicities
of particles initiated by interactions with material in front of the calorimeter. The

main calorimeter is enclosed by a backing calorimeter built in the field return yoke

structure.
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Surrounding the calorimeter and before the iron yoke, muon identification cham-
bers are installed. Further muon chambers surround the iron yoke. The visible
asymmetry in the distribution of the detector components reflects the imbalance in

the beam energies.

To detect particles emerging with very small scattering angles with respect to
the beam directions, additional detectors are installed downstream of the electron
and proton direction. The luminosity monitor (LUMI) and beam-pipe calorimeter
are in the direction of the electron beam and measure low angle scattered electrons.
The luminosity monitor additionally measures photons which are used to determine
the HERA luminosity. In the opposite direction, the leading proton spectrometer
and the forward neutron calorimeter measure energetic protons and neutrons, re-
spectively. To improve the position resolution of hadronic showers two layers of
scintillator strips were implemented in the forward neutron calorimeter in 1998 at
a depth of 1 interaction length, replacing one lead and one scintillator layer. Addi-
tional components needed for the rejection of background events are the C5 counter
(C5) and the veto wall. The C5 is located 3.15 m in negative z-direction along the
beam line and measures the timing of the positron and proton bunches. The tim-
ing information of the C5 signal is used to reject beam-gas interactions produced
downstream in the proton direction. The veto wall is a protective shield stopping
particles in the beam halo which accompanies the proton beam from entering the
main detector. In the following, only the three components, CTD, CAL and LUMI,

relevant to the analysis presented in this thesis will be discussed in more detail.
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Figure 3.3: A cross sectional view of a part of the CTD showing the wires
of the different superlayers

3.2.1 The Central Tracking Detector

The CTD measures the trajectories and momenta of charged particles [74]. It is a
cylindrical drift chamber of 205 c¢cm in length, with an inner radius of 18.2 cm and
an outer radius of 79.4 cm. A cross section view of the CTD is given in figure 3.3.
It is divided into 9 layers called superlayers with further division into drift cells
of eight sense wires each. The total number of sense wires is 4608 covering polar
angles in the range from 15° to 164°. The odd numbered superlayers are called axial
superlayers and have wires parallel to the z-axis; the even numbered superlayers
are called stereo superlayers and have a small stereo angle of alternating £5° with
respect to the z-axis. The stereo angle is chosen as such to give approximately
the same resolution in polar and azimuthal angles. The stereo angle allows the
measurement, of the z-coordinate of tracks with a resolution of 1.4 mm. Sense wires

in superlayers one, three and five are read out on both sides. The time difference of
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the two signals gives a fast? zmeasurement called z-by-timing with a resolution of

3 cm which can be used to trigger events.

Charged particles penetrating the CTD ionise the gas molecules of the filled
chamber. The gas composition is 85% argon, 13% carbon dioxide and 2% ethane
bubbled through ethanol. The ionisation electrons drift along the electric field and
collect at the sense wires resulting in a pulse which is read out at the end of the wire.
Pulses exceeding a given threshold are considered hits. The hit pattern and the drift
times are used to reconstruct the path of charged particles. The resolution in the
hit measurement is about 230 pwm in r — ¢. The measurement of the curvature of the
tracks in the magnetic field of the solenoid can be used to determine the transverse
momenta pr of the particles, which combined with the polar angle measurement
allows the determination of the particle momenta. The resolution of the transverse
momentum measurement for particles of momenta greater than 150 MeV passing

all nine superlayers is

0.0014
Ier _ 0.0065 @ 0.0058p; ® , (3.1)
pT pT

with pr given in GeV/c. The first term is the main statistical term, the second term
originates from the geometrical resolution of the hits and the last term arises from

multiple Coulomb scattering.

3.2.2 The Calorimeter

To reconstruct the full event, the measurement of the energy of all particles, charged

or neutral, is needed. For neutral particles and for charged particles with high trans-

% to use the stereo zmeasurement, a 3D reconstruction is needed which is only done during the

reprocessing of the data offline
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verse momenta or small polar angle (i.e. eluding the CTD), the energy measurement
is performed using the calorimeter [75]. The calorimeter absorbs energy and trans-

forms a fraction of it into light.

The energy loss in material can be classified into different types depending on
the nature of the incident particle. High-energy electrons lose energy predomi-
nantly by photon radiation in the electromagnetic field of the nuclei, a process called
bremsstrahlung and high-energy photons do so principally by ete™ pair production.
The mean distance over which the initial energy of the electron falls by a factor 1/e
by bremsstrahlung is called the radiation length X,. The mean free path length A°
for energetic photons before conversion is related to the radiation length X, with
AC = %XO. Through these two processes a cascade of secondary electrons and pho-
tons is initiated. Eventually the electron energies fall below the critical energy at
which the cross section for ionisation becomes about the same as the bremsstrahlung
cross section and the energy is then predominantly dissipated by ionisation and nu-
clear excitation at which point the cascade rapidly collapses. Low-energy photons
lose energy predominately by the photoelectric effect with additional contributions
due to Compton scattering, Rayleigh scattering and photonuclear absorption. For
heavier charged particles the energy loss is primarily by ionisation and the mean

rate of energy loss is given by the Bethe-Bloch equation [76].

Hadronic particles interact with the nuclei producing more secondary hadrons
or causing a nuclear decay. These secondary hadrons initiate a hadronic cascade
of particles with a longer longitudinal and broader transverse profile than in the
electromagnetic cascade. For the typical interaction length X\ the following approxi-
mation A & 25 X, holds for the ZEUS Calorimeter. A hadronic shower also contains

an electromagnetic part mainly due to the production of 7® mesons decaying to pho-
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tons.

An important entity is the e/h ratio which is the ratio of the measured energy in
the calorimeter for electrons and hadrons entering with the same initial energy. The
large fluctuations in the ratio of electromagnetic to hadronic components in hadronic
showers would result in a large uncertainty of the calorimeter energy measurement if
this e/h ratio is not 1 or close to 1. The ZEUS calorimeter overcomes this problem
by use of a compensation technique. The absorber material is depleted uranium
U%% interleaved with hydrogenous scintillating material (SCSN-38) which samples
the shower activity. Extra energy released by fast neutrons originating from fission
processes of the U?3® and neutron-proton scattering processes compensate for energy
losses due to nuclear breakups. The thickness of the absorber and scintillator foils
is chosen in a way to obtain equal energy response to electromagnetic and hadronic
showers within 1-2%. Hence the e/h ratio is given by e/h = 1.00 £ 0.02 for energies
greater then 3 GeV. The relative energy resolution obtained by this compensation

method is given by

1
% = % @ 0.01 for electrons, (3.2)
% = 9—\/3—1_? @ 0.02 for hadrons, (3.3)

as seen in test beam measurements [77] where the energy is given in GeV. While
the first term given in the equation above originates from the statistical nature of
the energy deposition, the second term reflects the limit in the resolution due to the

e/h ratio.

The main ZEUS calorimeter is divided into three components FCAL, BCAL
and RCAL with small overlapping regions. The geometrical setup is such that
it covers 99.7% of the total solid angle. The polar angle regions covered by the
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Figure 3.4: A sketch of a FCAL module

three components are 2.6° < 6 < 39.9° (FCAL), 36.7° < 6 < 129.1° (BCAL) and
128.1° < § < 176.5° (RCAL) corresponding to pseudorapidity® ranges of 3.95 <
n < 1.01 (FCAL), 1.10 < < —0.74 (BCAL) and —0.72 < 5 < —3.49 (RCAL).
The components are divided vertically (FCAL, RCAL) or radially (BCAL) into
segments known as modules. A FCAL module is shown in figure 3.4. The F/RCAL
modules are subdivided into towers with 20 x 20 cm? surface area. Each tower is
longitudinal segmented into an inner electromagnetic (EMC) and two outer hadronic
(HAC1/HAC2) towers. In the RCAL only one hadronic tower exists. The depth of
the EMC tower is about one interaction length A while the HAC towers are about

3 Pseudorapidity 7 is defined as p = —In (tan (g))
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3-6 ) deep. The variation in the thickness of the hadronic calorimeter is governed by
the expected flux of high energy particles, such that the HAC calorimeter is 6 A in the
FCAL and 3 A in the RCAL. The position resolution in the calorimeter is determined
by the area size of calorimeter cells being read out. Since electromagnetic showers
are transversely very collimated, a finer granularity can be chosen. The typical cell
area for an EMC cell is 5 x 20 cm?. The broader hadronic showers lead to larger
HAC sizes of 20 x 20 cm?. A total of 5918 cells are read out. The BCAL is set up
similar to the F/RCAL but with a projective geometry. The light emerging from the
scintillator travels by internal reflection to the sides of the cells where wavelength
shifting light guides are connected to photomultiplier tubes (PMT) . Each cell is read
out by two photomultipliers for redundancy and improved position determination.
The short rise time of the PMT signal allows a good time measurement with a

resolution better than 1 ns for particle energies above 4.5 GeV.

The uranium noise (UNO), the natural radioactivity from the uranium, gives
a permanent current from the PMTs which is used to monitor and calibrate con-
tinuously the photomultiplier gain to a precision of about 0.2%. Using the signal
integrated over 20 ms and comparing the result to test beam measurements an ab-
solute calibration of the energy scale can be performed over the whole life time of

ZEUS.

The overall design of the ZEUS calorimeter is optimised to hadronic energy mea-
surements with the goal to get the best possible measurement of jets over the whole
angular range. In contrast to this, the calorimeter design of the H1 collaboration
focuses on the reconstruction of electrons and muons. The H1 main calorimeter is a
liquid argon sampling calorimeter using lead plates as absorber. Its energy resolu-

tion is stated as o,/E ~ 0.12/v/E®0.01 (where E is given in GeV) for electrons and
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on/E ~ 0.50/v/E & 0.02 for hadrons. The granularity is significantly better than
for the ZEUS calorimeter with typical cell area sizes of 10 cm? for the electromag-
netic cells and 50 cm? for the hadronic cells. The worse resolution of the hadronic
energy measurement compared to ZEUS originates in the lack of a intrinsic compen-
sation method. H1 applies an offline shower profile based compensation algorithm
to overcome part of this problem. In addition to this, the absolute calorimeter en-
ergy scale cannot be determined within the data taking environment but has to
be retrieved by calibration methods which either rely on physics processes to be
measured (the peak of the scattered electron energy distribution) or using external

radioactive sources when the detector is not taking data.

The better energy resolution of the ZEUS calorimeter when compared to the
H1 calorimeter allows for a better reconstruction of events with a high-energetic
neutrino. Due to the nature of the neutrino, these events are identified by a large
amount of missing transverse momentum. Obviously a better energy resolution leads

to better distinction of events with and without a high-energetic neutrino.

3.2.3 The Luminosity Measurement

The luminosity in ZEUS is measured using the electron-proton bremsstrahlung or
Bethe-Heitler process ep — epry [78]. The cross section of this process is known to

a high precision and is given by

do E' E E' 2 AF E.FE' 1
—_— = 4 . 2 e e —e ___ 1 P e"e _ 3.4
& = et (Eé + 3) (nMpmeE7 2), (3.4

using the following definitions: fine structure constant c., classical electron radius

Te, energy of the photon E,, energy of the incoming and scattered electrons F. and
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E., respectively, energy of the proton E, and masses of the proton and electron M,

and m,, respectively.

The luminosity monitor [79] consists of a photon calorimeter and an electron
calorimeter in the direction of the electron beam as shown in figure 3.5. The lumi-
nosity is determined from the rate of photons R, above a certain threshold, Ef/h, in

the photon calorimeter and the known bremsstrahlung cross section;

R, (E, > E)

OTep—epy (E7 > Efyh) ,

(3.5)

With Tep_sepy (EW > Efyh) being the cross section for photons with energy above the

energy threshold. The photon calorimeter is a lead-scintillator sampling calorime-
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Figure 3.5: A sketch of the luminosity monitor

ter with a carbon filter of one radiation length in front to protect it from direct
synchrotron radiation. A presampler in front of the carbon filter is used to correct
the measured energies for losses in dead material. The precision achieved for the

luminosity measurement was 1.1% in 1996 and 1.8% in 1997.
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Figure 3.6: Layout of the ZEUS trigger and data acquisition chain. The
actual event rate after the FLT is about 1 kHz, after the SLT about 60 Hz
and after the TLT about 10 Hz. The word offline tape stands for the disk
mentioned in the text.

The majority of events which cause signals in the detectors originate from back-
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grounds to the ep collisions of interest. Sources of these are synchrotron radiation by
the electron beams, bremsstrahlung of electrons in the beam pipe due to the beam
gas particles, halo muons originating from the decay of pions produced in collisions
of beam particles with the residual beam gas or with the beam pipe and cosmic
ray initiated events. The dominant contribution is the proton-beam gas process.
Since the amount of information for an event to be stored is of the order of 100 kB
there are physical limitations on the number of events from the available space on
storage devices and from the output frequency to disk of the acquisition system. At
ZEUS, the data acquisition system can write events to disk at a rate of up to 10 Hz.
To cope with these limitations and to keep only interesting events a trigger system
was set up which is used to discriminate against background and the bulk of low
@Q? events. A layout of the trigger system is given in figure 3.6. Since individual
components have signal times which are much longer than the bunch crossing time
of 96 ns and hence cannot be part of a trigger decision within this time, a pipeline
system has to be used. The ZEUS trigger system has a three-level pipelined trigger
system. It consists of the first level trigger (FLT) using fast electronics mounted on
the detector, the second level trigger (SLT) using parallel transputer computations
on intermediate event information and the third level trigger (TLT) which performs
an almost full event reconstruction and makes the final trigger decision. The com-
munication between second and third level trigger takes place via an intermediate

data collection system (Event Builder) with input from all detector components.

3.2.4.1 First Level Trigger

HERA operates at 10.4 MHz, resulting in a bunch crossing each 96 ns. For 52 bunch

crossings, all data are stored in a pipeline at any time, clocked at 96 ns, hence with
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a depth of about 5 us while the first level trigger calculations are performed and the
first level trigger signal is propagating back to the component. The component’s
FLT’s calculate event observables such as local energy sums, track matching in the
r — z plane and timing information. Each component completes its internal trigger
calculations and passes information for a particular crossing to the Global First
Level Trigger (GFLT) between 1.0 and 2.5 us after the crossing occurred. The GFLT
calculations take about 20 crossings additional time after receiving information from
the individual components. The GFLT decision is issued exactly 46 crossings, or
4.4 ps after the crossing that produced it. If a decision to accept is not issued for a
crossing, the event is discarded. Otherwise the pipelines are stopped and the data is
moved to the event buffer of the second level trigger and to the component second
level triggers. The FLT cuts significantly on the beam gas and cosmic interactions
rate by using energy sum thresholds in the different regions of the CAL and CTD
z-by-timing information for the determination of the z-vertex of events. Using the
C5 FLT timing information and the veto wall FLT coincidence signal halo muons
and beam gas interactions can be further reduced. It is predominantly these timing
cuts which reduce the FLT rate from an input of the order of MHz to a maximum

output of ~ 1 kHz.

3.2.4.2 Second Level Trigger

Each component has a second level trigger which is a network of parallel processing
transputers connected to the global second level trigger. The data is again pipelined
with a smaller depth of 16 buffers due to the lower input rate. At this stage the
full information of the component is already digitised, leading to better precision

in the determination of tracks or energy sums, such as Ep or E — P, as explained
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in 5.6.4.2, compared to the FLT where only a small fraction of the signal was used
to determine these sums. A few milliseconds are available for the determination
of these quantities, which are then sent to the Global Second Level Trigger for a

decision. The maximum output rate of the SLT is 60 Hz.

3.2.4.3 Event Builder

The Global Second Level Trigger decision is not directly passed to the final third
level trigger but to the event builder. The event builder collects the data from
all ZEUS components and fills the standard data formats needed in the trigger
decision calculations of the TLT and for the data storage. Having gathered all the

information this block of data is then passed to one of the TLT processors.

3.2.4.4 Third Level Trigger

The third level trigger is a Silicon Graphics© computer farm which runs similar
selection algorithms as used by the offline analysis of the data. At this stage several
electron finding, jet finding and particle recognition algorithms are applied to the
data. If an event fulfills the criteria for a given algorithm an appropriate flag is set.
If at the end the events passes one of the physics criteria wanted the TLT issues
a trigger decision and writes the data to tape. The event rate is reduced to about

10 Hz.
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3.2.5 Offline Data Reconstruction

Data written to tape has to be reprocessed to apply the correct calibration con-
stants for the detector components which differ for different runs. In addition to
the calibration of the detector and the calculation of corrected signals, the recon-
struction software also performs the tracking, calorimeter clustering and electron

reconstruction, storing the information in the appropriate tables.

3.2.5.1 Tracking Reconstruction

The tracks as used in this analysis are based on the CTD information only. Com-
pared to the other ZEUS tracking devices, the CTD performance is significantly
better. The reconstruction for the CTD tracks starts with a pattern recognition
applied to the hits [80] with the seed taken from the outer hits. The pattern recog-
nition tries to fit a helix to the hits assuming a constant magnetic field using a five
parameter helix parametrisation. In a first step a fit is performed using the x — y
plane to determine the curvature and reference point in x,y for a circle. In the
second step the z coordinates are used to determine the § angle and z reference
point of the track. After the reconstruction of all possible tracks, these are used to
determine a primary vertex. Tracks associated with this vertex are refitted using
the additional vertex information. The overall efficiency to reconstruct tracks for
charged particles is of the order of 95% for particles with transverse momentum

larger than 0.2 GeV/c.
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3.2.5.2 Calorimeter Reconstruction

The raw calorimeter data as stored is unpacked and calibrated using the calibra-
tion constants retrieved in test runs. Within these test runs, which are performed
on a daily basis, the uranium noise signal is monitored and used to calibrate the
calorimeter. Since the reconstruction of the calorimeter energies plays a key role in

this analysis the detailed description is discussed separately in chapter 5.



Chapter 4

Monte Carlo Simulation

4.1 Monte Carlo Overview

Measurements performed with the ZEUS detector have to be corrected for accep-
tance and resolution effects due to the detector and the trigger systems. These
effects have to be understood in order to extract detector independent experimental
results and to estimate the related experimental uncertainties. The complex setup
of the ZEUS detector with its many different components makes it impossible to
calculate the acceptance and the resolution for given quantities from first principles
based on the geometrical and internal structure of the detector. Instead a well es-
tablished probabilistic method called Monte Carlo (MC) is used as in all high energy

physics experiments.

The Monte Carlo method can be split into two main parts. The first part is the
generation of an event starting from the initial scattering process and ending with

the generation of the final state hadrons, performed by event generator programs.

65



66 CHAPTER 4. MONTE CARLO SIMULATION

The second part is the complete simulation of the effects of the produced hadrons

in the detector, its readout system and the offline event reconstruction.

Event generators are capable of the simulation of physics events under investi-
gation. These programs, as used in this photoproduction analysis, are based on
leading order perturbative QCD matrix element calculations to simulate the hard
subprocess. The non-perturbative parts of the event generation such as the forma-
tion of final state hadrons (hadronisation) or the fragmentation into more than two
partons are produced using phenomenological models. The simulation of the detec-
tor response in the second part is done by passing the final state particles through
a simulation of the ZEUS detector. The MOZART [73] software package, based on
the GEANT 3.13 [81] program package from the CERN software group, contains
a detailed database of the geometry and composition of all detector components.
Using this information, each particle is traced trough the detector and its energy
loss, tracking hits, decay interactions etc., are simulated and recorded. Part of the
detector simulation is ZGANA [82], a program package to simulate the trigger de-
cision and ZEPHYR, a program package which is the full offline reconstruction on

the events.

The analysis as presented here uses two MC event generators for the simulation
of the basic photoproduction physics processes, HERWIG 5.9 [83] and PYTHIA
6.1 [84]. Also used are the ARIADNE [85] Monte Carlo and HERWIG 5.9 for
the simulation of deep inelastic scattering processes needed for the determination
of the energy correction method which will be described in 5.6. The ARIADNE
MC is only an hadronisation program and hence has to be used in connection with
an event generator which was taken here to be DJANGO 1.1, an interface of the

LEPTO 6.5 [86] event generator to HERACLES 4.6 [87], which performs radiative
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corrections. The ARIADNE model uses the same hadronisation model as PYTHIA.
The reason not to use PYTHIA itself for the creation of DIS events for the correction

method is its insufficient description of DIS events when compared to ZEUS data.

4.2 The HERWIG Event Generator

The HERWIG event generator is used in this analysis as the main MC. The program
uses NLO matrix elements for the calculation of the photon flux from the electron
beam in the case of direct photoproduction of order O (aa;) (LO) and the equivalent
photon approximation for resolved photoproduction. The hard parton scattering
process is simulated using leading order QCD matrix elements. The final and initial
partons go through a process of showering producing more partons by emission of
additional partons, governed by the DGLAP equations as explained in section 1.3.3.
The emitted partons are ordered by their opening angle, thus incorporating effects
due to the coherence of multiple parton emission. However, interference terms be-
tween the initial and final state showers are neglected. The parton shower stops
when the virtuality of the parton reaches the cut-off value of Qg ~ 1 GeV which is
about the scale at which the transition between perturbative and non-perturbative
QCD occurs. The initial parton showers which evolve from the initial hadron to the
partons of the hard scattering are created by backward evolution. The final state
partons after the parton shower are combined into hadrons using a non-perturbative
model called the cluster model. The model groups partons into colourless hadrons
by splitting any gluon in the final state parton shower into ¢q pairs and recombin-
ing the quarks into clusters using the colour connections produced with the parton

showers and the branching history. Each cluster is then decayed into two hadrons
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or the lightest hadron for its flavour in the case of missing mass. The last step is to
simulate the decay of unstable hadrons. The factorisation scale used in the Monte

Carlo is given by

9 2stu

—_ 4.1
H §2 4+ 12 4+ 42’ (1)

where s, ¢ and u are the Mandelstam variables. Any resulting cross section has diver-
gences as the transverse momentum of the outgoing partons goes to zero, p% — 0.
The events were therefore generated requiring a minimum transverse momentum,

PP as will be detailed later in section 4.5.

4.3 The PYTHIA Event Generator

The PYTHIA event generator shares conceptually many features with HERWIG. It
is a general purpose event generator capable of simulating various physics processes
in pp,ete” and ep collisions. It originates from the program JETSET [88] for the
hadronic production in the ete™ annihilation process. The main differences com-
pared to HERWIG are the generation of the photon spectrum, the different choice of
the factorisation scale 2 and the fragmentation model used. The photon spectrum
for photoproduction events is generated using the Weizsacker-Williams approxima-
tion [90] for both direct and resolved processes. The factorisation scale, u?, used is

given by the transverse mass m2 of the outgoing partons

1
3 (mf + Pgu +mj + pg’,z) (4.2)

2 _ 2
bp = My

The parton showering differs from the QCD cascade model as used in HERWIG.
Instead of treating the partons as independent emitters, the gluon bremsstrahlung is

described in terms of radiation from colour dipoles between partons, thus naturally
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incorporating QCD coherence effects, the model is hence named the Colour Dipole
Model [91, 92, 93, 94]. The fragmentation model used for the hadronisation is the
Lund string fragmentation model [95] which is based on the simple assumption that

the potential between quark and antiquark is proportional to the separation r of the
qq pair,

é(r) = kr (4.3)

where k &~ 1 GeV/fm denotes the mass density per unit length. The “string”
potential between the ¢¢ pair has a narrow transverse dimension of roughly the size
of a hadron. The moving apart of the ¢q pair causes an increase in the energy stored
in the string until it exceeds the threshold energy for the creation of another ¢g pair.
The system is then split into two new strings. The direction of the strings is the
direction of the original parton with a transverse smearing of the order of a hadron
mass. Reaching a low enough invariant mass, the ¢¢ pair forms a hadron otherwise

the process is repeated. Unstable hadrons are decayed as in HERWIG.

In addition to the above mentioned differences, the PYTHIA event generator
was used in a mode allowing for multiple interactions (MI). Multiple interactions
allow for more than one parton from each beam particle to interact within the same
event. Figure 4.1 shows an example for a multiple interactions event. Since the
direct process in photoproduction has no parton component inside the initial photon
this can only occur for resolved photoproduction processes. Multiple interactions
cause extra soft (i.e. low transverse energy ) particles to be added between the
photon remnant and the proton. With the center-of-mass frame moving forward
with respect to the detector rest frame and the soft nature of the additional particles,
the energy deposits tend to be distributed in the forward direction of the detector.

In the reconstruction of the energies of the jets originating from the hard scattering
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photon remnant

proton remnant
Figure 4.1: An example of multiple interactions in vyp collision

partons, this extra energy causes a bias. This is especially pronounced in the forward
direction and causes the jets from the hard scattering process to become too energetic
when comparing the jet energy to the energy of the outgoing partons. The effect is
to increase any jet cross sections with a minimum FE7p cut especially in the forward
direction. The improvement in the description of the energy flows around jets found
in photoproduction events, particularly in the forward direction, might be a first sign
of the possible presence of multiple interactions in dijet photoproduction (Q* =~ 0)
as reported by the ZEUS experiment [67]. The introduction of the MI for PYTHIA
is motivated by work published in [96], where the event generator was tuned using
a x*-fit to the available photoproduction data. The free parameters within the fits
were the photon structure function, the underlying event i.e. MI. and the pf*" of
the processes. In the high-FEr dijet analysis using the 1995 data and the same Ep
cut criteria [97], it was shown that except at low 5% the introduction of MI in the

Monte Carlo event generator is not needed to describe the energy flow in dijet events
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as seen in the data. Since the agreement in the overall description of the data using
HERWIG is good, (see section 6.4.1), and the creation of additional Monte Carlo
samples limited within the collaboration, no attempt was made to study effects of

MI in HERWIG within this analysis.

4.4 DIS Monte Carlo Sample

In addition to the above mentioned photoproduction samples two sets of deep inelas-
tic scattering Monte Carlo samples with Q2. > 100 GeV? were used in the study
and the determination of the jet energy correction method as will be described in
detail in chapter 5. To incorporate the same fragmentation and hadronisation model
as the photoproduction Monte Carlo samples, HERWIG and ARIADNE [85] were
used for the generation of DIS events. HERWIG allows the creation of DIS events
by simply setting the appropriate switch to run in an ep mode. Anything after the

creation of the hard process proceeds as described above.

The ARIADNE QCD cascade is based on the Colour Dipole Model as in PYTHIA
hence this becomes the sample which will be used to determine the energy correction
functions for PYTHIA. The proton structure functions used were CTEQ-4D for
ARIADNE and GRV-HO for HERWIG. Since the PYTHIA sample was generated
without a @2, cut, it was used to study the DIS background for which the PYTHIA

Monte Carlo is good enough.
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4.5 Monte Carlo Samples

In order to minimise the number of events which have to be simulated by the CPU-
consuming detector simulation, the generation of the HERWIG and PYTHIA Monte
Carlo samples were filtered at the hadron-level of the event generation. Only events
fulfilling certain Ef*" requirements of the first and/or second jet of hadrons and a
/e < 3.5 condition were passed to the detector simulation. The given cuts reduce
significantly the number of events to simulate without introducing a bias for the

final event selection.

Furthermore, several samples using different E**" requirements were created to
enhance the number of events with high Ep jets without the need to create millions
of low Er dijet events. The E*" requirement had to be fulfilled by the first and
second highest E7 jets for the HERWIG sets 1, 2, 6, 7, 8 and 12 as given in table 4.1
while for the others only the highest Er jet had to pass this cut. For the PYTHIA
sets 1, 2, 4 and 5 (see table 4.2) the two highest Er jet had to fulfill the criteria

while again for set 3 and 6 only the highest Fr jet was demanded to pass the cut.

The different samples were then combined by using appropriate event weights
calculated by requiring a continuous and smooth distribution in Ep of the jets.
Figure 4.2 shows the effect of the reweighting on the Er spectrum of the highest Er

jet of the events passing the dijet cuts at the hadron-level.

The divergence of the cross section at low pr for the two outgoing scattering

partons made it necessary to require a variable pf**" cut on the partons which is

chosen in loose correlation with the EF*™™ cut of the sample created. In addition, all

but two (set 6 and set 12) of the HERWIG samples were restricted to have a Q2

maxr

cut of less than 4 GeV? while a separate higher Q2 sample was generated to study
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Herwig 5.9 | Process | o [nb] | Events | EF™ [GeV] | pF*™ [GeV] | Q2,,, [GeV]
Set 1 resolved | 14.41 | 117867 7 6 4
Set 2 resolved | 1.726 29798 11 6 4
Set 3 resolved | 0.247 19817 21 8 4
Set 4 resolved | 0.0353 9900 29 10 4
Set 5 resolved | 0.00445 | 4988 40 20 4
Set 6 resolved | 1.1275 | 9930 7 6 -

Set 7 direct 6.14 45976 7 6 4
Set 8 direct 1.177 29991 11 6 4
Set 9 direct 0.184 19833 21 8 4
Set 10 direct | 0.0375 | 9913 29 10 4
Set 11 direct | 0.00648 | 4924 40 20 4
Set 12 direct | 0.4760 | 9918 7 6
Table 4.1: List of generated HERWIG Monte Carlo samples used in this

analysis. The definitions of the variables are given in the text.

the dijet backgrounds originating from deep inelastic scattering. No Q2 ,, cut was

applied to the PYTHIA samples which made it possible to study the deep inelastic
scattering background using the same samples. Tables 4.1 and 4.2 list the Monte
Carlo samples used in this analysis with their cross sections, type of process, number

of events generated, EF™ and p**" requirements.

The proton and photon structure functions taken were of leading order. For
PYTHIA the parton density function for the photon was SaS-2D [98, 99] and for
the proton GRV-94 LO [100], which were seen to describe best the data in the
investigation mentioned above. The HERWIG sample was generated using CTEQ-
3 [101] as proton and GRV-G [102] as photon parton density function. The choice

of the proton structure function should not have a significant impact on the cross
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Pythia 5.7 | Process | o [nb] | Events | ER® [GeV] | pP" [GeV] | Q2. [GeV]
Set 1 resolved | 30.99 | 75227 6 3.5
Set 2 resolved | 6.187 | 39205 9 3.5
Set 3 resolved | 0.6258 | 14931 15 3.5
Set, 4 direct 18.31 | 76988 6 3.5
Set 5 direct | 4.878 | 44887 9 3.5
Set 6 direct | 0.6890 | 19784 15 3.5

Table 4.2: List of generated PYTHIA Monte Carlo samples used in this
analysis. The definitions of the variables are given in the text.

section considered since the analysis is performed in a range where the proton parton

density functions are experimentally well constrained.

4.5.1 Normalisation

The photoproduction Monte Carlos as described above are based only on LO calcu-
lations for the hard scattering process. The lack of higher order diagrams and the
incomplete understanding of the hadronisation process results in large uncertainties
in the calculations of cross sections for the absolute jet cross sections. To improve
the description of the data, the relative resolved and direct contributions in the
Monte Carlo samples are scaled. The scaling factors are determined by a fit to the
measured 99 distribution of the data shown in figure 6.14. The resulting scaling
factors for HERWIG (PYTHIA) are 1.785 (1.431) and 1.736 (1.160) for the direct
and resolved component, respectively. All comparisons to Monte Carlo will contain

these factors from now on.
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Figure 4.2: The effect of the event weighting on the Er spectrum. The upper
plot shows for the HERWIG Monte Carlo the number of events versus the Ep
of the highest Er jet for events passing the dijet cuts on the hadron-level. A
clear structure due to the different EF¥™ requirements for the different samples
is visible. The lower plot shows the same events where each event is weighted
to retrieve a smooth Er distribution and the same luminosity as the 96/97

data sample.



Chapter 5

Reconstruction of Event Variables

The event variables used to describe the kinematics of photoproduction events such

as YjB, ngs

and § are based on the measurement of the hadronic final state only.
In contrast to deep inelastic scattering, photoproduction events are characterised
by the lack of a scattered electron in the detector. The variables have already been
introduced in 2.1 or are described in detail in section 5.1. For many of the hadrons
produced in the final state no tracks are reconstructed either because the particle is
neutral or it was not within the acceptance of the tracking devices. The kinematic

reconstruction hence relies on the accurate measurement of energy as measured by

the calorimeters.

The radioactivity of the uranium in the ZEUS calorimeter provides a stable and
time independent signal which is used to set the absolute calibration scale as de-
scribed in section 3.2.2. The same activity however leads to energy deposits within
the calorimeter of the order of 1 GeV, which do not originate from ep interactions.

This contribution has to be removed to avoid a bias in the reconstruction of the

76
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hadronic final state. Section 5.2 describes the algorithm for the reduction of this

contribution and of other sources of noise.

Particles reaching the calorimeter have already traversed inactive material causing
an undetected energy loss. A part of this energy can be recovered if the tracking
information, matched to the appropriate energy deposits in the calorimeter, is taken
into account. Additionally, low momentum tracks not reaching the calorimeter can
be included in the measurement of the hadronic final state by use of the tracking

information. Section 5.3 gives a description of the used matching algorithm.

In any measurement of cross sections having a strong energy dependence, as is
the case in this thesis, uncertainties in the hadronic energy determination will have
a significant impact on the precision of the measured data. It is therefore important
to understand and control the nature and sizes of these uncertainties. Previous
analyses of photoproduction at ZEUS found that the hadronic energy uncertainty
yielded the largest systematic error. Section 5.4 gives details of the method used to
minimise the energy scale uncertainties arising from, in particular, the loss of energy

in the dead material.

5.1 Definition of Event Variables

The lack of a detected scattered electron in the final state enforces the reconstruction
of the kinematics purely based on the measurement of the hadronic final state. The
method used, based on the measurement of the hadronic angles and energies, was
developed by Jacquet and Blondel [103]. The kinematic variables are given by

(ZP)* + (ZR)?
1-ysB

Qs = (5.1)
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Figure 5.1: Comparison of E— P, distributions for photoproduction and DIS
using the HERWIG Monte Carlo. The distributions are shown in arbitrary
units and are neither normalised to the same area nor to the same luminos-
ity. The distributions are shown for uncorrected calorimeter quantities. The
dotted line in the right hand side plot is at twice the initial electron energy.

= =& 2
YiB 2F, (5 )
2
Ty = i. (53)
$-YJB

The sum in each case has to be taken over all final state momenta, with F being
the energy and P, P, and P, the momentum components. E, is the initial electron
energy. An important quantity is 0, which is formed from the energy and the z-

component of the total hadronic final state momentum;
6=> E-P, (5.4)

with the sum again over all final state momenta. This variable is primarily used to
reduce DIS background, in which case § ~ 2- E,. For simplicity it is also referred to
as I/ — P,. The difference in this quantity for photoproduction dijet and DIS events

can be seen in figure 5.1.
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5.2 Reduction of Calorimeter Noise

The uranium noise signal (UNO) inside calorimeter cells leads to an energy depo-
sition simply referred to as noise. The size of this contribution can be determined
by use of calorimeter calibration triggers taken when no electron and proton beams
are present by integrating the signal over 20 ms to cancel statistical fluctuations. In
the detector simulation the contribution is modeled based on this information. A
comparison of the UNO signal as seen in Monte Carlo and data is given in figure 5.2.
The mean value is centered around zero with a width of ~ 18 MeV in the EMC and

~ 27 MeV in the HAC sections.
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Figure 5.2:

Carlo for all calorimeters.

Comparison of the UNO signal as seen in data and Monte

At the reconstruction level, a noise suppression cut on the absolute value of the cell

energy of 100 MeV for EMC and 150 MeV for HAC cells is applied to all calorimeter
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cells [104]. Comparing empty Monte Carlo events with data taken during normal
operation but with no ep interaction a comparison of the multiplicities of noisy cells
was done. It was found that additional sources of noise such as sparks or noise
in the PMT themselves or in the readout electronics, which are not simulated in
the detector, lead to an average of 6 EMC and 2 HAC cells per event remaining
in the data. Using the asymmetry A, from the left and right PMT signals defined
as A=Eies-Erignt, cells are removed if their energy, Ecey = Ejeft+Eright, is less than

0.7 GeV and if the following relation for the absolute value of the asymmetry holds:
lA| > 0.49E.¢; + 0.03 GeV. (55)

In addition to this cut, each physics run has a list of noisy cells. An isolated cell is
removed from the sample if its energy signal is larger than the average noise signal
plus three standard deviations retrieved for this cell within the run using empty

events.

5.3 The Hadronic Energy Flow Algorithm

The reconstruction of the hadronic final state in photoproduction based on the
calorimeter information alone can be improved by using tracking information from
the CTD whenever this provides a better energy resolution of the object to measure.
The major problem in the implementation is to avoid double counting of energy. This

is the basic concept of the hadronic energy flow algorithm leading to hadronic final

state objects called Zeus Unidentified Flow Objects (ZUFO,ZUFOs) [105].

Figure 5.3 shows a schematic representation of the calorimeter and tracking infor-
mation and their relation which is then used inside the algorithm. Initially calorime-

ter cells are clustered into so-called cone islands {105]. The clustering process is split
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that did not leave
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Figure 5.3:  Sketch of the hadronic energy flow algorithm. For charged
particles the combined (if available) information from CTD tracking and the
calorimeter 1s used. For neutral particles the algorithm relies on the calorime-
ter measurement.

into two steps. In an iterative process, the cells of the EMC, HAC1 and HAC2 sec-
tions of each calorimeter part are combined separately with their highest energy
neighbours to form local islands. This can be done either by connecting nearest
neighbours only or also next-to-nearest neighbours. The two different definitions
are shown schematically in figure 5.4. Next, the islands are clustered in a 8 — ¢ cone
starting from the outer HAC sections using probabilities derived from a single pion
Monte Carlo simulation. Charged tracks are then extrapolated to the calorimeter
surface and associated to a cone island, if possible. Only tracks originating from
the primary vertex which passed at least three superlayers and with a transverse
momentum, pr, between 0.1 to 30 GeV are used in this step. The result of the

procedure is a set of track-cluster entities. For each of these objects a decision
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Figure 5.4: Schematic representation of the two cell island clustering modes

has to be made which information, either CTD or CAL, will be used to determine
the four momenta of the hadronic particles in the event. For three types of track-
cluster combinations the decision is simple. For charged tracks not associated to any
calorimeter cluster, the track information will be used under the assumption that
the particle is a pion. Calorimeter objects which are not associated to any track are
counted as neutral particles. The calorimeter information is used and zero invariant
mass, E? = p?, is assumed. Calorimeter objects associated with more than 3 tracks
are called jet-clusters. The calorimeter information is used and zero invariant mass,
E? = p?, is assumed. The track measurement is used if the two following rules are
fulfilled: the calorimeter energy deposit is due to the associated track alone, leading
to equation 5.6, and the momentum resolution of the CTD track measurement is
better than the energy resolution of the calorimeter measurement of the cone island

as stated in equation 5.7. The requirements to replace calorimeter information by
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where App,r and AFjgqnq are the uncertainties assigned to the measurement of the
track momentum and the island energy and A (E,ffffd) is the uncertainty on the
ratio of Efgenq and prpi. The first requirement ensures that no energy associated to
a neutral particle is rejected. The second requirement improves the energy resolution
since the information with the smaller relative uncertainty is used. In all other cases
the island information is used. Figure 5.5 shows an overall comparison of data and

Monte Carlo ZUFOs for quantities derived from using ZUFOs.

5.4 Energy Response of the Calorimeter

From the beginning of the ZEUS data taking it became apparent that the spectrum
of measured electron energies with the ZEUS calorimeter in neutral current DIS
events was inconsistent with that from Monte Carlo [106]. Several sources of these

discrepancies between data and Monte Carlo simulation have been investigated.

Studies have been performed under the assumption that the main reason for the
differences between data and Monte Carlo simulation lies in the absolute energy
response of the calorimeter [107, 108, 109]. Using a high @* DIS sample with
an isolated electron and a single jet-like hadronic final state the difference in the
transverse momentum of the hadronic final state, reconstructed using two different
methods, with respect to the transverse momentum of the electron, was studied.
The first reconstruction method is based on the measurement of energies while the
second uses the two angles of the electron and the hadronic final state to reconstruct
the transverse momentum and hence is named double angle method. This double
angle method has the advantage of being, to first order, independent of uncertainties

in energy measurements. The study resulted in correction factors for the calorimeter
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cell energy depending on the type and location of the cell. The factors applied to the
cell energies are given in table 5.1. The actual values are averages per calorimeter

section of two independently performed studies [110, 111].

EMC | HAC

FCAL || 1.041 | 0.9525

BCAL || 1.0515 | 1.079

RCAL | 1.025 | 1.025

Table 5.1: Energy correction factors as used for the different calorimeter
cell types.

5.5 The Dead Material Simulation

Particles reaching the calorimeter have already traversed inactive material causing
an undetected energy loss. This dead material consists of the beam pipe, the inner
tracking chambers and solenoid and varies from 1 to 3 radiation lengths. A picture
of the dead material map as seen in the detector simulation is shown in figure 5.6.
The dead material distribution is averaged over ¢ since in most of the regions of
interest the actual ¢ dependence can be neglected. Low energy particles will lose a
relatively large amount of their energy in this dead material. Differences in data and
Monte Carlo simulation may arise due to differences in the multiplicities and energy
spectra of low energy particles as seen in data and Monte Carlo as well as due to
incorrect implementation of the dead material map in the detector simulation. It
was also found that for particles entering the transition regions between the different

calorimeter parts FCAL, BCAL and RCAL the energy response is not well modeled
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Figure 5.6: Inactive material in front of the calorimeter as seen in the
detector simulation in units of radiation lengths Xy versus the polar angle.

in the detector simulation [108].

5.6 The Energy Correction Method

The use of tracking information in the reconstruction of the hadronic final state
reduces the dependence on differences in the calorimeter energy scale between data
and detector simulation. The majority of ZUFOs are, however, still calorimeter
objects. To compensate for the energy losses in front of the calorimeter, an energy
correction method has been developed. To reduce the sensitivity to energy scale
and differences between data and detector simulation, a method was chosen which
determines the corrections for data and Monte Carlo independently. The method
developed specifically for this analysis is based on and is the extension to a work
performed for an analysis of 1995 data [71, 112]. The current method has been
developed for the 1996 and 1997 data explicitly. Preliminary results, based on the
work of this thesis, have been presented at the Conference on Calorimetry in High

Energy Physics 2000 [113]. The final results improve the energy scale uncertainty
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from 3% to within 1.5%.

The method is based on energy and momentum conservation to determine the
energy corrections for the hadronic final state particles. A sample of high @? DIS
events was selected in a phase space where either the transverse momentum of the
scattered electron or the kinematic variable y can be measured with good resolution
using the double angle method. The double angle method determines the kinematic
variables from a measurement of the angles of the scattered electron and the hadronic
final state and is thus to first order independent from the energy scale [114]. The

kinematic variables are given by

o siny4(1 + cos §,)

2 4 .8

@ba ®sinf, + siny, — sin(f, + y1)’ (58)
E, sinf, + siny, + sin(f + 1)

Tpa = —— : . ’ (5'9)
E,sin @, + siny, — sin(f + 1)

sin 6.(1 — cos )

_ 5.10
Ypa sin 0, + sinyy, — sin(f, + v3)’ (5.10)

where E, and Ep are the initial electron and proton energies, 6, , the scattered
electron angle and v, the angle of the hadronic final state which is determined by

the formula
(X Pro)’ + (X Pry)® — (Z(E - P))?
(2 Pre)? + (X Pry)? + (Z(E — P))*

The expression represents the pp-weighted cosine of the polar angle of the hadronic

COS Y = (5.11)

final state. Using these equations an expression for the energy of the scattered

electron in the double angle method, Fp4, can be derived;

2L;'beam (1 - yDA)
1—cosf,

Eps = (5.12)

Correction functions for energy loss are determined via an iterative minimisation

procedure. The expression to be minimised consists of two parts. The first part
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is the sum of the squared relative differences of the transverse momentum of the
hadronic final state pr yrg and the transverse momentum of the scattered electron
PTelec OVEr events which are labeled as a whole pr-sample:

sample . 2
Z (pT,HFS pT,elec) ’ (5.13)

pT DT elec

where Pr e is determined from the double angle scattered electron energy Epy4 as

PTelec = Epy - lSin 0] (514)

The second part is the sum over the absolute relative differences of yp4 and y;p,
the latter being related to the longitudinal energy, over events which are collectively

labeled high-y sample:

sample . 2
Z (yJB yDA) _ (5.15)

high y Ypa
The second sample had to be introduced to overcome a lack of events with particles
going into the backward region of the detector. Within the first sum the transverse
momentum of the hadronic final state is given by the transverse momentum of the
sum over all ZUFOs momenta. While ZUFOs with the energy determined based
on track information are assumed to be accurately measured, ZUFOs with energy
information coming from the calorimeter are assumed to have lost energy in dead
material. These are multiplied by a correction function, the free parameters of
which are to be determined by the minimisation. Hence the sum is a function of
the parameters to be found by the minimisation process. The same applies for the
second sum, where through the dependence of y;p from the ZUFOs momenta, the
sum becomes again a function of the parameter to be found. Calculating the total of
the sums and changing the correction functions input parameter, a global minimum

of the total sum as function of the correction functions can be determined.
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The input events to the minimisation procedure are high Q? events from data and
Monte Carlo. For each Monte Carlo generator used in this analysis the correction
functions are determined separately minimising possible sources of inconsistencies
which might originate by the use of different hadronisation models. The global DIS

selection requirements are given in table 5.2.

| Zyertez| < 40 cm

Q2 , > 100 GeV?

Eps > 15 GeV

Yetee < 0.95

|Epa — E'|/Epa < 0.05

Table 5.2: High Q? DIS selection cuts used in the definition of the samples.
Except of the last item these are the standard DIS selection cuts for ZEUS
analyses.

The Yerec (for the definition see equation 6.15) cut removes photoproduction back-
ground events while the requirement that the difference in energy of the scattered
electron should be small, as determined by the double angle method (see also equa-
tion 5.12) and measured by the calorimeter, reduces the bias due to events with final

state radiation in the determination of yp4.

The two samples used are defined as follows:

5.6.1 The pr Sample

The pr subsample is defined by the additional requirements that the energy of the

scattered electron Ep, is greater than 25 GeV and the transverse energy of the
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scattered electron pr e is greater than 10 GeV where pr . is defined using the

double angle energy measurement of the electron to be
Prelec = Epa- | sin 0' (516)

The overall resolution in this variable compared to the transverse momentum deter-

mined using the hadronic final state pr yrs is shown in figure 5.7.

5.6.2 The high-yps Sample

The yp 4 sample is defined by the additional requirements, 15 < Ep4 < 25 GeV and
ypa > 0.3. Low y events have little hadronic activity inside the detector resulting
in a worse resolution compared to higher values of y. The overall resolution in yp4
as shown in figure 5.7 is worse than the resolution in py. To minimise the impact on
the global minimisation due to the worse resolution while at the same time keeping
enough events for a smooth dependence on the minimisation procedure, the above
yYpa cut was chosen and the ratio of this sample with the p;r sample was optimised

as described in the next section 5.6.3.

5.6.3 The Final Minimisation Expression

The final functional form to be minimised is given by

sample _ 2 sample _ 2
T (pT,HF]‘;S' pT,DA) IS (M) , (5.17)
p T,DA high y Ypa

with f being a function of the relative weights of two samples. Events with a
relative difference larger than 20 % away from the mean difference corresponding

to about 2 o are excluded from the minimisation to restrict it to well measured
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Figure 5.7:

()’«me")/ DA) / Yitrue

(yime_yJB)/ytrue

a) The resolution in transverse momentum of the scattered

electron compared to the true value. The mean for both Monte Carlo is about
0.2 % with a standard deviation of 2 %. b) The resolution in the transverse
momentum of the hadronic final state compared to the true value. The mean
for both Monte Carlo is about 11 % with a standard deviation of 12 %. c) The
resolution in ypa compared to y. The mean is about 0.2 % with a standard
deviation of 6 %. d) The resolution in ysp compared to y. The mean is about
12 % with a standard deviation of 11 %. Both Monte Carlo agree with each
other up to the last digit quoted here.
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Figure 5.8: Relative change of the minimised variables Ep 4 and yp4 before
and after the minimisation procedure.

events and to improve the stability of the fit. The variable pr grs and y;p depend
on the momenta of all ZUFOs in the event and the value of the correction function
parameters which are optimised by minimising the given expression. The transverse

momentum of the electron depends through Fp, on the energies of all final state
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particles, which are changed within the minimisation procedure. The dependence
on the energy changes performed during the minimisation was found to be negligible
as shown in figure 5.8, where the relative difference distributions of the uncorrected
and corrected values of Ep4 and ypu are given together with gaussian fits to the
distributions. Both Monte Carlo used in the minimisation procedure show the same
behaviour and have similar widths in the distributions. The small width in the
distribution of the change in the variable Ep,4 shows the expected benefit of the
double angle reconstruction method, since it is to first order independent from the
energy scale. For ypa, the dependence on the iteration was seen to be larger but
with a width still smaller than the resolution of the variable with respect to the true
y value. The energy correction is parametrised as a function of the energy and the
polar angle 6 of the ZUFO. The polar angle dependence reflects the geometry of the
detector. The minimisation is performed and correction factors found in seven polar

angle bins. The chosen binning in 4 is
0° — 7° — 37° — 44° — 86° — 118° — 144° — 180°, (5.18)

where information from the dead material map shown in figure 5.6 combined with
geometric information and requirements for stability of the fit was used in the defi-

nition. The energy dependence is parametrised in each bin of 8 as
Ai
EBi’

The parametrisation above was found to best fit the energy loss studied using single

filE) =1+

(5.19)

track-cluster matches. Another function studied was of the form, originally used for
the 1995 analysis,

fi(B)=1+A4; e BE (5.20)
where B can either be a fixed variable or a free parameter of the minimisation. The

chosen form in equation 5.19 was found to be also used in previous studies of energy
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loss in the dead material [108]. Since ZUFOs have an absolute minimum energy
above 0.1 GeV (originating from the noise reduction applied, see section 5.2), the

singularity at zero has no impact.

The minimisation program is based on the MINUIT [115] package. A total of 14
free parameters must be determined by the minimisation. The minimisation was
performed varying the ratio of the two samples and taking the best resolution in
the reconstruction of pr yrs and y;p as criteria for the best method. The optimal
ratio of selected py sample to selected yp4 sample events was found to be 10:1. The
results of the minimisation are shown in figure 5.9. Except for the first 8 bin, general
agreement between the data and the two Monte Carlos is found. The differences
which do exist indicate, however that a separate treatment of the different Monte

Carlo generators and data is well motivated.
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Figure 5.9: The correction functions in all different 6 bins for data and the
two Monte Carlo generators used.
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5.6.4 Tests of the Energy Correction

The energy correction extracted has been applied to photoproduction and DIS Monte
Carlo events to study the general improvement of the reconstruction of hadronic final

state variables, transverse jet energies and energies scale uncertainties.

5.6.4.1 Tests with Photoproduction

To study the impact of the energy correction on the dijet analysis, the transverse
energies of jets as seen in the detector in the Monte Carlo samples, from now on
labeled detector-level jets, were compared to the jets reconstructed from the final
state hadrons, hadron-level jets, using three different methods. The first method
uses uncorrected calorimeter cell information in the construction of jets, the second

ZUFOs and the third energy-corrected ZUFOs.

Figure 5.10 shows the relative difference of the transverse momentum of the
hadron-level and detector-level jets as a function of the pseudorapidity of the jets,
n’¢t. The resolutions, as seen in the HERWIG Monte Carlo, are indicated as the
shaded bands. The resolutions for the PYTHIA Monte Carlo are not shown for
reasons of clarity, but are essentially the same and show similar dependence as the
HERWIG Monte Carlo resolutions. The transverse energies of the detector-level jets
were required to be greater than 11 GeV which is the lowest transverse energy used
in the dijet analysis. The use of ZUFOs reduces the bias in the reconstruction and
improves the resolution compared to the detector-level jets reconstructed using CAL
cells. The n-dependence of the relative difference shows an almost flat behaviour
compared to calorimeter cells jets reducing the dependence of the reconstruction of

the Ep of the detector-level jets on the accuracy of the n measurement. The tran-
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Figure 5.10: Comparison of the bias and resolution of the transverse en-
ergy reconstruction of detector jets E%Et as function of the pseudorapidity n¢
using different inputs for the jet algorithm. Indicated as shaded band are the
resolutions for the HERWIG Monte Carlo.

sition region for the F and BCAL at n &~ 1.1 shows up as problematic region in the
reconstruction of calorimeter detector-level jets. The transition region from BCAL
to RCAL at n = —0.72 is not that visible due to the overall deterioration of the jet
reconstruction in the backward direction. The use of ZUFOs improves the transverse

energy measurement in the transition and backward regions. The energy corrected
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ZUFOs further minimise the bias in the reconstruction of the detector-level jets.
Over most of the n range, the agreement between the detector and hadron-level jets

is better than 2.5% for the energy-corrected ZUFOs.
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Figure 5.11: Comparison of the bias and resolution of the transverse energy
reconstruction of detector jets EX" as function of the transverse energy Ei

of the jets in different n bins. Indicated as shaded band are the resolutzons
for the HERWIG Monte Carlo.

Figure 5.11 shows the relative difference of the transverse momentum of the
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hadron-level and detector-level jets as a function of the transverse energy E%et of
the detector-level jets for different bins in 7. Again resolutions are given for the
HERWIG Monte Carlo, indicated by the shaded bands. The above stated conclu-
sions still hold. A small remaining linear dependence in the reconstruction of the
transverse energy E%et as function of the transverse energy E%et can be seen. The
similarity of this dependence for the PYTHIA and HERWIG Monte Carlos sup-
ports the presumption that this energy correction method is independent of the

hadronisation model used.

Shown in figure 5.12 is the reconstruction of the kinematical variable y;p based
on calorimeter cells, ZUFOs and corrected ZUFOs information. The figure shows

the relative difference between y;p and vy as function of the z as de-

ng_ ngs
fined in equation 2.4 measures the relative contribution to £ — P, from the jets. For
high 2955 values, most of the E — P, is contained in the jets. The deviation from
the true y values is largest at low 2975, This behaviour is expected for resolved
photoproduction events, where some of the final state hadrons will escape without
detection through the backward beam pipe hole. The differences in the reconstruc-
tion of the variable y;p for the two Monte Carlo samples diminishes when using
corrected ZUFOs. Except in the lowest bin of :ch)BS the deviation of y;p from the

true value of y is within 2% for corrected ZUFOs.

As can be seen from the distributions displayed above, the use of this energy
correction method for ZUFOs based on a global minimisation procedure gives sig-

nificant improvements in both the reconstruction of jet transverse energies and y; 5.
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Figure 5.12:

5.6.4.2 Tests with DIS

Comparison of the bias and resolution of the reconstruction
of ysm as function of x9P5. Indicated as shaded bands are the resolutions for
the HERWIG Monte Carlo.

99

Having seen the good performance of the energy correction method for ZUFOs

applied to photoproduction Monte Carlo events, the focus in this section is the com-

parison of data with Monte Carlo events. The comparison is done for the transverse

momentum of the hadronic final state pr and the kinematical variable y using DIS
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events. The scattered electron allows for the determination of pr and y using the
angles of the final state hadrons and electron, which gives to first order an energy
scale independent measurement of these quantities. The comparison is made for
calorimeter cells and a reconstruction of these variables based on energy corrected

ZUFOs.

The reconstruction of the hadronic transverse momentum pr grs is given by a
sum over all momenta within the event, which are either based on calorimeter cells
or ZUFOs information, excluding the scattered electron. The transverse momentum

is reconstructed with the double angle method, where it is given by

sin @,
pr.pa = 2Ee (1~ ypa) ( (5.21)

1—cosf)’

with the initial electron energy E, and the scattered electron angle 6.

In figure 5.13 the relative difference between the pp, reconstructed using the
hadronic and the double angle method, is shown as a function of +y, (as defined in
equation 5.11) for data and HERWIG and ARIADNE Monte Carlo. In addition the
relative differences between data and Monte Carlo are plotted. Using the calorimeter
information alone a difference in the energy response of data compared to Monte
Carlo is seen of about 2% in the BCAL region, the data being higher than the MC.

For energy corrected ZUFOs this discrepancy decreases to within 1% over the whole

vp, range.

In figure 5.14 the relative differences between the y;p and yp4 are plotted, again
as function of v, for data and the above mentioned Monte Carlos. Differences
between data and Monte Carlo are again visible with about the same size as in
the transverse momentum distributions above. Again the energy corrected ZUFOs

lower these differences to below 1% for the HERWIG and just a little above 1% for
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Figure 5.13: Comparison of the final state transverse momentum pr using
the hadronic and double angle method in the reconstruction. Also given are the
differences between data and the Monte Carlo used. The dotted lines indicate
differences of £ 1 %.

the ARIADNE Monte Carlo.

A further test of the agreement in the reconstruction of transverse energies of jets
using energy corrected ZUFOs is shown in figure 5.15, where the transverse energy of
the highest Er jet is used instead the total hadronic pr grs. The relative difference
of E3** and prp,a as function of 77¢ and as Ei¢ are plotted. Since these are not
the same quantities an exact balancing of prp4 and E%et is not expected. This
comparison is purely motivated to test the transverse jet energy reconstruction and
to estimate an energy scale uncertainty for the transverse jet energy reconstruction
between data and Monte Carlo. The differences between data and the used Monte
Carlo are below 1% as function of 77¢®. This holds over the full range in n and

for both Monte Carlos except in the very forward n bin for HERWIG. As function
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Figure 5.14: Comparison of the kinematical variable y using the Jacquet-
Blondel and double angle method in the reconstruction. Also given are the
differences between data and the Monte Carlo used. The dotted lines indicate
differences of + 1 %.

of E3* these differences are within 1.3%. These values have to be compared to a
uncertainty of 2-3% in a comparable analysis for the 1995 data [71]. The newly
implemented energy correction method marks a major improvement in the energy
corrections for ZUFOs. Without the achieved energy scale precision any extraction

of differential cross sections would be limited by the energy scale uncertainty.
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function of /¢t and Ei¥. Also shown is the difference of data and Monte
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Chapter 6

Event Selection

The work presented in this analysis is based on data collected with the ZEUS de-
tector in 1996 (10.8 pb™') and 1997 (27.9 pb~') and corresponds to an integrated
luminosity of 38.7 pb~!. The averaged estimated uncertainty for the integrated lu-
minosity is 1.6%. The following sections will present the online and offline selection
criteria for photoproduction events. To understand the relation between these crite-
ria and background reduction, a short summary of the background sources relevant
to this analysis is given in section 6.1. The online event selection is performed using
the ZEUS three-level trigger system, with details described in section 6.2. The se-
lected events are reconstructed and corrected as described in chapter 5, after which
the final selection cuts are applied. Section 6.3 describes the final cuts and their
impact on the background reduction while section 6.4 shows comparisons between

Data and MC events selected using the same criteria.

104
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6.1 Background Processes

To understand the choice of the selection criteria applied, a summary of the processes
causing background to the dijet photoproduction sample is given. The background

processes are separated into two distinct classes.

The first class of events originates from non-ep-physics events, which are due to
interactions of the proton and/or electron beam with residual beam gas molecules
within the beam pipe, beam scraping or interactions of the halo muons which accom-
pany the proton beam and cosmic muons, which are mainly entering the detector
from above. These events can be reduced significantly through requiring a recon-
structed vertex close to the nominal interaction point and specific time difference
in the energy signals coming from the different calorimeter components consistent

with an interaction in the central region of the detector.

The second class are ep interactions of different physics types, which are neutral
current deep inelastic scattering (NC-DIS) events and charged current deep inelas-
tic scattering events. The rejection for NC-DIS is based on the E — P, distribution
(see equation 5.4 and figure 5.1), which peaks for NC-DIS events, due to momen-
tum conservation, at twice the initial electron energy. For photoproduction events,
which are defined though the absence of a detected electron, this distribution peaks
at twice the energy of the exchanged photon, which is lower than in DIS. In addition
to the E — P, distribution, the detection of a scattered electron in the calorimeter
can further eliminate this type of events. Charged current deep inelastic scattering
events are effectively cut out by the requirement that the missing transverse mo-
mentum of an event not exceeds a certain optimised threshold. Missing transverse

momentum is caused by the undetected escape of the neutrino originating from the
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initial vertex.

6

€
o 4

Online Event Selection

The next paragraphs give a a short description of the selection criteria applied at

each level of the trigger system as introduced in section 3.2.4.

6.2.1 First Level Trigger

To get selected by the FLT the following loose criteria had to be fulfilled:

e One out of four Calorimeter FLT energy thresholds must be exceeded. These

are: a total calorimeter energy greater than 15 GeV, a total electromagnetic
calorimeter energy greater than 10 GeV, an electromagnetic energy in the RCAL
greater than 2 GeV and an electromagnetic energy in the BCAL greater than
3.4 GeV. The calculation of the sums for the first three thresholds given are
performed excluding the 3 inner rings around the FCAL and the inner-most ring
around the RCAL beam pipe. The term inner ring refers to the calorimeter

towers in the F and RCAL which are closest to the beam pipe.

The events are required to have at least one good track found by the CTD-FLT

coming from the nominal interaction region, —50 cm < Zyerter < +80 cm.

In addition, several vetoes have to be passed. A veto is issued if the timing
signal from the two C5 counters is not consistent with an ep-physics event in the

central region of the detector, a coincidence in the outer and inner veto wall is
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observed indicating a interaction outside of the detector, or the SRTD timing is

consistent with a beam-gas initiated event.

6.2.2 Second Level Trigger

The second level trigger decision is based on the “high—FE7” trigger. The require-
| ments for this trigger are a z—vertex within —60 cm to +60 cm around the nominal
interaction point, the value of E — P, has to be greater than 8 GeV and less than
75 GeV, the sum of the transverse energies of all calorimeter cells excluding the
inner ring around the FCAL beam pipe has to be above 8 GeV and F — P, has to be
either greater than 12 GeV or the ratio P,/E less than 0.95. While the first F — P,
requirement ensures enough hadronic activity to fulfill the high— E7 condition, the
latter removes beam-gas introduced events, where all the energy is deposited in the
forward direction. In addition, events are vetoed at the SLT if only 1 PMT in the

calorimeter gave a significant signal. £ — P, distributions are shown in figure 5.1.

6.2.3 Third Level Trigger

The third level trigger performs an extensive reconstruction using algorithms iden-
tical to the ones used in the offline reconstruction of the events. Before trigger
decisions are taken, the input events are subjected to background reduction algo-
rithms. Events are vetoed at the TLT e.g. if a CAL spark candidate was found,
if the CAL timing was consistent with a non-ep-physics event, or if the event was

initiated by a cosmic or a halo muon.

A calorimeter EMC or HAC cell is defined as a spark candidate if there is a large
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energy imbalance between its two photomultipliers:
E; + Eg > 1.5 GeV and |(EL - ER)/(EL -+ ER)1 > 0.9, (61)

where E; and ER are the left and right photomultiplier PMT energies. Events
are thus rejected if they contain at least a single spark candidate and little other

calorimeter energy (less than 2 GeV).

~alorimeter timing is used to reject beam-gas events and cosmic and halo muon
events. A weighted average time is calculated for the RCAL and FCAL as well as
for the CAL as whole, using energy signals above 200 MeV and excluding photo-
multipliers from the bad channel list. Suspicious photomultipliers, which are paired
to another good PMT, are kept when the energy imbalance as defined in the equa-
tion 6.1 is less than 0.2. For each PMT, a time is calculated with a parametrised

error given by
1.4

oi(ns) = 0.4 + (—E—m)m . (6.2)

The time average for a certain region X is then given by
tx =3 (ti/o?) /> (1/02,) (6.3)
K3 )
with error

oy, = (Z (1 /a,?))_l/z, (6.4)

)

where the sums are over the PMT’s in the considered region. Two PMT’s have
to be above the threshold and a minimum energy of least 1 GeV in the RCAL or
BCAL and 2 GeV in the FCAL have to present for the timing calculations. Events

are rejected if any of the following condition is fulfilled:

troar, < min(—6ns, —30:,.,,) (6.5)

troar > max(+6ns, +30:,.,;.) (6.6)
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Tep candidates

Figure 6.1: Timing distributions for background and ep physics candidates
at the TLT.

trcar, < min(—8ns, —30t,.,,) (6.7)

trcar > max(+8ns,+30y,.,,) (6.8)

trear —trear < min(—8ns,=3y/0%.,, +0%s,,) (6.9)
treap —trear < max(+8ns, +34/0%,,, + 0%y, ) (6.10)
tcar, < min(—8ns, —30y,,,) (6.11)

tcar, > max(+8ns,+30y,,,) (6.12)

An example of a timing distribution at the TLT level can be seen in figure 6.1.

CAL timing cuts are not applied to the Monte Carlo events.

sosmic and halo muons are identified based on the correlation of the time and
position of energy deposits in the calorimeter. In addition the algorithm uses infor-
mation from the muon chambers. This algorithm is also not used for Monte Carlo

events.
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In addition to the above mentioned TLT cuts, the events are subject to further
common filters to select photoproduction events. A z-vertex is required within &+ 60
cm from the nominal interaction point. The value of E — P, has to be below 75 GeV
and the number of bad tracks has to be less than 6. A track is considered bad, if
it has a pp greater than 0.2 GeV, passes more than 3 superlayers of the CTD but

does not point towards the interaction vertex.

Events are considered photoproduction dijet candidates if at least one of the
different jet algorithms applied to the energy deposits of the calorimeter found at
least two jets with 77¢* < 2.5 and EZ > 4 GeV.

6.2.4 Online Event Selection Efficiency

To study the efficiency of the trigger selection chain as a whole, the HERWIG
Monte Carlo was used. The efficiency is defined as the number of events generated
and selected divided by the number of generated events. A generated event is
one which fulfills the cross section criteria at the hadron-level, which are given in
section 2.4. The upper plot in figure 6.2 shows the efficiency of the trigger system
as function of the z-vertex. As expected the trigger system is highly efficient around
the nominal interaction point. Over a wide range the trigger efficiency is better than
98%. The lower plots in figure 6.2 shows the efficiencies of the trigger selection as
function of the transverse energy of highest Fr hadron-level jet, on the left hand

side without an additional cut, on the right hand side with an additional vertex cut

of

Zyertez] < 40 cm as applied offline on the final sample.

Displayed in the lower part of figure 6.3 is the efficiency of the trigger selection as

function of the variable y;p, calculated using only calorimeter information, with an
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Figure 6.2: Trigger efficiencies, shown as function of the verter and as
function of the transverse energy of the highest Er hadron-level jet.

additional vertex cut applied again. Since this analysis covers the kinematical range
0.20 < y < 0.85, see section 2.4, the degrading efliciency at higher y;p seems to
be problematic. That it however does not pose a problem can be inferred from the
upper plot in figure 6.3, which shows the correlation between y;p and yry.. Shown
are the mean values of the reconstructed y;p as function of y.. The vertical error

bars indicate the resolutions. The line is a straight line fit, for which the parameters



112

Yoe

0.75

0.5

0.25

-—
—_ —_

Trigger Efficiency
o
©

0.8

Figure 6.3:
of ysB, the upper plots shows the relation between Yy and yjp together with
a straight line fit.

CHAPTER 6. EVENT SELECTION

- HERWIG FIT: 0.084 + 0.68 Yy,

|- 1 1 | 1 I | 1 1 11 I 1 1 1 1 | I | 1 1 1 1| | 1 1| 1 I 11

0.2 0.3 0.4 0.5 0.6 0.7 0.8
ytrue

. HERWIG

{ 1 ! 1 | | S | I Lt ] | L I l I | 1 | | I 1 I 1 1 1 1 I 11

0.2 0.3 0.4 0.5 0.6 0.7 0.8
Yee

Shown in the lower plot is the trigger efficiency as a function

are stated in the plot, too. As can be seen, the upper limit of the ;. range with

Yrue ~ 0.85 corresponds to a mean measured value of about 0.66 for y;g. At this

value the efliciency as function of y;p is still very high. Since the fully corrected y;5

will be calculated using energy-corrected ZUFOs, which, as was shown in figure 5.12,

removes the bias in the reconstruction of y;g, a good efficiency over the full used

range in y from 0.2 to 0.85 is achieved.
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6.3 Offline Event Selection

In addition to the online selection criteria, the fully corrected data has to com-
ply to other criteria. These criteria are chosen to optimise the reduction of non-

photoproduction events and are discussed below.

To reduce the number of events from beam-gas, halo or cosmic interactions a

tighter cut is applied on the z-vertex of the events, requiring
—40 cm < Zyerter < +40 cm. (6.13)

The motivation for this cut is based on the z-vertex distribution as shown in fig-
ure 6.4. The simulation of the Monte Carlo z-vertex distribution contains informa-
tion from the experimentally measured vertex distribution for the given year and
hence compares well with the vertex distribution from data. The distribution is well
fitted by a gaussian plus a constant. The width of the gaussian is about 12 cm. The
distribution starts to deviate from a pure gaussian at about + 30 ~ 35 cm. The cut
of 4 40 cm ensures that more than 3 o of the distribution coming from nominal ep
physics is contained in the selected region, while keeping non-ep background events

out of the sample.

A discrepancy in the distribution of the ratio of tracks fitted to the primary
vertex over all tracks found in an event between data and Monte Carlo exists as can
be seen in figure 6.5. This discrepancy is not as pronounced in the distribution of
the number of tracks matched to the primary vertex, as shown in figure 6.6. The
origin of the discrepancy of the first mentioned distribution is the existence of a
large number of ghost tracks in the data. To remove events where the tracks are

dominated by ghost tracks, a cut is applied on the ratio of tracks;

number of primary vertex fitted tracks

number of tracks >0.1. (6.14)
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Figure 6.4: Comparison of the vertex distribution as seen in data and Monte
Carlo.
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Figure 6.5: Comparison of the ratio of verter fitted to non-vertex fitted
tracks as seen in data and Monte Carlo.

To reject background from NC-DIS a electron finder is applied to the events. In

case a scattered electron candidate is found with an energy E. above 5 GeV, the
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Figure 6.6: Comparison of number of the vertex fitted tracks as seen in
data and Monte Carlo.

value of y is calculated based on this electron information using the formula:

E/
Yelee = 1 — 25 (1 —cos#), (6.15)

where ¢, is the scattering angle of the scattered electron candidate. A comparison
of the yee. distribution for data, NC-DIS Monte Carlo and photoproduction Monte
Carlo is shown in figure 6.7. The NC-DIS events were subject to the same selection
cuts as in the photoproduction data and MC samples, except for the cut on yeec
itself. Good agreement between data and the photoproduction Monte Carlos is
found for values above approximately 0.7. At lower values of yee. the NC-DIS
events dominate. The photoproduction events tend to have a high value of yee.

peaking at 1. Events are rejected when:
Yelee < 085, (616)
resulting in an estimated background left in the sample of less than 1%.

To reject NC-DIS events without a reconstructed electron in the final state, a

cut on the variable y;p, calculated using the energy-corrected ZUFOs, was applied.
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Figure 6.7: Comparison of the Y. distribution as seen in data and Monte
Carlo. The different MC samples are normalised to the luminosity of the
1996/1997 data sample.

Shown in figure 6.8 are the distributions for data, photoproduction and NC-DIS
Monte Carlos for y;5. The photoproduction Monte Carlos describe the distribution
up to high values of y;5. The deviation is clearly attributed to NC-DIS events,
which peak at about 1 for these events. The cut on the y;p variables used for the

rejection of NC-DIS and for beam gas events with usually low y;p values was
02<y,;p<085. (6.17)

The implementation of these cuts places a constraint on the virtuality of the ex-
changed photon @Q? < 1 GeV?, with a median Q% of 1073 GeV?2. It also defines
the center-of-mass energy of the photon-proton system W,, (see equation 2.2 to be

within the range 134 GeV < W,, < 277 GeV.

The rejection of charged current deep inelastic scattering events is based on the
missing transverse momentum Pr, carried away by the undetected neutrino. To

take into account the energy resolution of the calorimeter, this quantity is scaled
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Figure 6.8: Comparison of the yyp distribution as seen in data and Monte
Carlo
with the inverse square root of the sum of the deposited energy. In figure 6.9 the
Pr/+/Er distribution is shown for the data, photoproduction and charged current

deep inelastic scattering Monte Carlos. The cut was chosen [97] to be

Pr
< 1.5vGeV . 6.18
VB <Y (0:19)
The events of the selected sample of dijet candidates were subject to the kp
clustering jet algorithm as described in section 2.2.1. A total of 61798 events with

at least two jets were selected, fulfilling the requirements

o —1 << 424,
. E%flteadmg > 14 GeV, where ngfeadmg is the transverse energy of the highest

transverse energy jet,

o and Ef,, .., > 11 GeV, where /., is the transverse energy of the second

highest transverse energy jet.
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Figure 6.9: Comparison of the missing pr distribution as seen in data and

Monte Carlo.

Examples of candidates for resolved and direct dijet events are shown in figure 6.10
and 6.11. Both events are clear dijet events with a back-to-back topology in the
transverse z-y plane. The candidate for resolved photoproduction with ngS =0.744
has some hadronic energy deposited near the beam pipe in the RCAL. This energy
is associated with the photon remnant. The direct photoproduction candidate has

a value fo)BS of 0.947.

6.4 Comparison of Data and Monte Carlo

The next section studies the performance of the description of the data by the used
Monte Carlo models. The same online and offline cuts were applied to the Monte
Carlo events. All distributions shown are determined using the energy-corrected
ZUFOs as described in section 5.6. In the determination of cross sections from data
using Monte Carlo based correction factors, a further correction term is applied on

the MC events only. This correction term is determined from figure 5.15 and consists
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Figure 6.10: A Candidate for a resolved photoproduction event. Shown on
the left hand side is a 3D plot of the deposited energies in the calorimeter cells
versus the azimuthal angles ¢ and the pseudorapidity n of the cells. Positive
n corresponds to the FCAL region where some energy deposits can be seen
originating from the proton remmnant. In the n range from 1 to 2, two clear
separated energy accumulations can be seen corresponding two the two jets
found in the event. The upper right hand side plot shows the detector com-
ponents used (CAL and CTD) in this analysis in a r-z projection. Indicated
as black lines are the tracks reconstructed by the reconstruction software and
the measured energy deposits which are also seen at the right hand side. The
lower part of the right hand side shows a CTD projection into the -y plane
and the reconstructed tracks. The reconstructed x985 is 0.7444.

gamma

of adding an extra term to the transverse energy of the jets depending on the initial
transverse energy of the jet. The motivation is to zero the difference between data

and MC as seen in figure 5.15. The correction terms used are given in table 6.1.
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Eta Phi Cone Jets - UCAL transverse energy

Figure 6.11: A Candidate for o direct photoproduction event. The re-

constructed xgoalfn*im is 0.947. The explanation of the different views of the

detector is given in figure 6.10

6.4.1 Transverse Energy Flow

As discussed in chapter 4 in resolved photoproduction events, the possibility of
multiple-parton interaction (MI) is considered. These multiple-parton processes
cause additional transverse energy in the final state, which can enter as a pedestal-
like energy in the determination of the transverse energy of the jets. Previous

analysis of jet photoproduction performed at ZEUS ( [28], [29], [67], [68],[116])

OBS

found an excess of events with respect to Monte Carlo prediction for low z7

values, which translates into forward-going jets. This is seen in figure 6.12, where
a comparison of the 1994 data £Q%% distribution with different Monte Carlos with

and without MI is shown. The measurement is performed with jets of transverse

OBS

5 -7 values is partly compensated

energy greater than 6 GeV. The excess at low z
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Energy range [GeV] | HERWIG [%] | PYTHIA [%]
10 < B < 15 0.21 0.18
15 < B < 19 0.38 0.31
19 < EJ < 23 0.76 0.60
23 < EJt < 27 1.34 1.08
27 < i < 31 1.31 1.11
31 < B3 < 35 1.05 0.71
35 < B < 39 1.03 0.68
39 < EI¥ < 90 0.86 0.63

Table 6.1: Monte Carlo transverse energy correction as function of E{ft for
the HERWIG and PYTHIA Monte Carlo. The relative corrections are given
in percent.

when including multiple-parton interaction in the Monte Carlo. In figure 6.13 the
transverse energy flow around the jet is shown in bins of 7¢* and E%Et for jets of

transverse energy greater than 4 GeV. The transverse energy flow is defined to be

%%, (6.19)
where An is the difference in 7 of the jet and the calorimeter cell or ZUFO, re-
spectively. Only calorimeter cells or ZUFOs within a distance of A¢ less than 1 to
the jet are considered to ensure the rejection of contributions of transverse energy
from the other jet. The transverse energy flow distributions show an excess of the
data over the Monte Carlo predictions, even for the Monte Carlo with MI, for low
energy and forward going jets. This excess vanishes as the transverse energy of the

jet is raised. The 1994 dijet analysis [67] demonstrated that Monte Carlos with

inclusion of multiple-parton interactions gives a better description of the data in
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Figure 6.12: The :ch)BS distribution from the 1994 dijet analysis. The data
(dots) are compared to HERWIG without MI (dotted histogram) and HERWIG
(full histogram) and PYTHIA (dashed histogram) with MI. The figure is taken

from [116].
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Figure 6.13: Transverse energy flow around jets from the 1994 dijet anal-
ysis. The transverse energy is integrated over |A¢| < 1 and shown in bins of
the pseudorapidity and the transverse energy of the jet. The data (dots) are
compared to HERWIG with (full histogram) and without (dashed histogram)
MI. The figure is taken from [116].
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the regions most sensitive to these effects, which are low transverse energy and very
forward going jets. The comparable 975 distribution for the 1996/1997 data used

in this thesis to the one shown in figure 6.12 is given in figure 6.14. No significant

OBS
v

OBS

b is given by

excess at low x is seen for data. The best description at low z
HERWIG, which here does not include multiple-parton interactions. The transverse
energy flow distributions for the 96/97 data to be compared to the ones given in
figure 6.13 are given in figure 6.15 and figure 6.16 in a linear and a logarithmic
scale, respectively. The latter is shown for clarity. The binning in 7 differs from
figure 6.13 to cover the full n-range of this analysis. Comparing the central bins of
figure 6.15 with figure 6.13, which have the same 7 range, a clear improvement is
seen with the increase in the transverse jet energy. The transverse energy flow in
the very forward » bin with 1 < n < 2.4 shows a discrepancy, which can be better
seen in the logarithmic scale in figure 6.16. Again the difference in the distribution

diminishes with increasing transverse jet energy. The HERWIG Monte Carlo gives

a better description of the data once more.

In figure 6.17, the transverse energy flow is shown in bins of z9%9 and Ei¢
As expected, the Monte Carlo description is worse for low z,, and low E%et values,
improving with an increase in the value of these variables. Again the HERWIG
Monte Carlo without MI is slightly better than the PYTHIA Monte Carlo with MI.
The overall better description of the transverse energy flow by the HERWIG Monte
Carlo even without inclusion of the multiple-parton interaction might indicate that
the origin of the discrepancy between data and Monte Carlo is not coming from
multiple-parton interaction alone. In the kinematic phase space of high E%et used in
this analysis multiple-parton interaction do not form an obstacle in the extraction

of cross sections.



124 CHAPTER 6. EVENT SELECTION

)] [ (
£ 25000 o DATA b —
[ i — HERWIG resolved %.— direct
01 20000 | -- PYTHA enriched " enriched
] HERWIG Direct :
15000 - :
10000 |- :
R = 4 =
5000 - N :
0 bt b b ! :
0 o1 02 03 04 05 06 07 08 09 1

Figure 6.14: Comparison of the :cOBS distribution as seen in data and Monte
Carlo. Shown is the uncorrected measured x9P distribution for 96/97 data
and for the HERWIG and PYTHIA Monte C’arlo The shaded histogram is
the direct component for HERWIG. The line at £95% = 0.75 separates the
region called resolved enriched and direct enriched.

DATA 96,/97
-1<7n<0 0<n<1 1<n<24

[ - DATA - r
[ — HERWIG r
[ -- PYTHIA

» =
=] (=1
I
T

8
I
T
I
A9 L1 < 3

1/N,. dE;/dAn (GeV)

[=}
ul

B
o
T
TT
T

o
(=]
T
T
T

20 F o -

AOVL >3 > 1L AOZL >wd > Ll

Lt L et f B - i
2 2 0 2 2 0 ZA,,7

Figure 6.15: Comparison of transverse energy flow for the 96/97 data with
Monte Carlo in bins of n and E3 in a linear scale.
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Figure 6.16: Comparison of transverse energy flow for the 96/97 data with

Monte Carlo in bins of n and Egﬁt wn a logarithmic scale. Shown is the same
data as in figure 6.15

6.4.2 General Distributions

Figure 6.18, 6.19 and 6.20 show distributions of kinematical variables which are used

in the determination of the cross sections.

Shown at the top of figure 6.18 are the E%et distributions of the highest and
second highest in the transverse energy of the jets, within the selected n range, named
leading and second, respectively. At the bottom, the distributions of the average and
the difference in the transverse energy of the two highest transverse energy jets are

illustrated. While the E,, and the average Er distributions are well modeled

Jeading
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Figure 6.17: Comparison of transverse energy flow for the 96/97 data with
Monte Carlo in bins of z9PS and E}™.

for both HERWIG and PYTHIA, the E ¢..onq and the difference in the transverse
energies is described better by the PYTHIA Monte Carlo. The discrepancy in the

E

rsecond distribution between data and HERWIG, with HERWIG having in general

higher transverse energies for the second jet, is the origin for the discrepancy in the

A FEr distribution.

In figure 6.19, the 7 distributions for the leading and second jets as well as the
average 1 and difference in 7 are displayed. None of the two Monte Carlos agree
over the full n range for both leading and second jets. While PYTHIA describes the
7 distribution of the leading jet better from the rear up to 7 of about 1.5, HERWIG
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Figure 6.18: Comparison of the E%et distributions as seen in data and
Monte Carlo. At the top left the E%et distribution for the leading jet in Er}et,
the top right the same for the second jet. The bottom left is the average of
the transverse energies of the two jets and the bottom right the difference of
the transverse energies.

starts to deviate from the data distribution at n of about 1. For forward leading
jets with n > 1.5, both Monte Carlos underestimate the number of events. For the
second jet, this behaviour changes and HERWIG is describing the data distribution
up to n of about 2. PYTHIA overestimates the number of events with the second
jet going into the backward direction, corresponding to an 7 range of approximately

—0.5 to 0, and underestimates in the forward region of 0.6 < n < 1.6. In the
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Figure 6.19: Comparison of the n’¢ distributions as seen in data and Monte
Carlo.

very forward direction with n > 2, HERWIG overestimates the data distribution.
The deviations in the description of the data for the two n distributions are almost
canceled in the average 77 of the two jets as seen at the lower left. The latter is
important since the measurement of the cos8* cross sections depends on a cut on
this variable. The lower right plot shows the difference in 7 of the two selected
jets, An, which is well described by HERWIG and underestimated for An < 1 in
PYTHIA.

In figure 6.20, the 297 and zP are shown at the top. The 2§59 distribution

lies between 1072 and 107%° (i.e. & 0.32). The distribution is well described by the
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Figure 6.20:  Comparison of z92% 2955 M;; and cos6* distributions as

seen in data and Monte Carlos.

Monte Carlos. This reflects the fact that within the used xI?BS region, the structure

functions of the proton are well measured. The lower limit of the distribution can

OBS

» - as given in equation 2.6 and stems from

be explained using the definition of x

the transverse energy requirement of the jets. The upper limit reflects the fall in the

S

parton densities towards high 2 in the proton. The z9%% is reasonably described

OBS

v~ above 0.8 is caused by bin-to-bin

by the Monte Carlo. The discrepancy for z
migration: the resolution in %% is 0.05, which is just the bin width in the shown
xSBS distribution. The distribution has to be compared to figure 6.14, where a

larger bin size was chosen. In the lower right the invariant mass distribution of the
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two jets, My, is shown. For values of M;; above 25 GeV, a good description of the
data distribution is given by both Monte Carlos. For the measurement of the cos 6*
cross sections, a cut of M;; > 42 GeV will be applied for reasons given below. The
lower right part of the figure shows the scattering angle, cos #*, distribution in the
center-of-mass of the dijet system. A reasonable description of the data is given by

the Monte Carlos.

6.4.3 The cosf* Distribution
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Figure 6.21: Scatter-plots of Mj; versus cos@* and 7 versus cos@*. For
clarity only a subsample of the 96/97 data is shown.

To perform a unbiased measurement of the cos#* cross sections, additional cuts
have to be applied. The motivation of the cuts can be seen in figure 6.21. Given
at the left hand side is a scatter plot of the invariant mass of the dijet system M
versus cos 0%, while at the right hand side the same is given for the average 7j of the
two jets versus cos §*. Strong correlations are seen between these variables, which
can be understood looking at the definitions of the variables as given in equation 2.7

and equation 2.9. The lines indicate the cuts performed in the determination of
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the cos §* cross sections. The additional cuts are; cos8* < 0.8, M;; > 42 GeV and
0.1 < 7 < 1.3. On 7, which is the boost of the dijet system in the laboratory frame,
a cut is applied to ensure that the phase space is uniform as function of |cos 8|,
hence any shape seen in the measured distributions is caused by the dynamics of

the process and not due to some bias from the cuts.

6.4.4 The Uncorrected Cross Sections

The following figures 6.22 and 6.24 - 6.28 show a comparison of the number of events
seen in data with the Monte Carlo predictions from HERWIG and PYTHIA for
detailed kinematical ranges. The number of events are shown in all the distributions

for which the cross sections will be determined.

In figure 6.22, the number of dijet events is given as function of the fractional

photon momentum z% in four different bins of B} of the leading jet. The bin

OBS
v

OBS

, except for z

width is taken to be about twice the resolution in the variable z
values greater than 0.8 for which the last two bins are combined. The resolution in
z9%% is shown in figure 6.23 at the right hand side together with a gaussian fit to
the distribution. The parameters of the fit are givenm at the top of the picture. The
combination of the last two bins is motivated by Monte Carlo studies. Comparing
the z, distributions for dijet events with jets determined using firstly the partons of
the hard scattering process and than the hadrons of the final hadronic state, a large
hadronisation dependence for x, greater than 0.8 is found. This hadronisation de-
pendence is seen in figure 6.23 at the left hand side. The combined bin minimises the

hadronisation dependence, needed for a comparison to NLO calculations performed

with partons.



132 CHAPTER 6. EVENT SELECTION

DATA 96 /97

2 E T4 < By < 170V _ 2 E 17 < et < 2508V,
£10000 £1o000 & [T
W goop [ ° DATA Y 8000 E
E — HERWIG -
4000 F e 4000 F o
2000 = 2000 i
0 bl l il luialry o o BT IR T
0 0.2 04 06 08 1 0 02 04 06 08 1
08s 0BS
Xy Xy
2 [ 25 < Eypua < 35 GaV 8 500 |- 35 < Erpesrs < 90 GV
S 2000 - T i
o - S 400 |-
1500 -
I 300 +
1000 - 200 |-
500 100
O‘I |I|||||||||||ll O_Ill I—I—II}IIIIIII
0 02 04 06 0.8 1 0 02 04 06 08 1
OBS 0BS

Xy

Figure 6.22: Comparison of x?BS distribution of data and Monte Carlo in
four different B3 ranges.

In figure 6.24 and figure 6.25, the number of dijet events is given as function
of the pseudorapidity of the second jet in four different ranges of E{,ft and three

different bins in 7 of the leading jet. The distributions are given for events with

OBS

5~ greater

2973 less than 0.75, the resolved enriched sample, and for events with z

0.75, the direct enriched sample, respectively. To ensure infrared safety as discussed
in section 2.4 each event is counted twice in these 7 distributions by interchanging
the values of 77 and ng’“. Given in figure 6.26 and figure 6.27 are the number of
dijet events as function of the transverse energy of the leading jet, again separated

for 2955 less and greater 0.75. The distributions are shown in six bins of 7, with
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Figure 6.23: On the left side, a comparison of the parton and the hadron
x, distributions for dijet events fulfilling the kinematic criteria is given. At
the right side the resolution in the variable a:fY)BS is given, where T is taken
for the hadrons.

different combinations for the 1 requirements of the first and second jet.

The last comparison is shown in figure 6.28. The cos #* distributions are given

for four different bins in EJ* for the leading jet.

All comparisons show that both Monte Carlos describe the overall data reason-
ably well. The Monte Carlo used to determine purities, efficiencies (of which the
definition will be given in the following chapter in equation 7.2 and 7.3) and system-
atic uncertainties was chosen to be the HERWIG Monte Carlo to take the sample
with higher statistics. The PYTHIA Monte Carlo was only used to estimate model

dependencies originating from the use of a different hadronisation model.
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Figure 6.24: Comparison of n{“ distributions of data and Monte Carlo in
four different B and three different 1) ranges of the leading jet for 2955 less
than 0.75 (resolved enriched sample).
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Chapter 7

Unfolding the Cross Sections

In the following chapter, the unfolding of the cross sections for the different mea-
surements is introduced. The cross sections are determined from the quantities
measured at the detector-level using corrected ZUFOs and further corrected back
to the hadrons of the final state. No attempt is made to retrieve parton cross sec-
tions. The unfolding procedure and the estimates of the systematic uncertainties

are discussed.

7.1 Unfolding Procedure

In order to measure cross section for jets of hadrons, a bin-by-bin unfolding method
was used. To determine efficiencies and purities of the event selection the HERWIG
Monte Carlo was used. In the bin-by-bin unfolding method the number of events in

the data corrected to the hadron-level N}**¥om in bin 1 is estimated from the number

139
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of events observed at the detector-level N in this bin using the formula:

Nﬁadron — Ndata (M) — N_data (N_de:l> A (71)
Efficiency, MC Nyee MC

1

The efficiency of bin 7 is defined as the ratio of the number of events generated and

reconstructed over the number of generated events in this bin;

gen&rec

Efficiency, = (7.2)

2
gen
N,

The purity of bin ¢ is defined as the ratio of the number of events generated and

reconstructed over the number of reconstructed events in this bin;

gen&rec

1
rec
N;

Purity, = (7.3)

The bin-by-bin unfolding method depends on an accurate description of the data
by the Monte Carlo. In the case that this description is poor the correction for
bin-to-bin migrations becomes model dependent. The PYTHIA Monte Carlo was
used to estimate this model dependence since HERWIG was used for the extraction

of the cross sections.

7.2 Determination of Systematic Uncertainties

In addition to the determination of the cross sections using the PYTHIA Monte
Carlo to determine the model dependence, numerous variations of the unfolding
procedure were done to estimate the systematic uncertainties of the cross sections.

The following list summarises all variations studied.

e the PYTHIA Monte Carlo was used to study mainly the impact of the hadroni-

sation model and the unfolding procedure,
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e the HERWIG MC was used without normalisation factors (as defined in sec-

tion 4.5.1) for the direct and resolved components,

e the cut on the absolute value of the vertex was changed from nominal 40 cm to

30 cm and 50 cm, respectively.

e the cut on the ratio of vertex fitted tracks to all tracks (vetrhl/vctpar in the

following pictures) was changed from nominal 0.1 to 0 and 0.2,

e the cut on the missing transverse momentum was changed from nominal 1.5 GeV

to % < 1.2 GeV and % < 1.8 GeV, respectively,

e the cut to reject DIS electron candidates was changed from nominal 0.85 to

Yeree < 0.8 and yeree < 0.9, respectively,
e the value of y;p was varied by +2 %,

e the value of Er of the jets was varied by +3 %,

The last two items are motivated by the fact that the measured values for y;p and
ngt using energy corrected ZUFOs have a correlation with respect to the true values
as can be seen in figure 5.12 for y;5 and figures 5.10 and 5.11 for E{}Et. All the above

stated variations have been applied both to Monte Carlo and data simultaneously.

e The influence of a possible hadronic scale difference between data and Monte
Carlo was estimated varying the reconstructed jet energies and y;p by + 1.5% at
the same time and by + 1% separately. This variation needed only be performed

for Monte Carlo.
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The dependence of the cross sections to these variations are shown, for all bins
used in the measurement of the cross sections, in figures 7.1 to 7.7. Each data point
represents one variation for the given bin. The explanation for the points are given

in figure 7.1.

The variation due to the energy scale uncertainties are strongly correlated from
bin to bin. Hence the energy scale uncertainties are shown separately as a shaded
band on the cross-section figures given in the chapter 8. The positive and nega-
tive fluctuations from the other variations for a given cross section are added in

quadrature to give the total positive and negative systematic uncertainty.

Shown in figure 7.8, as an example, is the total systematic error for the differential
cross sections in :cfy)BS for the four different EJ* bins used in this analysis. The
shaded band indicates the systematic error which is attributed to the energy scale
uncertainty of the transverse energies of the jets. The error bars represent the other

systematic uncertainties, which are added in quadrature.

7.2.1 Neutral current deep inelastic scattering Background

Events

Most neutral current deep inelastic scattering events are removed from the dijet
photoproduction sample by the offline selection criteria. Still some genuine dijet
events or single jet events in which the scattered electron is taken as a jet will
survive the cuts. To estimate the number of events which will remain in the selected
dijet sample, a neutral current deep inelastic scattering Monte Carlo sample was
subject to the same cuts as the dijet photoproduction samples. Since the HERWIG

Monte Carlo used for the unfolding of the cross sections includes events up to Q2
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= 4 GeV?, only NC-DIS events with Q? > 4 GeV? were considered. 661 events
(amounting to 1% of the total sample) were found to pass the cuts for the NC-DIS
Monte Carlo sample when normalised to the combined 1996 and 1997 luminosity.
The small number of events and the overall size of the systematic uncertainties does
not require that these events are subtracted off for the determination of the cross

sections.
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Figure 7.1: The relative effect of various systematic variations in the anal-
ysis on the do [dxJP% cross section for 0.20 < y < 0.85.
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Figure 7.2: The relative effect of various systematic variations in the anal-
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Figure 7.3: The relative effect of various systematic variations in the anal-
ysis on the do/dEX*™9I€ cross section. Shown in the upper plot is the cross
section for events with 9P < 0.75, in the lower plot for £9P% > 0.75. The
points are in the same order as in figure 7.1
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Figure 7.4: The relative effect of various systematic variations in the anal-
ysis on the do/dii® cross section for events with z9P% < 0.75. Shown in the
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order as in figure 7.1
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Figure 7.5: The relative effect of various systematic variations in the anal-
ysis on the da/dnget cross section for events with x,(y)BS < 0.75. Shown in the
upper plot is the cross section for events with 25 GeV < ngt < 35 GeV, in
the lower plot with 85 GeV < E%et < 90 GeV. The points are in the same
order as in figure 7.1
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Figure 7.6: The relative effect of various systematic variations in the anal-
ysis on the da/dné“ cross section for events with :chS > 0.75. Shown in the
upper plot is the cross section for events with 14 GeV < E%Et < 17 GeV, in
the lower plot with 17 GeV < Ei* < 25 GeV. The points are in the same
order as in figure 7.1
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Figure 7.7: The relative effect of various systematic vartations in the anal-
ysis on the da/dng“ cross section for events with xfy)BS > 0.75. Shown in the
upper plot is the cross section for events with 25 GeV < E%et < 35 GeV, in
the lower plot with 35 GeV < Ei** < 90 GeV. The points are in the same
order as in figure 7.1
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Figure 7.8: Ezample of total systematic uncertainties for the differential
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Chapter 8

Results

The dijet photoproduction cross sections measured in the variables Er eading, 25°°,

cos 0* and 77¢" and 7% as defined in section 2.1 are presented in the following. Tables

of the numerical values of the cross sections are given in the appendix C.

8.1 Cross Sections for 0.2 < y;p < 0.85

Dijet cross sections are measured within the kinematical range 0.2 < y;p < 0.85
(see equation 5.2). This corresponds to @? values less than 1 GeV and to center-of-
mass energies for the photon-proton system W., (see equation 2.2) from 134 GeV

to 277 GeV.

The dijet cross section as function of the transverse energy of the leading jet is
presented in six different ranges of the jet pseudorapidity. The cross sections are
determined requiring :E$ BS t0 be either less than or greater than 0.75 to distinguish

resolved from direct events. The numerical values for the cross sections and the

152
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Figure 8.1: Differential cross section do/dEF**™ 9 for z9BS < 0.75 in

the kinematic range 0.2 <y < 0.85 and Q* < 1 GeV?. The corresponding n
ranges are given in the plots. The line is the NLO QCD prediction using the
GRV photon structure function corrected for hadronisation. The two shaded
bands indicate the energy scale uncertainty for the data and the theoretical
uncertainty for the calculations, respectively.
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Figure 8.2: Differential cross section do/dEF*% 7 for 2055 > 0.75 in
the kinematic range 0.2 < y < 0.85 and Q? < 1 GeV?. The corresponding n
ranges are given n the plots. The line is the NLO QCD prediction using the
GRV photon structure function corrected for hadronisation. The two shaded
bands indicate the energy scale and theoretical uncertainty, respectively.
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assigned uncertainties are given in table C.11 and C.13. The results are plotted
in figures 8.1 and 8.2. The data is compared, as in all following figures, to NLO
QCD predictions based on the calculations from Frixione et al. and on the GRV
photon structure function. The two shaded bands indicate the energy scale and
the theoretical uncertainty, respectively. High 29%° events dominate the cross sec-
tions in the very backward directions as expected from the functional dependence
of a:fy’BS on 7 of the jets. The slopes and absolute values of the cross sections are
in general well described by the theoretical calculations over almost three orders
of magnitude. The deviations of the theoretical calculations from the data cross
sections for 2955 > 0.75 and two forward going jets at low transverse energy of the
leading jet originate from edge effects of the phase space being probed. In general

OBS5 (ross sections. For the low x9B8%

the description is better for the high z7 o

Cross
sections the NLO calculations tends to underestimate the data cross sections. This
tends to be a function of the transverse energy of the leading jet which sets the scale
of the process. A possible explanation of this behaviour could be an corresponding
underestimation of the size of the photon structure functions at low ., values, which
in this region would primarily be dominated by the gluon content of the photon.
This discrepancy than might become more pronounced when the photon structure
functions are evolved by the DGLAP equations to higher scales in a range where
the photon structure functions are not well constrained by previous experiments.
Translated into a naive LO picture for the resolved and direct processes this would
indicate the need for a higher gluon content within the photon at low z,.

Tables C.1 to C.4 and C.5 to C.8 show the cross sections as function of nget for
four different E7 ranges of the leading jet and six different ranges of n{et and again

separated for x?BS less and greater than 0.75. The corresponding plots are given in
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Figure 8.3: Differential cross section da/dn%et for a:f/)BS < 0.75 in the

kinematic range 0.2 <y < 0.85 and Q? < 1 GeV? in different bins of trans-
verse energy for the leading jet. The corresponding n ranges are given in
the plots. The solid line is the NLO QCD prediction using the GRV photon
structure function corrected for hadronisation. The dashed lines indicate the
theoretical uncertainties. The shaded band indicates the energy scale uncer-
tainty.
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Figure 8.4: Differential cross section do/dnj® for zQPS > 0.75 in the
kinematic range 0.2 <y < 0.85 and Q* < 1 GeV? in different bins of trans-
verse energy for the leading jet. The corresponding n ranges are given in
the plots. The solid line is the NLO QCD prediction using the GRV photon
structure function corrected for hadronisation. The dashed lines indicate the
theoretical uncertainties. The shaded band indicates the energy scale uncer-
tainty.
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figure 8.3 and 8.4. For both regions in z9%° the NLO QCD gives an overall good
description of the data points. Only for x,cy)BS < 0.75 and transverse energy of the
leading jet E5 > 35 GeV the NLO QCD underestimates the data points. This

leading jet :
ET

is consistent with the trend seen in the differential cross section do/d in

figure 8.1.

Given in table C.9 and figure 8.5 are the cross sections as function of cos 6* for
four different ranges in 2975, The best description is given for the bin with 2975 >
0.85. This corresponds to the direct enhanced sample where the photon interacts
mostly as a bare photon with the least dependence on the photon structure function.
The description in the lower 92 bins is poorer. Both the data and theory also
exhibit a change in shape when going from very high 925 to low £9%° values. This
corresponds to a change of the propagator in the dominant terms of the cross sections
from a quark to a gluon propagator indicating that the different contributions from
diagrams with quark and gluon propagator (e.g. figures 1.4 and 1.5) are summed

correctly in the NLO calculation.

The above shown comparisons of the measured experimental cross sections with
different theoretical predictions and their general agreement shows strong evidence
that the established formalism of NLO calculations used in the determination of
the theoretical distributions can be a way to extract information about the photon
structure from these cross sections. Nevertheless it is also true that the dependance
of these distributions on the photon structure function is not strong enough to use
them as a means of a measurement of the photon structure. As in the case for the
proton structure function measurements one would prefer to use the cross sections
with a variable which, as in the case for the proton variable xp;, is directly related

to the photon structure function. This is the reasoning behind the measurement of
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Figure 8.5: Differential cross section do /d| cos 6*| for four different bins in
x9B% in the kinematic regime of 0.2 <y < 0.85 and Q*> < 1 GeV?. . The
corresponding :cffBS ranges are given in the plots. The line is the NLO QCD
prediction using the GRV photon structure function corrected for hadronisa-
tion. The dashed line indicate the upper and lower theoretical uncertainties.
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the differential cross sections as function of z., as shown in the next figure 8.6.

Given in table C.15 and figure 8.6 are the cross sections as function of a;,?BS for

four different ranges in the transverse energy of the leading jet. The NLO QCD
predictions are shown this time for the three different photon structure functions
introduced in 1.4. All three NLO calculations tends to underestimate the measured
cross sections. The best description is given using the GRV photon structure func-
tion. For a better comparison the ratios of the measured cross sections to the single
NLO QCD predictions are shown in figures 8.7 to 8.9 together with the bands for
the energy scale and theoretical uncertainty, respectively. The ratios for all struc-
ture functions tend to increase with higher transverse energy of the leading jet. The
shape of the ratios is almost flat for the GRV photon structure function with all
points falling within the theoretical uncertainties. The AFG parametrisation shows
a similar but slight worse behaviour for the shapes. For the GS96 photon structure
function the shape of the ratio deviates significantly from a flat line for the two most

significant low transverse energy bins. The GS96 photon structure function is highly

OBS

5 °° region

disfavoured by this figure. The discrepancy might be caused for the low z

by the difference in the gluon density as seen in figure 1.8 for 2975 below 0.3. ( The

OBS

parton densities are scaled in this figure with z7

). The GS96 parametrisation for

the gluon density is significantly higher than for the GRV and AFG parametrisation,

OBS

o values the

resulting in higher cross sections for the low z region. For high x

OBS
v

dominant contributions of the cross section originates from the quark density which
is lower for the GS96 parametrisations and may be the cause for the ratio of data

to theory to be greater than one in this region.
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Figure 8.6: Differential cross section do/dzQP% for four different bins in
the transverse energy of the leading jet in the kinematic regime 0.2 < y <
0.85 and Q? < 1 GeV. The corresponding energy ranges are given in the
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structure function corrected for hadronisation. For simplicity the theoretical
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corresponds to the direct-dominated regime of the cross sections which

can be reliably calculated using QED. This explains the fact that this point lies

almost at one.
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can be reliably calculated using QED. This explains the fact that this point is
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gamma

can be reliably calculated using QED. This explains the fact that this point is
almost at one.
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8.2 Summary

A measurement of dijet photoproduction cross sections in the kinematical regime
0.20 < y < 0.85 and Q? < 1 GeV? with the transverse momenta of the two jets
fulfilling the requirements Ez; > 14 GeV and Er, > 11 GeV and pseudo-rapidities
between -1 < n{ij < 2.4, have been presented. This is an extension of the measured
pseudo-rapidity range by 0.4 units in the forward direction over a previous analy-
sis [13], thus increasing the sensitivity of the measurements to resolved processes.

The jets in the hadronic final state were reconstructed using the kr-clustering jet

algorithm.

Special care was taken to find an energy correction method to minimise the
experimental uncertainty arising from the energy scale of the calorimeter, a limiting
factor in similar studies in previous measurements. The resulting energy correction
method achieved for the first time to constrain the energy uncertainty to about 1%

over the full kinematical region measured.

Dijet cross sections have been measured as a function of the transverse energy of
the leading jet, as a function of the pseudo-rapidity of the second jet, as a function of
the cosine of the scattering angle in the dijet center-of-mass system and as a function

of the fraction of the photon momentum participating in the hard scattering, the

OBS

Mt The extracted cross sections have

latter being experimentally estimated by x
been compared to NLO QCD calculations with different photon structure function
parametrisations as input. An overall good agreement between data and NLO QCD

predictions was found.

The measurements of the differential cross section as function of cos #*, which are

probing the dominant matrix elements of the propagators, show a good agreement
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po values the observed faster

with the theoretical predictions in general. For low z
rise as function of cos@* is consistent with the expectations on theoretical grounds
due to the dominant gluon propagator terms and consistent with observations in
previous publications [13]. In our case the same is seen to still hold at higher
energies and masses. The agreement demonstrates that also in this high-mass region

the dynamics of the short-distance process is understood.

The most significant cross section to draw conclusions from regarding the differ-
ent parametrisations used as input was found to be the differential cross sections in
z9P5. Comparing the ratios of measured to theoretical cross sections for these dif-
ferent parametrisations, a significant discrepancy in the description of the measured
data was found for the GS96 parametrisation. Since the discrepancies are larger
than the associated theoretical uncertainties this suggests that the GS96 parametri-
sation is not properly describing the parton densities of the photon in the probed
kinematical region. The largest theoretical uncertainties, estimated by the variation
of the renormalisation and factorisation scales, are thought to be higher-order con-
tributions not present in the NLO calculations used. Nevertheless the inclusion of
these terms would have to result in a significant change of shape of the distributions
(8.6-8.9) as function of 2985 and of the transverse energy (8.1) if it were to describe

Y

the measured data.

The results as given in this thesis cover a kinematic region with a high value for
the hard scale. This region is not constrained by previous ete™ F) measurements.
It is only recently that measurements F; from LEP extended up to an average
scale of ~ 28 GeV [118]. Our data at low 955 constrain the parton densities in

the photon, implying that future parametrisations should take them into account.

The implications would even be stronger if improved higher-order or resummed
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calculations would be available, which will be explained further in the addendum.
It remains to be shown how the existing parton density functions of the photon can
be modified to describe both the presented ep data and existing results from ete™

experiments.

In the years 2000-2001 HERA undertook a big effort to upgrade the acceleration

system to increase the luminosity by a factor of 4-5. The successful implementation

OBS

po events which can then be

of this upgrade will increase the event rates for low x
used to minimise the statistical errors in this kinematic region. Assuming a uniform
running from 2002 on up to the projected end of HERA in 2006, a data set enlarged
by a factor of 10-16 will be accumulated resulting in an reduction of the statistical

errors by a factor 3-4. This will be a major step forward in the determination of the

OBS
MR

photon structure function at low z

Looking even further into the future the commissioning of a linear ete™ collider
as for example the proposed Tera Electron Volt Superconducting Linear Accelera-
tor (TESLA) would extend the accessible phase space to significant higher scales,
reaching values where there might be no need for higher-order terms in the pQCD

NLO calculations due to the high hard scale of the processes.
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Addendum

High energy physics is a forward moving field of research so it is no surprise that
during the time span of writing this thesis and its final submission and defense there
was an ongoing development of the topic covered in this thesis. This addendum tries

to summarise the most important points as known at the end of 2002.

At the time of summing up the results to write this thesis, its results have also
been submitted to the ZEUS Editorial Board for publication and have been finally
published in the European Physical Journal C [117]. While preparing the final publi-
cation, it became necessary to perform some changes to the source code to correct for
found errors. These corrections affected the values of the extracted differential cross
sections, especially those measured differentially in E%et. The recommended values
to be used in any future work are obviously the latest and hence those published in

the above stated paper.

The plotted ratio (da/ da:fyOBS) / (da/ dz9BS (Theory)) in figure 8.9 showed for

the GS96 photon parton density parametrisation a strange shape for the kinematic

168
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range in EX*“™ between 14 and 17 GeV where it should be the most constrained.
This discrepancy between the description as given by the other two used parton
density parametrisations and GS96 caused the latter to be investigated in detail. It
turned out that the GS96 parametrisation was not able to describe the data within
the kinematic regime it was fitted to. This was caused by wrongly implemented
quark thresholds, an error which shows up more prominent at low energy scales and
which gets adjusted a little bit by the QCD evolution when going to higher and
higher energy scales. Since the author of the GS96 parametrisation left the field

corrections to this parametrisation are not possible and its use should be discarded.

H1 preliminary

— 400
Q[ "> 21Gev S 50 [ B> 25Gev
- T R=1.0 o o - R=1.0
%_ 300 g i
o i O I
o I S 100}
© 200 © i
i S — GS96 (R)
100 - 50 - — GS96 (2R)
- % H1 Data i - =GRV (R)
i ® ZEUS Data - —+= AFG (R)
0 i " 1 1 ] 1 L 1 1 I i J i 1 0 [ 1 1 1 I 1 1 1 i I 1 1 1 1
-1 0 1 2 -1 0 1 2
U n*

Figure A.1: Comparison of differential cross sections do /dr’® from HI and

ZEUS [120] for two different bins in ER" of the leading jet. The black squares
show the H1 data with associated statistical (inner bars) and experimental
errors (outer bars), the black dots are the equivalent ZEUS data points. The
shaded band includes additional for the ZEUS data the uncertainty arising
from the energy scale uncertainty.

The presentation of preliminary results of this analysis at various conferences
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caused the competing experiment at HERA, H1 (which has been described very
shortly in 3.2.2), to perform an equivalent analysis published in section [119]. A
comparison of the main results of the two different experiments as stated in the
following lines can be found in [120]. Shown in figure A.1 is as an example of this
comparison a preliminary result of H1 and a result of ZEUS. The figure illustrates
the differential cross section do/dn/® for two different thresholds for the Er of
the highest energy jet. The error bars indicate the statistical and experimental
uncertainties. The lines correspond to the NLO calculations of the cross sections
using different photon structure functions as inputs. The data from H1 and ZEUS
are found to agree within the error bars. Similar comparisons exits for differential

cross sections in EJ” which again agree within the error bars.

25 <ET’max< 35 GeV 35 <ET,max< 80 GeV
~~ 500 el
-g_ """ 100 [
Nt 400 ® H1 data 8
S
X - NLO 80 [ *
‘ NLO (145, ) C
.'!30:.\9_ 300 hadr 60 [
%0 200 :
s F 40 ;'
100 - . [ 20 :—
0 L I L 1 1 I 1 1 1 I 1 1 L I 1 L 0 : 1 l 1 1 1 I 1 1 L I 1 L1
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
XY xY

Figure A.2: Differential cross section in da/deBS

experiment for two different bins in E%et of the leading jet. The black dots
are the H1 data points, the dotted line represents a NLO calculation, the full
line with shaded side bands is the NLO calculation taking the hadronisation
correction into account. On the left hand side plot the statistical errors are
to small to be seen.

as measured by the H1
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Figure A.3: Relative difference of experimental and theoretical cross section
Jor do /dx9B5 using different photon structure functions as given by H1

In figure 8.6 the differential cross section in do/dz95% for four different bins in
the transverse energy of the leading jet was given. A corresponding result of H1 is
shown in figure A.2. The plot also shows as a dotted line the result of the NLO
calculation and as a shaded band band the NLO calculation with a hadronisation
correction included. Figure A.3 is the analogous plot to figures 8.7 and 8.8. It shows
the relative deviation of the experimental measured cross section to the theoretical
predicted cross section where the two different photon structure parametrisations

AFG and GRYV are used as input to the calculations. In contrast to the result of this
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Figure A.4: Measured cross section as function of the threshold cut required
for the transverse energies of the second highest E3<".

thesis (Figures 8.7 and 8.8) and also to the result published in the ZEUS paper [117],
the H1 data and the NLO calculations agree, suggesting that the photon structure
functions are correct. This discrepancy in the results between the two experiments
caused ZEUS to investigate the possible cause. One difference between the two

measurements is the threshold cut used on the transverse energy of the second
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highest EZ¢. While ZEUS required a minimum EZt of 11 GeV, H1 used 15 GeV
as threshold. The dependence of the cross section on this EJ* cut can be seen in
figure A.4 where the measured cross section as function of this cut is plotted for
different regions in 975 and for transverse energies of the first jet between 25 and
35 GeV. Overlaid is the dependence of the Monte Carlo hadron cross section and
the NLO calculation. As can be seen, the shape of the dependence agrees for Monte
Carlo and NLO calculation while the shape for the dependence of the measured cross
section differ. While using a low threshold of 11 GeV, the measured cross section
is above the NLO prediction the difference in shape results in a crossing at about

15 GeV (the H1 threshold cut). For higher threshold cuts the measured cross section

OBS

5 Cross

is below the predictions. Thus the apparent difference in the differential =
sections are caused by the different threshold cut used and is not a problem of
the measured data as such but originates from theoretical calculations used in the

comparison.

The similarity in the dependence on the threshold cut between the Monte Carlo
cross sections, based on LO and parton showers simulating NLO effects, and the NLO
calculations which are in contrast to the dependence of the measured cross sections
might indicate again that higher order terms are not negligible in the calculation
of a theoretical prediction. NNLO calculations are estimated to be available at the
time of start of the Large Hadron Collider which is scheduled for 2007. To be of full
use an effort should be undertaken to have a NNLO based Monte Carlo available at

the same time.
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Parton Momentum Fractions

The momentum fractions of the initial photon and proton involved in the hard

scattering ab — cd are defined as

Lo b-a
y " (B.1)
Lo q-b
z = — B.2
P q-p (B2

where ¢ is the momentum of the photon, p is the momentum of the proton, a is the
momentum of the parton originating from the photon and b is the momentum of the
parton originating from the proton. Neglecting transverse momenta and masses of
the partons a and b with respect to their mother particles and assuming collinearity

between the photon and proton this reduces to

Eq

Lo - == B.3
x’Y E’Y ( )
E,
LO b
- =2 B.4
x:l? Ep, ( )

where E, and FE, are the energies of parton a and b, respectively.
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The momentum fractions can also be determined using the energies and scattering

angles of the outgoing partons as given in equation 2.3 and 2.5,

parton  _pparton
LO __ Epartons ET €

, B.5
arton arton
.’IILO — Z;Dartons E’_II)’ enP (B6)
P 2E,
A short derivation is given in the following. Starting from the expression
Egartone—nparton (B?)
and using the relation
0
n = —Intan (5) (B.8)
one can write
nganone_"pa”on — Eparton sin gparton tan <0parton/2) (Bg)
1 — cos gparton
— Eparton : eparton oo B.10
s ( sin gparton ) ( )
= [porton (1 — cos 9”‘”“’") (B.11)
— Eparton _ Péoarton. (B12)
Under the assumption of collinearity E, = —p,, and E, = p,; and the equation
further simplifies to
Ete™ = 2-E, (B.13)
Ele™ = 0.
Equation B.5 reduces, when using the result obtained in B.13, to
2F, E
0= —— =22 B.14
T T k. E, (B.14)
A similar replacement for the :vzfo definition in equation B.6 yields
2F, E
g0 =2 =2 (B.15)

P T 2E, E,
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Tables of Cross Sections
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do/dnj°t
14 GeV < Elfeding jet < 17 GeV, 2985 < 0.75
ng et do/dng® | Astat | Bsyst{+/-) | Dp—scale (+/-)
pb pb pb pb
1.0 < 7%t < 0.0
-0.5.. 0.0 2.43 044 | 0.29/-0.62 0.45/-0.24
0.0..05 12.29 0.97 | 2.31/-0.40 0.75/-0.99
0.5.. 1.0 27.22 148 | 2.05/-0.03 1.16/-1.24
1.0.. 1.5 38.75 1.75 | 1.11/-0.81 2.14/-2.05
1.5 .. 2.0 39.08 177 | 2.34/-1.01 1.72/-2.34
2.0 .. 2.4 31.95 2.08 | 5.24/-0.38 3.11/-1.77
0.0 <7 < 1.0
1.0 .. -0.5 4.07 0.60 | 1.31/-0.75 0.50/-0.46
0.5..00 | 3540 1.66 | 3.47/-0.20 1.69/-1.89
0.0..05 82.55 2.61 | 1.19/-8.38 3.41/-4.17
05. 1.0 | 111.29 | 3.04 | 3.16/-10.27 4.49/-5.18
10.. 15 | 12562 | 3.04 | 1.32/-12.21 6.53/-6.91
15..20 | 13291 | 319 | 5.40/-2.13 8.77/-7.00
2.0. 24 | 12541 | 410 | 4.99/-2.50 6.16/-5.76
1.0 < pi® < 24
-1.0..-05 | 16.19 121 | 4.85/-0.24 1.27/-1.17
0.5..00 | 87.40 2.69 | 2.11/-1.06 5.21/-4.65
0.0..05 | 161.25 | 3.62 | 4.05/-7.26 9.53/-9.03
05.. 1.0 | 199.04 | 4.02 | 5.61/-6.27 10.97/-9.79
1.0.. 1.5 | 187.80 | 3.65 | 12.64/-5.69 | 10.27/-10.91
15..20 | 16876 | 3.53 | 11.21/-8.03 9.01/-9.67
2.0..24 | 13981 | 4.18 | 14.08/-6.96 6.01/-4.38

177

Table C.1: Differential dijet cross section do/dn}" in the kinematic range
0.2 <y < 0.85 Q< 1GeV? and 29P° < 0.75. Given in the table are the
values for transverse energy of the leading jet between 14 and 17 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do/dnjet
17 GeV < Eleeding iet < 95 GeV, 2985 < 0.75

nyet da/dﬂz‘]et Astat | Asyst(+/-) | Ar—scate (+/-)
pb pb pb pb

1.0 <7t < 0.0

-0.5 .. 0.0 0.31 0.4 | 0.25/-0.07 0.23/-0.09
0.0..0.5 4.07 0.54 | 0.12/-0.86 0.45/-0.63
0.5.. 1.0 12.98 0.94 | 0.08/-1.15 0.72/-1.19
1.0.. 1.5 16.67 0.92 | 3.60/-0.51 0.91/-1.30
1.5.. 2.0 23.40 1.24 | 2.34/-0.57 2.05/-1.95
2.0 .. 2.4 20.35 145 | 1.88/-0.36 0.58/-1.30

0.0 <" < 1.0

-1.0 .. -0.5 0.64 0.21 0.43/-0.22 0.28/-0.08
-0.5.. 0.0 16.41 1.06 0.14/-1.72 1.12/-1.73
0.0.. 0.5 54.36 1.89 1.78/-5.96 2.63/-4.45
0.5.. 1.0 84.92 2.33 1.40/-8.08 5.76/-4.98
1.0.. 15 100.07 2.34 1.28/-7.57 6.02/-5.82
1.5 .. 2.0 116.52 2.64 2.83/-2.37 7.45/-7.89
2.0..24 101.18 3.10 2.23/-1.97 6.02/-5.97

1.0 <7l < 2.4

-1.0 ... -0.5 4.04 0.49 2.33/-0.09 0.40/-0.37
-0.5.. 0.0 52.13 1.80 4.85/-1.24 2.84/-3.92
0.0 .. 0.5 121.58 2.72 0.61/-2.02 7.03/-7.93

0.5.. 1.0 177.01 3.28 0.99/-3.63 11.33/-10.57
1.0..15 170.70 2.93 17.34/-3.53 11.13/-9.13
1.5..2.0 155.97 2.90 11.18/-3.46 9.33/-8.87
2.0.. 24 130.49 3.36 19.22/-0.97 9.11/-7.66

Table C.2: Differential dijet cross section do /dn}" in the kinematic range
0.2 <y < 0.85, @ < 1 GeV* and 2955 < 0.75. Given in the table are the
values for transverse energy of the leading jet between 17 and 25 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do/dnj°
25 GeV < EF*4m9 7 < 35 GeV, 2975 < 0.75
njet da/dndet | Astar | Asyst(+/-) | Ap—scate (+/-)
pb pb pb pb
-1.0 < 7] < 0.0
0.5.. 1.0 0.47 0.18 | 0.25/-0.18 0.08/-0.08
1.0.. 1.5 0.65 0.16 | 0.23/-0.17 0.08/-0.06
1.5.. 2.0 0.99 0.21 | 0.26/-0.27 0.06/-0.07
2.0 .. 24 1.43 0.31 | 0.34/-0.28 0.39/-0.17
0.0 < <10
0.5 .. 0.0 0.38 0.15 | 0.29/-0.13 0.11/-0.05
0.0.. 05 2.37 032 | 0.74/-0.26 0.41/-0.20
05.. 1.0 8.11 0.65 | 0.58/-0.60 0.63/-0.45
1.0.. 1.5 14.16 0.81 | 0.45/-0.81 1.58/-1.10
1.5 .. 2.0 15.59 0.87 | 0.60/-0.43 1.73/-0.97
2.0 .. 2.4 15.35 1.08 | 0.89/-0.75 1.08/-1.15
1.0 < i < 2.4
1.0..-05 | o021 0.11 | 0.21/-0.02 0.13/-0.03
0.5 .. 0.0 2.54 0.34 | 0.64/-0.67 0.26/-0.22
0.0.. 05 13.58 0.81 | 0.84/-0.27 1.81/-1.04
0.5.. 1.0 28.59 1.22 | 0.47/-1.74 2.40/-1.93
10. 15 30.76 115 | 0.79/-0.74 2.41/-2.17
1.5 .. 2.0 28.05 112 | 1.53/-0.11 2.24/-2.04
2.0 .. 2.4 25.55 1.33 | 2.09/-0.65 1.58/-1.87
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Table C.3: Differential dijet cross section do/dn" in the kinematic range
0.2 <y < 0.85 Q@ < 1GeV* and 295 < 0.75. Given in the table are the
values for transverse energy of the leading jet between 25 and 35 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do/dnj°t
35 GeV < E£2%m9 7€t £ 90 GeV, 2985 < 0.75

17‘2]“ da/dﬂzJEt Astat Asyst(+/‘) AE_scale (+/‘)
pb pb pb pb

L0 <7 < 0.0
1.5..20 | 008 0.07 | 0.09/-0.04 0.01/-0.02
20.. 24 | 007 0.08 | 0.17/-0.00 0.02/-0.02

0.0 <7 < 1.0

0.5.. 1.0 0.41 0.15 | 0.21/-0.06 0.03/-0.04
1.0.. 15 0.92 0.20 | 0.19/-0.07 0.10/-0.07
1.5.. 2.0 2.20 0.33 | 0.14/-0.07 0.24/-0.12
2.0 .. 24 2.46 043 | 0.42/-0.44 0.21/-0.16

1.0 < < 2.4

-0.5 .. 0.0 0.14 0.08 0.15/-0.05 0.02/-0.02
0.0..0.5 1.05 0.22 0.29/-0.13 0.10/-0.10
0.5. 1.0 3.91 0.45 0.36/-0.32 0.40/-0.23
1.0.. 1.5 6.50 0.55 0.32/-0.51 0.49/-0.43
1.5.. 2.0 7.34 0.59 0.28/-0.16 0.57/-0.55
2.0 .. 2.4 5.25 0.59 0.35/-0.47 0.51/-0.35

Table C.4: Differential dijet cross section do/dn}" in the kinematic range
0.2 <y< 0.85 Q@ <1 GeV* and 2955 < 0.75. Given in the table are the
values for transverse energy of the leading jet between 35 and 90 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do/dnj°t
14 GeV < Ex®¥™9 3 < 17 GeV, 2985 > 0.75

7]‘2’”5 da/dan” Astat Asyst(+/') AE—scale (+/')
pb pb pb pb

-1.0 <7 < 0.0

-1.0.. -0.5 5.69 0.68 1.20/-0.08 0.55/-0.86
-0.5.. 0.0 61.48 2.25 1.64/-1.43 4.09/-4.84
0.0..05 102.59 2.95 4.31/-4.07 4.52/-4.15
0.5.. 1.0 107.23 3.04 1.46/-1.72 4.68/-4.58
1.0.. 1.5 79.91 2.44 6.43/-3.32 3.16/-3.44
1.5..2.0 60.90 2.25 3.25/-2.27 2.78/-1.88
2.0.. 24 45.14 2.77 0.38/-3.16 1.58/-1.64

0.0 <7 < 1.

-1.0..-05 | 70.33 258 | 6.05/-1.49 3.60/-4.05
-0.5..00 | 139.83 | 3.38 | 3.50/-10.38 5.69/-5.12
00..05 | 159.32 | 3.57 | 4.40/-18.03 7.50/-6.45
05. 10 | 15754 | 3.58 | 1.32/-19.52 5.75/-6.79
1.0.. 1.5 | 12426 | 3.01 | 2.91/-11.13 6.10/-4.63
15.. 2.0 79.39 2.50 | 1.14/-3.15 3.48/-4.44
2.0 .. 24 41.83 247 | 1.57/-4.37 0.59/-1.30

1.0 < i < 24

-1.0..-05 | 6538 2.43 | 10.02/-3.35 4.11/-2.61
-0.5..0.0 | 10830 | 2.94 | 3.50/-3.57 3.26/-4.04
0.0. 05 | 13539 | 3.23 | 3.62/-4.70 6.19/-6.01
05..1.0 | 101.80 | 2.87 | 0.90/-12.63 4.19/-4.09
1.0.. 1.5 10.64 0.95 | 0.52/-1.96 1.19/-1.22
1.5.. 2.0 0.10 0.08 | 0.06/-0.04 0.02/-0.02

Table C.5: Differential dijet cross section do /d in the kinematic range
0.2 <y < 0.85, Q < 1 GeV* and z9P% > 0.75. Given in the table are the
values for transverse energy of the leading jet between 14 and 17 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do /dng ©t
17 GeV < Ef*4n9 Jet < 95 GeV, 2985 > 0.75

172‘]5t da'/d’l]élet Astat Asyst(+/') AE—scale (+/‘)
pb pb pb pb

-1.0 < 7% < 0.0

-1.0 .. -0.5 0.14 0.07 | 0.19/-0.07 0.04/-0.03
-0.5 .. 0.0 12.96 0.86 | 1.84/-0.35 1.08/-1.21
0.0 .. 0.5 53.89 1.87 | 1.33/-1.59 2.85/-3.68
0.5.. 1.0 69.90 2.16 | 1.35/-1.73 3.75/-4.31
1.0.. 1.5 60.20 1.84 | 6.07/-0.70 3.84/-2.66
15.. 2.0 51.56 1.86 | 4.54/-0.29 2.62/-2.67
2.0 .. 2.4 35.60 2.03 | 3.98/-1.12 1.56/-1.40

0.0 < 7j** < 1.0

-1.0 .. -0.5 16.47 1.02 3.06/-0.87 1.11/-1.86
-0.5 .. 0.0 106.78 2.66 1.03/-2.94 5.97/-5.85
0.0..0.5 141.99 3.07 2.23/-7.16 8.22/-7.04
0.5.. 1.0 142.45 3.06 2.72/-8.09 7.73/-6.32
1.0.. 1.5 117.50 2.58 2.57/-1.64 5.99/-5.32
1.5.. 2.0 96.38 2.49 2.24/-3.85 4.66/-4.43
2.0.. 24 59.04 2.50 0.35/-2.84 3.02/-2.75

1.0 < 7] < 24

-1.0 .. -0.5 34.82 1.63 8.88/-0.52 1.92/-2.57
-0.5 .. 0.0 102.78 2.53 6.20/-1.35 5.92/-4.61
0.0 .. 0.5 130.41 2.85 1.30/-3.17 6.64/-6.40
0.5. 10 128.73 2.84 2.41/-2.70 6.33/-5.47
1.0.. 15 54.24 1.76 0.59/-1.95 2.89/-2.74
1.5.. 20 13.96 0.95 0.28/-0.73 1.06/-1.01
2.0.. 24 3.29 0.59 0.66/-0.34 0.33/-0.29

Table C.6: Differential dijet cross section do/dn}" in the kinematic range
0.2<y< 085 Q<1 GeV? and 295 > 0.75. Given in the table are the
values for transverse energy of the leading jet between 17 and 25 GeV and
an transverse enerqy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do /dnjet
25 GeV < Ex®%m9 7¢t < 35 GeV, 2985 > 0.75
ng et do/dng®t | Astat | Asyst(+/-) | Ap—scate (+/-)
pb pb pb pb
-1.0 < 7** < 0.0
0.0 .. 0.5 0.98 0.22 | 0.17/-0.19 0.25/-0.11
0.5.. 1.0 3.44 043 | 0.55/-0.19 0.74/-0.26
1.0.. 15 6.19 0.55 | 0.45/-0.33 0.77/-0.50
1.5 .. 2.0 6.38 0.60 | 0.38/-0.91 0.59/-0.46
2.0 .. 2.4 3.74 0.57 | 0.36/-0.27 0.26/-0.27
0.0 < 7" < 1.0
-1.0..-05 | 0.09 0.06 | 0.11/-0.05 0.05/-0.01
-0.5 .. 0.0 4.38 0.48 | 0.38/-0.34 0.96/-0.35
00..05 | 2674 | 1.28 | 0.88/-1.97 2.64/-1.43
05..1.0 | 3524 | 150 | 1.52/-3.77 2.59/-1.77
1.0..15 | 2849 | 125 | 0.47/-0.81 1.90/-1.77
1.5..20 | 2166 | 114 | 1.25/-0.62 1.67/-1.29
20.. 24 | 17.33 1.27 | 0.46/-0.93 1.19/-0.84
1.0 < i < 2.4
-1.0..-0.5 | 1.02 023 | 0.24/-0.32 0.37/-0.14
0.5..00 | 1414 | 088 | 1.06/-0.83 1.35/-1.04
00..05 | 3044 | 1.33 | 1.26/-0.42 2.13/-1.82
05..1.0 | 3289 1.40 | 1.20/-1.51 2.35/-1.94
1.0.15 | 2n11 1.21 | 0.66/-0.36 1.48/-1.50
15..20 | 1527 | 095 | 0.58/-0.65 0.77/-0.82
2.0 .. 2.4 6.47 0.81 | 0.37/-0.46 0.26/-0.34
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Table C.7: Differential dijet cross section do /diy®" in the kinematic range
0.2<y< 0.85 Q<1 GeV* and 2955 > 0.75. Given in the table are the
values for transverse energy of the leading jet between 25 and 35 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do /dnj**
35 GeV < Eedim9 7¢t < 90 GeV, 2955 > 0.75

n‘ZIEt do’/d’r]get Astat Asyst(+/') AE—-scale (+/')
pb pb pb pb

-1.0 < 7i* < 0.0

0.5.. 1.0 0.08 0.09 | 0.02/-0.05 0.02/-0.01
1.0.. 15 0.22 0.09 | 0.19/-0.06 0.05/-0.03
1.5.. 2.0 0.17 0.09 | 0.03/-0.07 0.02/-0.02
2.0 .. 2.4 0.08 0.08 | 0.22/-0.03 0.01/-0.01

0.0 <7 < 1.0

0.0..05 1.59 0.31 0.25/-0.17 0.17/-0.20
0.5.. 1.0 5.36 0.58 0.45/-0.36 0.42/-0.34
1.0.. 1.5 7.90 0.70 0.21/-0.45 0.47/-0.48
1.5 .. 2.0 5.63 0.59 0.36/-0.24 0.41/-0.33
2.0..24 3.94 0.59 0.56/-0.38 0.25/-0.23

1.0 < i < 2.4

-1.0 .. -0.5 0.05 0.06 0.03/-0.03 0.03/-0.01
-0.5 .. 0.0 0.46 0.15 0.16/-0.07 0.05/-0.06
0.0..0.5 5.90 0.60 0.58/-0.27 0.43/-0.36
0.5.. 1.0 10.72 0.83 0.34/-0.63 0.70/-0.64
1.0.. 1.5 11.11 0.82 0.61/-0.60 0.77/-0.71
1.5.. 2.0 7.09 0.67 0.55/-0.24 0.46/-0.45
2.0. 24 3.46 0.58 0.45/-0.24 0.19/-0.17

Table C.8: Differential dijet cross section da/dn%et in the kinematic range
0.2 <y< 0.85, @ < 1 GeV* and 2955 > 0.75. Given in the table are the
values for transverse energy of the leading jet between 35 and 90 GeV and
an transverse energy for the second jet greater than 11 GeV in three different
bins in the pseudo-rapidity of the leading jet.
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do /d| cos 6*|
|cos0*| | do/d|cos*| | Agtat | Asyst(+/-) | A scate (+/-)
pb pb pb pb
00 <985 <06
0.0..0.1 22.76 2.86 | 0.63/-2.46 0.89/-0.83
0.1..02 16.23 2.28 | 0.49/-2.24 0.68/-0.43
0.2..03 25.79 3.02 | 0.16/-2.21 0.55/-0.91
0.3.. 04 27.74 3.05 | 0.39/-1.68 0.97/-1.05
04. 0.5 39.32 3.72 | 1.14/-0.46 1.59/-1.20
0.5.. 0.6 60.28 4.78 | 1.68/-1.47 1.07/-2.13
0.6 .. 0.7 104.15 6.88 | 2.15/-5.31 4.23/-3.32
0.7..0.8 208.38 10.84 | 3.48/-9.69 6.00/-5.77
0.6 <x9B5 <075
0.0.. 0.1 21.41 2.60 | 1.01/-0.49 0.33/-0.57
0.1..02 26.15 2.97 | 0.54/-2.54 0.65/-0.29
0.2..03 24.85 2.81 | 2.28/-1.38 1.94/-0.38
0.3..04 28.42 3.01 | 0.42/-1.91 0.46/-0.54
0.4. 05 47.70 4.06 | 0.25/-4.53 0.47/-1.06
0.5.. 0.6 57.38 441 | 0.67/-1.18 1.10/-1.19
0.6.. 0.7 109.46 6.44 | 2.29/-1.97 2.97/-2.40
0.7..0.8 204.98 9.66 | 10.09/-6.27 2.99/-5.00
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Table C.9: Differential dijet cross section do/d|cos@*| in the kinematic

range 0.2 < y < 0.85, @ < 1 GeV?. The transverse energy of the two

leading jets have to be greater than 14 GeV and 11 GeV, respectively. The

values are shown for four different bins in x

OBS
o .



186 TABLES OF CROSS SECTIONS

do/d| cos 0*|
lCOS 0*| dO'/d| cos 9*| Astat Asyst(+/') AE'—.scale (+/')
pb pb pb pb

0.75 < 2985 < 0.85

0.0. 01 18.77 2.33 0.68/-1.95 0.27/-0.23
0.1..0.2 27.34 2.95 0.70/-3.34 0.41/-0.17
0.2..03 28.06 2.98 1.13/-1.84 0.34/-0.40
03.. 04 37.18 3.39 0.93/-1.07 0.54/-0.93
0.4. 05 48.61 3.91 0.72/-4.05 0.46/-0.75
0.5.. 0.6 69.07 4.72 1.69/-3.42 0.92/-0.87
0.6 ..0.7 121.32 6.55 0.30/-3.40 1.88/-1.66
0.7..0.8 214.22 9.29 14.99/-2.87 2.49/-1.97

0.85 <2985 < 1.0

0.0..0.1 120.90 6.97 1.84/-5.91 1.35/-1.25
0.1.. 02 111.75 6.69 2.87/-6.87 1.26/-0.98
0.2. 03 123.10 6.93 3.34/-7.88 1.33/-1.28
0.3..04 139.85 7.33 1.06/-6.56 1.30/-1.25
0.4. 05 177.75 8.29 1.60/-5.05 1.88/-1.26
0.5..0.6 204.31 8.84 2.27/-7.05 2.06/-1.74
0.6 .. 0.7 298.04 10.91 7.15/-5.10 3.34/-2.36
0.7.. 08 424.66 13.87 9.81/-8.03 2.21/-3.48

Table C.10: Continued: Differential dijet cross section do /d| cos6*| in the
kinematic range 0.2 <y < 0.85, @* < 1 GeV2.
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do /dER H™9 I for OBS < 0.75
Eieading jet | go /gEleding It | Ay, Dsyst(+/-) | Ap—scate (+/-)
GeV pb/GeV pb/GeV pb/GeV pb/GeV
—1<p® <0, 1< <0
14.0 .. 17.0 0.51 0.08 0.06/-0.05 0.03/-0.04
17.0 .. 21.0 0.057 0.018 0.013/-0.008 0.005/-0.005
0<ni® <1, —1<g <0
14.0 .. 17.0 8.63 0.31 0.83/-0.44 0.39/-0.33
17.0 .. 21.0 2.26 0.13 0.23/-0.33 0.11/-0.15
21.0 .. 25.0 0.29 0.04 0.04/-0.08 0.02/-0.02
25.0 .. 29.0 0.037 0.015 0.006/-0.008 0.008/-0.003
29.0 .. 35.0 0.0087 0.0051 | 0.0014/-0.0036 | 0.0020/-0.0012
1<nl® <24, 1< <0
14.0 .. 17.0 36.41 0.64 1.71/-4.37 1.51/-1.62
17.0 .. 21.0 14.50 0.33 0.63/-1.17 0.84/-0.79
21.0 .. 25.0 5.12 0.20 0.33/-0.61 0.29/-0.27
25.0 .. 29.0 1.22 0.93 0.17/-0.13 0.09/-0.06
29.0 .. 35.0 0.32 0.04 0.06/-0.04 0.03/-0.02
35.0 .. 41.0 0.030 0.012 0.010/-0.003 0.003/-0.002
41.0 .. 48.0 0.008 0.006 0.002/-0.001 0.001/-0.001
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Table C.11: Differential dijet cross section do /dEX**™9 7 in the kinematic
range 0.2 < y < 0.85, @ < 1 GeV* and z9B5 < 0.75. The transverse
energy of the two leading jets have to be greater than 14 GeV and 11 GeV,
respectively. The values are shown for different ranges of pseudo-rapidity for
the leading and second jet.
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do/dEE 49 7 for £OBS < 0.75
Eleading Jet | o qEieating Jet | Ay BDsyst(+/-) | Dp—scate (+/7)
GeV pb/GeV pb/GeV pb/GeV pb/GeV
o<y <L 0<t <1
14.0 .. 17.0 19.72 0.47 1.38/-1.22 0.97/-0.83
17.0 .. 21.0 6.24 0.21 0.85/-0.51 0.36/-0.34
21.0 .. 25.0 1.64 0.10 0.18/-0.05 0.10/-0.10
25.0 .. 29.0 0.41 0.05 0.03/-0.13 0.04/-0.03
29.0 .. 35.0 0.061 0.015 0.010/-0.013 0.011/-0.006
35.0 .. 41.0 0.0075 0.0054 | 0.0021/-0.0014 | 0.0019/-0.0010
41.0 .. 48.0 0.0047 0.0049 | 0.0009/-0.0011 | 0.0007/-0.0011
1< <24,0<m <1
14.0 .. 17.0 64.13 0.86 3.42/-4.10 3.37/-3.14
17.0 .. 21.0 28.66 0.45 0.92/-1.10 1.63/-1.55
21.0 .. 25.0 11.12 0.28 0.19/-0.51 0.62/-0.64
25.0 .. 29.0 3.87 0.16 0.31/-0.18 0.33/-0.25
29.0 .. 35.0 1.38 0.08 0.03/-0.09 0.11/-0.09
35.0 .. 41.0 0.38 0.04 0.03/-0.03 0.03/-0.02
41.0 .. 48.0 0.080 0.019 0.013/-0.006 0.006/-0.005
48.0 .. 55.0 0.023 0.010 0.002/-0.006 0.002/-0.002
1< <24, 1< <24
14.0 .. 17.0 79.24 1.01 5.23/-3.92 4.01/-4.22
17.0 .. 21.0 39.42 0.53 3.36/-1.68 2.34/-2.15
21.0 .. 25.0 16.08 0.33 1.56/-0.53 1.11/-0.89
25.0 .. 29.0 6.95 0.21 0.24/-0.23 0.43/-0.47
29.0 .. 35.0 2.59 0.10 0.20/-0.04 0.18/-0.16
35.0 .. 41.0 1.11 0.07 0.04/-0.06 0.07/-0.07
41.0 .. 48.0 0.36 0.04 0.02/-0.07 0.03/-0.03
48.0 .. 55.0 0.13 0.02 0.02/-0.01 0.01/-0.01
55.0 .. 65.0 0.050 0.013 0.006/-0.013 0.004/-0.005

Table C.12: Continued: Differential dijet cross section do /dER*"9 I in
the kinematic range 0.2 <y < 0.85, @* < 1 GeV? and xP% < 0.75.
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do [dERAHN9 I¢ for zOBS > 0.75
Eleading jet | gg/gpleading det 1 Agay | Agyst(+/-) | Ap—scate (+/-)
GeV pb/GeV pb/GeV pb/GeV pb/GeV
“l<pi® <0, 1<t <0
14.0 .. 17.0 11.19 0.39 0.37/-0.22 0.78/-0.97
17.0 .. 21.0 1.60 0.11 0.25/-0.04 0.14/-0.14
0<pl® <1, —1<nt <0
14.0 .. 17.0 34.98 0.71 0.88/-0.94 1.53/-1.46
17.0 .. 21.0 12.30 0.32 0.19/-0.30 0.62/-0.74
25.0 .. 29.0 3.17 0.16 0.08/-0.05 0.20/-0.23
29.0 .. 35.0 0.54 0.06 0.04/-0.06 0.11/-0.04
35.0 .. 41.0 0.022 0.008 | 0.008/-0.003 | 0.007/-0.003
1<l <24, 1< <0
14.0 .. 17.0 52.81 0.84 0.87/-6.23 2.21/-2.21
17.0 .. 21.0 24.62 0.46 0.61/-1.19 1.38/-1.16
21.0 .. 25.0 10.93 0.31 0.11/-0.72 0.62/-0.51
25.0 .. 29.0 4.99 0.20 0.41/-0.42 0.40/-0.24
29.0 .. 35.0 1.84 0.10 0.05/-0.23 0.17/-0.10
35.0 .. 41.0 0.47 0.05 0.04/-0.05 0.04/-0.03
41.0 .. 48.0 0.092 0.020 | 0.029/-0.015 | 0.008/-0.009
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Table C.13: Differential dijet cross section do /dER*"" 7% in the kinematic
range 0.2 < y < 0.85, @ < 1 GeV? and z9P% > 0.75. The transverse

energy of the two leading jets have to be greater than 14 GeV and 11 GeV,

respectively. The values are shown for different ranges of pseudo-rapidity for
the leading and second jet.
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da/dElTe“di"g Jet for x9BS > 0.75

Bleeding et | 4o [dEEAHM I | Agtar Asyst(+/-) | AB—scate (+/-)
GeV pb/GeV pb/GeV pb/GeV pb/GeV
o<t <0<t <1
14.0 .. 17.0 28.91 0.63 1.81/-1.14 1.19/-1.11
17.0 .. 21.0 12.43 0.32 1.42/-0.07 0.71/-0.56
21.0 .. 25.0 4.78 0.20 0.40/-0.16 0.28/-0.24
25.0 .. 29.0 1.45 0.10 0.10/-0.08 0.12/-0.10
29.0 .. 35.0 0.32 0.04 0.02/-0.04 0.05/-0.03
35.0 .. 41.0 0.034 0.012 0.010/-0.003 0.005/-0.005
41.0 .. 48.0 0.0087 0.0067 | 0.0029/-0.0031 | 0.0010/-0.0025
1<n® <24,0 <l <1
14.0 .. 17.0 39.50 0.72 0.38/-2.69 1.73/-1.69
17.0 .. 21.0 22.23 0.42 0.43/-0.61 1.13/-0.97
21.0 .. 25.0 10.17 0.29 0.09/-0.08 0.49/-0.51
25.0 .. 29.0 4.78 0.19 0.17/-0.10 0.36/-0.27
29.0 .. 35.0 2.09 0.10 0.08/-0.09 0.14/-0.13
35.0 .. 41.0 0.82 0.07 0.05/-0.03 0.05/-0.05
41.0 .. 48.0 0.31 0.04 0.01/-0.03 0.02/-0.02
48.0 .. 55.0 0.11 0.02 0.01/-0.02 0.01/-0.01
1<ni® <24, 1<n <24
14.0 .. 17.0 1.79 0.16 0.08/-0.32 0.20/-0.21
17.0 .. 21.0 4.07 0.18 0.07/-0.45 0.26/-0.25
21.0 .. 25.0 4.75 0.19 0.24/-0.12 0.31/-0.23
25.0 .. 29.0 3.28 0.15 0.24/-0.07 0.15/-0.19
29.0 .. 35.0 1.77 0.09 0.06/-0.14 0.11/-0.09
35.0 .. 41.0 0.92 0.07 0.05/-0.04 0.05/-0.05
41.0 .. 48.0 0.40 0.04 0.04/-0.06 0.03/-0.02
48.0 .. 55.0 0.20 0.03 0.05/-0.02 0.02/-0.02
55.0 .. 65.0 0.034 0.011 0.015/0.005 0.002/-0.003

Table C.14:

Continued: Differential dijet cross section do/
the kinematic range 0.2 <y < 0.85, @* < 1 GeV? and x?BS > 0.75.

dEcllfading jet

m
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da/dw,?BS
z,?BS da/dm?Bs Agtat | Asyst(+/-) | Ag_scate (+/-)

pb pb pb pb

14 GeV < Elfeding jet 17 Gev
0.0..0.1 37.24 541 | 4.42/-3.94 4.79/-3.48
0.1..02 | 40934 | 14.01 | 32.42/-20.02 | 32.38/-27.75
02..03 | 609.96 | 16.32 | 41.72/-9.64 | 37.09/-40.62
0.3..04 | 62335 | 1551 | 11.59/-21.94 | 33.54/-25.12
04. 05| 63457 | 1532 | 15.61/-9.14 | 31.16/-30.90
05..06 | 68834 | 1593 | 13.42/-10.12 | 37.93/-29.05
06..0.7 | 74823 | 16.29 | 6.06/-11.60 | 41.08/-35.91
0.7..0.8 | 99493 | 19.14 | 23.68/-70.84 | 33.93/-46.66
0.8.. 1.0 | 1769.79 | 18.98 | 27.08/-57.52 | 79.29/-72.74

17 GeV < Eleeding jet o 95 Gev
0.0 .. 0.1 12.73 3.13 | 1.14/-2.46 1.10/-2.15
0.1..02 | 227.16 9.13 | 31.37/-579 | 14.18/-11.72
02..03 | 397.78 | 10.76 | 41.37/-8.99 | 30.99/-25.82
03..04 | 52550 | 12.40 | 7.94/-11.04 | 33.53/-35.10
04.05 | 54392 | 1227 | 2.07/-15.61 | 35.30/-33.67
05..06 | 566.69 | 12.25 | 16.60/-5.61 | 29.98/-33.15
06..0.7 | 64528 | 13.29 | 12.97/-9.49 | 34.33/-36.78
0.7..08 | 81295 | 14.64 | 13.01/-16.42 | 52.35/-46.91
0.8. 1.0 | 1540.46 | 15.65 | 24.65/-14.79 | 79.18/-72.86
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Table C.15: Differential dijet cross section do /dxP5 in the kinematic range

0.2 <y < 0.85, Q> < 1 GeV2. The transverse energy of the two leading jets
have to be greater than 14 GeV and 11 GeV, respectively. The pseudo-rapidity
of the two leading jets have to be in the range -1 < n{fgt < 2.4. The values are

shown for different ranges of transverse energy of the leading jet.
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do/dzSBS
CDQBS da’/dl“?BS Astat Asyst(+/') AE—scale (+/')
pb pb pb pb

25 GeV < Ef*%m9 7 < 35 GeV

0.1..0.2 13.53 1.98 3.64/-1.68 1.17/-1.62
0.2..03 42.40 3.20 2.61/-0.68 3.27/-2.89
0.3..04 60.25 3.76 4.61/-1.28 4.04/-4.74
0.4. 05 76.22 4.24 2.38/-6.05 7.21/-4.50
0.5.. 0.6 101.90 4.96 0.91/-5.36 7.32/-7.49
0.6 .. 0.7 100.45 4.81 2.99/-1.71 7.65/-6.16
0.7..0.8 135.84 5.53 5.24/-1.83 9.70/-7.39
0.8.. 1.0 304.30 6.75 4.56/-7.82 20.08/-17.13

35 GeV < ES4%n9 7% < 90 GeV

0.2..03 3.75 1.03 0.99/-0.81 0.41/-0.40
0.3. 04 7.26 1.33 0.64/-1.17 0.88/-0.55
0.4. 05 11.91 1.66 1.26/-1.04 0.84/-0.74
0.5. 0.6 13.14 1.79 0.80/-0.75 1.19/-0.98
06 . 0.7 20.36 2.23 0.71/-0.98 1.63/-1.29
0.7.. 0.8 26.55 2.48 2.18/-1.09 1.54/-1.59
0.8.. 1.0 72.75 3.44 2.77/-2.94 4.77/-4.41

Table C.16: Continued: Differential dijet cross section do/dz$BS in the
kinematic range 0.2 <y < 0.85, Q* < 1 GeV2.



Glossary

AFG ... Aurenche, Fontannaz and Guillet, a photon density parametri-

sation named after their authors

ARIADNE .......... A Monte Carlo simulation program for simulation of QCD

cascades implementing the color dipole model

BCAL ............... Barrel Calorimeter

Ch oo Collimator 5 Veto Counter

CTD ...t Central Tracking Detector

CTEQ ............... Coordinated Theoretical-Experimental Project on QCD
DGLAP ............. Dokshitzer-Gribov-Lipatov-Altarelli-Parisi

DIS ... Deep Inelastic Scattering

EMC ........... ... Electromagnetic Calorimeter

FCAL ............... Forward Calorimeter

FLT ...l First Level Trigger
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GRV ... Gliick, Reya and Vogt, a photon density parametrisation

named after their authors

GS . Gordon and Storrow, a photon density parametrisation named

after their authors

HAC ................ Hadronic Calorimeter
HERA ............... Hadron Electron Ring Accelerator
HERWIG ............ A Monte Carlo package for simulating Hadron Emission Re-

actions With Interfering Gluons
LEP ................. Large Electron-Positron collider

LO ... Leading Order, first term in a series expansion for the cal-

culation of a cross section

MC ... Monte Carlo

NC-DIS ............. Neutral Current Deep Inelastic Scattering

NLO ................ Next-Leading-Order, second term in a series expansion
PETRA ............. Positronen-Elektronen Tandem Ring Anlage

PMT ................ Photomultiplier Tube

PYTHIA ............ A program for the generation of high-energy physics events,

i.e. for the description of collisions at high energies between

elementary particles

QCD ... Quantum Chromodynamics
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QED ... Quantum Electrodynamics

RCAL ............... Rear Calorimeter

SLAC ............... Stanford Linear Accelerator

SLT ... Second Level Trigger

SRTD ............... Small Angle Rear Tracking Detector

TLT ..ol Third Level Trigger

UNO ... Uranium Noise, steady signal from the radioactivity of the

calorimeter cells
VDM ... Vector Meson Dominance Model

ZUFO ............... Zeus Unidentified Flow Objects, reconstructed detector ob-

jects using tracking and calorimeter information
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