Visual Neuroscience (2006), 23, 181-199. Printed in the USA.
Copyright © 2006 Cambridge University Press 0952-5238/06 $16.00
DOI: 10.1017/S0952523806232036

Neural mechanisms mediating responses to abutting gratings:
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Abstract

The discontinuities of phase-shifted abutting line gratings give rise to perception of an “illusory contour” (IC) along
the line terminations. Neuronal responses to such ICs have been interpreted as evidence for a specialized visual
mechanism, since such responses cannot be predicted from conventional linear receptive fields. However, when the
spatial scale of the component gratings (carriers) is large compared to the neuron’s luminance passband, these IC
responses might be evoked simply by the luminance edges at the line terminations. Thus by presenting abutting
gratings at a series of carrier spatial scales to cat A18 neurons, we were able to distinguish genuine nonlinear
responses from those due to luminance edges. Around half of the neurons (both simple and complex types) showed
a bimodal response pattern to abutting gratings: one peak at a low carrier spatial frequency range that overlapped
with the luminance passband, and a second distinct peak at much higher frequencies beyond the neuron’s grating
resolution. For those bimodally responding neurons, the low-frequency responses were sensitive to carrier phase, but
the high-frequency responses were phase-invariant. Thus the responses at low carrier spatial frequencies could be
understood via a linear model, while the higher frequency responses represented genuine nonlinear IC processing.
IC responsive neurons also demonstrated somewhat lower spatial preference to the periodic contours (envelopes)
compared to gratings, but the optimal orientation and motion direction for both were quite similar. The nonlinear
responses to ICs could be explained by the same energy mechanism underlying responses to second-order stimuli
such as contrast-modulated gratings. Similar neuronal preferences for ICs and for gratings may contribute to the

form-cue invariant perception of moving contours.
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Introduction

The discontinuities of phase-shifted abutting line gratings (Fig. 1A)
give rise to perception of an “illusory contour” (IC) along the line
terminations. Such ICs have been of great interest because they
have provided a paradigm for studying how visual perception goes
beyond the physical image projected on the retina, that is, how the
brain fills in the gap between the discrete line terminations and
generates a percept of a continuous and concrete contour (percep-
tual completion, Pessoa et al., 1998).

About half of the sampled neurons in primate V2 have been
reported to prefer similar orientations of ICs and of gratings
(von der Heydt et al., 1984; von der Heydt & Peterhans, 1989).
Since there is no luminance gradient along the IC, a conven-
tional linear receptive field (RF) would fail to signal the orien-
tation of the phase shifts. A series of control experiments further
suggested that these IC responses were not simply evoked by
the luminance contrasts of the line terminations (von der Heydt

Address correspondence and reprint requests to: Yuning Song, McGill
Vision Research Unit, 687 Pine Avenue West, H4-14, Montréal, Québec,
Canada, H3A 1A1. E-mail: yuning.song@mcgill.ca

181

et al., 1984; von der Heydt & Peterhans, 1989). Subsequent
studies reported that neurons in cat A18 (Redies et al., 1986;
Leventhal et al., 1998; Zhou et al., 2001), primary visual fore-
brain of owls (Nieder and Wagner, 1999), and even cells in the
optic lobula of insects (Horridge et al., 1992) exhibited similar
orientation selectivity for ICs and for luminance bars or simple
gratings. Optical imaging studies have also indicated somewhat
similar cortical orientation maps for such ICs and for gratings in
cat A18 (Sheth et al., 1996) and in monkey V2 (Ramsden et al.,
2001; Zhan & Baker, 2004, 2006).

Based on these physiological findings, several models have
been used to account for IC responses in visual cortex. Von der
Heydt and co-workers (von der Heydt et al., 1984; von der Heydt
& Peterhans, 1989) proposed a model in which at least two sets of
end-stopped neurons are simultaneously activated (Fig. 1B) by the
line terminations. Their outputs are then integrated by a single
neuron, which could signal the orientation of the ICs. Wilson
(1999) proposed an energy-detection model (filter-rectify-filter
[FRF]) to account for IC responses. In this scheme, a nonlinear
rectification connects two sets of linear filters, which are selective
for the spatial frequencies of the component lines and the ICs,
respectively (Fig. 1C).
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Fig. 1. Abutting grating stimuli and possible neural mechanisms. A and B,
an example of an abutting line grating stimulus and a possible role of
end-stopped cells. The RF of the end-stopped cell is presented as a
conventional linear RF, which has flanking excitatory (white) and inhibi-
tory (black) regions, plus a suppressive end zone (dotted). End-stopped
neurons are activated by the line terminations, and their responses are then
integrated to signal the orientation of the phase-shifts. C, the FRF. Re-
sponses from smaller RFs activated by the horizontal component gratings
are rectified and passed on to a larger RF that detects the orientation of the
phase shifts. D, an example of an abutting sinewave grating stimulus. A
horizontally oriented, high spatial frequency sinewave grating (“carrier”
abruptly changes phase along vertically oriented ICs that occur as a
periodic, low spatial frequency (“envelope”) pattern. E, possible linear
mechanism accounting for abutting sinewave grating responses. The large
linear RF in the middle will give no response since the dark and light
regions of the stimulus cancel out within its inhibitory and excitatory
zones. However, smaller RFs (upper left) can be activated by the luminance
changes at the phase shifts. F, linear RFs could be activated by the
luminance contrast at the line terminations, oriented either parallel (top) or
obliquely (bottom) to the phase shifts.

Similar IC stimuli can also be constructed from sinewave
gratings (Fig. 1D), whose simplicity in the Fourier domain makes
them more analytically powerful from a systems analysis point of
view. Grosof et al. (1993) reported that neuronal responses in
primate V1 to such abutting sinewave gratings were phase-
invariant, suggesting that such responses were evoked by the phase
shifts along the contour. But whether abutting sinewave gratings
could be processed in a similarly nonlinear manner as abutting line
gratings remains controversial. Intuitively, one might think that no
filling-in process would be needed for detecting abutting sinewave
gratings, since each luminance edge along the abutting borders
could be sensed by a linear mechanism (Fig. 1E, small cartoon
RFs at upper left) (Skottun, 1994; Peterhans, 1997; Nieder, 2002).
However, when the spatial frequency of the component grating is
sufficiently high compared to the neuron’s RF, the small luminance
edges would exceed the resolution of a linear mechanism (Fig. 1E,
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large RF). Thus the nature of neural responses to abutting sin-
ewave gratings might be critically dependent on the spatial scale of
the stimuli compared to the neuron’s luminance passband.

Other studies suggested that even for abutting line gratings, a
filling-in process might not be needed under some circumstances.
Using computer simulations, Skottun (1994) demonstrated that
drifting abutting line gratings contained Fourier energy compo-
nents that could potentially activate conventional spatiotemporally
linear receptive fields. Single-unit studies also demonstrated that
some V1 neurons responded most vigorously to abutting gratings
(either line or sinewave) of low but not high spatial frequency
component gratings (Peirce & Lennie, 2002). Since low spatial
frequency component gratings have more luminance contrast at the
line terminations, these responses may have arisen from a linearly
summating mechanism (Fig. 1F). Thus a question arises from
these studies: are neuronal responses to abutting gratings (both line
and sinewave types) driven by the local luminance edges (linear)
or by the phase shifts (ICs, nonlinear)? To address this problem, it
is important to find a reliable and quantitative method to clarify the
linear vs. nonlinear responses.

Abutting gratings share certain features with contrast-modulation
stimuli (Zhou & Baker, 1993, 1996; Mareschal & Baker, 1999);
that is, both are composed of a relatively high spatial frequency
“carrier” that which is modulated by a moving low spatial fre-
quency “envelope” waveform.* Previous studies found that neu-
ronal responses to contrast-modulation stimuli reflected a specialized
nonlinear mechanism, since they were selective for high carrier
spatial frequencies (e.g. Zhou & Baker, 1993). Here we adopted a
similar approach, that is, testing carrier spatial frequency re-
sponses, to distinguish global contour responses from local
luminance-edge responses. Neurons were tested with a series of
phase-shifted abutting gratings in which the spatial scale of the
component grating was varied systematically from as low as the
neuron’s grating spatial passband to values much higher than the
neuron’s grating acuity. If neural responses are evoked by local
luminance cues, then the best responses would occur at a similar
scale to the neurons’ (relatively low) preferred grating spatial
frequency. However neural responses at relatively high spatial
frequencies would indicate a nonlinear mechanism.

Our results demonstrated that most neurons responded when
the component grating spatial frequencies overlapped the neurons’
luminance passband. These responses were often sensitive to the
phase of the component gratings, consistent with a linear mecha-
nism. On the other hand, about half of these neurons also re-
sponded to a limited band of high component grating spatial
frequencies that were beyond the neurons’ luminance resolution.
These responses were phase-invariant, indicating a nonlinear mech-
anism. We then quantitatively explored the physiological proper-
ties of the nonlinear processing. The nonlinear responses to abutting
gratings exhibited characteristic tuning to both global and local
orientation and spatial frequency, consistent with a multiple-stage
processing scheme in which two linear stages are connected by a
nonlinear operation (FRF energy model).

*However note that abutting gratings differ from previously used
contrast-modulation stimuli in their physical construction (squarewave
modulation of phase rather than sinewave modulation of contrast), Fou-
rier power spectra (Zhan & Baker, 2006), perceptual appearance (clearly
defined contours rather than fuzzy transparency), and possible luminance-
mediated responses (luminance edges along the phase discontinuity rather
than distortion products from early nonlinearities in the stimulus or in
the retina).
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Materials and methods

Animal preparation

Animal preparation was conventional (Mareschal & Baker, 1999)—
briefly, cats were first anesthetized with halothane/oxygen, fol-
lowed by venous cannulation and tracheotomy. Anesthesia was
maintained with LV. thiopentone sodium (2.5%) during surgery
and was maintained subsequently with nitrous oxide/oxygen sup-
plemented with L.V. sodium pentobarbital (1 mg/kg-h). A craniot-
omy was centered on A18 (A3/L4, Horsley-Clark coordinates) for
entry of a glass-coated platinum-iridium microelectrode (Frederick
Haer). Vital life signs (EEG, EKG, expired CO,, body tempera-
ture) were monitored and maintained throughout the experiment.
All animal procedures were approved by the Animal Care Com-
mittee of McGill University and were in accordance with the
guidelines of the Canadian Council on Animal Care.

Visual stimuli

Visual stimuli were generated by a Macintosh computer (G4,
1 GHz and 1 GB RAM) using Matlab (The Mathworks) with
Psychophysics Toolbox software (Brainard, 1997; Pelli, 1997) and
displayed at a viewing distance of 57 cm on a gamma-corrected
cathode ray tube (CRT) screen (NEC FP1350, 640 X 480, 75 Hz,
36 cd/m?). Examples of abutting line and sinewave gratings are
shown in Figs. 1A and D, respectively. The component grating (or
inducing grating) will be referred to as the “carrier,” and the profile
of its phase modulation will be termed the “envelope.” Abutting
sinewave gratings were presented within circular windows sur-
rounded by a uniform gray background of the same mean lumi-
nance. Abutting line gratings constructed from white lines were
presented against a uniform black background. In both cases, the
background luminance was maintained across the entire screen
between stimulus presentations and as blank conditions to measure
baseline spontaneous activity.

Extracellular recording

Extracellular signals from single units were isolated with a win-
dow discriminator and monitored on a delay-triggered digital
oscilloscope. A neuron’s receptive field was first manually mapped
with a hand projector to determine its location, ocular dominance,
eccentricity, and approximate preferred orientation. The display
screen was then centered on the neuron’s receptive field, and
computer-generated stimuli were presented to the neuron’s domi-
nant eye. Test conditions were randomly interleaved, and poststim-
ulus time histograms (PSTHs) were collected and integrated to
obtain an average spike frequency as a function of the stimulus
parameter being varied. First, the neuron’s optimal grating param-
eters (orientation and spatial frequency) were determined. The
grating’s contrast and drifting temporal frequency were 30% and
3 Hz, respectively. Abutting gratings were initially tested with the
envelope orientation set to the neuron’s optimal grating orienta-
tion, and the envelope spatial frequency was set to half the optimal
grating value. The envelope’s drifting temporal frequency and
contrast were 3 Hz and 100%, respectively. The carrier was
stationary and had a contrast of 70% (sinewave) or 100% (line).
These initial settings for the envelope parameters were chosen on
the basis of preliminary results, and they usually represented
near-optimal values for most abutting grating responsive neurons.
A series of carrier spatial frequencies were tested, ranging from a
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value at or below the neuron’s grating resolution up to nearly the
resolution limit of the CRT screen. In the case of abutting line
gratings, the line width was kept at 10% of one carrier cycle.

As explained in the introduction, linear summation would fail
to account for neuronal responses at very high carrier spatial
frequencies. Accordingly, we classified responses to abutting grat-
ings as nonlinear if two criteria were met: first, significant re-
sponses (z-test, compared to spontaneous activity) should be found
at relatively high frequencies that were well beyond the neuron’s
luminance resolution; second, these high-frequency responses should
be bandpass. The subsequent series of experiments was conducted
only on neurons showing such nonlinear responses. The envelope
spatial frequency and orientation were then each varied indepen-
dently using the neuron’s measured optimal high carrier spatial
frequency. Unless noted otherwise the carrier orientation was
always kept orthogonal to the envelope, which would be expected
to drive strong IC responses (Kennedy, 1978; von der Heydt &
Peterhans, 1989; Soriano et al., 1996; Westheimer & Li, 1996).
Using optimal spatial frequencies for the envelope and the carrier,
along with optimal envelope orientation, carrier orientation tuning
was then measured over a 180-deg range.

Data analysis

Neurons were classified as simple or complex based on the ratio of
modulated to mean responses (AC/DC) measured with optimal
gratings (Skottun et al., 1991). Data were summarized in plots of
average spike frequency (with spontaneous activity subtracted) as
a function of the stimulus parameter being varied. Optimal param-
eter values were obtained from Gaussian curve fits to relevant
portions of such plots.

Circular variance (CV), an index of tuning bandwidth for
parameters such as orientation or phase (Marida, 1972; Ringach
et al., 1997), was calculated as

> Ry exp(i26,)
CV=1-— k—, (1)

2Ry
k

where R was the response strength at phase or orientation 6. CV
values range from zero (perfectly sharp tuning) to unity (isotropic
response).

An index of overall motion direction selectivity (DSI) was
taken as

DSI = (Rp — Ry)/(Rp + Ry) X 100%, )

where Rp and Ry were neuronal responses to the preferred and
nonpreferred grating directions, respectively. Thus for gratings, the
DSI was always nonnegative. However, for neurons preferring the
opposite direction for abutting gratings, the DSI would be nega-
tive. The absolute value of DSI typically ranged from 0% (nondi-
rectional) to 100% (completely directional).

Results
Two kinds of abutting grating responses
Bimodal tuning to carrier spatial frequency

We tested neuronal responses to abutting gratings over a large
range of carrier spatial frequencies and compared the neurons’
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preferred spatial frequencies to carriers of the abutting gratings and
to simple gratings. If neurons respond to low carrier spatial fre-
quencies that overlap with the neuron’s luminance passband, the
responses could be explained in terms of linear summation within
the conventional receptive field (Fig. 2A). In contrast, at carrier
spatial frequencies much higher than the neurons’ luminance pass-
band, the light and dark regions of the stimulus will cancel out
within the neurons’ receptive field, and no responses would be
predicted from a linear mechanism (Fig. 2C). Thus responses to a
high carrier spatial frequency indicate a nonlinear mechanism.
About 40% of 136 neurons tested in this way exhibited bimodal
tuning with distinct peaks at both low and high carrier spatial
frequencies. Fig. 2 illustrates a typical result from one neuron
(filled circles and solid line): at low carrier spatial frequencies, this
neuron showed bandpass tuning to abutting gratings (0.03-0.1
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cpd, with a peak response at 0.04 cpd), which was within the range
of grating spatial frequency response (open circles and dashed line,
0.04-0.30 cpd). Therefore this abutting grating response might be
explained at least in part by a linear mechanism responding to local
luminance edges (Fig. 2A). Across a higher range of frequencies
(0.13-0.60 cpd) the responses declined sharply. However, at still
higher carrier spatial frequencies (0.80-3.0 cpd) the responses
became vigorous again, with a second peak response at 2.2 cpd. In
contrast, the neuron did not respond to simple gratings (open
circles and dashed line) in a similar range of high spatial frequen-
cies. In this second passband of abutting grating responses, the
local luminance edges are well beyond the neuron’s grating reso-
lution (Fig. 2C), and therefore these responses reflect a fundamen-
tally nonlinear mechanism. Thus the bimodal responses indicate
that the same neuron can respond to abutting gratings in two
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Fig. 2. A typical neuron’s spatial frequency tuning to carriers of abutting sinewave gratings and to luminance gratings. Abutting
sinewave gratings with carrier spatial frequencies from low to high are shown in A—C, superimposed on cartoon linear RFs with
excitatory and inhibitory zones. Gratings with spatial frequencies from low to high are shown in E-G, superimposed on linear RFs.
Notice that the linear RF that will respond to gratings with low spatial frequency (E) will also respond to abutting gratings with
comparably low carrier spatial frequency (A) but not to those with high carrier spatial frequency (C). Neuronal responses to abutting
gratings are shown as a function of carrier spatial frequency in D (solid lines and closed circles); envelope orientation, 0 deg; spatial
frequency, 0.07 cpd; temporal frequency, 3 Hz; carrier orientation, 90 deg; contrast, 70%. The same neuron’s response as a function
of grating spatial frequency is shown in D as dashed lines and open circles; orientation, 0 deg; temporal frequency, 3 Hz; contrast, 30%.
Here and in subsequent figures, spontaneous activity has been subtracted, and error bars indicate standard errors. Note that the optimal
carrier spatial frequency (2.2 cpd) is much greater than the optimal grating spatial frequency (0.14 cpd).
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categorically distinct ways, depending on the carrier spatial
frequency—a linear luminance-driven response at low carrier spa-
tial frequencies and a nonlinear response at high carrier spatial
frequencies.

Conceivably the second passband at high carrier frequencies
could be mediated by integrating inputs from a set of fine-scale
linear subunits, oriented either parallel or orthogonal to the
carrier. While such a model seems rather unlikely, a testable
prediction would be that such a neuron should respond to a high
spatial frequency grating that is oriented either parallel or or-
thogonal to the carrier. We have already seen that the neuron in
Fig. 2 did not respond to gratings that were oriented orthogonal
to the carrier in the high spatial frequency range (open circles
and dashed line, 0.80-3.0 cpd). Two more examples of such
control experiments are shown in Fig. 3. When tested with
abutting gratings at the optimal grating orientation (filled circles
and solid line), the neuron in Fig. 3B responded at two distinct
carrier spatial frequency ranges. In contrast, the neuron showed
no significant responses to gratings in the range of the high
spatial frequency carrier response (0.5-2.0 cpd), whether the
grating was oriented orthogonal (open circles and dashed line)
or parallel (open squares and dotted line) to the carrier. Another
example (Fig. 3C) showed a smaller but significant response to
abutting gratings at high carrier spatial frequencies (1.0-2.0
cpd), while responses to gratings over the same spatial fre-
quency range were negligible, irrespective of orientation. There-
fore the abutting grating responses at high carrier spatial
frequencies cannot be ascribed to fine-scale linear subunits.
Since it is well known that orientation selective neurons only
have a single, limited range of preferred grating spatial frequen-
cies (as further confirmed by our control experiments), in the
following experiments we only measured grating responses over
low spatial frequencies to capture the classical (luminance) spa-
tial tuning curve.

Fig. 4 shows additional examples of neurons’ carrier spatial
frequency responses to abutting sinewave gratings to illustrate the
range of results. The left-hand panels show data from three neu-
rons exhibiting bimodal responses. These neurons’ preferred high
carrier spatial frequencies (>0.4 cpd) did not overlap with the
lower frequency grating passbands in all cases, and the response
magnitudes were less than (Fig. 4B) or about equal to (Figs. 4A &
C) peak grating responses. The low carrier spatial frequency peak
(<0.06 cpd) ranged from being similar to the neuron’s preferred
grating spatial frequency (Fig. 4A) to about 1-2 octaves lower
(Figs. 4B & 4C). Some neurons only responded unimodally to
abutting gratings with relatively low carrier spatial frequencies,
which overlapped with the neurons’ luminance passbands—three
examples are shown in Figs. 4D, E, and F.

In all examples we have shown, the relationship between these
low carrier frequency peaks and the optimal grating responses
varied from one neuron to another in both relative amplitudes and
spatial frequencies. This varying relationship could plausibly be
due to differing aspect ratios (length vs. width) of linear RFs and
to the relative alignments of the carrier phase with the RFs, which
were not parametrically optimized in these measurements. A neu-
ron’s optimal grating spatial frequency is related to the width of the
RF (Fig. 2E), but the neuron’s preferred low carrier spatial fre-
quency is related to the length of the RF (Fig. 2A). Thus, the low
carrier frequency peak would be similar to the grating frequency
peak (Fig. 3B; Figs. 4A & E) when neurons’ RF aspect ratios are
about 1:1. When the aspect ratios are larger or smaller than 1:1, the
low carrier frequency peak would be lower (Fig. 2D; Fig. 3C;
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Figs. 4B, C, & D) or higher (Fig. 4F) than the grating frequency
peak, respectively. Few cells appeared to have an aspect ratio
smaller than 1:1, which is consistent with previous studies (Jones
& Palmer, 1987; Pei et al., 1994). Another factor that may influ-
ence the neuron’s preferred low carrier frequency is carrier phase,
whose influence will be discussed below (Figs. 6 & 7).

Altogether about 40% of the neurons in our sample (55/136)
showed bimodal tuning (Figs. 4A-C) and 30% (40/136) only
showed significant responses at low carrier spatial frequencies
(Figs. 4D-F). Another 23% (31/136) responded only to high
frequencies, even though in theory all neurons responding to
luminance gratings should respond to abutting gratings at low
enough carrier spatial frequencies. It is possible that in some cases
the tested range of frequencies was not sufficiently low, or more
likely the fixed value of carrier phase (0 deg) used in these
experiments might have been fortuitously inappropriate for some
neurons’ RFs. Carrier phase sensitivity will be explored in the
following section. The remaining 7% of the sampled neurons
either showed a very broadband response without two distinct
peaks or failed to respond to abutting gratings in the tested range.
The subsequent analysis only included the 63% (86/136) of neu-
rons that showed either bimodal tuning or responses only to high
carrier frequencies.

We also investigated whether abutting line gratings could evoke
linear and nonlinear responses in the same neurons that showed
bimodal tuning to abutting sinewave gratings. The carrier spatial
frequency of abutting line gratings was varied across a similar
range as abutting sinewave gratings, and the line width was kept at
10% of the carrier spatial period. All the sampled neurons dem-
onstrated a similar bimodal tuning to the carrier spatial frequency
of abutting line gratings—three examples are shown in Fig. 5. One
neuron (Fig. 5A) responded when the carrier spatial frequencies of
abutting line gratings were ~0.02-0.07 cpd (open squares and
solid line), within the neuron’s luminance passband (0.02-0.07
cpd, open circles and dashed line). This neuron’s responses dropped
quickly at higher carrier frequencies but increased again in the
range of 0.3-3.0 cpd, which was outside of the neuron’s luminance
passband. The same neuron shows a similar bimodal response to
abutting sinewave gratings (filled circles and solid line). Two other
neurons (Figs. 5B & C) also exhibited similar bimodal tuning to
carrier spatial frequency for both abutting line and sinewave
gratings.

In the high-frequency range, the abutting lines produced a
broader bandwidth and a lower peak value than abutting sinewave
gratings. The broader bandwidth to abutting lines might be due to
the broader band of spatial frequencies they contain since they are
hard-edged. Since the lines are wider at lower spatial frequencies,
their luminance contrast is comparable to that of abutting sinewave
gratings of a higher frequency, which might explain the misalign-
ment of high-frequency peaks. Despite the small differences in the
frequency peak, the effective low and high bands of carrier spatial
frequencies for both stimuli were substantially overlapping, which
held for all of the 15 neurons tested.

Thus neuronal responses to abutting gratings (both sinewave
and line types) can be mediated by distinct linear and nonlinear
mechanisms depending on the carrier spatial scale relative to the
neuron’s grating preferences. At low spatial frequencies where
local luminance contrast is resolvable by the neuron’s classical RF,
the neuron would respond to the luminance edges through a linear
mechanism. On the other hand, responses observed at very high
spatial frequencies, beyond the neuron’s luminance resolution,
must be mediated by a spatially nonlinear mechanism.
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Fig. 3. Control experiments in which neuronal responses to carrier spatial frequency are compared with those to grating spatial
frequency over the same range. A, examples of abutting gratings with carrier spatial frequencies from low to high, are shown in the
first row, from left to right. Examples of gratings oriented orthogonal to the carriers, whose spatial frequencies vary from low to high
are shown in the second row, from left to right. Examples of gratings oriented parallel to the carriers are similarly shown in the third
row, from left to right. B and C, respectively: neuronal responses are plotted against carrier spatial frequency of abutting gratings (filled
circles and solid lines), gratings oriented orthogonally (open circles and dashed lines), or parallel (open squares and dotted lines) to
the carriers. Other parameters used for B and C, gratings: orientation, 150 deg, 120 deg (open circles and dashed lines) and 60 deg,
30 deg (open squares and dotted lines); temporal frequency, 3 Hz; contrast, 30%. Abutting gratings: envelope orientation, 150 deg,
120 deg; envelope spatial frequency, 0.03 cpd, 0.05 cpd; temporal frequency, 3 Hz; carrier orientation, 60 deg, 30 deg; contrast, 70%.
Notice that both neurons responded to abutting gratings at high carrier spatial frequencies but not to gratings over the same frequency

range regardless of their orientation.

Carrier phase dependence

In the previous section, we speculated that the carrier phase (rel-
ative to the neuron’s RF) might influence linear responses, result-
ing in variations in both relative amplitudes and spatial frequencies
of the low carrier frequency peaks and the optimal grating fre-
quency peaks. More generally, spatial phase dependence is a sig-
nature of linear spatial summation, while phase invariance is an
indication of nonlinear processing (Spitzer & Hochstein, 1985a,b).
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For simple cells, which have spatially discrete subregions,
linear responses to abutting gratings would be strongest when the
carrier phase is optimally aligned with a neuron’s RF (Fig. 6A) and
much weaker or even absent at a misaligned carrier phase (Fig. 6B).
In contrast, responses at a high carrier spatial frequency would
hardly be affected by carrier phase since they are generated by a
nonlinear mechanism (Grosof et al., 1993). Although complex
cells do not have clearly distinct subregions (but see Spitzer &
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Fig. 4. Six neurons’ spatial frequency tuning for abutting grating carriers and for gratings, in same format as Fig. 2. A, B, C, three
neurons that showed bimodal tuning to carrier spatial frequency. D, E, F, three neurons that responded only at low carrier spatial
frequencies. Envelope spatial frequency for A-F, respectively: 0.03, 0.09, 0.07, 0.03, 0.07, and 0.05 cpd.
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Fig. 5. Three neurons’ responses to carrier spatial frequency of abutting gratings (both line and sinewave types). Neuronal responses
are plotted against carrier spatial frequency of abutting line gratings (open squares and solid lines), abutting sinewave gratings (filled
circles and solid lines), and spatial frequency of gratings (open circles and dashed lines). A—C, gratings: orientation, 0 deg, 90 deg,
0 deg; temporal frequency, 3 Hz; contrast, 30%. Abutting sinewave and line gratings: envelope orientation, 0 deg, 90 deg, 0 deg;
envelope spatial frequency, 0.3 cpd, 0.5 cpd, 0.3 cpd; temporal frequency, 3 Hz; carrier orientation, 90 deg, 0 deg, 90 deg; contrast,
70%. For abutting line gratings, the line width was kept at 10% of a carrier spatial cycle.

Hochstein, 19850), it is reasonable to suppose that they sum
rectified subunits that are spatially linear in a similar way (Hubel
& Wiesel, 1962). Thus the carrier phase-dependence of complex
cells’ abutting grating responses might also indicate whether or not
the underlying mechanism is linear.

We investigated how carrier phase influenced abutting grating
responses of bimodal neurons at their optimal low and high carrier
spatial frequencies. Fig. 6 displays polar plots of typical carrier
phase responses for a simple cell (Figs. 6C & D) and a complex
cell (Figs. 6E & F). When tested at the low optimal carrier spatial
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Fig. 6. Dependence on carrier phase. A simple cell’s RF is shown superimposed on abutting gratings with relatively low carrier spatial
frequency, either aligned (A) or misaligned (B) with the carrier phase. C-F show two neurons’ responses to carrier phase at their
optimal low and high carrier spatial frequencies. Distance from the origin represents response strength (spikes/s); angular subtense
represents carrier phase (0 deg-360 deg). A simple cell’s carrier phase responses are shown when the carrier spatial frequency was
optimally low (C) or high (D). A complex cell’s carrier phase responses are shown when the carrier spatial frequency was optimally
low (E) or high (F). CV, indicating the degree of carrier phase dependence, is shown on the upper left corner of each plot. Examples
of stimuli used are shown below the polar plots of C and D, superimposed with a spatially linear RF. Stimulus parameters for C—F,
respectively: envelope orientation, 30 deg, 30 deg, 60 deg, 60 deg; envelope spatial frequency, 0.07 cpd; carrier orientation, 120 deg,
120 deg, 150 deg, 150 deg; carrier spatial frequency, 0.05 cpd, 2.2 cpd, 0.04 cpd, 2.5 cpd. For both cells, responses were clearly
phase-dependent at the low carrier spatial frequency but phase-invariant at the high frequency.

frequency (Figs. 6C & E), both cells showed phase-dependent
responses. Notice that the difference between preferred and non-
preferred carrier phase is 90 deg for both cells, corresponding to
the maximum difference in stimulus alignment with a cell’s RE. In
contrast, when tested at the high optimal carrier spatial frequency,
both neurons showed relatively uniform responses across all the
carrier phases (Figs. 6D & F). Thus for both simple and complex
cells, abutting grating responses at low carrier frequency were

sensitive to the carrier phase, while high-frequency responses were
invariant, suggesting that carrier phase dependence might provide
an additional signature of linear vs. nonlinear responses.

Fig. 7 illustrates the relationship between carrier phase depen-
dence, response type (low or high optimal carrier spatial fre-
quency), and cell type (simple or complex) for 12 neurons that
showed bimodal responses. The abscissa shows the degree of
phase dependence as measured by CV (eq. (1)), which ranges from



190 Y. Song and C.L. Baker

Number of cells

0.5 0.6 0.7 0.8 0.9 1

2.0 H

T

Number of cells

o N A O ® o

(o] [ ] .

1.5+ o ° -
fo) :

0.5 = o [ ] -
o F) ¢
® High carrier SF response ® %e P

O Low carrier SF response °
0.0 - _—
T T T T T T

0.5 0.6 0.7 0.8 0.9 1.0

Carrier phase dependence (CV)

L'l

o
o
e mm————
[ )
[ ]
€l Gl

Ll

AC/DC
T

o ©
[ S

10 €0 S0 L0 60

Fig. 7. Scatter plot showing relationship between cell type (simple vs. complex) and carrier phase dependence, for responses obtained
at optimally low (open circles) or high (filled circles) carrier spatial frequencies. Ordinate indicates response modulation (AC/DC ratio,
>1 for simple and <1 for complex cells); abscissa shows carrier phase dependence (CV). The histogram on the right shows a bimodal
distribution of AC/DC ratios, corresponding to simple vs. complex type cells. The histogram on the top plots number of cells against
CV. Note that responses at low carrier spatial frequencies are more carrier phase-dependent (CV < 0.9), while responses at high
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Fig. 9. Four neurons’ spatial frequency tuning to IC envelopes and to gratings. Neuronal responses (spikes/s) are plotted against IC
envelope spatial frequency of either abrupt (IC, solid lines and closed circles) or sinusoidal (blurred IC, solid lines and open triangles)
phase changes. Grating spatial frequency responses are also shown (dashed lines and open circles). Examples of ICs and blurred ICs
with different envelope spatial frequencies are shown below A and B, respectively. Carrier spatial frequencies for A-D: 1.6 cpd, 1.5

cpd, 1.0 cpd, 1.6 cpd.

zero (response at only one phase) to unity (ideal phase invariance).
The degree to which grating responses are modulated (simple vs.
complex behavior) is measured as the AC/DC ratio (Skottun et al.,
1991), shown on the ordinate. Responses obtained at optimally low
and high carrier spatial frequencies are represented with open or
filled circles. The AC/DC ratios were bimodally distributed (his-
togram at right), consistent with previous studies (Skottun et al.,
1991). The carrier phase dependence for simple cells was not sig-
nificantly different from that for complex cells (two-tailed #-test,
P > 0.05). However cells were clearly divided into two groups
based on the CV values (Fig. 7, scatter plot and histogram at the
top): high carrier spatial frequency responses (filled circles) have
larger CVs, indicating that responses are uniform across carrier phase,
while low frequency responses (open circles) have smaller CVs,
showing carrier phase dependence. Although the dividing line (CV =
0.9) is drawn subjectively from the data, without exception each
neuron had a higher CV for high than for low carrier spatial fre-
quency responses (paired two-tailed #-test, P < 0.02).

Thus carrier phase sensitivity provides additional reinforcing
evidence for two kinds of abutting grating processing: at the
optimal high carrier spatial frequency, a phase-invariant (nonlin-
ear) mechanism, and at the optimal low frequency, a phase-
dependent (linear) mechanism.

Mechanism of IC responses

We have demonstrated that nonlinear responses to abutting grat-
ings (IC responses) occurred when the carrier spatial frequency of
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Fig. 10. Scatter plot showing relationship between optimal spatial frequen-
cies of gratings and IC envelopes for 57 neurons. Filled circles represent
simple cells (N = 19), and open circles represent complex cells (N = 38).
Notice that most neurons preferred a lower spatial frequency for IC
envelopes than for the gratings (median ratio = 0.4; N = 57 cells). The
distribution of optimal grating spatial frequencies was centered around the
line of 0.1 cpd, ranging from 0.03 to 0.4 cpd; in contrast, neurons’ optimal
IC envelope spatial frequencies were usually lower than 0.1 cpd with only
5 exceptions.
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the stimulus was well beyond the neuron’s luminance passband.
By using appropriate stimuli, we next quantitatively explored the
physiological properties of IC processing. Since we have demon-
strated that abutting line and sinewave grating components are
equally effective in driving the IC response (Fig. 5), we sub-
sequently only use sinewave grating components since the param-
eters are mathematically well defined and bimodal neurons
demonstrated more clearly separate low and high carrier spatial
frequency response ranges.

Carrier spatial frequency tuning

As demonstrated earlier, a given neuron’s optimal carrier
spatial frequency for ICs is much higher than its preferred
grating spatial frequency (Figs. 2, 3, & 4). To examine whether
there is a fixed relationship between these two parameters, we
measured both the optimal carrier and grating spatial frequencies
for 86 neurons. Nearly all neurons’ optimal carrier spatial fre-
quencies were at least four times higher than their optimal
grating frequencies (Fig. 8A). Although individual neurons showed
different ratios of optimal carrier to grating spatial frequency,
88% exhibited a ratio in the range of 4 to 32 (Fig. 8B, median
ratio = 12.7).

A Response

(spk/sec)

90

Simple cell

Complex cell

Gratings
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Dependence on envelope spatial frequency

We examined neurons’ envelope spatial frequency dependence,
fixing the carrier spatial frequency at optimal values. Fig. 9 depicts
typical examples in which the envelope (solid line, filled circles)
and luminance (dashed lines, open circles) spatial frequency re-
sponses are compared for each cell. Fig. 9A shows a complex cell
that was bandpass tuned to the IC envelope spatial frequency, with
a peak response at ~0.05 cpd (filled circles) that was about five
times lower than its preferred grating frequency (~0.2-4 cpd,
open circles). Another complex cell (Fig. 9B) showed a low-pass
response to envelope spatial frequency over the tested range: this
neuron responded only at IC envelope spatial frequencies lower
than its optimal grating frequency (~.1-.2 cpd). Another two
neurons, complex and simple, respectively (Figs. 9C & D), were
bandpass tuned to both kinds of spatial frequency, with peaks
about an octave apart.

Conceivably the difference in modulation profiles (sinusoidal
for gratings vs. abrupt squarewave-like for ICs) could contribute to
the different spatial scale preferences for the two stimuli. If so, ICs
with a “blurred” envelope (having sinusoidal phase transitions; see
stimulus images below Fig. 9C) might evoke responses over a
slightly different range than stimuli without abrupt phase shifts,

B Response

90 (spk/sec)
V=039

lllusory contours

Fig. 11. Polar plots of orientation tuning to luminance gratings (A and C) and ICs (B and D), for two neurons, in the same format as
Fig. 6. Snapshots of representative stimuli with different orientations are shown below A (gratings) and B (ICs). A and B are
measurements from a simple cell, C and D from a complex cell. Grating spatial frequencies for A and C: 0.09 cpd; envelope spatial
frequencies for B and D: 0.05 cpd; carrier spatial frequency for B and D: 1.6 cpd.
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since the latter contain broader spatial components in the Fourier
domain. However, the envelope spatial frequency tuning for nor-
mal vs. blurred ICs was similar for all 10 neurons tested—two
typical examples are shown in Figs. 9C and D, both of which
displayed similar envelope spatial frequency tuning for both nor-
mal (filled circles, solid lines) and blurred (open triangles, solid
lines) ICs. Thus the different spatial preferences for gratings and
ICs are more likely due to the different processing of luminance vs.
nonluminance stimuli, rather than to the presence or absence of
local edge features.

Fig. 10 displays the relationship between neurons’ optimal
grating spatial frequency and the same neurons’ optimal IC enve-
lope spatial frequency for 57 neurons (38 complex and 19 simple
cells). Optimal envelope spatial frequencies were usually lower
than 0.1 cpd with only four exceptions. In contrast, these neurons’
optimal grating spatial frequencies were equally distributed about
0.1 cpd, ranging from 0.03 to 0.4 cpd, consistent with previous
reports for A18 neurons (Movshon et al., 1978; Ferster & Ja-
gadeesh, 1991). A majority of neurons (86%, 49/57) had ratios of
optimal grating to envelope spatial frequencies ranging from 1:1 to
4:1 (median ratio ~2.5).
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Selectivity for envelope orientation and direction of

movement

Although neurons had different spatial frequency preferences
for luminance gratings and ICs, their preferred orientations for the
two kinds of stimuli were similar (Fig. 11). For example one
simple cell (Figs. 11A & B) showed quite similar optimal orien-
tation and bandwidth for the two stimuli. Figs. 11C & D show
analogous results from a complex cell with similar, though broader,
orientation tuning to both gratings and ICs.

Fig. 12A depicts 37 neurons’ optimal grating orientations
plotted against their optimal IC envelope orientations (23 com-
plex and 14 simple cells). Most data points, for both simple and
complex cells, clustered around a unity ratio (mean grating/
envelope orientation = 0.99), demonstrating similar orientation
preferences for both stimuli. Fig. 12B compares the orientation
tuning bandwidth (CV) for gratings (ordinate) and ICs (abscissa)
for the same neurons. Somewhat more than half the cells
(70%, both complex and simple types) had orientation tunings
for IC envelopes that were broader than for gratings, and
the bandwidths for the two stimuli were moderately correlated
(r = 0.61).
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Fig. 12. Orientation and direction tuning to IC envelopes vs. gratings for 14 simple cells (filled circles) and 23 complex cells (open
circles). A, scatter plot showing the same neurons’ optimal orientations for IC envelopes vs. gratings. The dashed line represents
equality. B, scatter plot depicting the same neurons’ orientation tuning bandwidth (CV) for the two stimuli. The bandwidths for the two
stimuli are moderately correlated (r = 0.61). C, scatter plot of direction selectivity index (DSI = (P — N)/(P + N) X 100%) for
gratings vs. abutting gratings envelopes. D, distribution of DSI differences (grating DSI-IC DSI).
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Fig. 13. Comparison of peak response amplitudes to gratings and to ICs,
measured from orientation tuning data. Maximum responses (spikes/s) to
grating are plotted against maximum responses to ICs, for 14 simple cells
(filled circles) and 23 complex cells (open circles). On average, neurons
responded around half as strongly to ICs as to gratings (mean grating/
ICs = 0.55), and more than a quarter of the neurons gave IC responses that
were at least 75% of their grating responses.

The two neurons in Fig. 11 had similar direction selectivity. To
examine this relationship across the sampled neurons we plotted
their DSIs (eq. (2)) for gratings against their DSIs for ICs in
Fig. 12C. Each neuron’s preferred direction was taken from its
grating responses. Although individual neurons often had quite
different magnitudes of directionality for gratings and ICs, 34 out
of 37 had consistent preferred directions of motion. The remaining
3 neurons showed negative DSI values for ICs, indicating opposite
direction preferences from gratings. The DSI differences for the
two stimuli are also plotted as a histogram in Fig. 12D, showing
that the differences cluster around zero (mean = 0.02).

Comparison of response strength to ICs and to

gratings

Although most neurons exhibited consistent orientation and
direction preferences to the two kinds of stimuli, their response
strengths were often different. Fig. 13 plots the maximum re-
sponses to gratings against those to ICs for 37 neurons (from
orientation tuning data like those in Fig. 11). The optimal IC
responses were usually less than the same neuron’s optimal lumi-
nance grating response, with a wide scatter of the relative strength
among cells (from ~1:1 to <1:4). Neurons responded on average
around half as much to ICs as to gratings (mean grating/abutting
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grating response = 0.55), which accords with previous reports
(von der Heydt & Peterhans, 1989). However some neurons re-
sponded quite well to ICs: more than a quarter of the neurons gave
IC responses that were at least 75% of their grating responses.
Response strength ratios (gratings/ICs) of simple cells were not
significantly different from those of complex cells (two-tailed
t-test, P > 0.05).

Dependence on carrier orientation

We have so far shown that neurons’ responses to ICs depended
on the spatial frequencies of the carrier and envelope as well as the
envelope orientation. The neuron in Fig. 14A responded to a
specific range of carrier orientations (right column), from 0 deg to
60 deg (and 180 deg to 240 deg), with a CV of 0.74. It was
narrowly tuned for envelope orientation (left column, CV = 0.61),
peaking at 90 deg, about 60 deg different from its carrier optimum.
Another neuron (Fig. 14B) was also narrowly tuned for both kinds
of orientation, but its optimal carrier orientation (60 deg) was
orthogonal to its preferred envelope orientation (330 deg). Two
other neurons (Figs. 14C & D) were broadly tuned to carrier
orientation but narrowly tuned to envelope orientation. Overall, we
found that orientation tuning to carriers was relatively broad, with
93% of the neurons having a CV larger than 0.7 (mean CV = 0.85,
ranging from 0.43 to 0.98, for 15 simple and complex cells).
Carrier CVs for simple cells did not differ significantly from those
for complex cells (#-test, P > 0.05). Furthermore, we did not find
any systematic relationship between a neuron’s preferred envelope
and carrier orientations.

To check if we have effectively driven neurons’ responses by
using carriers oriented orthogonal to envelopes, we compared 32
neurons’ response strengths to ICs at two different carrier orien-
tations: one orthogonal to the envelope (as in our previous proto-
col) and the other optimized for each neuron (Fig. 15). More than
81% of the neurons (15 simple and 17 complex cells) gave IC
responses at orthogonal carrier orientations that were at least 70%
of those at their optimal carrier orientations. Response strength
ratios (orthogonal /optimal carriers) were on average 0.84, and the
ratios for simple cells were not significantly different from those
for complex cells (two-tailed t-test, P > 0.05).

Discussion

This study has demonstrated that neuronal processing of abut-
ting gratings (either sinewave or line type) can be linear or
nonlinear, depending on the spatial frequency of the carrier
relative to the neuron’s luminance passband. About half of A18
neurons, including both simple and complex types, exhibited
both kinds of responses to abutting gratings. Further examina-
tion of the nonlinear response properties has shown two kinds
of spatial frequency and orientation tuning, which is consistent
with an FRF model.

Fig. 14. Neuronal tuning to carrier and envelope orientations of ICs. Distance from origin represents response strength (spikes/s), and
the angular value represents orientation. We also tested neuronal responses to different IC carrier orientations over a 180-deg range,
which was reflected about the origin in the polar plot, since the carriers were kept stationary. CV, an index of orientation bandwidth,
is indicated at the upper left of each plot. The four neurons’ envelope orientation responses are shown on the left columns, and the same
neurons’ carrier orientation responses are shown on the right. Neurons showed either narrow (A & B) or broad (C & D) carrier

orientation tuning.
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Fig. 15. Response amplitudes to ICs at carrier orientations that are either
orthogonal to the envelope (as in our previous protocol) or optimized for
each neuron. The neurons’ response strength at preferred carrier orientation
is plotted against that at carrier orientation orthogonal to the envelopes
(N = 32, 15 simple and 17 complex cells). Most of the neurons responded
almost as strongly at the two carrier orientations.

Linear and nonlinear processing of abutting gratings

We have demonstrated that nonlinear responses to abutting grat-
ings have several properties that distinguish them from linear
responses. Carrier spatial frequency plays a crucial role in differ-
entiating linear and nonlinear responses to abutting sinewave
gratings. Linear responses could be evoked by carrier spatial
frequencies that overlap with the neurons’ luminance passband. In
contrast, nonlinear responses could be evoked when the carrier
spatial frequency is within a narrow band beyond the neuron’s
luminance resolution. Although this band of spatial frequencies is
specific for individual neurons, the ratio of optimal carrier SF/
grating SF was at least four in most A18 neurons (Fig. 8).

These neurons’ carrier spatial frequency tuning to abutting
line gratings exhibited narrowband tuning at high frequencies
similar to that for sinewave grating components (Fig. 5). In
these experiments, we kept the line width at 10% of one carrier
cycle in order to preserve mean luminance and net root-mean-
square contrast. Thus in our experiments the greater line widths
at lower carrier spatial frequencies could produce sufficient local
luminance contrast to drive neural responses (left lobe of bi-
modal responses in Fig. 5). If we had instead kept line widths
fixed at some very small value, this luminance response at low
carrier spatial frequencies would probably have been attenuated
or abolished. However, abutting gratings constructed from very
thin lines might sometimes activate both nonlinear and linear
responses. von der Heydt and Peterhans described neurons that
responded optimally to two orthogonal orientations of the phase
shifts (von der Heydt & Peterhans, 1989; Fig. 5A & Fig. 10).
One preferred orientation was the same as that of the grating,
likely reflecting nonlinear processing, while the other probably
resulted from linear responses to the line terminations. Thus,
using only fixed (very thin) lines may not suffice to avoid
luminance-edge responses, since it is not the absolute width but
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rather the width relative to the neuron’s luminance resolution
that will determine whether the local luminance contrast can
drive a neural response.

Whether neurons in primary visual cortex can process abutting
gratings in a similar way has been controversial. von der Heydt and
Peterhans (1989) reported that 1 out of 60 sampled primate V1
neurons responded to abutting grating contours, while Sheth et al.
(1996) found this portion to be around 8-9% in cat A17. Since the
neurons from both of these studies had similar orientation prefer-
ences for abutting gratings and luminance gratings, they are quite
likely to reflect nonlinear processing. In contrast, Ramsden et al.
(2001) found that the orientation map was reversed for abutting
gratings compared to luminance gratings. Their single-unit data
also demonstrated different orientation preferences for the two
stimuli. Considering that orientation preference of linear responses
does not necessarily correlate with that of gratings (e.g. Fig. 1F),
their results are likely to reflect orientation tuning for luminance
contrast at line terminations rather than the genuine nonlinear
processing of illusory contours.

Relation to previous studies

Several studies have shown that many A18 neurons respond to
contrast-modulated gratings with a characteristic tuning to high
carrier spatial frequencies that are outside the neurons’ luminance
passband (e.g. Zhou & Baker, 1993) and with varying degrees of
selectivity to carrier orientation (Mareschal & Baker, 1998). These
neurons were also selective for similar orientations and movement
directions for envelopes and luminance gratings (Mareschal &
Baker, 1998). The similarity of these properties to those described
here for nonlinear responses to abutting gratings suggests that both
might be mediated by the same neurons, and indeed by the same
mechanism (Song & Baker, 2004a,b), though this possibility has
yet to be explored in detail.

Mechanisms of abutting grating responses

How might one model these two kinds of abutting grating re-
sponses? First, our results suggest that many A18 neurons process
abutting gratings in a “two-stream” mode, since a single neuron
can respond to abutting gratings through either a linear summation
or a nonlinear mechanism. In this scheme, abutting gratings of low
carrier spatial frequency as well as luminance gratings are pro-
cessed through a conventional linear filter (Fy) selective for ori-
entation and a low spatial frequency (upper pathway in Fig. 16A).
This linear processing of abutting gratings depends on the carrier
phase, which, together with carrier spatial frequency, determines
the local luminance energy. However, abutting gratings composed
of sufficiently high carrier spatial frequencies are processed via a
distinct pathway (lower pathway in Fig. 16A) that is highly
nonlinear.

One candidate for this nonlinear processing is the FRF model
(Chubb & Sperling, 1988; Malik & Perona, 1990; Baker, 1999;
Wilson, 1999). In this model (Fig. 16B), the early filter (F;) has a
small spatial scale selective for high carrier spatial frequencies that
are well beyond the F, passband. Filter F; is also selective for
orientation, narrowly in some neurons (Figs. 14A & B) and
broadly in others (Figs. 14C & D). The broad carrier orientation
tuning may reflect a pooling of various orientations (Landy &
Bergen, 1991; Mareschal & Baker, 1999). Notice that F; will not
respond at the phase shifts, since the light and dark parts of the
stimulus cancel out within excitatory and inhibitory zones of F;. In
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Fig. 16. A schematic model accounting for abutting grating responses. A, a two-stream processing scheme, in which linear and

nonlinear responses are mediated by separate, parallel pathways.

The top pathway is a classic linear spatial filter (Fy), which mediates

selectivity to conventional sinewave gratings as well as abutting gratings with low carrier spatial frequencies. The latter case is
illustrated by an abutting grating stimulus superimposed on a cartoon linear receptive field (filter). The bottom pathway mediates
nonlinear processing of abutting gratings with high carrier spatial frequency (ICs). B, possible implementation of the nonlinear
pathway, as an FRF cascade. The early filters (F;) are shown overlaid on an IC stimulus, demonstrating how they could mediate spatial
frequency and orientation selectivity for the component (carrier) gratings. Although demonstrated as a single orientation channel, F,
could also be a pooling of various orientations. The rectification pools both positive and negative early filter responses. The late filter
(F,) is shown superimposed on the full-wave rectified F; responses to illustrate its selectivity for the envelope spatial frequency and

orientation of ICs.

Fig. 16B, the late-stage, coarser scale filter (F,) is shown super-
imposed on the F; filtered and full-wave rectified stimulus to
illustrate its selectivity for the envelope spatial frequency and
orientation. Compared to Fy in the linear pathway, F, has about the
same orientation preference, and a consistent preferred direction,
but a typically somewhat coarser spatial preference. An essential
nonlinear operation, such as rectification or squaring, is required to
connect the two different linear filters (F; and F,) so that the
positive and negative outputs of F; are not canceled out by the
coarse-scale filtering of F,. Notice that the optimal carrier orien-
tation is not necessarily orthogonal to the global filters (F,), as
sometimes suggested (Wilson & Richards, 1992; Soriano et al.,
1996). Altogether, the FRF mechanism smooths out the fine local
pattern (carrier) and captures the global information (envelope).
Alternative models for nonlinear processing of abutting grat-
ings involve at least two sets of end-stopped cells responding to the
line terminations on the opposite sides of the contour (Fig. 1B;
Grossberg & Mingolla, 1985; von der Heydt & Peterhans, 1989).
Signals from appropriate combinations of these end-stopped cells
converge on a single neuron that responds selectively to the ICs’

orientation. Notice that some sort of nonlinear operation, either
end inhibition in the end-stopped model or rectification in the
energy model (FRF), is essential to both schemes.

Our present data do not necessarily exclude the possibility that
a mechanism based on classic end-stopped cells could signal the
ICs. However, our findings would be more readily understood in
the FRF scheme, since the response dependence on orientation and
spatial frequency of carrier and envelope is more naturally pre-
dicted from the properties of the linear filters (F; and F,). The FRF
model is more parsimonious, since it does not require an additional
population of end-stopped cells. Furthermore, such an end-stopped
type of mechanism would have limited functional utility because
of its dependence on logical combinations of particular local
“features” (oriented terminators). Since the FRF model responds to
gradients of stimulus energy, regardless of the type of pattern
containing them, it would have the flexibility to respond to other
types of non-luminance-defined stimuli (Prins & Kingdom, 2003).
Consistent with this idea, such FRF-type schemes have also been
proposed to mediate visual perception of stimuli that lack lumi-
nance contrast in psychophysics studies, such as texture segrega-
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tion based on differences in orientation (Malik & Perona, 1990;
Bergen & Landy, 1991; Landy & Bergen, 1991; Kingdom et al.,
1995, 2003), contrast (Sutter & Graham, 1995), spatial frequency
(Arsenault et al., 1999), or element arrangement (Graham et al.,
1992; Sutter & Graham, 1995; Graham & Sutter, 1998). FRF
models have also been proposed to mediate psychophysical detec-
tion of moving contrast-modulated patterns (Chubb & Sperling,
1988) and moving glass patterns (Wilson et al., 1997; Wilson &
Wilkinson, 1998). It is also predictable from the FRF models, but
not necessarily from the end-stopped models, that single early
cortical visual neurons could respond selectively to a variety of
non-luminance-defined contours (Song & Baker, 2004 a,b).
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