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Abstract

Tr;L11S\'''rSf~ etwrgy and charged part.icle rIlultiplicity produccd in 1·1.6 GcVjc p+.-\l

and 1'+ 1'1> collisions ha\'e 1>een studied using the ESH set-up at the B:\"L-.-\GS. ~Iea·

SI""nl..nts of da/dET' dE1'/dry.da/dNe• and dNe/dry arc presented. From the present

d;d,;L th .. rnean transverse cHergy per particle is obtaincd and it is comp?rcd to values

o1>s(·r\'..d in Si induced collisions at the same energy. In contrast to what is observed

in tlucleus-nucleus collisions. a very wcak correlation is round betwcen the transv{'rse

en'''gy and the charged partide multiplicity. These results arc compared to the pre­

dictions of \':trious theoretical modcls used to describe heavy-ion collisions. The event

g('nerators RQMD and HUET reproducc weil the pseudorapidity distribution of both

th.. transverse energy and charged particle multiplicit~·, whNeas FRITIOF fails to re·

produce the llleasured distributions. Contrary to what had bccn suggested pre"iously in

a Si+.-\ study. the present study shows that the pseudorapidity dependence of charged

l'article lllultiplicity distributions do not follow KNO scaling.
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Résumé

L"énergie transn~rsc ct la multiplicité de particules chaq;;l;l'S prol1t:ih'S dans ll'S fol·

lisions p+AI et p+Pb ont été étudiées il l'aid,, du dispositif dl' l'<'xp,'ripn,,!' E,~I·I ;.

r:\GS du nè\L. De nou\'elles m"sures de dsigm .../det. det/det.... dsigm .../dnr ..t ,Inr/dpla

sont présentées. L"énergie transverse moyenne par particule est déciuit(' dt.'s pn"Sl'Iltt.'S

données ct cette énergie est comparée aux valeurs observées dans h.'s collisions int.1uÎtt.'s

par un faisceau de Si à la même énergie. Contrairemellt;'t cC' qui est OhSen"l' dans ll's

collisions noyau-noyau~ une très faible corrélation est observée l'utre l'énergie trans~

verse et la multiplicité. Les présents résultats sont comparés ...ux prédictious de divers

modèles théoriques. Les générateurs d'événement RQlIID et HUET reproduisent très

bien la distribution en pseudorapidité de l'énergie transverse et de la multiplicit.é de

particules chargées. Par contre FRITIOF ne reproduit pas les distribution" me"urées.

Contrairement à ce qui a été suggéré dans une étude précédente des collisions Si+A.

les présent résultats montrent que les distributions de multiplicité ne pré"entent pas de

propriétés d'échelles du type KNO.
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Preface

III llii, llll'sis. 1 will preselll tlie results of research on the global obsermbles pro­

dll(l~d in pro!.oll·nuclcl1s collisions al AGS encrgy. This cxpcrirncnt was performed at

llrookh"vell ""liollal Laboratory (B"L) in April 19!11 as " part of the ES14 research

p,og;rallJ. The lIJain goal of the ES14 experiment is the investigation of heavy-ion col­

Iisiolls al ;\GS energy. One of the research topics of the ES!4 experiment is the study

of gloho.1 obsermbles resulting from such col1isions. One motivation of the present

cxpcrillJcnt is to test our nnderstanding of the reaction mechanism of nucleus-nucleus

collisions. ln particular, lhis ex periment allows us to test how nucleus-nucleus col1isions

cvoh'e from simple superposition of nucleon-Ilucleon col1isiolls and to test the vaIidity

of the modcls used to describe reactions.

ln the ficst chapter of this thesis, l "'i11 briefly review the ne\\" and quickly devcloping

field of relativistic heavy-ioll physics. 1 will aIso discuss why transverse energy and

cho.rged l'article multiplicity measurements are interesting in the study of relativistic

heavy·ion collisions, and then discuss the motivation of the proton-nucleus experiment.

TIHee existing models for the current studies of proton-nucleus and nucleus-nucleus

collisions at uItra-relativistic energy will be briefly discussed. In Chapter 2, l will

describe the experimentaI setup used for this e.,periment, paying particular attentIon

to the charged l'article multiplicity detector and the two calorimeters in the target

region since these detectors provide most of the data for this study. Chapter 3 will

discuss the experimental conditions and data taking procedure. Chapter 4 will focus

on data an;ùysis. and in particular, discuss the various corrections used to obtain the

1. rans\'erse energy and charged l'article multiplicity distributions. The final data will

be presentcd and discusscd in Chapter 5, where it will also be compared \Vith the data

iv
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for Si-t1t1rlpll~ collision:, alld thp pf('dicti~llb l1f ihn't' thl'~)rl'til'all\lodt'b. lu ('haptt'r li .

a :'llllllllary togt.'lher with the rC'll'\·ant conclu~ion:, wiil lw giVl'll fur tilt' prl':'t'Ilt work .
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Original Material and Contributions of the Candidate

Th.' pr'''''IIt. \\'ork [>ro\'ides original resu[t.s on ellergy f10\\' for 1·1.6 GeV/c prot.oll­

Illlch,us collisiCJlls o\"er a \;Lrge acceptance. From t Îtf'se data and charged multiplicity

data which were rneasured al. forward angles. the correlation between t.he transverse

"II"r;\y alld t.he charged part.icle p.lult.iplicit.y has becn studied. The transverse energy

l'cr charged l'article has also been investigated and scaling properties of the charged

l'article 1Il111tiplicity distribution have been detcrmined. These ne\\' data are compar~d

to similar data obtained by the ESl4 codaboration for Si on nucleus collisions at the

S:lIlIe "lIergy l'cr nucleon. This is a contribution to original know\edge.
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Chapter 1

INTRODUCTION

This thesis is concerned \Vith the stuay of global fcatures in proton-ullclf'u:-; collisions

at AGS energy. The work was donc as a part of the E81-1 research program. Thc E81·1

collaboration consists of about fifty people from ni ne universities and laboratories. as

listed in Appendix A. The team has performed a series fixed target expcrimcnts at

BNL-AGS. The main goal of the collaboration is the study of reaction Illechanism of

ultra-relativistic heavy-ion collisions. The following part of this chapter is an o"erview

of the new field of ultra-relativistic heavy-ion physics. a description of the relevance of

this proton-nucleus experiment to the current research on heavy-ion collisions and a

description of the main observables which will be discussed throughout this thesis.

1.1 The Physics of Relativistic Heavy-ion Collisions

With the study of ultra-relativistic heavy-ion collisions at the Super Proton Syn­

chrotron (SPS) of Centre European pour la Recherche Nucleaire (CERN) and at the

Alternating Gradient Synchrotron (AGS) of Brookhaven National Laboratory (BNL)

in 1986, a new field of ultra-relativistic heavy-ion physics emerged from the traditional

domains of particle physics and nuclear physics. In combining methods and concepts

from both areas, the study of heavy ion collisions at very high energies (E/m » 1)

provides a unique approach in investigating the properties of matter at high baryon

density and high temperature within the laboratory.
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l'br. primary .!!;oal of t.!lis fipld is to sP;lrch for a ne\': statc of matter callcd Quark

(;lllofl PI:t:-'lfl;t (QG P) wliich 5110111d have been present in the first microsecond after the

[ormatio" o[ 1. h.· u"i\·"rs". Th., 1heory of Quantum Chromodynamics (QCD) predicts

. ,hat. al. Jo\\' f.f\IIlllf~r;lt,ure and dClIsitics quarks. gluons and colour fields arc confincd by

str(Jll~ force to the iuteriors of hadrons. At sufficiently high tempernture and densities

1.1,,· hadruns ov"rlap and the st rang force becomes sa small that a phase transition may

orcur towards the QGP. As a result quarks. gluons and colour fields are no longer

confi",-,d within hadrons but can move freely wherever such extreme conditions exist.

Figure LI shows the predicted phase diagram of nuelear matter in the temperature­

baryon d'-'lIsity plane. where the hadron and QGP phases are separated. In the low

t"mp"ratnre and baryon density reg:on. the nuclear matter is in the form of hadronic

gas cOllsisting of nlleleons, mesons and resonances. While in either the higlt temperature

or the high baryon density region, (i.e., for temperatures in excess of 200 MeV at low

baryoll density or of densities well in excess of five times of the normal nuelear density

(0.16 GeV/fm3 ) at low temperature), it exists in the form of quark·gluon plasma.

Iletwccn these regions there may be a transition phase. The two trajectories in the

figure show rcspectively the evolution of the early universe, and how nuclear phase

transition may be explored by relativistic heavy·ion (RHI) collisions which create a

large number of l'articles in a finite volume, forming a fairly large energy density.

There is now a major e.,perimental effort under way at· CERN and BNL to search

for QGP througlt tlte study of relativistic heavy.ion collisions. The main results are

summarized in the series of Quark Matter conference proceedings (for recent results

scc [QM93]) and in HIPAGS conference proceedings for AGS e.,perimental results in

general (for recent results see [HI93]). As part of the heavy-ion program at the BNL·

AGS. a lot of researclt work has been reported on tlte study of nucleus·nucleus collisions

with h'O and zSSi beams [AB92, AB91, AB89, AD92, AH94, AK94, AK92, BA93A,

IlA9·1. BA92A. BA92B, B.~ 92C, BA90A, BA90B, BA90C, BA90D, L094, NA92, ST92,

ZA92]. In 1992 tlte 19~Au beam became available at the AGS and the fust results of the

c.'periment with titis beam have been reported [AH94, BA93B, G094]. The present
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l'XIJI'rillll'll! rlllJf'I'/llr;Jlf'~ Olt tll1' stlldy of global prOI)f·rtÎps. Illainly traa~\·erse cncrgy

;,lId parI kil' lIlul! iplicit ~.. of pro!OIl-lll1ck'lls f('artions.

1') Transverse Energy and Particle Multiplicity

Th('orPliea! IIIOUeiS [B.IS:l] ha"e indicateu that the thermodynamic variables, such

as ""tropy and telllperature. which characterize the QGP or nuclear matter after colli·

sion lIIay 1)(' i"ferreu from the properties of the multiparticle linal state which can be

nl,'asllr..d in the laboratory, Among the key observables in such studies are transverse

"nPfp;y and partide 1Il1lltiplicity which characterize the number of l'articles emitted after

a rollisioll and the <!nergy the)' carry.

The trans"erse energy in a collision is uelined as the sum of trans"erse energies of

ail (~IlH\rgillg particlcs
n

ET =LEisin8i
i=l

(1.1)

•

where Ei is th.: kinetic energy for baryons and the total energy for mesons, leptons

and photons: 8 is the angle of emissioa or scattering in the laboratory system. The

lIleasurement of the number of l'articles is usually restricted to the number of charged

particles U>'c) for experimental reasons,

The global variables of l'article mu1tiplieity and energy fiow resu1ting from reactions

can both be measured as a function of polar angle in the laboratory. It is convenient to

characterize relati"istic heavy-ion reactions using kinematic variables which have weil

defined properties under Lorenz transformations. Therefore, longitudinal veloeity or

momentum of a l'article is often e:"pressed in terms of rapidity or pseudorapidity. The

rapidity (pseudorapidity) distributions do not change when the rapidity (pseudorapid.

ity) scale is shifted, for example, when wc pass from the nucleon'nucleon center·of·mass

system to the lab system and vice versa.



• The rapidity (Yl and p;l'udorapidity \1}) arc' dC'lillC'd ,t;

1 E + l',
Il = -Ill/ )
. 2 \E-Pz

and

1 1+ <"0.-8 8
ry = -III( }) = -111(1([11-)

2 l - co~l 2

\ l.~)

( l.:\)

•

The encrgy. momcntum. transn~rsc and longitudinal tnOIlH.'Ut.;\. mass and an~lt' of 1.1ll.'

outgoing l'articles arc denoted by E. P. Pr. Pz. m and 8. rl'Slll'ctivdy. '1 =Yonly for

mnssless l'articles or for l'articles with Pz = O. Generally. 1} i, approxilllatc{v <'quai to

j' at very high energy when IPI > >m.

The pscudorapidity TJ is a vcry con\'cnicnt variable in cxpcrimcnt. sinet' it dt.'IWIlt.ls

only on the polar angle (8) of emission or scattering relative to the bealll dirertion.

One can mensure,., without knowing the momentum of the l'article. Therefore. the

corresponding spatial obsen"ables of energy flow and l'article mnltiplicity arc the pseu-

dorapidity distributions of transverse energy dEr/d,., and charged l'article dNe/d'l'

As global '"ariables in ultra-relativistic heavy-ion collisions, transverse energy '"1l1

charged l'article multiplicity arc good indicators of reaction dynalllics. In particular,

they provide information on energy deposition and degrcc of stopping of the incident

projectile, energy density achieved in the collision, and the impact parallleter of the

reaction. For example, the magnitude of dEr / d,., may be used to estimate the thermal

energy density in a model-dependent manner [B.lS:!]. The initial energy density after

a collision is estimated to be about four times that of the normal density of nuclear

matter [ST92] for S+Pb and is about eight times the energy density of the normal

density of nuclear matter of Au+Au at AGS energy (BA9:m].

In the last few years, studies of Si and Au beam induced heavy-ion collisions at ""

la - 15 GeV per nucleon on heavy targets have shown that there is full stoping of the

projectile at AGS energy [BA9aA, BA93B]. The large transverse energy observed at

backward angles in Si on Pb reactions and the evolution of the mean l'article rapidity
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\,,:it.iJ (f'lLtra!ily of tllf' re;tctiolls irnply non-negligible rescatlering cffects al ..\(;5 l'nergy

[IL\!J:!A.IL\!W:;.

1'0 tf'sl onf lIIldp rstanding of the rl'action mcchanisII1 of the nucleus-nucleus col­

lisÎolls. il is irliport;L1ll t.a study more fUIIdamental proccsscs sueh a...:; !lroton induccd

fI'aniolls. \rllf~I1 the incident proton strikcs the targct nucleus al certain impact pa­

ralllf~tprs. il intcracts with a nuclcon. The Hudcon rccoils and mcsons may be produccd.

As hadrons propagate through the nucleus. they make subsequent collisions with other

nlld<!ons. The study of the way hadrons propagate in the nuclear medium mal' provide

1II0r" insight on the importance of rescattering. the stopping power of normal nuclear

lIIatt"". aud the effect of the nuclear matter density on the hadronic cross sections.

The present data for proton-nucleus collisions have becn obtained as part of the E814

research program. Therefore, these data are readily comparable to the E814 data ob­

tained for 2sSi induccd reaction at the same energy per nuclcon [BA92A,BA92B.ST91].

Another AGS-based relath'istic heavy-ion experiment, the E802 e.xperiment, has also

measured transverse energy for proton-nucleus and Si-nucleus reactions in the pseudo­

rapidity range 1.25 < 7J < 2.50. These data can be compared to our results in the

o\'erlapping pseudorapidity region. Since the E814 setup covers almost the full solid

angle for the transverse energy measurement and a wide acceptance in the forward re­

gion for charged particle multiplicity, the present data provide a more complete picture

of global observables and thus form a good basis for evaluating theoretical predictions.

1.3 Theoretical Models

Theorctical models allow us to make predictions about ultra-relativistic heavl'-ion

collisions. By comparing the calculations from these theoretical models to the e.xper­

imental data, one can obtain a better understanding of the reaction mechanism. The

dC\'iations bctwecn e.xperimental data and predictions from models mal' indicate unex­

pcctcd propertics of the rcaction.
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)'Iany relati\'istic macroscopic modcls ha\"(~ bi..'t"'11 dC'\·t'lop<.~d to di..'snilH."l IIIt ra·n"'latÎ\'bt il'

hea\'y-ion collisions [A);87. 1.(85. SH89. S089. 5090. l'A9:!. \\·E90. \\"E9:l]. Prolon·

nucleus collisions can be considcrcd as \'cry asymmetric nucleus-nucleus collisions. 1'0

iIluminate the ullderlying physics of the nucleon-nncleus collision procc,;s al AGS "n­

ergy. this thesis will focus on RQ~lD [S089, S090]. FRITIOF [A"'87] and 1Il.1 ET[U;S;,.

SH89] models. All these models which have been used in the study of hea\'y-ion colli­

sions in the AGS experimcnts are bascd on string models and assume t.he superposit.ion

of nuclcon-nucleon collisions to rorm the nucleolleIluclcus or nucleus-nucleus collisions.

a1though the formation Or the final hadronization schemes for the strings can be differ·

ent.

In the RQMD scheme. the nucleons of the projectile and target nuclei move through

each other on straight-line trajectories. Interaction betwccn two nucleons occur when

they come closer than sorne geometrically defined minimal distance. The interaction

may lead to the creation of strings which are longitudinally stretched quark-diquark

pairs. Figure 1.2 shows that two nucleons c,'(change their momenta while interacting,

forming two c,'(cited strings, and each string contains c,'(actly the quarks of one of

the incident hadrons. The interaction of nucleons can result in c,'(citation of baryon

resonances or strings. If several strings are overlapping, they combine to form highly

charged ropes which decay due to quark-pair creation from the vacuum, thus scrccning

the original charge. After decay of these unstable objects . resonance, strings and rapes

. the secondaries are produced. After formation, secondary hadrons arc allowed to

interact with ail other particles.

FRITIOF is also based on the string picture of hadron-hadron interactions. In

this picture, each nucleon-nucleon interaction leads to the c,xcitation of the nucleon

by the stretching of a string between the valence of a quark an<1 diquark, which is

similar to the longitudinal excitation process in RQMD. A phenomenological excitation

function determines the mass and momentum of the string after each interaction. In

nucleon-nucleus and nucleus-nucleus collisions each incident nucleon is permitted to

interact more than once. As a result, strings become more and more excited while
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Figure 1.2: Schematic representation of the interaction of two hadrons forming two

strings through longitudinal excitation [WE90].



• passing through the target nucleus. Arter the last intt.'ractillt\ thl' string dt.'cays tn

produce l'articles. One of the major difTerl'nc,'s of FRITIOF from RQ~!J) ;, i" lark

of rl'interactious of producl'd l'articles. FRITIOF was ori~illally d,'w!opl'd for the

l'xpl'riments at CER:\". To adapt to the AGS lowl'r l'nerg;y a >l't of param,'tl'rs whirh

govern the fragml'utatiou of strings in the standard FRITIOF (FHITIOF \','rsion 1.7)

has bccn modificd. As a result the calculatcd proton and pion cross-spct ions an' in

good agreement with the rncasurcd cross-sections for proton~proton a.nd protoll-t1ut"lpus

e\'ents at the forward allgIes [COSS]. This modified FRITIOF;' u>l'd in the prl',,'nt

study of the proton-nucleus reactions.

The HUET ('vent generator consiàcrs proton·nucleus or I1udCUs-nllell'lIS ("ollbinlls

to be a sum of independent nuclcon-nucleon collisions. with the nucll'on-nncll'ou cross·

section and scattering dynamics independent of whether the nucll'on has previous!y

participated in an interaction. ln the HIJET scheme, nucleons arc distribnted r:ul<!onl!y

in the nuclear volume according to a Woods·Saxon function. Each nuclcon is assigned a

Fermi momentum which has Gaussian distribution with a width of200 MeV/c. while the

total mom~ntumof the nucleons in the nucleus frame is zero. An interact.ion between

a projectile nuclcon and a target nuclcon takes place if the distance of closest appro:,ch

is shorter than

b=-
n-n

O'indalltic (1.'! )

•

With nucleon-nuclcon ineIastic cross-section qin~i:.,'io = a:lmb. b S! Ifm. String forma­

tion through nucleon-nuclcon interactions arc ca!culated in the nucleon·nucleon center-

of·mass frame by the MINBIAS routine of the program ISA.JET [PA90]. HUET lises

the Field-Feynman formalism for string fragmentation. This formalism considers two

partons fragmenting independently into two jets of l'articles. Interactions of secondary

l'articles with cold spectator matter arc included in this modcl.

These models by now sccm to have successfully reproduced many of the presently

available nucleus·nucleus data. For c.'Cample, aIl thrcc models have described very weIl

the distribution of Er differentia! cross-section in the fOf\~ard region [ZH93], but this
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;1~,P'I'IlJf'!l' hl'l\"'I_'Pll data and rnodels may he accidentaI. In this rcg;~rrl. the proton­

rllldf'lh cfll!isilJtI:-' ;lf. :\GS I~Ilf~r~y caH \)(' particularly interesting; in understauding; !tow

111Ic!I'lIS-IIIlc11'1I:-' collisions diffpr from :-;implt.' :mpt.'rpositiotl of llt:ciCOIl-llucieon col1i:,ions

;llId : Ilf'Y IIl;t.... IJI' l1sl.'d 10 tl'st t.lll.' validity of theoretic.tl tIlodeis in describing the tran­

~ililll1 frolIl il :;itl;!;ll~ collision prohlcm to il therlllodynamic prohl('1H mainly defined by

il fl'\\' ()hs('n·ahh~s.

lA Objectives

The objectives of this thesis are to study the global obsen·ables. transverse energy

and charged particle rnultiplicity. in proton-nucleus collisions at AGS e:.ergy. This

study will extract trans"erse energy distributions and charged particle multiplicity dis­

tributions and the correlation between these two variables. Comparison of the data

with predictions from the RQMD. HIJET and FRITIOF models will be made. Results

of the correlation between the two global \"nriables, and the transverse energy per par­

ticle will be compared to the corresponding results for the reactions with the 2sSi beam

at the same energy per nucleon. As KNO scaling of charged particle multiplicity has

been reported [13A9213] for 2sSi+nucleus reactions at AGS energy. the present study

also looks into the possibility such scaling in proton-nucleus collisions.
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Chapter 2

EXPERIMENTALSETUP

2.1 Overall layout

The data presented in this thesis were taken with ESl·' setnp illstalbl in C" I",am

line of the Alternate Gradient Synchrotron (AGS) at Brookha\'en National L:tllOr:ltory

(BNL). A schematic top \'iew of the setnp is shown in Figure :!.l. The l'SI·' setnp

consists mainly of thrcc sections: beam definition detectors. target regioll ,ll'lertors

and a forward spectrometer.

In the following description of the detectors, the right-handed Cartesian coordinate

system will be used, with the origin at the target. The positi\'e z direction is defined

along the beam. The polar angle 8 is defined with respect to the z a."is and the azimuthal

angle is measured counterclockwise from the x a."ds. In Figure 2.1. the beam goes from

1eft to right and it arri\'es at the beam definition detectors upstream from the target.

The beam definition detectors consisting of a set of plastic scintillation counters

were used to select \'a1id beam l'articles. The accepted incident beam l'articles l''~'s

through the center opening of the back wall of the target calorimeter and then hit the

target. Global variables were measured with the target calorimeter, the particip,,"t

calorimeter and a multiplicity detector installed in the target region. L"ading l'articles

passing through the aperture defined by the participant calorimeter were measured and

identified by the forward spectrometer which consists of a dipole magnet (Ml), two

drift chambers (DC2 and DC3), two groups of scintillators (forward scintillators and
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mag!let scintillators) and sC'\'C'ral uranium calorinH.'ters. Thl' major COtlljlOtH.'nts of tIlt'

Et;i·1 setup will be dC'scribC'd s('parately in the rollo\\'in~ sections of this rhaplt'r.

2.2 Bearn Definition Detectors

The main function of the beam definition detectors is to select "alid be:un partiel"s.

ln this experiment \Ve used a proton beam \Vhich \Vas a secondar:; beam from th~

production target in the C beam tine of the AGS. The main pnrpos~s of th~ h~am

definition detectors \Vere to define the emittance of accepted particles and to r~j~ct

other l'articles (electrons. muons, pions) that are present in the incident bl'am. Th,·

beam definition detectors for the April 1991 experiment illclude a bealll sciutillator

telescope. a beam vertex detector and a èerenkov detector.

2.2.1 Bearn Telescope

The beam telescope consists of four scintillator counters (SI, S2, S3 and S·I) moullted

upstream of the target, as shown in Figure 2.2. They are thin solid plastic counters

made of BC422 scintillator. 52 and 54 each has 2.5 mm and 1.3 mm thickness, and 10

mm and 4 mm radius respectively. 51 and 53 are veto counters with center holes of

15 mm and 10 mm diameter respectively. The outer radii of 51 and 53 are both 190.5

mm. The thickness of 51 and 53 are 15.i mm and 11.4 mm respectively. Good beam

l'articles must pass through the center holes of 51 and 53 counters. Those events which

produce signais above a set threshold in either 51 or 53 counter are rejected.

51 and 53 counters are read out by four photomultiptier tubes; 52 and 54 are each

read out by two tubes. AlI the four scintillation counters were mounted in light-tight

boxes and installed in the beam-line vacuum which were maintained at 10 micron (or

1.33 Pascal). The vacuum was terminated 69 cm in front of the target. During the

proton run in April 1991, the acceptable beam was delined by requiring the coïncidence
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of 51 S'2!::i~.s.I' ~lor(' details on t he select ion of goal! part id('s usin~ thb tdt'st"ope is gi\"t.'ll

in chapter .1. The COUIlter Sol WOlS also used to provide the star! tinll' tnt'aSllrt'tlH't\t for

the downst rcalll time-of- flight spC'ct rotHeh.'r.

2.2.2 Bearn Vertex Detector

The beam "ertex detector (BVER) consists of two multistrip silicon <Ietectors. mount'·,!

5.63 and 2.58 meters in front of the target. as shown in Figure 2.2. The two detectors

are made of200 micron thick silicon wafers and contain 320 strips spaced by 50 microns.

The strips of the two detectors arc oriented vertical!y. They determine the horizontal

position and incident angle of the beam particles at the target with a precision of about

0.07 mm and 0.012 mr respectivel;-. The read-out of the beam vertex detector is dont'

by peas electronics which consists of a preamplifier and a levcl discriminator for each

channel. The strip detector clectronics, originally designed to handle large energy 1055

from Si beam particles, were adapted for the proton beam by removing the attenuation

resistance at the input to the discriminator. Figure 2.3 shows a typica! hit pattern in

the beam vertex detector for accepted beam particles. Those channels with few hits

in the middle of the distributions are dead channels. The patterns indicate the hori·

zontal spread of the incoming beam at two detector positions. The observed width is

partly determined by the geometry of the beam tclescope, and the fact that the beam

is focused near the position of the target.

2.2.3 Cerenkov Counter

A threshold Cerenkov detector, also shown in Figure 2.2, served for discriminating

against lighter beam particles in the experiment. The 2.5 meter long Cerenkov counter

was located between the two multistrip silicon detectors and operated \Vith freon gas at

atmospheric pressure as radiator. In the 14.6 GeV je proton beam running condition,
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cOlltamination from lighlcr particl...~s :,ut"h as piolls. mnot\s and l'h'rtflllls in tlh' hl'am was

\"C'lot.'d hy This èl..'reuko\' callntt'r. 1'0 n'lIlIe\.' dt'ad tinll' thl' \'(.'1(1 was dOl\(' hy hardwart'

al lhe levcl of lhe bcalll elcclrollic logic.

2.3 Detectors in Target Region

The main focus of this thesis is on the global observables which Wl'rl' ml'aslI,,',1 wil h

the detectors near the targel. Figme 2.4 shows the ESI·I experimental app:tratns ill

the target region. The detectors includes the Target Calorimet.er. the 'l:uget. Paddll'

Scintillation Detectors. the Participant Calorimeter, the Charged ?\\nltiplirit.y Detl'l',

tor. and the Racketon. The beam enters the region from the Icft along thl' l.-:L"is in

the fignre. The Participant Calorimeter. the Charged Mnltiplicity Detector alld tl\l'

Racketon cover the forward angles while the Target Calorimetcr alld the Target 1':\(ldll'

Detector cover the backward angles.

2.3.i Target Calorimeter

Olle unique feature of the E814 setup is its near -l :r calorimetrie coverage obt:tÏned

from the Target Calorimeter and the Participant Calorimeter that snrronnd the target.

The primary function of the Target Calorirneter is to detect the products of target

fragmentation. The calorimeter is azimuthally symmetrie and separated into five \Valls

. four side walls (Ieft, right. top and bottom) and a back wall (upstream). lt measures

energy flow into the polar angle range 400 < 9 < 1230 \Vith the side walls and 1:150 <

9 < 1650 with the back wall. corresponàing to pseudorapidity range -0.5 < '1 < 1.0

and -2.3 < '1 < -0.5 respectively.

The Target Calorimeter is mainly an electromagnetic calorirneter made out of 992

Na!(TI) crystals with approximately five radiation length thickness and a 4x4 crn2 face

cross section. The 992 Na! crystals were stacked in five aluminum cases, forming four
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~id(' wa.lls and Olle back wall. The hou~ing and mapping of rry:-,tab in th .., livl.· waIl:-­

are illustrated in Figure ~.5 (\\":\901. Figure :!.5(a) shows a side lx-y plane) \Oit.'\\' of tl\(.,

Target Calorimetcr. The' crystah an' arran~t'll in a nearly prùjl.'ctiYt' ~t.·otllt.\try ffl)1ll the

targN SQ that ('Berg.,\" deposition from a partich..... b limited 1ù a smaIl number of cryst;ds.

Figure 2.5( b) shows view of the calorimeter in the x·y pla",' (facin;!: the heam). Th.,

back wall was stacked 1:1 crystals in hdght and 1:3 crystals in width. with 9 crystals

(3x3) remO\'ed at the center to allow pa.'sage of the beam. The sid.,s of th.' aillminllm

cases facing the target are 1 mm thin to minimize the energy loss of the l'articles bcfore

reaching the crystals. These housing cases were also made airtight with dry nitrogen

gas circulating through to a\'oid moisture contamination of the Nal crystals. Signais

from the crystals were read out by vacuum photodiodes. After preamplification the

signals were transmitted through 100 meter long twisted pair cables to the shaping

amplifiers in the E814 counting house and then digitized with charge integrating ADCs

(LeCroy 2280). For the convenience of data analysis, each crystal in side walls of the

Target Calorimeter has becn assigned a pair ofnumbers for its azimuthal (4)) and pol:.r

(0) angles from the target. Crystals in the back wall are labelled in a dilferent way

from those in side walls. This and the analysis of procedure for the c~lorimeter will

be discussed in detail in next two chapters. More details on the construction and

performance of this detector can be found in [WA90].

The Target Paddle Scintillators consists of 52 plastic scintillator slabs. Each counter

is made of 0.64 x 3.5 x 49 cm3 BC400 plastic, which attach to and completely cover the

inner sides of the four Target Calorimeter side walls, positioning parallel to the z·a,'"is,

as shown in Figure 2.5. These scintillation detectors provide a crude measurement of

charged l'article multiplicity for the trigger system in the study of heavy-ion induced

collisions and also serve as a shield to prevent delta electrons from entering the Target

Calorimeter. They were not used in the trigger of the present experiment.
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2.3.2 Participant Calorimeter

Thf' Participant Calorimpter i~ a l('ad/iron/~('intillator ~amplitl,:.!; calorittH'h'r, It 11\(';\­

~ li res en('rgy flow in the forw;\ rd rt'~ioll. rovt.'rin~ polar a lI~lt':-; lwt Wl't'Il l.O'" < tJ < .1":"'.

whieh corre~pond~ to p~('11l10-raphlity range O.:::::> < 1] < ·1.7. l'ï~\In' :.!.() IHO!lt] :-;ll\l\\':-;

a schelHatic front vie\\' of the Participant Calorimett.'r. Bt.'ing axial1y symmt.'tric. tht,

calorimeter has the shape of ft re\'ol veel tra pezah1 aIld i~ hu ilt wi th 1'011 r id,'u t Îl"a 1 qnad·

rant with its front face positioned 7·{ cm from the target. Eaell t.}nal1rant i~ 9G cm dt't'p

with a radius of 86 cm. and is segmcnted inta four azimuthal slin's of 2:.!.5ô
• Eaeh slin'

is di\'ided radially into eight towers. The Participant Calorimeter has a Cl'ctan;;ular

opening through its center to allow particles to enter the forward sp<'ctromcter. Since

the calorimeter was constructed in a \Vay that the four quadrants can moV<' relat.in' t.o

each other. the size of the central opening is adjustable. For the proton.nncleus exper·

iment performed at AGS in April of 1991, the opening of the part.icipant. calorimet.er

\Vas lixed at 8x =± 3.lcm, 8y =± 2.5cm.

The Participant Calorimeter is built mainly of lead absorber layers and pla~t.ic scin.

tillato. layers coupied \Vith optical libers for readout. The calorimeter consists of 59

pairs of passive and active layers divided into 4 longitudinal sections, 2 c1ectromag­

netic sections and 2 hadronic sections. Beginning \Vith a 1.Gcm thick iron face plate.

a layer of 0.3cm scintillator (plastics BC40S and KSTl·430 for c1ectromagnetic section

and hadronic section respectively) is interleaved with a 1.0cm layer of lead absorber.

ln every sixth pair, a 1.6cm iron plate substitutes for the lead to maintain strnctural

stability. Each electromagnetic section containing 6 absorber/scintillator pairs fortns

004 interaction lengths (or la radiation lengths) \Vhile each hadronic section consti·

tutes about 1.6 interaction lengths. The longitudinal and radial segmentation of the

Participant Calorimeter, and eight pseudorapidity bins corresponding to the lirst clec·

tromagnetic section \Vith respect to the target are shown in Figure 4.31. The readout

of the calorimeter is divided into 22.5°(<1» segments azimuthally, about 5° segments

radially (r) and 4 segments in longitudinal (z) direction. Each cell of the calorimeter is
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Figure 2.6: A schematic front view of the Participant Calorimeter•
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defined in tcrms of (r.o.z). The total readout channels of th,' Participant CalorinH't('r

arc 512 ($xI6x-I). The data taking procedure will he discussed in next chapt,·r. ~l()tl·

details on the construction of the participant ca!oriml'll'r can h,' found in [S191].

2.3.3 Multiplicity Detector

Charged partiele multiplicity was measured hya multiplicity dl'tl'ctor which is mount"d

inside the Target Calorimeter shown in Figure 2.·1. The multiplicity detector consists

of two 300~m thick silicon disks as shown in Figure 2. i [B:\92B]. Each silicon disk is

divided into 512 pads and has an active region up to 3.·' cm radius. The first disk has

. 8 rings and 64 pads on each ring. is positioned 3.3icm from the target and covl'ring

pseudo-rapidity range 0.9 < '1 < 2.0. The second disk has 12 rings: The second disk

has 12 rings: the two inner rings have 16 pads each, the next three rings have 32 pads

each, then four rings have 48 pads each, and the outer three rings have 64 pads each.

Mounted 8.lïcm from the target, the second disk was designed to cover the pseudo­

rapidity range 1.8 < '1 < 3.8. During the April 1991 proton·nueleus run, the inner ring

of the second silicon disk of the charged multiplicity detector was not working. therefore

the effective pseudo-rapidity coverage of this multiplicity detector was 0.9 < '1 < :lA,

which corresponds to a polar angle range 3.io < 9 < 45°. The multiplicity detector

registers a charged partiele whenever an individual silicon pad records a signa.l ahove

threshold. The signal is read out by a prearnplifier and the discriminator threshold is

set to a value approximately one half of the most probable energy loss of a minimum

ionizing particle.

Signals from the multiplicity detector are read out by 64 peas discrirninator cards.

Each card consists of 16 channels of high gain differential prearnplifiers and time-over­

threshold discrirninators. The output signals from the discrirninators, which are located

close to the detector, are transrnitted through a 10 meter long cable to the latch units
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outside the target area. and then sent to th(' E81·t countill~ hOl1se for ('ompl1tt'f pro-

cessing. For details on the construction and tC'sting of tht' Si tnn1tiplirity <1pt('ctor om'

can rcCer to [JA91J.

2.3.4 Racketon

For this proton-nueleus el'periment an additional trigger scintillator Cûnnll'r call,'d

Racketon was used when the Participant Calorimeter was remo"l'd Ollt of th,' bl':tm linl'

to increase the acceptance of the forward spectrometer. The Racketon is mad,' from a

1 cm thick plastic scintillator with a shape similar to a racket. The detector has a ollter

diameter of ·11 cm and a circular hole of 3.8 cm diameter at the center to allow the

passage of the beam. Il is mounted 65 cm downstream of the target and the 'Ulglliar

coverage of that detector is 3° < 8 < 1jO.

2.4 Forward Spectrometer

The forward spectrometer is located downstream of the participant calorimeter.

\Vith an overall length of 36 meters the forward spectrometer allows the determina·

t10n of charge, momentum and energy of the partieles produced in the reaction. As

shown in Figure 2.1, the forward spectrometer for the run of 1991 consists of one dipole

magnet (Ml), a set of tracking chambers (DC2 and DC3), two scintillator hodoscopes

and a set of uranium/copper/scintillator sampling calorimeters (UCAL).

The dipole magnet Ml has a length of 0.91 m. Its center is located at z =3.1 m

downstream of the target. The magnet can generate a ma.'tÏmum magnetic field of 2.2

Tesla.

The tracking chambers of the spectrometer consists of two drift chambers DC1 and

DC2. The centers of these chambers are located at 6.9 m and 11.6 m downstream

of the target respectively. Each chamber has six drift planes, which determine the
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illlrizOlllal lrark of th" inci<!r.'Ilt p;lrticlf~. and 011(' pad plane. which measures coarse

\·f'fliral positiuns. 111" win~ spacing is GA mm in DC2 and 12.7 mm in DC:3. The activc

arl'a of De:! is su CIII x:W cm alld c(,lItl'reu horizolltally al x = ·'20.5 CIll 10 m'L'Ximize the

a("('"I''all<''' fur l'ositi,",>!.\" char;;"d l'articles: whil" D(':l is 200CIn x 50cm and cent"red

horizollt;dly ;tl x == ·51.0cm.

Twu forward scilltillatar hadoscopes are used in the spectrometer to measure the

charge. lime of Oight ;wd position of particlcs. The upstrcam scintiIlator hodoscope is

lu<'ated ri:;ht after the drift chamber DC3. 12.11 m from the target. Their dimensions

ar" 10 x 60 x 1 cm3 and are gronped into two walls: one on each side of the neutralline.

Th...y Ca\"er the particles with the smallest magnetic rigidity (Iargest defiection). The

duwnstrcam hodoscope consisting of 39 10 x 120 x 1 cm3 plastic scintillator (BC.JO.J)

slahs is installed :n.:1 m from the target. Ali the scintillators are positioned \'ertically

and read out on both ends with EMI·995·lB photomultipliers.

25 I1ranil1m/copper/scintillator sampling-calorimeter modules are used to measure

the energy of the particles in the forward spectrometers. Twenty of these modules are

located :16.:1 m downstream of the Target and the other lh'e are positioned 12.6i m

fram the Target, right behind the upstream scintillators: three are located after the

"l'stream scintillator section in the proton region and two are placed arter the section

in the ::,-neutron region, as shown in Figure 2.1. Each calorimeter module has an active

area of 20 cm wide by 120 cm high and consists of 40 longitudinal sections including

one 5 mm copper plate and 13 stacks of two 3 mm uranium plates interleaved with one

2.5mm scintillator layer. The overall thickness of a calorimeter module is 4.2 interaction

lengt hs. The data obtained with this spectrometer are the subject of another work

where more details on the spectrometer detectors can be found [GI94].
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Chapter 3

EXPERIMENTAL PROCEDURE

3.1 Beam

For the proton-nucleus experiment performed in April of 1991. \Ve nsed :t second:try

proton be:tm provided by the BNL-AGS :tcceler:ttor complex. The be:tm \Vas produced

at the C target of the AGS C beam line 81 meters in front of the E814 t:trget. The

be:tm \Vas deflected b;' two pairs of dipole magnets. The be:tm intensity v:tried from

5xl05 to 15xl05 protons per spill. (The AGS spill was about a second long and one

spill every 4 seconds). By changing the size of a collimator in the C5 beam \ine the

intensity of the beam was adjusted. Due to the poor emittance of the secondary beam

only about 10% of the beam particles were accepted by the beam scintillator telescope

upstream to the target and \Vere therefore considered valid beam particles. The average

momentum of the beam measured in the forward spectrometer \Vas 14.6 GeV jc with a

resolution of 14% [GI94].

3.2 Experiment

Data on the transverse energy and charged particle multiplicity for the April 1991 run

were accumulated during two separate periods. In the first experimcnt the participant

calorimeter was inserted to be able to allow for the measurement of the transverse

energy produced in forward angles. During these runs we used an interaction trigger
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";I~l'd 011 l'1J1'r~y df'positt'd iH tht· participant calorimeter.

TIll' IlI.Jill pllrp(J~'-' of th" St'CfHld experilllcllt W.tS the rneasurement of the l'article

sJlI'cl ra ÎII I.lw furward speetrometer. For this experitnent the participant calorimeter

w,,, Il,,,·.. ,·d Ollt of th" h"am li Ile and replaced hya lead collimator in order to expand the

;":("'plan«' of the forward spectrotlleter. The trigger was produced by the mnltiplicity

d(~tector.

The data for the present expcriment were initially recorded on ·133 standard 6250

IlPI compllter tapes and then copied to S mm video tapes for convenience of the omine

analysis. The data analysis was carried out on the computer station VAX 4000 at the

l'aster Radiation Laboratory of McGil! University.

3.3 Trigger Conditions

Tite primary fnnction of trigger system is to quickly decide whether a event is in­

teresting and worth recording on tape. The ES14 trigger system used for the proton­

nuclens experiment performed in April 1991, were composed of the beam trigger, the

interaction trigger and an empty trigger.

The beam trigger was used for selecting good beam l'articles, which were defined by

tlte coincident signaIs of

(3.1)

•

where the discriminator threshold on the sum of phototube signais for each scintil!ator

Was set to 20% of the signal left by a minimum ionizing l'article (MIPS). Therefore,

only those l'articles that produce a signal greater than 0.2 MIPS in S2 and S4, while

producing a signal of less than 0.2 MIPS in SI and S3 are passed by the trigger. As

the ESl·1 data aquisition system can handle only about 40 events per spil!, the beam

trigger was downscaled to record on tape roughly one or two beam trigger events per

spil!. The downscaling factors for beam trigger are listed in Table 3.1 and Table 3.2.
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The data On trans\,erse C'tlC'rgy and chargcd particlC' t1l111tiplirity prollul"t.'d in tht.'

proton-nucleus fcactions were collected by rcquiring coincidC'n('t~ of h..'am t ri~~('rs and

interaction triggcrs. Two types ofinlcractioll triggers Wen.' tlSf'l! in tht' :\pril 1991 fUllS.

For the first experimcllt. the trans\'crsc eucrgy data tllc:l.surC'd with thl' participant

calorimetC'r in the forward angles were taketl llsing thrcC' paralle1 t riggers. which Wl'ft.'

set to ::-clcct ('vent samples corresponding to incrcasing lC'vds of tranS\,prSl' ('n('r~\'. TI1l'

OlltPUt of ('vcry phototubc of the participant cn.lorimctcr was split iuto 1\\'0 signal:.-: lllH'

signal was sent to the elcctronic summing boxes for forming triggcrs: the othC'r wcul to

the fast bus ADC. The online total transverse energy from the participant calorim<'!",

was gcncratcd by summing signaIs wcightcd by the si."O values of lh(' calorillll'lt'r phu-

totubes m·er aIl the 512 detector towers. The pretrigger is formed by r<,quiriug a smalI

amount of transverse energy to be detected in the participaut calorime!.er. Th" Ilm'<'

levels of reaction triggers. defined by thrcc discriminator thresholds on the trans'·erse

cnergy. were set 1.0 correspond 1.0 0.6GeV. 2.2GeV and 3.2GeV respectivcly. l:1.ble:1.I

lists the triggers and their downscaling factors nsed in the forward transverse energy

measurements. The downscaling factors decrease with trigger level on the transverse

Table 3.1: Trigger conditions used in the forward transverse energy measurement (first

experiment)

Trigger type Trigger condition Downscaling factor

Empty trigger at random 22

Bearn trigger 5152535., 20005

Pre-trigger small ET 401

ET level 1 0.6 GeV 81

Er level 2 2.2 GeV 8

ET level 3 3.2 GeV 1

energy (ET) 1.0 produce approximately equal statistics over the entire ET range. The

empty trigger shown in the table was taken randomly and independently ofother trigger

conditions. This trigger is used for monitoring the pedestals of the ADC and various

other effects. In the oflline analysis, the pretrigger data were found 1.0 have very low
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~t.;d,istics whirh were Ilot consistent with tllf~ downscaling factor of ·101. for rcasons

whiclt ;Irl' still lI11dl..'ar. Th(·rf'fort..'. the data with ET pretrigger will he Ilot prescnted.

For dll' S"CCllll! f'xpr~riIIl('Il1.. tlt(~ ET data from the target calorimeter were ta.kcn using

IlIixl~d 1riJ!,gr·rs. The lawl'st re;tctioll triggcL the prct.riggcr. wa...,;; formcd by rc<}uiring at

)f':lst OIW minimutll iotlizillg l'article in Racketoll and more than two hits rccordcd by

lh .. Ulultiplicily deleClor array. Because of the noise in the multiplicity detector. the

pretriggcr still cOl1tains a large fraction of cvents wherc no interaction has occurrcd in

the targct. To ('nsure good statistics orthe ('vents for rcal r('actions in the target wc have

also introduced a second le\"cl trigger. This second 11'\"1'1 trigger. called multiplicity 1e"el

1 lrigger. requires at least fi\"e charged l'articles to register in the multiplicity detector.

'l:,ble 3.2 shows the triggers and their downscaling factors used in this experiment.

Table :1.2: Trigger conditions used in the forward multiplicity and backward transverse

energy measurements (second e.'l:periment)

Trigger type Trigger condition Downscaling factor

Empty trigger at random
1

22

Bearn trigger 51525354 16004
Pre-trigger multiplicity > 2 13

le\"el 2 trigger multiplicity > 4 3

An l'vent is recorded to tape if the trigger conditions are met and the timing require­

ment, i.e., before and after protection, is satisfied. The timing of the previous l'article

or the next l'article to the current l'vent must have more than 1 Ji. second interval to

ensure the discriminators only process one signal at a time.

3.4 Targets

The targets used Were Pb and AI, both constructed with a cylindrical geometry

of 30 mm diameter. In the first experiment we used Al and Pb \Vith thickness of

approximately 1.2% nuclear interaction lengths (.X) for protons to reduce 7,0 conversion.
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interaction lengths. The main reason 10 chaast' :\1 and Ph for th~' prohl l\-lIurh.'\Is

expcriment is that these nuclidC's had brcn nSC'll for Si·IltH."ll'tls t-'xpl'rinH'lIt ;\1 tlll' sa11ll'

AGS cnergy per nuclcon. Thercforc. the proton-nurlt.'us data an' I1wr........asily fomparahll'

to the known Si-nucleus data. Table 3.3 and Table :1.·1 list thl' tar~"ts USl'ti iu th,' Iiest

and the second experiment. respectively. Both tables also show th" numb", of "\"l'nb

recorded for cach target. The cmpty target shawn in the tables itnpliC's no tar~l't

in the larget frame. The runs without target were uscd to Iltcasur(' th(,\ harkg.rotllHl

interactions.

Table 3.3: Statistics of events for each target in the first experimenl with tranS\'l'rSl'

cncrgy triggers

Target Atomic weight A Thickncss in gram/cm~ No. of ('\"enb on tape

Pb 20i.19 2.216 (1.2%,\) 5.i·' x 10,1

Pb 20i.19 4.359 (2,4%À) 9.6:1 x \03

Al 26.98 1.300(1.2%À) 3.88 x 10"

Empty 2.i·' x 10"

Table 3,4: Statistics of l'vents for each target in the second experiment with charged

multiplicity triggers

Target Atomic weight A Thickness in gram/cm2 No. of l'vents on tape

Pb 20i.19 4.359 (2.4%À) 1.23 x lOG

AI 26.98 2.596(2.4%À) 1.16 x lOG

Empty 1.92 x 105

The thick targets were used in the second e."periment in order to increase the event

rate in the forward spectrometer. The secondary l'articles from a first collision may

interact with another nucleus in the target, causing enhancement of transverse energy.

This effect is more pronounced with a thicker target. The effect of target thickncss

on transverse energy production is shown in Figure 3.1. The solid curve displays the

differential cross-section of transverse energy production of 14.6 GeV/c proton on the
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Figure 3.1: Comparison of the transverse energy distribution for 2% Pb target (full
line) and 1% Pb target (dotted line).
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Pb target with :!..t~;, interaction h'llgth for prof ". . and llh' tillnl'd rur\"(' dbplay~ tht.'

data on Pb target \Vith 1:2~' interaction lf·ngth. The Ilgnrl' shows that th ..., dil1"""rt'nn'

of trans\,erse cncrgy productiun dlH.' to the change of target thickucss is n...·gligihlt.,. :\0

target thickncss corrections were donc for the dat;l prest.'I,tl'd hl'Tc.

3.5 Detector Calibration

The Il1casurcmcnts of transverse cncrgy and chargcd particlc multiplicity rf'quin.'

an e>:tensi\"e understanding of rdat.ed detcct.or responsc. The l'nergy responSl' of the

target calorimetcr was calibratcd with cosmic ray muons accumulatcù during t\\'o long

calibration runs before and after the proton beam e>:periment. As muons rarely decay

or scatter in medium~ thcir energy 1055 is mainl)' callscd br the process of minÎlllll1ll

ionizing, which can be calculated by the Bethe·Bloch formula. In the April 1991 runs.

arra)'s of scintiUator paddles were installed abo\"e and bclo\\' the target calorimeter back

wall and each of the side wall to provide triggers for the incident minimnm ionizing

cosmic ray muons, which travel vertically to the ground. The calibration gain factors

were adjusted by comparing the cosmic ray data to the simulations with the tracking

program GEANT [Br8il. The stability studies of the gains in each crystal have shown

that the gains fluctuate at the 1% level during the run period. Suelr small variations

are negligible. The pedestallevels of electronic channels were found to vary noticeably

over the run time. They were mo:titored run by run from empty trigger l'vents and

were adjusted accordingly in ofRine analysis.

The absolute scale for the energy deposited in the participant calorimctcr was cali·

brated with muon beam. The response of the participant calorimeter to protons, pions,

muons and electrons of energies ranging from 1.5 GeV to 10 GeV has been studicd

in detail [F092, Zh93]. The participant calorimeter has two monitoring systems: an

optical source system, which is used 1,0 set and monitor the photomultiplier gains, and

a 2.4 mCi GOCo source system, which is us~d to determine the long term stability and
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t Itf' rl'\;divf' pla.t.f~ t.O pl:1te response of the calorirnctcr. The measurcd clectron cnergy

"'''Jllllion for ""rh of the 51:2 towers of the calorimeter fiuctuates from O.:2?/../Ë ta

0,:1:2/,;[. whe", E is the incident energ)' in Ge\'. The hadronic energ)' resolution has

hl'I'fl rouIld t.o be approxirnatcly O..I/VË. ..\ numhcr of tests wcre pcrformcd to mccu;urc

tlw p'producihility and stability of the gain scttings. ~lca.n gain shifts smallcr than 3%

\\'(~n~ t11(~aSl1red Q..-cr the duration of the forwarù transverse cnergy experiment. For such

slll,,11 shifts no gain corrections wcre applied ta time dependallce. Pedestal shifts of the

calorirneter clcctronics \Vere mOllitorcd and adjustcd run by fun.

The procedure for going from the measured energ)' ta the corrected trans\'erse en­

crg)' is differcllt for the target calorimeter and the participant calorimeter. It will be

discllssed in detail in the next chapter.
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Chapter 4

DATA ANALYSIS AND RESULTS

In this chapter. the discussion will focus on the reduction of raw experimenta\ data:

the data rneasured in the target calorirneter with multiplicity trigger. the data Ineasured

in both the participant calorimeter and the target calorimeter with transve",e cncq;y

trigger. and the data measured by the charged multiplicit.y detector in both cuses. Thc

allalysis procedure includes applying various omine cuts on the raw data. making noise

correction on the detectors, performing empty target subtraction from the data, and

correcting for the detector response and efficiency. The detector efficiency correction

involves extensive Monte Carlo simulations which will also be discussed in this chaptcr.

4.1 Good Bearn Selection

The ra\V data recorded on the computer tapes include various background and un·

wanted interactions sucb as double beam interactions, upstream interactions and de­

tector noise. Double beam interactions happen \Vhen multiple beam particles arrive

\Vithin a short time (20 ns) so that they are treated as single particle by the data ac·

quisition electronics. Upstream interactions occur \Vhen beam particles interact \Vith

the materials sucb as the beam pipe, beam exit \Vindow, beam vertex detectors, beam

teJescope scintillators and air prior 1.0 the target.

Good events are selected by applying various omine cuts 1.0 ensure that only a single

beam particle is incident on the target. For that purpose a combination of omine cuts
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on t.!lf' sigll;d pulse h('ights from beam te1escopc scintillators and the cncrgy dctcctcd

in th" b"ck w;dl of th" target caiorimeter is used.

A l';ood i,',"nl "'ent is defined by the coïncidence signal of the beam tclescope which

..onsjsts of fOllr sets of scintillator counters: 51. 52. 53 and 5·1 (shown in figure 2.2).

As sl.ated in the pn~\'iolls chapter. a good bcam particlc signal OCClUS whcn a bcam

p;trticl., p:c,"'" through the beam scintillators 52 and 5·1 and the holes of veto counters

SI and Sa. Signais on the scintillator counters of 51. 52. 53 and 5·1 are shawn in Figure

.1.1(a). Figure -1.1(b), Figure -1.1(c) and Figure .t.l(d) respecti'·cly. The scintiliators 52

and 5·1 each has two photo tubes; while SI aud 53 each has four. The signais shawn in

the fi!\nre arc the sums of the signals from ali the tubes for each scintillator. The peaks

near zero channel in 51 and S:l arc pedestals. while the peaks in 52 and 54 are signals

produced by minimum ionizing l'articles. The cuts applied ta these signal amplitudes

arc shawn with short vertical lines in the figure. The beam l'article is considered ta be

good if the signal pulse hcights from the sum of signals from the phototubes for each

beam detector satisfy foliowing cuts:

SI ~ 30.

50 ~ 52 ~ 325.

53 ~ 64.

9 ~ 54 ~ i5.

(4.1)

(4.2)

(4.3)

(4.4)

•

Most of the unwanted multiple beam l'articles which pass through the beam defi­

nition counters within one ADe gate are thus removed by the upper threshold in 52

and 54. Approximately 10% of the events recorded on tapes are rejected using this

amine cut. Most rejected events are those wlùch do not satisfy the signal amplitude

requirement for 52 or 54.

Interactions occurring upstream of the target are vetoed b~' applying the cut on

energy measured in the back wall of the target calorimeter. Figure 4.2 shows the trans­

verse energy measured in the side walls of the target ca10rimeter (Tcal - Er - noback

in the figure) versus total encrgy deposited in all the walls of the target calorimeter
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Figure 4.1: Pulse height distribution of signal measured in the four beam counters: (a.)

51, (b) 52, (c) 53 and (d) 54.
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I,!,rul- F~,,~ ill tlw fi~ltrP). Two h;wds afen'nts ran be s~en in this figure. The upper

!';llld illdicalf's lltl' illtf'r;tctioll!-i al th(' target. whirh wc want to kcep. Their beha\'ior

Shf'W~ a slrolll!, corrf'latioll 1)f:·t.wf'(·Tl Tcal- ET - Tloback and Tcal- E~or' The 10wC'r band

of th,. 1'\'I'f1b ili 1h.. fi:!;ure indicates upstrearn interactions which tend to dcposit Ia.rge

ailloli Il!, of l'tlPr~y ill till' back wall of the target caioritlleter hut rdatin'ly small atnOunt

in th,. sidf' \';alls of the caiuritIle{C'r. The e\'C'lIt:-; belo\\' the Hue drawIl in Figure ·1.2 :tre

rl'llllJ\'l'd. TIll' \'l'tu for lIpstre;Ull interactions (the lowcr band the figure) is expressed

(,1.5 )

wh",,, /,'( TC ..I L) is the total energy detected in the target calorillleter including its back

wall. and E-r( TC.-I L )"ù/"ock is the transverse energy detected with the target calorillle­

ter" side-walls only. The slope parameler ft of the line is chosen to be O.SO and the

constant C chosen 10 be - 0.56 Ge\'. For the proton-nucleus experiment discussed here

with the trigger condition discussed in Chapter 3, the upstream interactions vetoed

nsing the abo"e eut amounted to "" 2.9% of the events only.

4.2 Normalization

The differential cross-sertion is calculated from the number of events in each ET bin,

the bealll rate and the target thickness. The number of nuclei l'cr cm~ in the target is

gi'.'cll by

T =p,N.4
A

(4.6)

•

where p, is the target thickness in g/cm2 as listed in Table 3.2 of Chapter 3, NA =

6.022 X 1023 atoms per mole is the Avogadro constant, A is the atomic weight of the

target material in g/mole.

1'0 achieve the absolute normalization of cross-sections, we necd to use the effective

beam as the flux value. The effective beam is the total number of beam partic!"5

detected while the data aquisition system is active. The number of good beam l'articles
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• is tilt' art liai lltllld".r of partic:l,>:-. sati:-;fying the bearn trigger logic. The gated bcam

is :,!,i\"f'1l by ,hr~ t.otal IlI1I1d)('f of br-'.utl particlt,s arrivÎng al the target lhal satisfy the

111';1111 Ill:,!,ic \'f'IOl'd for the fraction of the lime \\'h~t1 the data acquisition is busy. To

Illainl.;lill .1 high ratp of data. OII tape the live lime \Vas kept bctwecn 70-80% ùuring the

l'X 1)1'1'iIIlf' nt.

Sill(,f' thf' data are taken with different dowllscaling factors for diffcrent triggers and

oltlillP cuts .LH.' applied in the aualysis. wc need to adjust the cross-section calculations

to t"k.· th.., .. :tfr('t'ts illto "t'COlIlI!.. Tnercfore. the absollIte differelltial cross-section for

lr:UIS\'CrSe cuergy rnea.sured in the target calorimeter is expressed as:

d v dV
1 10°- , F * DS .'. Fo * DSo.!...!!...-(1IIb/GcV) = _-_' [dl::T{,arYd) 1 1 dJ::T{cmp.y)· -] (4.7)

dET T BI B2

where dO" represents an integrated cross·section or differential cross·section l'cr unit

energy or mnltiplicity and N is the number of e\'ents for the bin. The number 1027 is

cOllversioll factor from cm2 to mb. dN / dET( taTget) is the number of events in certain

ET bin with target in frame, diV/dET(e"'lpty) is the number ofevents in certain ET bin

with target out of frame, F, is the ratio of events read to events analyzed which is the

nnmber of events after omine cuts, DSI is the downscaling factor for a particular trigger

wnditioll (see Table 3.·\ in Chapter 3), B, is the effective number of beam particles,

1'2. DS2 and B2 are corresponding parameters for the empty target.

(4.8)
,dn Fo' DS,

dNc{empty}" .. ]

B2

The total multiplicity event by event was evaluated by summing over al! the hits.

The dirrerelltial cross·section (in mb) of charged particle multiplicity production is nor­

malized nsing the following formula:

d '0°- dn F *DS
~ = .::.....:[ dNdtarget) 1· 1

dNc T B,

where dn/dNc(taTget) is the numher of events for certain Ne with target-in, dn/dNe( empty)

is the number of events for certain Ne with target.out, and the other symbols have the

same definiti-,,,s as above.

•
The normalized dET/dTJ distribution is calculated in a similar \Var:

dET(Gev'/ ) = [En • DS, _ ET2 * DS2] • K
dTJ TJ BI Bo,v,_D", _ N2-DS,

... BI S2
(4.9)
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Wht'fl' ~llh::icripb 1 and 2 refl'f to rtltl::i with ami without tar~et n'~pt'rti\'t'Iy. /':r b

the tran:wl'r~l..' l..'lI('rgy for ail thl' rry:.-tal:" in a '1 hill. H the t,(rt.'rti\'l' 1I11mlwr of l'l'am

particles. DS the dowtlscaling farlor for a partÎl"ular tri~~t'r. !\" thl' 1l1ltlllll'r of hin:-- Ill'r

'1. S the totaillumber of <.'\'pnb for a tar~t\t or for t'l1lpty.

The Hormalizt'd dS~1d '1 dis tri bu tion is t'alrula teli hy lIsin~ t hl' a1)0\'''' "'q ua t iOIl \\' Iu,rt,

all ETS arc replaced by X,.

4.3 Correction of Data from Target Calorimeter

4.3.1 Coherent Noise Correction

The energy response of the target calorimeter is calibrated with cosmic·ray mllolls.

The gains for each crystal were found to be fairly stable. within 1'70 fluctuatiou betwecu

the two calibration runs which were perforrned bcfore and after the p-nucleus experi-

ment of April 1991. The pedestallevels of the ADC channels for the target calorimcter

were found to vary substantially o,'er an e.'i:tended period of time of several rllns. They

were monitored frorn ernpty trigger events, which were taken nsing a random trigger

during a time when nO beam is present. The rnean value of the pedestal for each crystal

is first calibrated using the calibration file generated by the calibration runs of the tar­

get calorimeter, and then adjusted offiine run by run according to ernpty trigger eveuts.

In the offiine analysis, each run is scanned twice. The first scan is to correct pedestal

shift. The analysis program first reads the mean pedestals aud the gain values for the

992 crystals of the target calorimeter from the calibrat-ion file, it then checks the raw

data on each crystal with the empty trigger events recorded during the run. Th" rneau

pedestal shift for a crystal is calcuIated as following:

•

N

.Iv!} = J~ :l)RTCALk(i,j) - Tped,.li(i,j)]
k=l

N
JVf2 = ~ :L:[RTCALk(i,j) - Tpedcali(i,j)]2

• k=1

(4.10)

(4.11)
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wlier" .\/, illdk',l<'s tlie meall pedesta! shift for the channel (i.j) during thc run. and thc

illdex i alld j defill" the position of thc crystal at ccrtain polar and azimuthal anglcs.

:\" is tli., total lIumber of e\'ellts with empty triggcr in that rUII. RTC..lLdi.j) thc raw

ADe COllllts from thc crystal at (i,j) position at thc kt" cmpty triggcr CVCllt in that

r1lll: wliile T]Jr:rL,ali(i,j) is thc mean pedcstal \-aluc at (i,j) channel givcn by the targct

c;L!orim"ter calibration file. Thc pedcstal for each crystal is thcreby updatcd run by

rllll ill tlie followillg manncr:

T]Jcd,orr(i,j) =Tpcd,ali(i.j) +Ml (4.12)

•

wliere T]Jcd,orr(i,j) is the ncw pcdcstal mcan value corrected for the mean shift during

thc rUII. The sum of ail the pcdcstal shifts is typically 5 MeV over onc run time

which lasts approximate!y 30 minutes. By this mcthod the pedestal for each crystal is

crfectivcly averaged at zcro GeV.

Figure 4.3 shows the pcdcstal energy distribution for empty trigger summed over

ail the crystals of the target calorimeter. The data is taken from 459 empty trigger

cvcnts during a typical run corrected for the fine shift on the pedestal mean. Pedestal

lluctuatiolls for each crystal are typically below 1 MeV, while the fluctuations over the

sum of ail crystals are about 180 MeV.

Comparison of the width of the pedestal for a single crystal and the sum of the

pedcstals indicatcs the presence of coherent noise which broadens the energy distribu­

tion mcasnred in the detector. Ta minimize the effect of this coherent noise, we use a

clustcr search algorithm ta determine the transverse energy measured in the calorimeter.

Theorctically, transverse energy is defined as the sum of the energies of l'articles

wcighted by the sine of their angles ta the beam. In the present analysis, we calculate

the tranS\'ersc energy in the target calorimeter in the following way:
n

~=E&·~ ~~
i=l

where ET is the transverse energy measured in the target calorimeter, Ei the energy

deposited in the i'h cluster of crystals, 9i the polar angle between the center front face

of the center crystal of the cluster (i) and the beam axis.
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A clllster of crystals fired in the target calorimeter Is defined as being composed of

011" or more adj"celit crystals havi"g atleast .j ~IeV of deposited energy and more than

:m ~leV ellergy ill the crystal with the largest deposited energy. The crystal with the

rll;LxÎTIIUfII cnergy defill~s the center of the clnsler. The cluster searching program first

",arches for ellergy local ma..xima, and then the energy (above the threshold of 5111eV)

of the lleighboring crystals are summed up to obtain the cluster energy. The energy in

those aystals that do not belong to any clusters is set to zero. Sorne neighboring crystals

lIlay be common neighbors of two or more local ma..xima or clusters, in which case the

energy ill each cornmon neighbor crystal is shared between the clusters according to the

r:,tio of cnergy in thc centcr crystals. Generally one particle from the reaction entering

the largel calorimcter acreptance fires one cluster of crystals. Each cluster is composed

of thrcc crystal, on avcrage, with a standard deviation of 0.7. Sorne clusters may consist

of as many as 7 crystals. Near the edge of the target calorimeter there is leakage and

the cent.ers of the clus'ers will be artificially moved inward. This elfect will be included

in the calculation of the detector acceptance done by a GEANT simulation which will

be discussed later.

Figure 4.4 shows the measured cluster distribution from the target calorimeter for

14.6 GeV/c protons on the Pb target (solid curve) and on the AI target (dashed curve)

with multiplicity level 1 trigger which requires more than four charged particles regis­

tered in the multiplicity detector. The number of clusters per event e.xtends from zero

up to about 30 for p+Pb reactions with the decrease of the differential cross-section by

a factor of 104
• The average number of clusters produced in each event is 6 for the Pb

target or 4 for the Al target, suggesting more particles are produced in reactions on a

heavier target. The spatial distributions of the number of clusters per event are shown

in figure 4.5. The soUd cun'e is for the Pb target and the dashed curve is for the Al tar­

get. Eacll of the Tf distribution of clusters is composed of two sections: -0.6 < Tf < 1.0

for the side walls of the target calorimeter and -2.3 < Tf < -0.9 for the back wall of

the target calorimeter. The figure shows that most clusters are fired in the four side

walls. The structures in the distribution are mainly due to the geometry of the target
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calorimet('r. The 1] distribution of du:,tC'rs is rela.tel! to the t.~nC'rgy now. and tlH'rt'fon'

the trans\'crsc cncrgy of the rcaction. w!lich will be discussed tatC'r in tIH' :-;N,tion on

dET/d'l data.

4.3.2 Background Subtraction

~Iany UIlwanted C\'cnts havc bcen remo\'cd by applying \'ariou:, oliline nIt:,. lIo\\'C'\'pr,

some e\'ents~ such as tho$c corresponding to upstream interactions that prodtH'p \'4..'I'Y

lo\\" tranS\'crsc cncrgy or that occur bctwccn thc back wal! of the targ;ct calorimcter and

the target. arc diflicult to identiry. In ordcr to correcl for thosc remaining background

interactions. data arc taken in the empty target frame and arc subtracted from tl",

data with the target in place at normalized beam rates. Figure 4.6 shows the cmpty

target correction of the differential cross-section for the collisions of protons on th~

lead (Fignre 4.6(a) and Figure 4.6(c)) and aluminu:n targels (Figure 4.6(b) and Figure

4.6(d)). The solid line histograms in the figurc illustrate the differential cross-scction

of trans\'erse energy production before the empty target corrcction and thc dotlcd

histograms show the contribution from empty target intp.ractions. Thc spp.clra shown in

the figure are obtained with two kinds of reaction triggers: pretrigf!,cr (Figure 'l.G(al and

Figure 4.6(b)) and mulliplicity levell trigger (Figure 4.6(c) and Figurc 4.6(d)) which

is a higher levcl reaction trigger. As seen in the figures. with thc prctriggp.r the empty

target subtraction is important at low transverse energy or at very high transverse

energy. In this case. the empty target subtraction corresponds to about 20% of thc

integrated cross-section. This large fraction is due to the fact that the pretriggcr is close

to a minimum bias trigger and is thus more sensitive to any background intcractions.

For the spectra of transverse energy with multiplicity levcl 1 trigger. the cmpty target

subtraction corresponds to 2-3% of the integrated cross-section.
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4.3.3 Data Sampie

ln this section l will present a summary of the Jata ohtain(~d with tht' tar~(.'t ralorinw­

ter. It should be notcd that these data. arc not Yf'{ c:orrt..'ct.l'd for detl'l'tllr ll'aka~\'.

LC'akagc correction will be discusscd in the following scrtlOIl.

Figure -I.i shows normalized tran~\"('rs(' t.'uergy spl.'t'tra. with lhrl'l' dilfl'n'nt tri~~t'rs

for proton on the lcad targct. The solid curve is bcam tri~~cr data. the dash ...·d rurn.'

is pretrigger da~a. and the dotted is multiplicity level 1 data. The ET ,pl'ctra with

bcam trigp;cr arc measllred whcn the incoming bea.m particles satisfy the heam trigg"r

logic. The unhias ET spectrum shows a hugc peak at ET zero rcprcseuting incoming

bearn panicles that do not interact in the targ~t. The pretrigger as a low level rractiou

trigger requîres more than t\\'o chargcd partic1cs to he rcgist.crcd in tIlt' mult.iplicity

detector. As secn in the figure. it is also a relativcly minimum bi"" reaction trig).(el"

and the bias is mainly in the part of spectrum with ET less than 0.2 GeV. 1'0 improve

the statistics On Ùe cross-section measurement at high ET, a higher level trigger, the

multiplicity level 1 trigger which requires mor<> than four charged particles registered

in the multiplicity detector, is used. The bias of the mllitiplicity level 1 trigger on the

pretrigger happens mainly in the section of the spectrum with Dr less than 0.5 GeV.

The different statistical errars in the histograms with threc triggers are caused by the

different event downscal1ng factors.

Figure 4.8 shows the differential cross-sections of transverse energ)" production for

reactions of 14.6 GeV/c proton beam on the lead target (Figure 4.8(a)) and on the

aluminum target (Figure 4.8(b)) measured in the acceptance of the target calorime­

ter - the pseudorapidity range from -2.3 to 1.0, \Vith the empty target contribution

subtracted. The differential cross-sections \Vith pretrigger for both lead and aluminum

targets are plot.red in solid lines, \Vhile the differential cross-sections with multiplicity

le"el 1 trigger are plotted in dotted lînes. The measured differ~Jltial cross-sections de­

,:rease monotonically \Vith ET, and cxtends up to 3 GeV for proton on the lead target

and to 2 GeV for proton on the aluminum target. The measured total cross-sections
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;lIld !lw'lll traflS\·prSp j~Ilf~rgi(~s for the .t1umiuum and lead targets in the acceptancc of

II", 'ar;~.'l (";d',ri","!"r ar" list,,,1 ill Table .1.1. Due to th., bias of the rnultiplicity level

t.ri:,!,:!/,r as rOIllpan'd 10 1.}1f~ pretri~ger al la\\" ET- tilC data from the multiplicity lcvcl

T;,bl" .1.1: Total cross-sectiollS of ET and mean ET measured in the target caiorimeter

Target Triggcr Cross-section (mb) :Vlean ET (GeV)

Pb Prctriggcr 1.38 x 103 0.3i

:VI ultiplicity level 1 trigger 698 0.55

Al Pretrigger 318 0.21

:Vlultiplicity level 1 trigger Si 0.33

As stated pre"iously, the energy deposited in the target calorimeter is determined

by the cluster search algorithm. \Vith the total trans\,erse energy deposited and the

number of clustcrs per e\'cnt. the mean trans\,erse energ,\' deposîted in each cluster can

bc e\':L!nated.

Figure ·1.9 shows cluster production for the lead target (Figure 4.9(a)) and the alu­

lItinllllt target (Figure 4.9(b)) in different ET ranges. The data shown in the figure are

taken with multiplicity le\'el 1 trigger. It can be seen that higher ET e"ents lead to

lItore clustcrs or particles. In the same ET slice, the reactions on the Pb target generally

produce more clusters than the reactions of the Al target.

Figure ·1.10 shows differential cross-sections (du/dET) of the trans\'erse energy in

a cluster for lead target (Figure 4.10(a)) and aluminum target (Figure 4.10(b)) in

different total ET regions. The mean ET per cluster in each ET range is determined by

di\'iding the ET by the a"erage number of clusters, both terms being weighted by the

cross-section. The results are llsted in Table 4.2.

The mean ET per cluster increases slowly with the ET. The effect of target is

rather srnall. A slightly higher ET per cluster is cbtained for the AI target in each ET

region_ The fact that the mean Er in Table 4.1 for the lead target is higher than the
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Table ·1.2: ET (GeY) pc; clust"r lIleasun'd in the target calorilll"tpr with IIlnltipli"ity

lc\'cl 1 triggcr

1 ET rangC' Pb targct ,\\ targ"t
1

o:5 E-r(Gc1") 0.086 0.087

0:5 E-r(GcF) < 0.5 0.073 0.075

0.5:5 E-r(Gcl') < 1.0 0.086 0.092

1.0 :5 E-r(Gcl') < 1.5 0.095 0.10·1

1.5:5 ET(GcF) 0.105 0.117

distribution for the aluminum target indicates there is more backward euergy llow for

the heavier target. :\ better way to il\ustrate this target depeudeuce is to examine th"

spatial distribution of E-r, Le. dET/dTJ.

In the offiine data analysis, dET/dTJ spectra arc obtained by plotting the /'//' in

each cluster in every event against the pseudorapidity of the clusters. Most l'articles

prodllced in the reaction within the target calorimeter "cceptauce fire on\y one or

two crystals though a few may lire up to six crystals, i.e., one center crystal and five

neighboring crystals. To calculate the TJ position of each cluster wc assume for each

crystal that the center is at the polar angle of the front face and chen find the energy

wcighted center of each cluster. In this way we reduced fluctuations which arc produced

if the center of a cluster is determined by the position of the crystal where more energy

has been deposited [WA90]. Figure 4.11 shows the TJ distribution of the transverse

energy measured in the back wall of the target calorimeter obtained in the two different

ways. The TJ distribution obtained by locating the center face of the crystal with the

ma.ximum signal in each cluster is shown in Figure 4.11(a), while the TJ distribution

obtained by using energy weighted cluster center is shown in Figure 4.11(b). It can be

secn that fluctuations are reduced by using the energy weighted centers for TJ positions.

Figure 4.12 shows the pseudorapidity distribution of transverse energy for the reac­

tion of 14.6 GeV/c proton beam on the lead target (solid curve) and on the aluminum

target (dotted curve). Similar to Figure 4.6, the dET /dl) spectra in the ligure contaiu

two parts: the spectra for l) from -2.3 to -0.9 are measured in the back wall of the target
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c;d{)riIllf·'.r~r. atHI tilt; sfH.?ctra for Tl from -G.G to 1.0 are m~asured ln the sicle walls of

1.!J{' t.ar~!/·t ï.a(o;-illl(?V:f. The illtegr;d of the arca under the histogram leads to the mcan

l ",,,,,","s.· ",,"rgy p~r ,,,·,,,,t lis! "d in Tabl~ ·1.1 obtained from the tif! / tI ET dis tribtl tiotls.

l'Il" strllClun: of l.hl~ di~lriblltions is m<LiIlly dllc to d"l.ector acccpt.anc(> and emciency.

ïïlf'fr'fof(', tht:~l.' dal:.t ou psC'udorapidit.y distribution of transverse ('nergy are sensitive

1,0 cl)rl't'ction for detect.or efficictlcy and leah:age.

Figure :1.13 shows the pseudorapidity distribution of trans\'crse cnergy pel' ('vcnt for

the Pb t.arget sliccd accordiug to four transverse energy ranges. Consequentl:--. a higher

ET slice leads to higher dET/d,., spectra. By comparing the dEr/dI] spectra in the four

ET ranges. it is obser\'ed that e\'ents in different ET ranges restllt in very similar dET/dT]

distributions. lIIo\'ing slightly backward for higher ET as seen from the,., section of the

back wall of the calorimeter. As stated previously, due to the limited thickness of the

N,il crystal walls. the energy deposited in the target calorimeter is only a fraction of

the incident energy. Therefore, the energy leakage from the target calorirneter nceds to

be ,'valuated to correct the dET/d,., distributions. This is discussed in the next section.

4.3.4 Corrections for Target Calorimeter Response

1'0 correct the experimental data for detector response and to compare experimental

results with theoretical predictions, Monte Carlo simulations ha\'e been performed.

The response of the target calorimeter to incoming energy was simulated with the

GEANT 3.15 package [BRS;]. GEANT is a computer program package which simulates

particle propagation through matter. GEANT aIlows users to define what type of

material a detector is made of, and to specify gcornetrical dimensions and the position

of each detector. Detectors can be designated as either sensitive or insensitive. GEANT

tracks particles taking into consideration of ail possible physics interactions or decays.

Iuformation such as particle identification, spatial coordinates, particle momentum and

energ,\' loss arc recorded when a particle traverses a sensitive detector, but are not
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Figure 4.13: Pseudorapidity distribution of transverse energy for the Pb target for

various ET slices.
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rl'c()rcll~d in aIl iw~ensitivl~ detector wherc multiplp scattering and ather interactions arè

still ta ken iuto c0J1sidcration. The program loops ovcr a.ll the particlcs from a generated

"\",,,1.. Th" tracking proceeds in small steps through each detector until particles exhaust

ail th,· '",',rgy or escape the experimental setup defined in GE:\:\T.

Tu calclllate the correction we used events gen~rated with RQ:-ID. HIJET and

FRITIOF lllodds, ail of which are heing used in current studies of nucleus·nucleus

collisiolls. Olle feature of these models is that the uucleons in the target nucleus are

givell Fermi momeutllm and are thus uot bound. Therefore in the calculation. nucleons

which ha\'e uot interacted will nevertheless he emitted with their Fermi momentum. In

order to select valid particles we should reject those very low energy nucleons which

come from this unphysical dissociation of the target. Figure 4.14 shows the kinetic en­

ergy spectra for ail charged particles in the multiplicity detector acceptance for RQMD

p+Pb events. The low en~rgy peak shown in Figure 4.14(a) represents those particles

associated with target dissociation. In the analysis a cut at 999 MeV total energy is se­

lected for the nucleons. The particle is ouly tracked when the total energy of a nucleon

is higher thau this cut (60 MeV k;n~matic energy). The spectra of the particles passing

this cut is shown in Figure 4.14(b). The few particles below the cut correspond to low

energy charged particles other than a proton. This cut has a negligible eifect on the

calculation of the target calorimeter response since most of these low energy particles

are stopped :n the target or in the target paddle counters in front of the calorimeter.

It does however, have an effect on the charged particle multiplicity measurement that

will be discussed in section 4.5.

The euergy flow within the target calorimeter acceptance is determined from the gen·

erated p·nucleus react;ons by propagating the emitted particles through the calorimeter.

The photons which come from ,,0 decav in the target may convert into electron·positron

pairs before entering the target calorimeter. This process will change the effective parti·

cle incident angle and energy. As a result it may change the resulting transverse energy

deposited in the target calorimeter. Therefore, ,,0 conversions in the target have been

included in the particle tracking.
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Figure 4.14: Comparison ofkinetie energy spectra for aJl charged particles in the multi­

plicity deteetor a.ceeptanee for 14.6 GeVle RQMD p+Pb events: (a) spectrum without
energy filter and (b) spectrum with a total energy !ilter at 999 MeV.
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TIlf' t.r;L!lS ....'.·rS(· '~Il(·r/.!;y dbtributions are reconstruct~d \,,,'ith sirnulatcd triggers ta ap-

proxilll;ttJ' llll' ;lCt l1:d IIllJltiplicity triggcrs uscd in the experirnellt. As statl?d in Chapter

:!. tllf' pJ'f>t.ri~l'r requin_'s more tban two hits registercd in the silicon multiplicity de­

1'·doT. :llld l(~\'el 1 requÎres more than ·1 hits. I30th online triggC"rs arc soft cuts in

lllllitiplicity (:ue t.o dcctronic noise. By taking the r;ttio of charged multiplicity data

d"./dS~ frolll lIIultiplicity lC'n~i 1 triggcr to tltat from the pretrigger. wc obtain the

1I"ig,g,I'r dficil'Ilcy histogram far IC\'el 1 trigger relati\'c to pretrigger~ as shown in Figure

·1.15. The lI"igg,er efficiency drawn in the dashed line in the figure can be expressed as

(3 < Ne < S) (4.14)

when, Ne represents the charged multiplicity registered in the multiplicity detector. The

trigger efliciency for levcl l trigger, EJJIe"h is zero when the registered multiplicity is

bs than 3. or becomes 100% when the registered multiplicity larger or equal to S. To

simulate pretrigger wc assume that it has the same trigger efficiency slope as level 1

trigger. uut that one has 50% efficiency when 2 charged partieles hit the multiplicity

detector. Then the trigger efficiency of pretrigger is expressed as

(') 1\' -)- < . 'c < 1 (4.15)

•

Thercfore tracking histograms arc filled for each trigger with a weighting factor deter·

tuilled uy the corresponding trigger efficiency. Figure 4.16 shows the calculated effect

of the triggers on the du/dET in the targ"t calorimeter acceptance for RQMD p+Pb

evellts (top figure) and for RQMD p+Al events ('lottom figure). Histograms with no

uias. pretrigger and multiplicity level 1 trigger are shown by solid curves, dotted curves

Ilnd dashed curves respectively. As expected t ile triggers mainly affect low Er, but

they do not ellange slope of the distributions alld ma.'CÏmuJl. ET.

Sillcc ET distributions \~ere measured \\ith two calorimeters having different re­

sponses. we need to correct the detector efficiency and leakage in order to match the

dET/d'l distributions over the full range of the calorimetry acceptance. To correct

dET/d'l distribution">. the calculated energy deposition in the target calorimeter is
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Figure 4.15: Trigger efficiency for multiplicity level 1 trigger relative to pretrigger.

The solid histogram represents the ratio of charged multiplicity data dO'/ dNe from
multiplicity level 1 trigger to that from pretrigger, and the dashed line represents the

assumed trigger efficiency for multiplicity level 1 trigger.
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comp.ncd to the encrgy incident on the c;)lorimetef. Figure ·1.17 :-,how:-, tht-' l'llfft.'latioll

betw('en transvcrse ('ncrgy before" tracking and th(' tranS\'C'f:'t.' t.'tH'rgy after trafkin~ lb-

ing RQ~ID p+Pb ('\'cuts. The response of the target calorimC'ler 10 lrans\'l'rsl' Pllt'r~y

i, quite linear. with a average slope of about O.:l. Thi, lin<'arity indicat<', that the

correction factor for the detector efliciency i, approximately indep<'nlkat of incident

transverse ('nergy.

In order to make corrections on dET/dl) distributions in the acccptancc of the target

calorimeter. "'e evaluate the detector efliciency by calclliating the ratio of " di,tribntion,

of tbe tranS\'erse energ," after tracking (dotted curves in Figure ·1.18) to the trnnsverse

energy incident on the detector before tracking (solid curve in ligure .1.18).

Figure 4.19 shows the calcu!ated TI dependence of the detector response. The sim­

ulated energy deposition amounts to about 1/:! of the energy incident On the target

calorimeter. The structures in the distribution of detector efliciency shown in the lig­

ure arc main!y caused by calorimeter geometry (sec ligure 2.5).

The fraction of energy deposited by a l'article will flnctuate considerably depending

on the process of the energy loss. The uncertainties in the detector response will

thus depend on the number of events used in the simulation and the mllitiplicity of

l'articles in a given TI bin. The detector efficiency shown in Figure 4.l9 is calculated

from ten thousand RQMD p+Pb events over live runs, each run containing two thousand

events. The error bars in the ligure represent estimated uncertainties in ~he calculated

correction factor These error bars are calcu!ated as the following:

s
1 [1 '"( ff ff, )2]1

ClEf! = <Eff> 5~ <E. >-E i "

where
1 5

< Eff >= 5 I:Eff;,
i=l

(4.lï)

•
in which Effi represents the calculated detector efficiency in the ith run and < EJJ >

represents the average detector efficiency over live runs. In the forward angle the. error

is relative!y small but it becomcs significant at small TI covered by the back wall of the
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tracking with the transverse energy before tracking•
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calorimeter. duc to the small mu1tiplicily of particles in that region (st'C Figurt' ·1.5).

This uncertainty is included in the calculation of dET/d,/_

The systematic errors from GEANT tracking arc studied by tracking the saul<' 5<'t

of events several times. each time with different random sccds leadiug to dilfert'ul iUler­

action of the particles in the target calorimeter. Figure 4.20 shows the '/ distributions

of the detector efficiency calculated from live runs of the same two thousand e\"Cnts.

The resulting fluctuations in efficiency (dashed lines in Figure 4.20) arc comparable or

somewhat smaller than the statistical uncertainties discussed in the previous paragraph.

The systematic errors due to the model used are e\-aIuated by tracking events gen­

erated from different models. Figure 4.21 shows the 1J distributions of the delector

efficiency calculateè. from three models, RQMD (solid curves). HUET (dashed curves)

and FRITIOF (dotted curves). Although these three modcls produce different particle

distributions, their trackîng results arrive at very similar 1J dependence of the correction

factors. The main difference is in the absolute value of the correction, where dilferences

up to 10% are observed.

The energy leakage as a function of the part:cle's pseudorapidity is slightly dependent

on the target. Figure 4.22 shows the detcctor efficiency calculated from RQMD p+AI

events (solid lines) and from RQMD p+Pb events (dotted lines). The leakage correction

factor is slightly higher for lead target mainly in the side walls of the calorimeter.

We have not investigated the source of the difference, but it is probably due to the

larger absorption in the target peddle scintillation counters for the low energy particles

associated with the lead target.

The leakage and gcometrical corrections of the dEr/d1J distributions in the accep·

tance of the target calorimeter are performed by applying the calorimeter response cor·

rection factors obtained using the RQMD model. The effect of this correction is shown

in Figure 4.23, which presents the experimental dE,/d1J distributions for the p+Pb re­

action (top figure) and for the p+Al reaction (bottom figure). The solid histograms

show the corrected data whereas the clotted histograms correspond to the measured
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Figure 4.20: Target calorimeter ET response calculated from live runs of the same two

thousand RQMD p+Pb events•
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ettergy bcfon"' rorrC'ctions for thl"' n"sponsC' of t.lw tar~C't ralorinwlt'r. Olh' oh:,('rVt':' tl1;\1

many of t.he ~tructllrC's in th(' lJ dbt.rihution duC' to p;t"'ol1ll'triral t'Ift'rt ha\'t' dis;\l'llt'art'd.

and that. t.he dist.rihution in t Il<."' side walls and back wall of th.' r;\!t'rillH"\pr lll;\trh lIin'ly.

lt can a.lso be s('en tha.t at IJ = 0 the en<'rg:· ahsorhtion duC' tn tIlt' tar~t·., "sllt't'i and tht'

target support has becn significantly corrected.

4.4 Correction of Data from Participant Calorimeter

4.4.1 Raw Data

The energy f10w in the forward region is measured with the participant calorim,·t~r

(Fig·, re 2.6) in a separate run. As the data were acquired within two days. the gain

shift of the participant calorimeter was smaller than 3% over snch a short period of

time. Therefore, no corrections ha"e bccn applied to the time dependance of the gain.

Pedestals shifts were monitored and adju.ted run by run.

The parallel trigger on transverse energy requires the total analog sum of FERA ADC

(fast ADC) in the participant calorimeter to be larger than the corresponding threshold

value. Good statistics over wide transverse energy range are achieved by \Ising dilferent

down scaling factors (listed in Table 3.3). Figure 4.24 shows the correlation bctwccn

measured ET and the total sum of FERA in the participant calorimeter. The dashed

lines correspond to level 1 threshold, solid lines to level 2 threshold and dotted Hnes to

level 3 threshold. A niee !inear relationship is observed betwccn Er and FERA sum,

though the correlation is not idea.lly narrow due to noise and non·uniformity in the

calibration. The thrcc thresholds in FERA leads to thrcc ET triggers, whkh are more

clearly shown in Figure 4.25. The FERA sum with level 1, level 2 and level 3 triggers

are displayed in dashed, solid and dotted curvcs rcspcctively. Here the FERA sum

distributions are not corrccted for the downscaling factor, however, the thrcc threshold

cuts for Er triggers are distinguished by three sharp leading edg~'S.
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• Tilf' l.rans\'('rs(· ('IIl~rK.V mp'L"lIr(~d in the participa.nt calorirnetcT il-> dcfincd by

x If. n

F;T =L L L E(r.o.=)sin8(r.o.=l
r=l ô=l :=·1

(·1.18)

•

wl","p /"T ;s the transverse energy summed over all the ,512 detector cclls. the set of

variahles (r. 9. =) refers to the location of a participant ca!orimeter cell at a certain

radial. azimutha! and longitudinal section, E(r,o,=) is the energ)" deposited in the

detector cell (r.9,z), 8(r.4>,=) is the polar angle from the beam a:ds to the center of the

face of detector cell (r, ifJ, =).

Figure ~.26 shows the no-target correction for the transverse energy production with

levcl 1 trigger measured from the participant calorimeter for 14.6 GeVIc protons on

the Al and Pb targets. The solid curves refer to measured ET production with the

target in place. The dashed curves display the empty target contributions, which could

be caused by upstream interactions or the interactions of beam on the participant

calorimeter. The data with ET le,'el 1 trigger are found to contain about 50% empty

target events, as shown in Figure 4.26(a) for the Al target and Figure 4.26(b) for the

Pb target. In order to clean those unwanted events, we introduce a cut in the offiine

analysis which removes those events with less than three charged particles detected

by the multiplicity detector. This multiplicity cut effectiveiy reduces the empty target

contribution to about 15% of the total interactions, as shown in Figure 4.26(c) for the

Al target and Figure 4.26(d) for the Pb target. The effect of the new cut on good data

is small. The maximum of the Er spectra increases by 0.1 GcV after we introduce this

multiplicity cut. This cut has been included in our simulation.

Figure 4.27 shows the transverse energy production from 14.6 GeVle proton on

the aluminum target (Figure 4.27(a)) and on the lead targl't (Figure 4.27(b)). The

data have been normalized to differential cross·sections in mb/GeV, and empty target

contributions have been subtraeted. The solid eurves in the figure show the Er with

the participant calorimeter Ievel 1 trigger, the dotted eurves show the Er with the

participant calorimeter levei 2 trigger, and the dashed curves show the Er with the

participant ealorimeter levei 3 trigger. Similar shapes of Er spectra for both targets
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Figure 4.26: Eifect of multiplicity eut on the contribution of background interaction to
the ET spectra measured in the participant calorimeter. The solid histograms are for

data with the target in the frame, the dashed histograms are for data. with the empty

target frame. The spectra shown in (a) for the Al target and (b) for the Pb target are

obtained ':iithout applying the oflline multiplicity eut. The spectra. shown in (c) for the

Al target and (d) for the Pb target are obtained arter applying the oflline multiplicity

eut. The oflline multiplicity eut reduces background contribution significa.ntly•
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arc ob:::;cr\"('d withil1 the participani calorinl'~t('racreptaun'. ),tainly dUt' 10 t Il.., ditrl'n'nt

omine cnergy calibration constants for ench d(,t<'ctor c<'ll- aIl t h(' t hn't' ET t ri~~l'r:-; fl'sult

in rclati\'cly hroad Icading cdgcs of the trans\'erse l'tlPr!~.v Spt'rt ra. This p!r"rf will lw

included in sorne of our simulations.

The spcctra shawn in Figure ·1.2; have bœn nOfma.lized to tla' results from the mu\·

tiplicity trigger. The absolute differential cross-sections (in mbfGeV) an- ohtail",d hy

using equation (4.12) with normalized target thicknesses. The original rt'sult of llilf,-r·

ential cross-sections of transverse energ: measured with levcl 1 trigger for hoth targt'ts

are found to be systematically lower than the corresponding distributions ml'asnred

with multiplicity trigger by approximately a factor of 2. Reasons for the discrt'pancy

betw~. the two sets of c.'i:perimental dat.a are not clear. 1I0wever, the ùata obtained

with the multiplicity trigger arc consistent with the thcoretical preùictions of the total

cross-section and the cross-section resultil!g from beam trigger data. Wc thns renor­

malized our ET trigger data to the data of multiplicity trigger. Figure 4.28 shows the

du/dET measured in the target calorimeter with the multiplicity pretrigger (dotted

curves) and measured with ET level 1 trigger after renormalization (solid cllrves) for

the aluminum target (Figure 4.28(a)) and for the lead target (Figure 4.28(b)). The

only difference betwccn the data from the ET trigger c.'i:periment and the data from

the multiplicity trigger c.xperiment is the trigger and this shollld not affect the sl,ectra

in the high ET region. This is observcd in the figure which shows good consistency

betwccn the multiplicity pretrigger data and the ET trigger data.

In the participant calorimeter there are many dead cells whose ET contributions nccd

to be considered. Figure 4.29(a) shows the measured energy deposition in 512 cells of

the participant calorimeter for each p+Pb l'Vent; Figure 4.29(b) shows the calclliated

energy deposition per p+Pb collision in 512 lletcctor cells using RQMD l'vents. The

detector cclls corrcsponding to channels 1 through 512 in the figure are numbered

starting from <J> = 1 to 16 at innermost ring (r = 1) of the first section (z = 1) and

going up to ring 8 (r = 8) ofthe sante section, and then going to the next section, and so

on. By comparing the two plots we cau identify dead detcctor cells. Channels 161 to 192
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;llld c!l;t,lIl1'ls I!J;~ 1.0 ·2~·1 correspond to t\','o azimutiJ.d slices i:l a calorimeter quadrant.

~I(j:-.l or lllf' dp<td d(~tf~et()r n·lIs are located in those two slices. As ET production is OIl

;1\'I'r;I:';" :tzilllllth;dly Iluiforlll. this featlllè allO\\'s Ils to correct for the effecl duc to the

1\';0 df'ad slin's l,y forcitl~ aziIlluthal sYltltIlctry. The two SliCt'5 arc trcated as totally

d.."d. "nd the total cross-section of ET is tlous corrected bya factor of 12.5% (2 slices

onl uf 1fi of the calocimeterJ. The dead cells in otloer slices of the calorimet'" count for

,,1.0111. 2%. of the total cells. Theil' effect on the total cross·section of ET is small and is

lloerefore neglected. For the dET/dT) distribution the correction of dead detector cells

arc included in a response matrix which will be discussed in the next section.

Figure 4.:10 shows the uncorrected p<eudorapidity distribution of transverse energy

for p+AI Ilsing ET levcl l trigger. The solid curve represents the data me"-'iured with

the participant calorimeter and the dashed curve l'epresents the data measured with the

target calorimeter. There is a small T) range from 0.8 to 1.0 in which the two calorime·

ters cO\'erage overlaps. Empty target contributions to the pseudorapidity distribution

of transverse energy have been subtracted, while energy leakage for bath the calorime­

ters arc not corrected for in this figure. The non·projective geometry of the participant

calorimeter towers makes part of shower energies leak to the neighboring detector towers

which arc binned with different 7/, causing many structures in the dET/d7/ distribution.

1'0 avoid these structures in plotting pseudorapidity distribution of ET, in the following

data analysis, the participant calorimeter is segmented projectively towards the target

into eight rings with approximately equal polar angle interval, as shown in Figure 4.31.

Each ring is labeled a number from 1 for the inner ring to 8 for the outer ring. The

polar angle and pseudorapidity range for each ring is listed in Table 4.3.

A l'article incidents on rings 4 or 5 will encounter large calorimetrie depth. A l'article

that enters other rings, especially rings 8 or 1, is likely to leak a substantial fraction

of its energy out of the calorimeter due to the small depth of the calorimetrie ring.

Figure 4.32 shows uncorrected dET/dT) distribution for p+A1 in the acceptance of the

target calorimeter (solid cur"cs) and the participant calorimeter with projective binning

(dashed curves). The dET / d7/ spectra have not becn corrected for energy leakage.
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Figure 4.30: The uncorrected pseudorapidity distribution of ET for p+Al using ET
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Tahl.. ·L:~: l's{!udorapidity binning for the participant calorimcter

HiIlg # Polar :tIlg1(' r;ulge (")
1

Pscudorapidity range 1

1
,

1.00 - 5.G5 ·\',-1 - :3.01

2 5.65 - 11.95 :\.01 - 2.26

:\ 11.95 - 18.22 2.26 - 1.S:~

·1 18.22 . 2·\.:n I.S:3 - )..5:3

5 2·1.:\·1 • :30.29 1.5:3 • 1.:11

6 30.29 - 36.0, 1.31 - 1.12, 36.0, - 41.6, 1.12 - 0.9i

S 41.6, - 4,.13 0.9, - 0.S3

As tlie target calorimeter is much thinner in depth than the participant calorimeter,

more !eakage correction is expected for the target calorimeter than for the participant

c:tlorimctcr.

To compensate for energy leakage and shower extensions, simulations have been

performed nsing PROPHET/GEANT package with generated events to determine cor­

rection factors for the pseudorapidity dependance of transverse energy. This work will

be discussed in the next section.

4.4.2 Monte Carlo Corrections of Participant Calorimeter Response

Shower Simulation

In order to correct for detector leakage, a fast energy deposition program, PROPHET,

is applied to study the response of the participant calorimeter to incident particles. In­

stead of tracking every secondary particle as GEANT does, this Monte Carlo simulation

program is based on a shower parametrization, which makes it very fast computation-

ally.

High energy particles entering a calorimeter are likely to create electromagnetic

showers and hadronic showers. The parameterization of the lateral and longitudinal

spread of a shower in a calorimeter have been studied by R. Bock et al. [BOSIl .



• Fraction of energy deposited at different depth in a calorimet<'r is charaetl'riz<'d by

longitudinal devclopment of showers. For an c1l'ctromag:letic shower. th" longitndinal

energy deposition is described as

(-1.19)

where t is the shower depth expressed in radiations length, a and b arc paran,,'tcrs

characterizing the shower profile. and k is a normalization constant.

The longitudinal energy deposition in a hadronic shower is paramet<'fized by

dE
d:r.· = k[wt"e-bt + (1 - w)uce-du

], (.1.20)

•

where t is the shower depth in radiation lengths measured from shower origin. IL is the

same depth characterized in interaction lengths, k is a normalization constant. 10 is the

relative fraction of the e1ectromagnetie component in a hadronic shower, and a, b, c

and d are shower shape parameters. AlI parameters used in PROPHET for this work

are tuned to best fit the participant calorimeter response to various partieles. Detailed

discussions can be found in reference [S191].

The lateral distribution of shower energy is assumed to be gaussian, with a width

of one radiation length for a electromagnetic shower or an half absorption length for a

hadronic shower.

Since the PROPRET simulation code is based on electron calibration, the energy

of a hadronic shower needs to be corrected by the e/'Ir ratio whieh is the ratio of the

responses of a calorimeter to e1ectromagnetic showers and to hadronie showers, and

the energy deposited through minimum ionization needs to be corrected by the e/mip

ratio, the ratio of dE/dx energy of an e1ectron to dE/dx energy of a minimum ionizing

hadron. For the participant calorimeter used for E814, the e/'Ir ratio is 1.06, and the

e/mip ratio is 1/0.i9 [ZR93].

Prophet is embedded in the framework of GEANT package which defines detec·

tor geometry and performs partiele tracking after reactions. Partieles produced in an
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"wnt ar" first id"ntifi"d and trackcd through GEAl\T one by one until they stop, de·

ray or inl"racl wilh th" materials of the participant calorimeter. PROPHET starts

to process shower development and energy deposition once GEAl\T finds a hadronic

or electromagnctic interaction. Showers are generated within PROPHET. The shower

energies are smeared by calorimeter resolutions which are handled using gaussian func·

tions and arc prcset with appropriate RMS values as stated in Chapter 3. GEANT

kœps tracking showers a10ng the particle's incident direction and PROPHET follows

and processes showers until aU the energy of the particle is exhausted or the particle

exits the calorimeter.

Unfolding Approach

The incident energy distribution and the energy deposited in the participant calorime­

ter are quite dilferent duc to shower spread causing energy leakage either to the neighbor

detector cells or through the calorimeter because of its finite thickness.

To correct the measured raw data we employa response-matrbc approach which is

described in reference [ZH9:l]. First we use PROPHET to determine the energy deposi­

tion in the calorimeter with simulated events. From the calculated energy distribution

the calorimeter response matrÏ.'< is constructed. This response matrÏ.'< is then used to

unfold the c.'Cperimentai data to obtain the corrected dET/dT! distributions.

ln the present analysis, the incoming energy flow is binned into 8 intervals in pseu­

dorapidity according to the radial granularity of the calorimeter, as shown in Table

4.3. By using RQMD events simulating p+Pb collisions, a matrÏ.'< M as a function of

pseudorapidity bins and longitudinal sections of the calorimeter is built to represent

the response of the detector to multipartic1e events.

Events generated by RQMD are filtered in two steps. The first ster> rejects those

nudeons below a kinetic energy thrcshold, 60 MeV, which is used to eut off those

partides of very low kinetic energy originating from the target nudear Fermi motion•



no

• The second stcp makcs cight pscudorapidity cuts in the participant ('a.lorimt.~lt~r in ordt.'r

to gcncratc the clements of the rcsponsc matrix. Each pscudorapidity hin is s(·~ml·nt.t.'d

into ·1 sections aeeording to the longitudinal granularity of the ealorinll'!('r. In t hi, way,

the participant ealorimeter is grouped into 32 rings.

Mathematically. the deteetor response to the ineoming trall'vers<' ('n('rg.v ran Il('

expressed in term of a veetor equat.ion:

jj = Ma. (.1.21 )

where a is a veetor of eight clements reprcsenting the pseudorapidity distribntion of

incident ET to the participant calorimeter. jj an array of 32 clements. and each of

which is the sum of ET in a ri".:: of towers with the same depth. M a 32 x S matrix.

each clement of which is the fraction of ET deposited in a particular ring for incoming

transverse energy from a certain polar angle interva!.

Once a certain pseudorapidity bin is selected, ail the particlcs not incoming to this

bin are filtercd out. The surviving particlcs arc trackcd through the calorimeter. The

transverse energy depositcd by thcse particlcs in one ::.-f the 32 rings of the calorimeter

can be expressed as

(4.22)(i =1,2......32),
16

Di =L Eijsin(Jij
j=1

in which j is an azimuthal index and i is an inde.'" identifying the radial and longitudinal

•

position of the tower, Eij the me.~~urcd transverse energy in the calorimeter cell, and

(Jij the polar angle of its geometrica.l center. Each element of M is obtained from the

following relation:

M,·,· _- L:~1 Di.k (' 1? 32' 1 2 8) (4.23),= ,-, ..., ;] = , ,..., ,
L:k=1 Ej,k

where Mij is a matrix clement corrcsponding to the rcsponse in the ith ring of the

calorimeter to the ineoming transverse energy from the jth 7J interval, N the Ilumber

of events applicd, Di,k the transverse energy of the event number k detceted in the lth

ring of the ca.lorimeter, and Ej,k the incoming transverse energy of the event number k

in the jth 7J interva1.
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To o1>t"in the corrected dET/dry distribution from the experimental data the vector

i; Îs trf~;ltt~d iL'; a srol of 8 paramctcrs that arc dctcrmincd by unfolding the rcsponse

m"trix M with the measured transverse energy array D. Since M is not a square

matrix. inversion of the matrix can not he achieved directly. Instead. we determine the

truc dET/dry array ;; in the following way:

Equation (.1.21) can he rewritten in the form of

8

Di = l: MikClk
k=1

(i = 1,2, ...,32). (4.24)

Multiplying bath sides of the equation hy the inverse of response matrix, we have

32 32 8

l: MjiD, = l:Mji l:(M'kClk)
i=1 i=1 k=1

32 8 32

l:Mj.D. = l:(l:Mj.M.k)Clk
i=1 k=l i=1

(j =1,2, ...,8),

(j =1,2, ...,8),

(4.25)

(4.26)

where I:~;I Mj.M'k is a square matrix. By inverting this square matrLx, we ohtain the

corrected ET for the kth l) hin.

8 32 32

Clk = l:(l: Mj.M.k)-1 l: Mj.D.
j=l i=1 i=1

(k = 1,2, ...,8). (4.2i)

•

The elfect of this unfolding procedure will he shawn in Figure 4.34 and Figure 4.35.

Simulations on Trigger Bias

As stated in Chapter 3, the ET triggers used in the experiment are obtained by

summing siguals from the summing box (FERA) of the participant calorimeter. Ta

simulate ET triggers we need ta determine mean and RMS of the ET distributions of

the trigger thresholds which are set by FERA sums. Figure 4.25 shows FERA sum

with level l, level 2 and level 3 triggers in dashed, solid and dotted curves respectively.

Here the FERA sum distributions are not corrected for downscaling factor ta better

show the FERA sum cuts on a linear scale. The three threshold cuts for ET triggers
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can be determined by looking into the thrœ leading edges of the distributions. Th"

FERA sum threshold is 45 for leyel 1 trigger. 95 for leyel 2 trigger and 1·1;, for I,'""I

3 trigger. The thrœ thresholds in FERA sum lead to three thresholds in tranS"l'rse

energy, which arc better shown in the correlation betwœn measured ET aud tlll' total

sum of FERA, as sœn in Figure 4.24. The width of the Hne. which is betwl,,'n 0.:1

- 004 GeV, represents the RAIS of the correlation. The dashed lines corresponds to

level 1 trigger, solid lines to leyel 2 trigger and dotted lines to level 3 trigger. A good

linear relationship is observcd betwecn ET and FERA sumo though the correlation is

not perfectly narrow. 1'0 take into account the trigger bias in the simulation. these ET

and RMS ,-alues arc used for trigger simulations.

Figure 4.33 shows a test of trigger simulations with thrœ generated events. Each

model produces four curves, representing minimum biased ou/dET, du/dE'r with leyel

1 trigger, du/dE-r with level 2 trigger and du/dE]' with level 3 trigger, respectiyely.

The shapes of du/dET at three level triggers are weU reproduced by RQMD, indicating

that the triggers are weU simulated. Other two models, HUET and FRITIOF, yield

similar results.

Tests with different thresholds in the ET of the l'vents uscd to calculate the response

matrix, 0.8 GeV, 1.0 GeV and 1.2 GeV, show that the calorimeter response matrix is

not sensitive to this threshold. Values of the matrix eIements do not a1ways increase or

decrease with higher ET threshoId setting. Most of the matrix elements show variation

of at most a few percent, while those matrix eIements with small values have more

variation. These are mainly associated with statisticai fluctuation. Since the shift of

the E-r threshold has very little affect on the calorimeter response, we simply employ

a sharp ET threshold representing the level 1 trigger when generating the response

matrix. This matrix unfolding method requires a large number of l'articles to populate

the detector ecUs, while the multiplicity production in proton-nucleus collisions is very

small compared to nucleus-nucleus collisions at the sarne energy per nudron. Therefore,

we apply this unfolding approach to correct dET /dl) distributions with E-r levell trigger

only.
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Correction on dET/d" Distributions

To test this unfolding method. wc pass the simulated eveuts throup:h GL\i'T/ l'ROPll ET

tracking code to obtain the equivalent of experimental data. Tlll'sc calculat,-d data an'

then unfolded using the matrix method and compared to the original Eor distrihution.

Figure 4.34 shows the correlation between unfolded transverse energ." and tl", in­

coming transverse energ)' in the acceptance of the participant calorimeter. Th,- r<'lation

is quite linear and in good agreement with the line of slope 1 (shown in the fip;ure) in

the range of incoming ET less than 3 GeV, which corresponds to 9i% of the cvents.

This result indicatcs a very small systematie error in this unfolding process. The spread

of the correlation is mainly caused by shower fluctuations.

The performance of the unfolding method on correcting dET/d" distributions with

generated RQMD, RIJET and FRITIOF events is shown in Figure ,1.:15. The x-a:"cs

represent the eight "intervals from smaller polar angles to larger polar angles; the y-a..xes

represent Er in arbitrary unit. Incoming ET before tracking arc shown by solid Iines,

ET secn by the calorimeter with GEANT/PROPRET tracking arc shown as dashed

lines, and ET after unfolding with the response matrix arc shown as dotted lines. Whell

energetie l'articles enter a thinner calorimeter section, more energy leakage occurs. As

secn in the figure, the participant calorimeter measures about iO% of incoming l'article

energy on average, while it measures less than 40% of incoming l'article energy in the

acceptance of inner detector bins (bin 1 and bin 2) and measures approximatcly 90%

of incorning l'article e~'!rgy in the acceptance of detector bin 5 and bin 6. Unfolded ET

(dotted lines) are consistent with the original incoming Er (solid lines) within 10% error

range except for section eight which corresponds to the low " corner of the participant

calorimeter where the errors reach 20%. The figure shows that the precision of the

unfolding is not sensitive to a partieular mode!, indieating that unfolding results are

mainly deterrnined by l'article kinematics.
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Corr"cted dET/dTI distributions in the acceptance of the participant calorimeter arc

thus obtained by employing the response matrix approach. For convenience the empty

tar);e!. contrihutions arc subtracted after unfolding the data with target-in and the

data without tar);et respectively. The resu1ting corrected pseudorapidity distributions

of dEr/dT} in the forward acceptance are shown in Figure 4.36 for the p+Pb and p+Al

reactions (solid lines). The data before corrections for detector efficienc)" are shown as

dotted lines.

To obtain the complete picture of dET/dT} distributions over the acceptance ofboth

the target calorimeter and the participant calorimeter, we combine pseudorapidity dis­

tributions of transverse energy from mu1tiplicity trigger data, which covers the accep­

tance of target calorimeter, and from ET trigger data in the acceptance of participant

calorimeter. Two more corrections on the data are needed to assure a proper compar­

ison. One is a correction to take into account difference in the trigger. The Er level

1 trigger on the participant calorimeter is more biased than the multiplicity pretrigger

which requires more than two charged partic1es in the forward acceptance. This cor­

rection due to different triggers is determined by applying the two types of cuts to the

simulated events. Table 4.4 shows the mean ET for three theoretical models with the

two different triggers. The trigger correction factor is then calculated by averaging the

mean ET shift due to trigger type from three models. It is determined that to normalize

the trigger bias, dET/ dT/ measured in the participant calorimeter acceptance needs to

be reduced by 0.9% for Pb target data and by 1.5% for Al target data.

The data measured in the target calorimeter acceptance include many events with

zero ET, as is shown in Figure 4.20. These events satisfy the pretrigger condition which

requires more than two partic1es registered in the charged multiplicity detector, while

they are not detected by the target calorimeter which covers a lower pseudorapidity

region than does the multiplicity detector. They inc1ude both real events whose prod­

ucts go beyond the acceptance of the target calorimeter, and fake events which should

be removed. The correction on zero Er events is performed in two steps. First we

remove ail the zero ET events from the data, which will increase the values of mean ET
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Figure 4.36: Experimental dEc/d'f/ distributions as measured by the participant
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ted histograms correspond to distributions before corrections for leakage and the solid
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Tahl~ ·1.·1: Model comparison for mean ET n.easured in the participant calorimeter

Ta.r~et Model Pretrigger ET Level 1 Mean ET relative shift

RQMD 1.829 GeV 1.848 GeV 1.04%

Ph Il I.l ET 1.ïïï GeV l.ï93 GeV 0.90%

FRITIOF 1.9.55 GeV 1.9ï2 GeV 0.8ï%

(Average) 0.94%

RQMD 1.694 GeV 1.ï24 GeV 1.ïï%

Al IIUET 1.6ï9 GeV 1.699 GeV 1.19%

FRITIOF l.ï38 GeV 1.ï6ï GeV 1.66%

(Average) 1.54%

per event. Then from thcoretical models we estimate the decrease fraction in mean ET

per event due to including those real events with zero ET. By combining the increase

factor obtained in the first step and the decrease factor obtained in the second step, we

can find the over-all correction of the e.xperimental dET/dTJ measured with the target

calorimeter. The mean ET per event for the data with Pb target measured in the target

calorimeter is 0.3;4 GeV when including zero ET events, and it increases by 38.5% to

0.518 GeV when e.xcluding zero ET events. Similarly, the mean ET per event for Al

target measured in the target calorimeter is 0.206 GeV when including zero ET events,

and it increases by 52.9% to 0.315 GeV when excluding zero Er events. The change

in mean ET per event due to including zero ET events is obtained via looking into

three thcoretical models. Table 4.5lists mean ET and relative shift of mean ET due to

including zero ET events in the acceptance of the target calorimeter from three models.

This correction is caIculated by averaging the three simulated ET shifts, which is 8.8%

decrease in the mean ET for Pb target or 1ï .3% decrease for Al target.

Figure 4.3ï shows pseudorapidity distributions of dET/dTJ for Pb target (top) and

for Al target(bottom) over the acceptance of both the target caIorimeter and the par­

ticipant calorimeter, with detector efficiency, trigger difference and zero ET events fully

corrected. There is good agreement between the two data sets in the acceptance of two

dilferent calorirneters. The Er data points at TJ =0.9 and 1.0, which are geornetric
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Tahl.. ·\}i: :-'l"del comparison for mean ET measured in the target calorimeter

T;Lr1!:p l :-'1",1'" Incl. 0 ET events Excl. 0 ET events relative shift of < ET >
RQ~lJ) 0,.158 GeV 0.'199 GeV 8.9%

Ph HlmT 0,.177 GeV 0.510 GeV 6.9%

FRITIOF 0.2i6 GeV 0.306 GeV 10.8%

(Average) 8.8%

RQMD 0.268 GeV 0.315 GeV li.5%

AI HUET 0.2i6 GeV 0.316 GeV 14.5%

FRITIOF 0.20i GeV 0.249 GeV 20.2%

(Average) li.3%

edges, carry reIatively more uncertainty. The dET/d1) distributions after le~l:age and

gcometrical corrections display Gaussian-like shapes. This will be discussed further in

the next chapter.

4.5 Data Analysis of Charged Particle Multiplicity

4.5.1 Raw Data

The multiplicity data were collected in two separated runs using the participant

calorimeter triggers and the multiplicity triggers respectively. The data from the first

run are mainly used for the study of correlation between transverse energy and charged

particle multiplicity. The data from the second run are used for studying multiplic­

ity distributions. The selection and reduction procedures for the two sets of charged

multiplicity data taken with the different types of trigger are very similar.

The beam position and incidence angle at the target are determined by the two

beam verte.'\: detectors. As the spatial distribution of charged multiplicity is sensitive

to the verte.'\: position of the beam, the offset of the beam from the target center due to

gcometric misalignment of detectors needs to be corrected. The projection of ail beam

tracks at the target is shown in Fignre 4.38. Figure 4.39 shows the horizontal beam
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Figure 4.38: Beam tra.ek x projection in the target plane for al1 events. The shaded

areas correspond to the events rejected using beam position cut.
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position at the first multiplicity detector disk estimated from the average position oCthe

charged multiplicity hits in the multiplicity detector for events with at least four hits

registered by the detector, X,\fULT. versus the same position measured by the beam

vertex detector, XB\'ER, The data have becn fitted with astraight line which represents

the average x position in the multiplicity detector over a.lI events corresponding to each

x position at target measured with beam vertex detectors. It appears that there is an

offset of 4 mm betwecn the beam position as determined with the beam detector and

the multiplicity detector. Therefore in the analysis of the multiplicity distribution, a

eut is introduced to accept only those beam partieles that pass with ±2 mm of the

center of the multiplicity detector. The white area in figure 4.38 corresponds to the

selected events. About 40% of the events are accepted by this beam vertex eut.

The multiplicity detection inefficiency from various origins need to be corrected

before obtaining the true charged multiplicity distributions. Working as a bit detector,

the multiplicity detector registers occurrence of a charged partiele in a given pad if a

signal is present above the threshold which corresponds to approximately one half of the

energy loss of a minimum ionizing partiele. Therefore, the response of the multiplicity

detector is sensitive to the number of noisy and dead pads, the possible charge sharing

betwecn neighbouring pads, multiple bits in a same pad, production of.5 rays, detector

noise, etc.

The bad pads are easily identified by plotting bits versus the pad number. Figure

4.40 shows the hit frequency for 512 channels corresponding to the 512 pads in each of

the multiplicity detector disk. The channel number starts from t/> pad of inner rings to

outer rings. The first disk of the detector has 8 rings and 64 pads on each ring. The

second disk has 12 rings: the two inner rings of the disk have 16 pads each, the next three

rings have 32 pads each, then four rings have 48 pads each, and the outer three rings

have 64 pads each. The bit distribution for each disk is quite smooth in general. The

gross structures represent change in dNc/dTJ while the more pronounced substructure

with a frequency of 16 to 64 channels corresponding to ring in the counters are due

to the beam misaIignment discussed above. Dead channels and noisy channels can be
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Figure 4.39: Beam track x projection versus the average x position of the multiplicity

detector hîts. The data are fitted with a line.
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easily recognized from this figure. These channels arc ignored. Some detector pads

with very low gains or high gains are also ignored if thdr average occupancy dt'viates

by more than two standard deviations from the average occtlpancy of the other pads

in the same ring. Approximately 5% the pads are treated as bad pads. Becatlse of tht'

nonuniform dNe/d." distribution. the corrections for these pads are made ring by ring.

For each ring of the detector. the number of hits is plotted as a ftlnction of the l'ad

number. Assuming an azimuthal symmetry, the average hits l'cr channel is estimated

over ail good pads in the given detector ring. For ,,-'(ample, Figure -1.41 shows the

number of hits in each l'ad (solid line) for ring 15 of the multiplicity detector and the

calculated average hits per l'ad (dashed line) for this ring. The corrected number of

hits for each ring is thus calculated by multiplying the average hit value by the total

number of pads in each ring.

Charge sharing betwecn adjacent pads for a l'article going through the detector close

to l'ad boundaries may cause the detector to register double hits. On the other hand,

more than one l'articles from the same event striking a given l'ad will register as a

single hit. The two processes have opposite elfects On the number of hits registered in

the charged multiplicity detector. The elfects of charge sharing on the measured total

charged multiplicity has becn estimated to he less than 1% for the data obtained with

285i projectiles in reference [BA93]. Considering the fact that the mean multiplicity per

event for collisions with proton projectiles on Pb is approximately seven l'articles, we

can estimate that multiple bits will reduce the average multiplicity by ~ 0.05 l'articles.

For an event with multiplicity of 20 the multiple hits are estimated to be about 0.4

l'articles. The elfect is even less for an aluminum target.

The effect of charge collection fluctuations on the charged multiplicity detection are

estimated using random triggers, and aJso found to be negligible. Figure 4.42 shows the

measured multiplicity bits for events obtained with random triggers. The multiplicity

distribution has a mean value of roughly 0.04, which represents the average number of

random bits due to charge collection fluctuations during each event.
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h rays produccd in the target by a noninteracting charged projectile will a1so con·

tribut" to multiplicity hits in the detector. Since the number of fJ rays increases with

Z" of the projectile, we can estimated the mean fJ production in the proton-nucleus

r"actions by scaling the results from the Si·nucleus reactions reported in [BA92B]. We

estimate the fJ ray multiplicity to contribute on average 0.1 particle in the proton·lead

reaction. Ali these small effects are insignificant and no corrections for them have been

made.

In Figure 4.42 one observes a few events with very high muItiplicity. It was deter.

mined that most of them arc fake events caused by random electronic cross talk in the

detector. To eliminate thcse fake events a cut has been set to reject those events where

more than four contiguous electronic channels have fired. This cut does not modify

the shape of the du /dNe distribution but removes the events with unreasonably large

multiplicity. The cut rejects about 5% of the recorded events.

4.5.2 Charged Particle dNe/dT/ Distributions

The dNcfdT/ distributions are obtained by plotting corrected multiplicity as a func·

tion of pseudorapidity bin of the detector. The pseudorapidity granularity of charged

multiplicity is determined by the number of detector rings. For each ring of the detec.

tor, the removal of bad detector pads from data analysis causes detection inefficiency.

Table 4.6 shows the pseudorapidity granularity of the multiplicity detector and the de­

tection efficiency for each detector ring. The first ring of the detector contains many

bad pads and is ignored in the analysis. The efficiencies of the other rings are estimated

by comparing the actual number of hits with the fitted average hits times the number

of pads in the ring.

The multiplicity in each ring from the raw data is divided by the corresponding

efficiency listed in the table. Figure 4.43 shows the pseudorapidity distributions of

charged partiele multiplicity per event bcfore cmpty target correction and aiter croptY
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Table 4.6: Multiplicity detector ring.by.ring d<'tcctioll l'lncicllcy

Ring Pselldorapidity range Effici<'llcy

1 3.86·3.38 small

2 3.38· 3.18 0.97

3 3.18· 2.88 0.95

4 2.88· 2.67 0.9·1

5 2.67·2.5:.' 0.89

6 2.52·2.34 0.9·'
7 2.34 . 2.20 0.88

8 2.20· 2.07 0.90

9 2.07· 1.96 0.93

la 1.96· 1.83 0.68

11 1.83· 1.72 0.93

12 1.72 - 1.61 0.90

13 1.61 - 1.51 0.87

14 1.51 - 1.41 0.92

15 1.41· 1.32 0.92

16 1.32· 1.23 0.92

li 1.23 - 1.14 0.92

18 1.14 - 1.05 0.96

19 1.05 - 0.96 0.95

20 0.96 - 0.88 0.89

target correction for pretrigger. The empty target contribution cornes from unwanted

interactions which satisfy the trigger conditions. For pretrigger data, the empty targel

contribution is about 10% for Pb target reactions or 20% for Al target reactions.

4.5.3 Charged Particle dq/dNc Distributions

The raw charged partiele multiplicity distribution (dufdNclro", is shawn in Figure

4.44. The pretrigger (dufdNc)ra", for the reaction of p+Pb before empty target cor­

rection is shawn in Figure 4.44(30) ~hile Figure 4.44(b) shows the same distribution

arter empty target correction. For the Al target the raw chargcd partiele multiplicity
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Figure 4.43: Contribution of background interactions to dNc/dfJ. (a) dNc/dfJ for p+Pb

before empty target frame correction, (b) dNc/dfJ for p+Al before empty target frame

correction, (c) dNc/dfJ for p+Pb after empty target frame correction, (d) dNcfdfJ for

p+A1 after empty target frame correction. The dashed histograms are for distributions

as measured using empty target frame.
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Figure 4.44: Contribution of background interactions to du j dNe' (a) du j dNe for p+Pb

before empty target frame correction; (b) dujdNe for p+Al before empty target frame

correction; (c) dujdNe for p+Pb after empty target frame correction; (d) dujdNe for

p+Al after empty target frame correction. The dashed histograms are for distributions

as measured using empty target frame•
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distributions bdo", and after empty target correction are shown in Figure 4.44(c) and

Fig;ure ·1A·1( d) respective!y. The background reactions associated with the empty taro

g;et events arc obscrved to producc basically jess than 2 chargcd partieles. For events

wi!.h more than two charged partieles in the multiplicity detector acceptance the empty

targe!. contribution is negligible.

To take into account the detector efficiency and to find out the true spectra of

chargcd p~.rlkle multiplicity, dujdNc. a Monte Carlo simulation has been performed.

One million Monte Carlo events were generated according to the measured multiplicity

distribution for each target. For "-,,ample, for the Pb target, the distribution shown

in Figure 4.44(a) was used as input to the simulation. The average ring efficiency is

reported in Table 4.6, and average ring occupancy is listed in Table 4.i where the occu·

pancy is calculated from the ratio of total number of corrected hits to the total number

of l'vents in each ring. A probability table for the true charged multiplicity (N.)'ru.

associated with a given multiplicity (N.)r.", uncorrected for the detector efficiency is

then constructed.

For example, in a reaction for the lead target an event with (N.)r.", = 10 has a

41.8% probability of being (N,)'ru. = 10,35.9% probability of being (N.)'rue = 11,

16.0% probability (N.)'rue = 12,4.9% probability of (N.)'rue = 13, 1.0% probability

(N.)'rue =14 and 0.3% probability (Ne)'rue =15. Therefore, to obtain the true spectra

of charged partiele multiplicity du jdN., for each value of (N.)r."" all the possible values

of (Ne)'rue are unfolded with weights equal to their probabilities. The same procedure

is applied to correct for the Al target data and empty target data. Then the empty

target dL~tributions are subtracted from the corrected target.in data.

Figure 4.45 shows the corrected dO'jdNe distributions for the p+Pb reactions (Figure

4.45(a)) and for the p+Al reactions (Figure 4.45(b)). The detector efficiency correction

has not changed the trend of the distributions but extended the tails of dO'jdNer.",

distributions. The mean multiplicity arter correction has increased by about 8%.
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Table 4.7: Multiplicity detector ring.by.ring average occupancy

Ring Occupancy (AI target) Occupancy (Pb target)

2 0.034 0.019

3 0.064 0.038

4 0.056 0.037

5 0.046 0.032

6 0.063 0.047

7 0.05G 0.044

8 0.0.;2 0.044

9 0.04S 0.042

10 0.061 0.056

Il 0.056 0.054

12 0.054 0.054

13 0.056 0.066

14 0.050 0.058

15 0.050 0.059

16 0.052 0.066

lï 0.051 0.070

18 0.050 0.067

19 0.049 0.069

20 0.052 0.078
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Chapter 5

DISCUSSIONS

In this chapter a more detailed account of the results is given with a particnlar

emphasis on comparison of the e:<perimental results with the predictions of threc event

generators: RQMD, HIJET and FRITIOF. The correlation betwecn the transverse

energy and multiplicity, the transverse energy per particle, and the sCaling properties

of the multiplicity distribution will also be discussed.

5.1 Transverse Energy Distributions

Figure 5.1 shows the transverse energy spectra for 14.6 GeV/c proton-nucleus reac­

tions with lead and aluminum targets in the pseudorapidity range - 2.3 < TI < 1.0 (the

target ca10rimeter acceptance) for minimum bias multiplicity trigger (pretrigger). The

common feature of the du/ dEr distributions in this backward acceptance is their mono­

tonic decrease with ET. Unlike what is observed in Si+Pb collisions at the same energy

[BA90A], there are no fiat plateau regions and steep fall-off regions in the transverse

energy spectra. This may be an indication that there is more significant fluctuations in

transverse energy production in proton-nucleus collisions than in heavy-ion collisions.

As seen in the figure, the transverse energy spectra at large angles show strong target

mass dependence. At 1 mb/GeV the measured transverse energy goes up to 2.4 GeV for

a lead target, compared to 1.6 GeV for an aluminum target. This effect may originate

from the fact that the heavier Pb nuclei will lead to more collisions and rescattering,
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Figure 5.1: Comparison between measured and calculated transverse energy spectra for

14.6 GeVIc proton induced collisions in the ta.rget calorimeter a.cceptance: (top) for Pb

ta.rget and (bottom) for Al ta.rget. Dots denote experimental data., and the histograms

denote model predictions.
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and thereby produce higher mean transverse energy at backward angles.

In Figure 5.1 the data are compared to the prediction of the various mod,-Js. Th,­

observed target mass dependence is weil predicted by all three throretical models. Th,­

results from RQMD and HUET are in good agreement with the experimenta! data al·

though RQMD and HUET have rather dilferent pictures of underlying nuc1ron-nucl,'On

collision process. while FRITIOF considerably underestimates the production of trans·

verse energy for both lead and aluminum targets. On the other hand. FRITIO F and

RQMD predict quite dilferent distributions although they both are based on the string

picture of nucleon interactions. The main difference in the models that couId explain

this result is the lack of rescattering in FRITIOF. Better evidence of this will be shown

in the discussion of the dE-r /d1/ distribution.

Figure 5.2 shows transverse energy differential cross·section du/dET measured in the

pseudo-rapidity range 0.8 < 1/ < 4.ï (the participant calorimeter acceptance) for the

levell ET trigger. The shapes ofthe distributions below the peak is mainly determined

by the threshold on the ET trigger. The distributions for both targets peak at the

same ET mainly due to the effect of the trigger threshold. Contrary to what was

observed in the target calorimeter acceptance the distributions for both targets have

very similar shapes. The E802 collaboration has reported results on tbe E-r distributions

for p+Au and p+Al in the pseudo-rapidity range 1.25 < 1/ < 2.50 [AB92]. They

show that the du/dET ratio for p+Au and p+Al is approximately constant in their

calorimeter acceptance. This is consistent with the resuIts of Figure 5.2. However_this

approximately constant ratio of differential cross-sections of ET for different targets

does not cxtend to the target calorimeter acceptance, as indicated in Figure 5.1. Such

a resuIt suggests different spatial distributions of transverse energy for the two targets.

The du/dET distributions from theoretical calcuIations are shown in dotted curves

for RQMD, dashed curves for HUET and solid curves for FRITIOF. The sbapes of the

du/dE-r predicted by the three models are very similar. However, while the results

from RQMD and HIJET agrees well with data, FRITIOF somewhat overestimates the
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Figure 5.2: Comparison between measured and calcu1ated transverse energy spectra. for

14.6 GeVle proton induced collisions in the participant calorimeter acceptance: (top)
for Pb target and (bottom) for Al target•
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produced transverse energy.

A better insight into the understanding of the transverse ener~· production is ob­

tained from the dET/d'1 distribution. Figure 5.3 shows the quantity dET/d'J per ('vent

as a function of the pseudorapidity '1 for proton-nucleus reactions with lead target (top

figure) and aluminum target (bottom figure) at 14.6 GeV/c_ The data have bccn fully

corrected for detector efficiency as discussed in Chapter 4. They are shown as open

circles for the target calorimeter acceptance and as closed circles for the participant

calorimeter acceptance. The data points in the rcgion 0.8 < '1 < 1.0 where the two

calorimeters are overlapping have re!ative!y larger errors since they are at the edge of

the acceptance of eath detector_

The measured dET / d'1 distributions for both lead and aluminum targets have roughly

a gaussian shape with a width cr '" 0.9 unit of pseudorapidity. Both distributions peak

backward of the nucleon-nucleon center-of-mass rapidity ('1 = Li). The lead target

data shows a further shift backward by about one half unit of pseudorapidity rela­

tive to the alurninum data, confirming the importance of sccondary interactions in

heavy target. This target masS dependence of the pseudorapidity distribution is con­

sistent with results of the ES02 collaboration (AB92]. A sirnilar shift is observed in the

dET/d1] distributions for events with high ET. The lead-glass calorimeter acceptance

(1.25 < 1] < 2.50) of the ES02 set-up does not cover the peak of the dET/d1] distri·

bution for low ET events. These events correspond to a large fraction of the reaction

cross-section and thus a more quantitative comparison on the evolution of dET / d'1 with

target is not possible.

The pseudorapidity distributions of transverse energy predicted by RQMD, HIJET

and FRITIOF are also plotted in Figure 5.3. The calculations from RQMD and HI­

JET describe very weU the experimental da.ta, while FRITIOF predicted distributions

are peaked too far forward. In fact, FRITIOF produces distributions for both targets

peaked close to the nucleon-nucleon center-of-mass rapidity due to the lack of rescat­

tering in this mode!. The overly forward peaked distributions obtained with FRITIOF
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explains the observed underestimate of the transverse energy production in tho:' back·

ward region (figure 5.1). and its related overestimate in the forward region (figuro:' 5.2).

Our data demonstrate elearly that the target mass dependence of du /dE'r d,'peuds

strongly on the pseudorapidity range over which it is measured. and thus the fact that

models describe du/dET in one region may not be a good test of the mode!. Our present

result shows the importance of obtaining the full ET distribution dET /d1/.

5.2 Charged Particle Multiplicity Distributions

Figure 5.4 shows the charged partiele multiplicity distributions du/dNc for lead and

aluminum targets for the lowest threshold multiplicity pretrigger. The data shows

strong target dependence. For the lead targ('t, the charged partiele multiplicity spec­

trom cxtends up to 35 at differential cross-section of 0.03 mb per charged partiele,

compared to a ma.ximum multiplicity of about 22 for the aluminum target. As ex­

pected, more partic1es are observed for the lea<! target, since on average, the incoming

protons will have more collisions in a heavier target, and the collision products will also

have a larger probability to reinteract.

Predictions by the three models are also shown in Figure 5.4. The calculated mul­

tiplicity distribution shown in the figure are obtained by tracking the generated events

using GEANT. It inc1udes the detector geometry and, in particular, electrons and

positrons originating from -r conversion in the target and the effect of multiple hits on

the detector. Figure 5.5 shows the effect of -r conversion from lI"0 decay in the tar­

get on the charged partiele multiplicity distribution. The dotted line is the calculated

multiplicity of charged particles in the detector acceptance, while the solid line is the

distribution obtained after tracking. Because of the large target thickness it is observed

that -r ray conversion to electron-positron pairs increases the mean charged multiplicity

by one unit for proton on Pb target reactions, while it has negligible effects on the data

obtained with the Al target.
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Ali thrcc models, RQMD (dotted curves), HIJET (dashed curves) and FRlTIOF

(solid curves), give very similar descriptions of the du/dNe distribution, They predict

the tar~et dependence of the charged multiplicity very weB. But the models underes­

timate systernatically the production of charged partiele multiplicity in the high mul·

tiplicity region for both targets. It should be noted here that the multiplicity detector

has a very low threshold and is sensitive to charged partiele of al! energy including low

energy target fragments and evaporatcd partieles. This could be one of the source of the

observed discrepancy at high multiplicity. More detailcd information on the difference

betwecn the models can be obtained from the spatial distributions of charged partiele

multiplicity .

Figure 5.6 shows the pseudorapidity distributions of charged partiele multiplicity

dNe/d'7 for lead and aluminum targets. A very important increase in dNe/d'7 is ob·

servcd for the Pb target at low pseudorapidity near the target region. Note that the

acceptance of the multiplicity detector docs not cover the ma:cimum of the distribution.

ln the very forward region, near beam rapidity region ('7 =3.4), charged partiele mul­

tiplicity distributions for both targets converge, showing independence of target mass.

These experimental data arc weil reproduced by RQMD and HUET, while FRITIOF

completely fails. FRITIOF again predicts too forward peakcd distributions for both

targets.

Figure 5. i shows the pseudorapidity distributions of chargcd partiele multiplicity for

various charged multiplicity windows for proton on the Pb target (top) and for proton

on the AI target (bottom). AlI the distributions for dilferent multiplicity intervals

converges near the beam rapidity. The changes of chargcd multiplicity mainly happens

at low rapidity, indicating that high multiplicity is mainly causcd by rescattering in the

target.

To better illustrate the target elfect on the pseudorapidity distributions of chargcd

partiele multiplicity, the pseudorapidity distributions of chargcd partiele multiplicity for

the same multiplicity window (5 - i) for the lead and aluminum targets are compared
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in Figure 5.S. For the same numher of charged l'articles. th~ ps~udorapidity distrihu·

tions for the t\\"o target arc very similar in shape. The main dHfpfC'UC(' app<'ars al low

pseudorapidity. A simi!ar behavior is observ~d for other s\ie~s in total l1Iult.iplicity.

5.3 Correlation Between ET and Ne

As the participant calorimeter and the charged l'article multiplicity dl,tector ClWl'r

approximately the same pseudorapidity acceptancc. the data measured \Vith th~Sl' two

detectors can be used to study correlation betwecn these two global variables.

It has becn observed that in heavy-ion reactions charged multiplicity distributions

are strongly correlated to the transverse energy [5191]. Figure 5.9(a) shows eom'\ations

betwecn transverse energy and charge<! l'article multiplicity for Si+Pb at 14.6 CcV je

per nuclron. The heavy-ion data shows a linear relation betwecn these two observables.

Although these data have not becn correcte<! for the detcctor efficiency and the hack­

ground interactions wltich contribute less titan 10% of tlte events, the general trend of

tlte correlation is clear. Figure 5.9(b) sltows the same correlation betwecn tlte trans­

verse energy and tlte cltarged l'article multiplicity for proton on lead at 14.6 CeV jc.

Altltouglt multiplicity sltows somewhat an increase witlt ET, tlte relationship between

tltese two observables is not evident.

Since tltrcc different ET triggers from tlte participant calorimeter Itave becn applied

to the charged multiplicity measurement, we can plot multiplicity for different ET trig­

gers However, the online ET triggers are not perfect cuts in the transverse energy mea­

sured in the participant calorimeter (scc Chapter 4). Therefore, we Itave applied omine

sharp ET cuts to examine the charge<! multiplicity spectra for various ET windows.

To increase the number of data points without introducing big uncertainties in the

ET eut, the ET window width is selecte<! to be comparable to the calorimeter energy

resolution. Figure 5.10 shows the correlation between ET of generated events before

and arter tracking in the acceptance of the participant calorimeter. The energy spread
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du~ to ealorimeter resolution is about 40% of tbe incident energy.

Fi~llr~ 5.11 shows char~ed partiele multiplicity distributions du/dNe for various

trausverse encr~y windows. Ali distributions arc similar in shape. expeet for the distri­

hution corresponding to the lowest ET eut where the multiplicity peaks at the trigger

threshold of the multiplicity detector. The mean multiplicity of distributions are ob·

served to increase very slowly with the transverse energy. A mOre quantitati\'e descrip­

tion of this feature is shown in Figure 5.12. The upper part of the figure shows the mean

charged partiele multiplicity versus the average measured ET, In contrast with what is

observed in Si+Pb data, the present result shows that the mean charged multiplicity

increase only slightly with the transverse energy and this increase tends to saturate at

high ET. The lower part of Figure 5.12 shows the width (RMS) of the multiplicity dis­

tribution for the various transverse energy windows. The increase of multiplicity with

ET is much smaIler than the width of the multiplicity distribution, which confirms the

very weak correlation betwccn the transverse energ)' and the charged partiele multiplic­

ity in the data. As a comparison, the predictions from RQMD are aIso shawn. RQMD

reproduces quite weIl the trend observed in the data. However, it predicts a somewhat

slower rise in Mean multiplicity, and a narrower width of multiplicity distributions.

5.4 Transverse Energy per Particle

The transverse energy per partiele can be obtained by comparison of the pseudora­

pidity distribution of transverse energy with the pseudorapidity distribution of partiele

multiplicity. Figure 5.13 shows the pseudorapidity distributions of Et per charged

partiele in the forward accept.ance of the participant caIorimeter and the multiplicity

detcctor. The distributions are obtained from the ratio of dEr/d1/ (Figure 5.3) to

dNe/d1/ (Figure 5.6). For this figure the dNefd1/ data have bccn rebinned according ta

the 1/ binning of the participant caIorimeter. The Et per charged partiele is observed

to be relatively constant over this pseudorapidity region. An average of 0.4 GeV of
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Figure 5.11: Charged particle multiplicity production for various cuts in the transverse

energy measured in the participant calorimeter for 14.6 GeVIc p+Pb reactions.
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Figure 5.12: Comparison of the mea.n value and variance of the chargee! particle multi­

plicity distributions as a. function of the transverse energy in the participant r.alorimeter

for the Pb target (solid dots) with the results from RQMD (open dots).
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tra"sv",," """r!;y p"r charged partiele is produced for proton on lead. compared to 0.6

Gf'V for AI. inclicatillJ; that the availablc ('nergy is distributcd o\"cr more nudrons in

t.hft heavier t;l.rgf>l nuclci.

Th" thr.." mode! calculations shown in the figure reproduce "ery well the near fiat

distributions and the target dependence. For the Al data. HUET and FRITIOF slightly

underestimate the produced energy. Even though FRITIOF predicts too much forward

peaked distributions of both ET and partiele multiplicity, the ratio of the two observ­

ables describe the the data quite wc!!. This shows that ET per partiele is not a very

stringent test for modcls.

1" the backward region, the partiele distribution is determined by the energr eluster

distribution measured i" the target calorimeter. The detector response to elusters in

the target calorimeter acceptance is corrected by comparison of the distributions of

(before and after tracking) generated events using GEANT. Our simulation shows that

the efficiency of the target calorimeter varies considerably with the type of partieles.

Figure 5.14 presents detection efficiency for (a) protons, (b) neutrons, (c) ,,+ and "-.

(d) ,,0 and 'Y in the acceptance of the side wall of the target calorimeter. There is

about 70% probability that a charged hadron emitted in the TJ acceptance of the target

calorimeter produces a eluster, while there is only about 10% probability for a neutron

to produce a eluster. Because of the sensitivity of this calorimeter to photons, on

average more than on" eluster is observed by emitted ,,0.

The ratio of ET to the number of elusters as a function of pseudorapidity is shown

in Figure 5.15. The Et per eluster in the plateau region is about 200 MeV for the Pb

target and 250 MeV for the Al target. Predictions from the three models are shown

by different histograms in the figure. Ali models describe very well the trend of the

distributions, but FRITIOF slightly underestimate the ET per eluster.

Since the elusters measured in the target calorimeter inelude the contribution from

both charged and uncharged partieles, one cannot compare the value of this Er per

eluster with that of ET per charged partiele in the forward acceptance. However, for
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('"ch t"r~f't th" sh"pe of the two distributions (Figure 5.13 and Figure 5.15) match

sllloothly in the overlapping pseudorapidity. The ne"r flat distribution over the par·

ticipant calorimeter acceptancc extends down to near 1) = 0 in the target calorimeter

acccptancc, and then the energy per cluster becornes much smaller as we move to back·

ward angle, reflecting the quick decrease of the available energy. This trend of the

distribution is well reproduccd byall thrcc calculations.

Figure 5.16 shows comparison of ET per charged particle for p+Pb and Si+Pb

reactions at the same beam energy per nuclcon. The data for Si+Pb are taken from

refs. (BA92B] and [ZH93] and correspond to the most central ï% of the events. The two

distributious arc rclatively constant against pseudorapidity and are similar in shape.

The average transverse energy per charged particle for Si+Pb is about 0.45 GeV, 10 to

20% higher than what is observed for p+Pb data.

This projectile dependence is also sccn in the PT data obtained by the E802 Collab·

oration [CH93, AB91, ZA92]. The particle invariant cross-section plotted as a function

of the transverse mass (mT) at fixed rapidity are weil described by an e.xponential.

Over the pseudorapidity range 1) = 1.2 to 1.4, the value of the inverse slope parameter

(Boltzmann temperature) for charged pions increases from 154 MeV for p+Au collisions

to 163 MeV for Si+Au central collisions. For protons the observed increase is from 150

MeV to 220 MeV. The overall trend of the change in the inverse slope para.meter for

charged pions and protons is consistent with the present result.

5.5 Scaling of Charged Particle Multiplicity

It was predicted by Koba, Nielsen and OIesen [KOï2] that in high energy hadron­

hadron collisions multiplicity distributions P(Ne) obey the scaling law

< Ne > P(Ne) = J(N./ < N. », (5.1)

•
where < N. > is mean multiplicity of charged particles and J is an energy independent

function. This scaling law is often referred to as KNO scaling•
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Il },,", b""u report"d in ref. [BA92B] that the multiplicity distributions of charged

partid"s for Œutral Si iuduc"d collisions show scaling properties similar to KNü scal­

iUI;. Fil;1Ir" .1.1 j shows charl;ccl particle multiplicity data from several pseudorapidity

iutervals for three targets as a functiou of KNü variable Nel < Ne >. It was observed

that rnultiplicity distr:butions at various pseudorapidity intervals arc very similar in

shape, approximately Gaussian with a slight tail, and have similar fractional width (i.e.

cl< Ne » except near beam rapidity where the distributions are much broader for ail

thrce targets.

lu Figure 5.18 the relative distributions for the same pseudorapidity intel\oaJ are

shown for the thrce targets. The Cu data and AI data are scaled up to the Pb data for

comparison. 1t is observed that the scaled multiplicity distributions are very similar for

the dilferent targets and the widths of the distributions are comparable.

1'0 try to better understand the origin of this scaling in the Si-nucleus data, we have

performed a similar analysis for the p+Pb reaction. As shown in Figure 5.19 the charged

m1lltiplicity distributions produced in the p+Pb collisions also scem to have this scaling

property. 1I0wever, in contrast to what is observed in heavy-ion induced reactions, the

distributious for the p+Pb arc not Gaussian but peak at Ne=O and are closer to binomial

or Poisson distributions, indicating the characteristic oflow multiplicity behaviour.

Table 5.1: Relative width q 1< Ne > of the multiplicity distribution for p+Pb. The

third column givcs average number of particles in the TI range considered. The last

column gives the cxpected statistical variance for Ne.

TI Range q/< Ne > Ne 1/~

0.88-1.23 1.05 1.5i 0.80

1.23-1.61 1.04 1.38 0.85

1.61-2.08 1.02 1.13 0.94

2.08-2.6i 1.00 0.92 1.04

2.6i-3.39 1.1i 0.52 1.39

Average 1.05 1.10 1.00

ln order to better quantify the shape of the measured distributions, Table 5.1 presents
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th" ratio of the variance of the multiplicity distributions to the average multiplicity (Le.

th" variance of the distributions u/< Ne > plolted in KNO variables) for p+Pb. The

vah"" arf' obtained directly from the data and arc Iisted in the second column of the

table. The third column lists the average number of partieles in the 'TI range con~idered.

The la.st colum.l gives the expected statistical variance for Ne. It is observed that Oll

average the relative width u/< Ne > of the multiplicity distribution is consistent as

being mainly determined by statistical fluctuations in the number of detected partieles.

This unexpected observation prompted us to perform a similar analysis for the Si

induccd r"actions. For this purpose the Si data of Figure 5.1 j was fitted to a Gaussian.

As in Table 5.1. results for Si+Pb, Si+Cu :lIld Si+Al are listed in Tables 5.2,5.3 and

5..1 respectively. One observes that except for the highest rapidity bin where the data

arc not Gadssian, the width of the distributions are almost constant for a given target.

However, contrary to what is indicated in ref. [BA92B] and what is suggested by Figure

S.IH, the Si data present a weaI.: but significant dependence of the average fractional

width u/< Ne > on the mass of the target nueleus. Furthermore, the width of the

distributions are in general consistent, within error, with that expected from statistical

fluctuations in the number of partiele in the 'TI range considered. The only exception

is for the Pb target at smali pseudorapidity where the measured width is significautly

!:l.rgcr than that e.'(pected from statistical fluctuations. Thus one cau conelude from the

present :lIlalysis that contrary to what had been suggested, the multiplicity distributions

do not realiy foUo\\' KNO scaling.
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Table 5.2: Same as Table 5.1 for Si+Pb

1] Range u/<Nc > l\"c 1/,JN.,
0.88-1..11 0.225 ·1;.6 0.1·15

lA 1-1.96 0.209 43.9 0.151

1.96-2.56 0.203 31..1 0.1;;

2.52-3.\8 0.202 19.2 O.22~

3.18·3.86" 0.46; ;.3 0.3;0

Average 0.210 35.5 0.li5

• 1] range not used in calcuJating the average.

Table 5.3: Same as Table 5.1 for Si+Cu

1] Range <7/< Ne > Ne 1/.,ffiTc
0.88·1.41 0.256 20.4 0.221

1.41-1.96 0.243 23.8 0.205

1.95-2.56 0.239 21.5 0.216

2.52-3.18 0.264 15.i 0.252

3.18-3.86" 0.46; i.9 0.356

Average 0.250 20.4 0.224

• r: range not used in calculating the average.

Table 5.4: Same as Table 5.1 for Si+Al

1] Range <7/< Ne > Ne 1/.,ffiTc
0.88-1.41 0.288 l1.i 0.292

1.41-1.96 0.2i5 15.8 0.252

1.96-2.56 0.266 16.1 0.249

2.52·3.18 0.2i5 14.5 0.263

3.18-3.86" 0.481 8.3 O.34i

Average 0.2i6 14.5 0.264

• 1] range not used in calculating the average.

\.1(;
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Chapter 6

SUMMARY AND CONCLUSIONS

Transverse energy and charged particle multiplicity in 14.6 GeVIc p+Al and p+Pb

collisions have been studied using ES14 setup at BNL-AGS. The distribution of trans­

verse energy was measured in the pseudorapidity r3.l1ge -2.3 < '1 < 4.7 and charged

particle multiplicity was measured in the pseudorapidity range 0.9 < '1 < 3.4.

As the target nuclear mass increases, the pseudorapiditv spectrum of transverse

energy and charged particle multiplicity show an increase in the central and target

fragmentation regions, and the peak of the distributions exhibit a backward shift to

lower rapidities. While only a small shift relative to the nucleon·nucleon center-of-mass

rapidity ('1 =1.7j is observed for the lighter aluminum taJ'l(et, the peak of dET1d'l shifts

towards lower pseudorapidities by 0 3 units for the lead target. This result indicates

the importance of secondary interactions in the dissipation of energy in reactions at

AGS energy.

The correlation between the transverse energy and the charged particle multiplicity

was also investigated in this experiment. The proton-nucleus data are dominated by

fluctuations and display a very weak correlation between transverse energy and charged

particle multiplicity, in contrast to what has been observed in nucleus-nucleus collisions.

.From our data one has extracted the mean transverse energy per charged parti­

cle, which is observed to be reiatively independent of pseudorapidity rapidity in the

forward acceptance of the participant calorimeter. From the data measured with the

target calorimeter, the transverse energy per particle has also been determined in the

target fragmentation region using the detected energy cluster in the target calorimeter
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acceptance as a measure of the particle multiplidty. The Er per partielc is obst'rwd to

decrease significant1y in that part of the pseudorapidity space. The mean cnergy per

particle for the proton-nucleus reaction is found to be slightly lower than that observe<!

with Si heam at the same energy per nucleon . Such a r<'Sult is in agreement with tht'

spectrometer data on the transverse momentum of the identified ;>articles. confirming

that a higher Boltzmann temperature is achieved in heavy-ion induccd reactions.

The scaling property of the charged particle multiplidty has aiS'> been studied. This

work was motivated by the observation that multiplicity distributions measured in

Si-nucleus reactions at the ACS follow KNO scaling. Although the pseudorapidity

dependence of the number of charged particles for the proton-nucleus data seems to

consistent with the KNO scaling, a more detailed study of both proton-nucleus and Si­

nucleus data shows that the width of the multiplicity distribution is mainly determi:,ed

by statistica1 fluctuations in the number of detected particles_ Contrary to what had

becn suggested, the present study concludes that the pseudo.·apidity dependence of

charged particle multiplicity distributions do not have scaling properti<'S.

The experimental results have becn compared with three theoretical n:od..ls uscd

to describe nucleus-nucleus ::::llisions_ RQMD and HUET reproduce weil the pseu­

dorapidity distributions of transverse energy and charged particle multiplidty, while

FRITIOF predicts too forward peaked pseudorapidity distributions for both observ­

ables. These mode1s describe very weil the observed trend of the correlation between

transverse ellergy and charged particle multiplicity for the proton-nucleus collisions,

but underestimate fluctuations. The mode1s also reproduce weil the measured average

transverse energy per particle over the full pseudorapidity range of the the present data.

Although mode1s like FRITIOF do not include rescattering, they can reproduce weil

the da / dET distributions in certain pseudorapidity range as weil as the observed ET

per particle distributions.

In conclusion, the evolution of the measured global observables with the mass of the

target in the proton-nucleus reactions reinforces the conclusion reached with heavier
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heams that significant rescattering or multiple scattering is present and contributes to

the evolution of the energy deposition in the colliding system. This must be taken

into account in the models used to describe heavy-ion collisions since rescattering of

the secondaries should strongly influence the space-time evolution of the energy density

distribution in heavy-ion reactions and thus is relevant to the maximum energy density

reached in snch collisions.

The RQMD event generator reproduces very weil al! the features of the data. This

adds confidence that this model provides a good representation of heavy-ion collisions

at AGS energy as long as the system stays in the hadronic sector.

On the other hand, our simulations shows that mode!s like FRITIOF that do not

indude rescattering fail to reproduce the pseudorapidity distribution of the transverse

energy and partide multiplicity. However the total transverse energy produced by

FRITIOF is dose to that observed. This explains that this mode! has sorne suceess in

reproducing experimentai du/dET distributions and aIso the dET/dT/ distribution for

symmetric or nearly symmetric systems like Si+Al or Au+Au•
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