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Abstract

Transverse energy and charged particle multiplicity produced in 14.6 GeV/c p+Al
and p+Ph collisions have been studied using the ES14 set-up at the BNL-AGS. Mea-
surements of da/dFEp, dEp/dnde/dN.. and dN,./dp are presented. From the present
data the mean transverse encrgy per particle is obtained and it is compared to values
observed in Si induced collisions at the same energy. In contirast to what is observed
in nucleus-nucleus collisions. a very weak correlation is found between the transverse
cnorgy and the charged particle multiplicity. These results are compared to the pre-
dictions of various theoretical models used to describe heavy-ion collisions. The event
generators RQMD and HIJET reproduce well the pseudorapidity distribution of both
the transverse energy and charged particle multiplicity, whereas FRITIOF fails to re-
produce the measured distributions. Contrary to what had been suggested previously in
a Si+A study, the present study shows that the pseudorapidity dependence of charged

particle multiplicity distributions do not follow KNQ scaling.



Reésumeé

L'énergie transverse et la multiplicité de particules chargées produites dans les col
lisions p+Al et p+Pb ont éé étudides & aide du dispositif de Uexpérience ESLL O
I’AGS du BXL. De nouvelles mesures de dsigma/det. det/deta. dsigma/due ot due/deta
sont présentées. L'énergie transverse moyenne par particule est déduite des présentes
données et cette énergie est compardée aux valeurs observées dans les collisions induites
par un faisceau de Si 4 Ia méme énergie. Contrairement i ce qui est observe dans les
collisions novau-novau, une trés faible corrélation cst observée entre Uénergie trans-
verse ot la multiplicité. Les présents résultats sont comparés aux prédictions de divers
modeles théoriques. Les générateurs d'¢vénement RQMD ot HIJET reproduisent tres
bien la distribution en pseudorapidité de I’énergie transverse et de la multiplicite de
particules chargées. Par contre FRITIOF ne reproduit pas les distributious mesurées,
Contrairement & ce qui a été suggéré dans une étude précédente des collisions Si+A,
les présent résuitats montrent que les distributions de multiplicité ne présentent pas de

propriétés d’'échelles du type KNO.
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Preface

In thix thesis. [ will present the results of research on the global observables pro-
dueed in proton-nncleus collisions at AGS cnergy. This experiment was performed at
Irookhaven National Laboratory (BNL) in April 1991 as a part of the E814 rescarch
program. The main goal of the E814 experiment is the investigation of heavy-ion col-
fistons at AGS energy. One of the research topics of the ES14 experiment is the study
of global observables resulting from such collisions. One meotivation of the present
experiment is to test our understanding of the reaction mecharism of nucleus-nucleus
collisions. In particular, this experiment allows us to test how nucleus-nucleus collisions
evolve from simple superposition of nucleon-nucleon collisions and to test the validity
of the models used to describe reactions.

In the first chapter of this thesis, [ will briefly review the new and quickly developing
ficld of relativistic heavy-ion physics. I will also discuss why transverse energy and
charged particle multiplicity measurements are interesting in the study of relativistic
heavy-ion collisions, and then discuss the motivation of the proton-nucleus experiment.
Three existing models for the current studies of proton-nucleus and nucleus-nucleus
collisions at ultra-relativistic energy will be briefly discussed. In Chapter 2, I will
describe the experimental setup used for this experiment, paying particular attention
to the charged particle multiplicity detector and the two calorimeters in the target
region since these detectors provide most of the data for this study. Chapter 3 will
discuss the experimental conditions and data taking procedure. Chapter 4 will focus
on data analysis. and in particular, discuss the various corrections used to obtain the
transverse energy and charged particle multiplicity distributions. The final data will

be presented and discussed in Chapter 5, where it will also be compared with the data

s
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for Si-nucleus collisions and the predictions of three theoretical models, In Chapter 6,

a suwnunary together with the relevant conclusions will be given for the present work,



Original Material and Contributions of the Candidate

Tite present work provides original results on energy flow for 1.1.6 GeV/c proton-
miclous collisions over a large acceptance. From these data and charged multiplicity
dativ which were measured at forward angles. the correlation between the transverse
energy and the charged particle rmultiplicity has been studied. The transverse energy
per charged particle has also been investigated and scaling properties of the charged
particle multiplicity distribution have been determined. These new data are compared
to similar data obtained by the ES14 codaboration for Si on nucleus collisions at the

saume energy per nucleon, This is a contribution to original knowledge.
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Chapter 1
INTRODUCTION

This thesis is concerned with the stuay of global features in proton-nucleus collisions
at AGS cnergy. The work was done as a part of the ES14 research program. The ESL
collaboration consists of about fifty people from nine universitics and laboratories. as
listed in Appendix A. The team has performed a series fixed target experiments at
BNL-AGS. The main goal of the collaboration is the study of reaction mechanism of
ultra-relativistic heavy-ion collisions. The following part of this chapter is an overview
of the new field of ultra-relativistic heavy-ion physics. a description of the relevance of
this proton-nucleus experiment to the current research on heavy-ion collisions and a

description of the main observables which will be discussed throughout this thesis.

1.1 The Physics of Relativistic Heavy-ion Collisions

With the study of ultra-relativistic heavy-ion collisions at the Super Proton Syn-
chrotron (SPS) of Centre European pour la Recherche Nucleaire (CERN) and at the
Alternating Gradient Synchrotron (AGS) of Brookhaven National Laboratory (BNL)
in 1986, a new field of ultra-relativistic heavy-ion physics emerged from the traditional
domains of particle physics and nuclear physi¢cs. In combining methods and concepts
from both areas, the study of heavy ion coilisions at very high energies (E/m >> 1)
provides a unique approach in investigating the properties of matter at high baryon

density and high temperature within the laboratory.
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The pritnary goal of this field is 1o search for & new state of matter called Quark
Gluon Plasia (QGP ) which should have been present in the first microsecond after the
formation of the universe. The theory of Quantum Chromodynamics (QCD) predicts

“that at low temperature and densities quarks. gluons and colour fields are confined by
strong force to the interiors of hadrous. At sufficiently high temperature and densities
the hadrons overlap and the strong force becomes so small that a phase transition may
occur towards the QGP. As a result quarks. gluons and colour fields are no longer
confined within hadrons but can move freely wherever such extreme conditions exist,

Figure 1.1 shows the predicted phase diagram of nuclear matter in the temperature-
baryon density plane, where the hadron and QGP phases are separated. In the low
temperature and baryvon density region, the nuclear matter is in the form of hadronic
gas consisting of nucleons, mesons and resonances. While in either the high temperature
or the high baryon density region, (i.e., for temperatures in excess of 200 MeV at low
barvon density or of densities well in excess of five times of the normal nuclear density
(0.16 GeV/im>) at low temperature), it exists in the form of quark-gluon plasma.
Between these regions there may be a transition phase. The two trajectories in the
fisure show respectively the evolution of the early universe, and how nuclear phase
transition may be explored by relativistic heavy-ion (RHI) collisions which create a
large number of particles in a finite volume, forming a fairly large energy density.

There is now a major experimental effort under way at-CERN and BNL to search
for QGP through the study of relativistic heavy-ion collisions. The main results are
summarized in the series of Quark Matter conference proceedings (for recent results
see [QM93]) and in HIPAGS conference proceedings for AGS experimental results in
general (for recent results see [H193]). As part of the heavy-ion program at the BNL-
AGS. a lot of research work has been reported on the study of nucleus-nucleus collisions
with %0 and *'§i beams [AB92, AB91, ABS9, AD92, AH94, AKO4, AK92, BA93A,
BA9L BA92A, BA92B, BA92C, BA90A, BAYOB, BAY0C, BA9OD, LO94, NA92, ST92,
ZA92]. In 1992 the 1% Au beam became available at the AGS and the first results of the
experiment with this beam have been reported [AH94, BA93B, GO94). The present
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experitnent concentrates on the study of global properties, mainly transverse energy

and partiele multiplicity, of proton-nuclens reactions,

1.2 Transverse Energy and Particle Multiplicity

Theoretical models [BJ83] have indicated that the thermodynamic variables, such
as entropy and temperature, which characterize the QGP or nuclear matter after colli-
sion may be inferred from the properties of the multiparticle final state which can be
measured in the laboratory. Among the key observables in such studies are transverse
energy and particle multiplicity which characterize the number of particles emitted after
a collision and the energy they carry.

The transverse energy in a collision is defined as the sum of transverse energies of
all enmerging particles

Er= ZE; sin 6; (1.1)

=1

where I is the kinetic energy for baryvons and the total energy for mesons, leptons
and photons; 8 is the angle of emission or scattering in the laboratory system. The
measurement of the number of particles is usually restricted to the number of charged
particles (\,) for experimental reasons.

The global variables of particle multiplicity and energy flow resulting from reactions
can both be measured as a function of polar angle in the laboratory. It is convenient to
characterize relativistic heavy-ion reactions using kinematic variables which have well
defined properties under Lorenz transformations. Therefore, longitudinal velocity or
momentum of a particle is often expressed in terms of rapidity or pseudorapidity. The
rapidity (pseudorapidity) distributions do not change when the rapidity (pseudorapid-
ity) scale is shifted, for example, when we pass from the nucleon-nncleon cer_lger-of-mass

system to the lab svstem and vice versa.
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The rapidity (¥) and pseudorapidity (1) are defined as

1, E<+ Py
y= EI"(E—_,';:) Lh
and
1 1 + cosd 8
= - —_—_— )= - tan— "
n __)In( T (‘usf)) In(tans) {13

The energy. momentum, transverse and longitudinal momenta, mass and angle of the
outgoing particles are denoted by E. P. Pr. Pz, m and 4. respectively. 3 = v only for
massless particles or for particles with Py = 0. Generally, # is approximately equal to
v at very high energy when |P} >>m.

The pseudorapidity 7 is a very convenient variable in experiment. since it depends
only on the polar angle (8) of cmission or scattering relative to the beam direction.
One can measure n without knowing the momentum of the particle. Thercfore, the
corresponding spatial observables of energy flow and particle muitiplicity are the pseu-
dorapidity distributions of transverse cnergy dE7/dn and charged particle dV./dy.

As global variables in ultra-relativistic heavy-ion collisions, transverse cnergy and
charged particle multiplicity are good indicators of reaction dynamics. In particular,
they provide information on energy deposition and degree of stopping of the incident
projectile, energy density achieved in the collision, and the impact parameter of the
reaction. For example, the magnitude of d £ /dn may be used to estimate the thermal
energy density in a model-dependent manner [BJ83]. The initial cnergy density after
a collision is estimated to be about four times that of the normal density of nuclear
matter [ST92] for S+Pb and is about eight times the energy density of the normal
density of nuclear matter of Au+Au at AGS energy [BA93B].

In the last few years, studies of Si and Au beam induced heavy-ion collisions at =
10 - 15 GeV per nucleon on heavy targets have shown that there is full stoping of the
projectile at AGS energy [BAQOA, BA93B]. The large transverse energy observed at

backward angles in Si on Pb reactions and the evolution of the mean particle rapidity



with eentrality of the reactions imply non-negligible rescattering effects at AGS cnergy
IBAG2ABA920,

To test our understanding of the reaction mechanism of the nucleus-nucleus col-
lisions. it is important to study more fundamental processes such as nroton induced
reactions. When the incident proton strikes the target nnclens at certain impact pa-
rameters, it interacts with a nucleon. The nueleon recoils and mesons may be produced.
As hadrons propagate through the nucleus, they make subsequent collisions with other
nucleons. The study of the way hadrons propagate in the nuclear medium may provide
more insight on the importance of rescattering, the stopping power of normal nuclear
matter, and the effect of the nuclear matter density on the hadronic cross sections.

The present data for proton-nucleus collisions have been obtained as part of the ES14
research program. Therefore, these data are readily comparable to the E814 data ob-

2%

tained for **Si induced reaction at the same energy per nucleon [BA92A BA92B.ST91).
Another AGS-based relativistic heavy-ion experiment, the ES802 experiment, has also
measured transverse energy for proton-nucleus and Si-nucleus reactions in the pseudo-
rapidity range 1.25 < 7 < 2.50. These data can be compared to our results in the
overlapping pseudorapidity region. Since the ES14 setup covers almost the full solid
angle for the transverse energy measurement and a wide acceptance in the forward re-

gion for charged particle multiplicity, the present data provide a more complete picture

of global observables and thus form a good basis for evaluating theoretical predictions.

1.3 Theoretical Models

Theoretical models allow us to make predictions about ultra-relativistic heavy-ion
collisions. By comparing the calculations from these theoretical models to the exper-
imental data, one can obtain a better understanding of the reaction mechanism. The
deviations between experimental data and predictions from models may indicate unex-

pected properties of the reaction.



Many relativistic macroscopic models have been developed to describe ultra-relativistic
heavy-ion collisions [ANST, LUS5. SH89, S089. $090. PA92. WE0. WE3]. Protou-
nucleus collisions can be considered as very asymmetric nuclens-nucleus collisions. To
illuminate the underlying physics of the nucleon-nucleus collision process at AGS en-
ergy. this thesis will focus on RQMD [S089. 5090]. FRITIOF [ANS7] and HUET[LUSA,
SHS9] models. All these models which have been used in the study of heavy-ion colii-
sions in the AGS experiments are based on string models and assume the superposition
of nucleon-nucleon collisions to form the nucleon-nucleus or nucleus-nuclens collisions,
although the formation or the final hadronization schemes for the strings can be differ-
ent.

In the RQMD scheme, the nucleons of the projectile and target nuclel move through
each other on straight-line trajectories. Interaction between two nucleons occur when
they come closer than some geometrically defined minimal distance. The interaction
may lead to the creation of strings which are longitudinally stretched quark-diquark
pairs, Figure 1.2 shows that two nucleons exchange their momenta while interacting,
forming two excited strings. and each string contains exactly the quarks of one of
the incident hadrons. The interaction of nucleons car result in excitation of batryon
resonances or strings. If several strings are overlapping, they combine to form highly
charged ropes which decay due to quark-pair creation from the vacuum, thus screening
the original charge. After decay of these unstable objects - resonance, strings and ropes
- the secondaries are produced. After formation, secondary hadrons are allowed to
interact with all other particles.

FRITIOF is also based on the string picture of hadron-hadron interactions. In
this picture, each nucleon-rucleon interaction leads to the excitation of the nucleon
by the stretching of a string between the valence of a quark and diquark, which is
similar to the longitudinal excitation process in RQMD. A phenomenoclogical excitation
function determines the mass and momentum of the string after each interaction. In
nucleon-nucleus and nucleus-nucleus collisions each incident nucleon is permitted to

interact more than once. As a result, strings become more and more excited while



Figure 1.2: Schematic representation of the interaction of two hadrons forming two
strings through longitudinal excitation [WE90].



passing through the target nucleus. After the last interaction the string decavs 1o
produce particles. One of the major differences of FRITIOF from RQMD is its lack
of reinteractions of produced particles. FRITIOF was originally developed for the
experiments at CERN. To adapt o the AGS lower energy a set of parameters which
govern the fragmentation of strings in the standard FRITIOF (FRITIOF verston 1.T)
has been modified. As a result the calculated proton and pion cross-sections are in
zood agreement with the measured cross-sections for proton-proton and proton-nucleus
events at the forward angles [COS88). This modified FRITIOF is used in the present
study of the proton-nucleus reactions.

The HIJET event generator considers proton-nucleus or nucleus-nucleus collisions
to be a sum of independent nucleon-nucleon collisions. with the nucleou-nucleon cross-
section and scattering dynamics independent of whether the nucleon has previously
participated in an interaction. In the HIJET scheme, nucleons are distributed randomly
in the nuclear volume according to a Woods-Saxon function. Each nucleon is assigned a
Fermi momentum which has Gaussian distribution with a width of 200 MeV /c. while the
total momentum of the nucleons in the nucleus frame is zero. An interaction between

a projectile nucleon and a target nucleon takes place if the distance of closest approach

is shorter than

Ti=T
b= inelastic . (l 1)
With nucleon-nucleon inelastic cross-section g% . = 33mb, b = 1 fm. String forma-

tion through nucleon-nucleon interactions are calculated in the nucleon-nucleon center-
of-mass frame by the MINBIAS routine of the program ISAJET [PA90]. HIIET uses
the Ficld-Feynman formalism for string fragmentation. This formalism considers two
partons fragmenting independently into two jets of particles. Interactions of secondary
particles with cold spectator matter are included in this model.

These models by now seem to have successfully reproduced many of the presently
available nucleus-nucleus data. For example, all three models have described very well

the distribution of Er differential cross-section in the forward region [ZH93], but this
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agreement boetween data and models may be accidental. In this regard. the proton-
nielews collisions at AGS enerey can be particularly interesting in understanding how
nuclens-nucleus collisions differ from simple superposition of nucleon-nucieon collisions
and they may be used to test the validity of theoretical models in describing the tran-
sition from a single collision problem to a thermodynamic problem mainly defined by

i few observitbles.

1.4 Objectives

The objectives of this thesis are to study the global observables, transverse energy
and charged particle multiplicity, in proton-nucleus collisions at AGS eunergy. This
study will extract transverse cnergy distributions and charged particle multiplicity dis-
tributions and the correlation between these two variables. Comparison of the data
with predictions from the RQMD, HIJET and FRITIOF models will be made. Results
of the correlation between the two global variables, and the transverse energy per par-
ticle will be compared to the corresponding results for the reactions with the *3Si beam
at the same energy per nucleon. As KNO scaling of charged particle multiplicity has
heen reported [BA92B] for **Si+nucleus reactions at AGS energy. the present study

also looks into the possibility such scaling in proton-nucleus collisions.
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Chapter 2
EXPERIMENTAL SETUP

2.1 Overall layout

The data presented in this thests were taken with ESL1 setup installed in (5 beun
line of the Alternate Gradient Synchrotron (AGS) at Brookhaven National Laboratory
(BNL). A schematic top view of the setup is shown in Figure 2.1. The E3LI setup
consists mainly of three sections: beam definition detectors, target region detectors
and a forward spectrometer.

In the following description of the detectors, the right-handed Cartesian coordinate
system will be used, with the origin at the target. The positive z direction is defined
along the beam. The polar angle 8 is defined with respect to the z axis and the azimuthal
angle is measured counterclockwise from the x axis. In Figure 2.1, the beam goes from
left to right and it arrives at the beam definition detectors upstream from the target.

The beam definition detectors consisting of a set of plastic scintillation counters
were used to select valid beam particles. The accepted incident beam particles pass
through the center opening of the back wall of the target calorimeter and then hit the
target. Global variables were measured with the target calorimeter, the participant
calorimeter and a multiplicity detector installed in the target region. Leading particles
passing through the aperture defined by the participant calorimeter were measured and
identified by the forward spectrometer which consists of a dipole magnet (M1), two

drift chambers (DC2 and DC3), two groups of scintillators (forward scintillators and
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magnet scintillators) and several uranium calorimeters. The major compenents of the

E&3d setup will be desceribed separately in the following sections of this chapter.

2.2 Beam Definition Detectors

The main function of the beam definition detectors is to select valid beam particles.
In this experiment we used a proton beam which was a secondary beam from the
production target in the C beam line of the AGS. The main purposes of the beam
definition detectors were to define the emittance of accepted particles and to reject
other particles (electrons. muons, pions) that are present in the incident beam. The
beam definition detectors for the Aprit 1991 experiment include a beam scintillntor

telescope, a beam vertex detector and a Cerenkov detector.

2.2.1 Beam Telescope

The beam telescope consists of four scintillator counters (51, $2, 53 and S4) mounted
upstream of the target, as shown in Figure 2.2. They are thin solid plastic counters
made of BC422 scintillator. $2 and S4 each has 2.5 mm and 1.3 mm thicknress, and 10
mm and 4 mm radius respectively. 51 and S3 are veto counters with center holes of
15 mm and 10 mm diameter respectively. The outer radii of S1 and $3 are both 190.5
mm. The thickness of S1 and S3 are 15.7 mm and 11.4 mm respectively. Good beam
particles must pass through the center holes of S1 and S3 counters, Those events which
produce signals above a set threshold in either S1 or §3 counter are rejected.

S1 and S3 counters are read out by four photomultiplier tubes; S2 and S4 are cach
read out by two tubes. All the four scintillation counters were mounted in light-tight
boxes and installed in the beam-linre vacuum which were maintained at 10 micron (or
1.33 Pascal). The vacuum was terminated 69 c¢m in front of the target. During the

proton run in April 1991, the acceptable beam was defined by requiring the coincidence
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of 51525254, More details on the selection of good particles using this telescope is given
in chapier 1. The counter S was also used to provide the start time measurcment for

the downstream time-of-flight specirometer.

2.2.2 Beam Vertex Detector

The beam vertex detector (BVER) consists of two multistrip silicon detectors. mounted
3.63 and 2.58 meters in front of the target. as shown in Figure 2.2, The two detectors
arc made of 200 micron thick silicon wafers and contain 320 strips spaced by 50 microns.
The strips of the two detectors are oriented vertically. They determine the horizontal
position and incident angle of the beam particles at the target with a precision of about
0.07 mm and 0,012 mr respectively. The read-out of the beam vertex detector is done
by PCOS electronics which consists of a preamplifier and a level discriminator {or each
channel. The strip detector electronics, originally designed to handle large energy loss
from Si beam particles, were adapted for the proton beam by removing the attenuation
resistance at the input to the discriminator. Figure 2.3 shows a typical hit pattern in
the beam vertex detector for accepted beam particles. Those channels with few hits
in the middle of the distributions are dead channels. The patterns indicate the hori-
zontal spread of the incoming beam at two detector positions. The observed width is
partly determined by the geometry of the beam tclescope, and the fact that the beam

is focused near the position of the target.

2.2.3 Cerenkov Counter

A threshold Cerenkov detector, also shown in Figure 2.2, served for discriminating
against lighter beam particles in the experiment. The 2.5 meter long Cerenkov counter
was located between the two multistrip silicon detectors and operated with {reon gas at

atmospheric pressure as radiator. In the 14.6 GeV/c proton beam runring condition,
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contamination from lighter particles such as pions. muons and clectrons in the beam was
. xy - .
vetoed by this Cerenkov counter. To reduce dead time the veto was done by hardware

at the level of the beam electronic logic.

2.3 Detectors in Target Region

The main focus of this thesis is on the global observables which were measured with
the detectors near the target. Figure 2.4 shows the ESE experimental apparatus in
the target region. The detectors includes the Target Calorimeter. the Target Paddle
Scintillation Detectors, the Participant Calorimeter, the Charged Multiplicity Detec-
tor, and the Racketon. The beam enters the region from the left along the z-axis in
the figure. The Participant Calorimeter, the Charged Multiplicity Detector and the
Racketon cover the forward angles while the Target Calorimeter and the Target Paddie

Detector cover the backward angles.

2.3.1 Target Calorimeter

One unique feature of the E814 setup is its near < & calorimetric coverage obtained
from the Target Calorimeter and the Participant Calorimeter that surround the target,
The primary function of the Target Calorimeter is to detect the products of target
fragmentation. The calorimeter is azimuthally symmetric and separated into five walls
- four side walls (left, right, top and bottom) and a back wall (upstream). It measures
energy flow into the polar angle range 40° < 8 < 123° with the side walls and 1353° <
@ < 165° with the back wall, corresponding to pscudorapidity range —0.5 < n < 1.0
and —2.3 < n < =0.5 respectively.

The Target Calorimeter is mainly an electromagnetic calorimeter made out of 992
Nal(T1) crystals with approximately five radiation length thickness and a 4x4 cm?® face

cross section. The 992 Nal crystals were stacked in five aluminum cases, forming four
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side walls and one back wall. The housing and mapping of crystals in the five walls
are illustrated in Figure 2.5 [WA90]. Figure 2.5(a) shows a side (x-¥ plane) view of the
Target Calorimeter. The crystals are arranged in a nearly projective geometry from the
target so that energy deposition from a particle is limited to a small number of crystals,
Figure 2.5(b) shows view of the calorimeter in the x-y plane (facing the beam). The
back wall was stacked 13 crystals in height and 13 crystals in width, with 9 erystals
{(3x3) removed at the center to allow passage of the beam. The sides of the aluminum
cases facing the target are 1 mm thin to minimize the energy loss of the particles before
reaching the crystals. These housing cases were also made airtight with dry nitrogen
gas circulating through to avoid moisture contamination of the Nal erystals. Signals
from the crystals were read out by vacuum photodiodes. After preamplification the
signals were transmitted through 100 meter long twisted pair cables to the shaping
amplifiers in the E814 counting house and then digitized with charge integrating ADCs
(LeCroy 2280). For the convenience of data analysis, cach crystal in side walls of the
Target Calorimeter has been assigned a pair of numbers for its azimuthal (¢) and polar
(8) angles from the target. Crystals in the back wall are labelled in a different way
from those in side walls. This and the analysis of procedure for the calorimeter will
be discussed in detail in next two chapters. More details on the construction and
performance of this detector can be found in [WA90].

The Target Paddle Scintillators consists of 52 plastic scintillator slabs. Each counter
is made of 0.64 x 3.5 x 49 cm® BC400 plastic, which attach to and completely cover the
inner sides of the four Target Calorimeter side walls, positioning parallel to the z-axis,
as shown in Figure 2.5. These scintillation detectors provide a crude measurement of
charged particle multiplicity for the trigger system in the study of heavy-ion induced
collisions and also serve as a shield to prevent delta electrons from entering the Target

Calorimeter. They were not used in the trigger of the present experiment.
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2.3.2 Participant Calorimeter

The Participant Calorimeter is a lead/iron/scintillator sampling calorimeter. It mea-
sures energy flow in the forward region. covering polar angles between 1.0° < # 2 AT,
which corresponds to pseudo-rapidity range 0.83 < 7 < L7, Figure 2.6 [ROY] shows
a schematic front view of the Participant Calorimeter. Being axially svmmetric. the
calorimeter has the shape of a revolved trapezoid and is built with four identical quad-
rant with its front face positioned 74 em from the targe:. Each quadrant is 96 cm deep
with a radius of 86 cm, and is segmented into four azimuthal slices of 22.5%. Each slice
is divided radially into cight towers. The Participant Calorimeter has a rectangular
opening through its center to allow particles to enter the forward spectrometer. Since
the calorimeter was constructed in a way that the four quadrants can move relative to
cach other. the size of the central opening is adjustable. For the proton-nucleus exper-
iment performed at AGS in April of 1991, the opening of the participant calorimeter
was fixed at éx = £ 3.1cm. év = + 2.5cm.

The Participant Calorimeter is built mainly of lead absorber layers and plastic scin-
tillator layers coupled with optical fibers for readout. The caloriimeter consists of 39
pairs of passive and active layers divided into 4 longitudinal sections, 2 clectromag-
netic sections and 2 hadronic sections. Beginning with a 1.6cm thick iron face plate,
a layer of 0.3cm scintillator (plastics BC408 and KSTI-430 for clectromagnetic section
and hadronic section respectively) is interleaved with a 1.0cm layer of lead absorber.
In every sixth pair, a 1.6cm iron plate substitutes for the lead to maintain structural
stability. Each electromagnetic section containing 6 absorber/scintillator pairs forms
0.4 interaction lengths (or 10 radiation lengths) while each hadronic section consti-
tutes about 1.6 interaction lengths. The longitudinal and radial segmentation of the
Participant Calorimeter, and eight pseudorapidity bins corresponding to the first clec-
tromagnetic section with respect to the target are shown in Figure 4.31. The readout
of the calorimeter is divided into 22.5°(¢) segments azimuthally, about 5° segments

radially (r) and 4 segments in longitudinal (z) direction. Each cell of the calorimeter is
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Figure 2.6: A schematic front view of the Participant Calorimeter.
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defined in terms of (r.0.z). The total readout channels of the Participant Calorimeter
arc 512 (3x16x4). The data taking procedure will be discussed in next chapter. More

details on the construction of the participant calorimeter can be found in [S191].

2.3.3 Multiplicity Detector

Charged particle multiplicity was measured by a multiplicity detector which is mounnted
inside the Target Calorimeter shown in Figure 2.4. The multiplicity detector consists
of two 300xm thick silicon disks as shown in Figure 2.7 [BA92B]. Each silicon disk is
divided into 312 pads and has an active region up to 3.4 cm radius. The first disk has
- 8 rings and 64 pads on each ring, is positioned 3.37¢m from the target and covering
pseudo-rapidity range 0.9 < 77 < 2.0. The second disk has 12 rings: The second disk
has 12 rings: the two inner rings have 16 pads each, the next three rings have 32 pads
cach, then four rings have 48 pads each, and the outer three rings have 64 pads each,
Mounted 8.17cm from the target, the second disk was designed to cover the pscudo-
rapidity range 1.8 < < 3.8. During the April 1991 proton-nucleus run, the inner ring
of the second silicon disk of the charged multiplicity detector was not working, therefore
the effective pseudo-rapidity coverage of this multiplicity detector was 0.9 < n < 3.4,
which corresponds to a polar angle range 3.7° < 8 < 45°. The multiplicity detector
registers a charged particle whenever an individual silicon pad records a signal above
threshold. The signal is read out by a preamplifier and the discriminator threshold is
set to a value approximately one half of the most probable enrergy loss of 2 minimum '
ionizing particle.

Signals from the multiplicity detector are read out by 64 PCOS discriminator cards.
Each card consists of 16 channels of high gain differential preamplifiers and time-over-
threshold discriminators. The output signals from the discriminators, which are located

close to the detector, are transmitted through a 10 meter long cable to the latch units
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outside the target area. and then sent to the E811 counting house for computer pro-
cessing. For details on the construction and testing of the Si muliiplicity detector one

can refer to [JAOL].

2.3.4 Racketon

For this proton-nucleus experiment an additional trigger scintillator couuter called
Racketon was used when the Participant Calorimeter was removed out of the beam line
to increase the acceptance of the forward spectrometer. The Racketon is made from a
1 cm thick plastic scintillator with a shape similar to a racket. The detector has o outer
diameter of 41 cm and a circular hole of 3.8 cm diameter at the center to allow the
passage of the beam. It is mounted 65 cm downstream of the target and the angular

coverage of that detector is 3° < 8 < 17°.

2.4 Forward Spectrometer

The forward spectrometer is located downstream of the participant calorimeter.
With an overall length of 36 meters the forward spectrometer allows the determina-
tron of charge, momentum and energy of the particles produced in the reaction. As
shown in Figure 2.1, the forward spectrometer for the run of 1991 cousists of one dipole
magnet (M1), a set of tracking chambers (DC2 and DC3), two scintillator hodoscopes
and a set of uranium/copper/scintillator sampling calorimeters (UCAL).

The dipole magnet M1 has a length of 0.91 m. Its center is located at z = 3.1 m
downstream of the target. The magnet can generate 2 maximum magnetic field of 2.2
Tesla.

The tracking chambers of the spectrometer consists of two drift chambers DC1 and
DC2. The centers of these chambers are located at 6.9 m and 11.6 m downstream

of the target respectively. Each chamber has six drift planes, which determine the



horizontal trick of the incident particle, and one pad plane, which measures coarse
vertical positions. The wire spacing is 6.0 mm in DC2 and 12,7 mm in DC3. The active
arcaof DC2is 80 cm x 30 cm and centered horizontally at x = -20.5 cm to maximize the
accoptance for positively charged particles; while DC3 is 200cim x 50cm and centered
horizontally at x = -51.0cmn.

Two forward scintillator hodoscopes are used in the spectrometer to measure the
charge, time of Might and position of particles. The upstream scintillator hodoscope is
locited right after the drift chamber DC3. 12.11 m from the target. Their dimensions
are 10 x 60 x 1 em® and are grouped into two walls: one on cach side of the neutral line.
They cover the particles with the smallest magnetic rigidity (largest deflection). The
downstream hodoscope consisting of 3¢ 10 x 120 x 1 ¢cm® plastic scintillator (BC104)
slabs is installed 31.3 m from the target. All the scintillators are positioned vertically
and read out on both ends with EMI-9954B photomaultipliers.

25 uranium/copper/scintillator sampling-calorimeter modules are used to measure
the energy of the particles in the forward spectrometers. Twenty of these modules are
located 36.3 m downstream of the target and the other five are positioned 12.67 m
from the target, right behind the upstream scintillators: three are located after the
upstream scintillator section in the proton region and two are placed after the section
in the =-neutron region, as shown in Figure 2.1. Each calorimeter module has an active
arca of 20 cm wide by 120 cm high and consists of 40 longitudinal sections including
one 3 mm copper plate and 13 stacks of two 3 mm uranium plates interleaved with one
2.5mm scintillator layer. The overall thickness of a calorimeter module is 4.2 interaction
lengths, The data obtained with this spectrometer are the subject of another work

where more details on the spectrometer detectors can be found [GI94].



Chapter 3
EXPERIMENTAL PROCEDURE

3.1 Beam

For the proton-nucleus experiment performed in April of 1991, we used a secondary
proton beam provided by the BNL-AGS accelerator complex. The beam was produced
at the C target of the AGS C beam line 81 meters in {ront of the ES14 target. The
beam was deflected by two pairs of dipole magnets. The beam intensity varied from
5x10° to 15x10° protons per spill. (The AGS spill was about a sccond long and one
spill every 4 seconds). By changing the size of a collimator in the C5 beam line the
intensity of the beam was adjusted. Due to the poor emittance of the secondary beam
only about 10% of the beam particles were accepted by the beam scintillator telescope
upstream to the target and were therefore considered valid beam particles. The average
momentum of the beam measured in the forward spectrometer was 14.6 GeV/c with a

resolution of 14% [GI94].

3.2 Experiment

Data on the transverse energy and charged particle multiplicity for the April 1991 run
were accumulated during two separate periods. In the first experiment the participant
calorimeter was inserted to be able to allow for the measurement of the transverse

energy produced in forward angles. During these runs we used an interaction trigger
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biased on energy deposited in the participant calorimeter.

The sain purpose of the second experiment was the measurement of the particle
speetra in the forward spectrometer. For this experiment the participant calorimeter
wits tnoved out of the beam line and replaced by a lead collimator in order to expand the
acceptance of the forward spectrometer. The trigger was produced by the multiplicity
detector.

The data for the present experiment were initially recorded on {33 standard 6250
BPI computer tapes and then copied to 8 mm video tapes for convenience of the offline
analysis. The data analysis was carried out on the computer station VAX 4000 at the

Foster Radiation Laboratory of McGill University.

3.3 Trigger Conditions

The primary function of trigger system is to quickly decide whether a event is in-
teresting and worth recording on tape. The ES14 trigger system used for the proton-
nucleus experiment performed in April 1991, were composed of the beam trigger, the
interaction trigger and an empty trigger.

The beam trigger was used for selecting good beam particles, which were defined by

the coincident signals of

B= 5'1525354, (3.1)

where the discriminator threshold on the sum of phototube signals for each scintillator
was sct to 20% of the signal left by 2 minimum ionizing particle (MIPS). Therefore,
only those particles that produce a signal greater than 0.2 MIPS in S2 and 5S4, while
producing a signal of less than 0.2 MIPS in S1 and S3 are passed by the trigger. As
the E814 data aquisition system can handle only about 40 events per spill, the beam
trigger was downscaled to record on tape roughly one or two beam trigger events per

spill. The downscaling factors for beam trigger are listed in Table 3.1 and Table 3.2,
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The data on transverse energy and charged particle multiplicity produced in the
proton-nucleus reactions were collected by requiring coincidence of beam triggers and
interaction triggers. Two types of interaction triggers were used in the April 1991 runs,
For the first experiment. the transverse energy data measured with the participant
calorimeter in the forward angles were taken using three parallel triggers, which were
st to sclect event samples corresponding to increasing levels of transverse energy, The
output of every phatotube of the participant ealorimeter was split into two signals: one
signal was sent to the electronic sumnting boxes for forming triggers: the other went to
the fastbus ADC. The online total transverse energy from the participant calorimeter
was generated by summing sighals weighted by the sinf values of the calorimeter pho-
totubes over all the 512 detector towers. The pretrigger is formed by requiring a small
amount of transverse energy to be detected in the participant calorimeter. The three
levels of reaction triggers, defined by three discriminator thresholds on the transverse
energy, were set to correspond to 0.6GeV. 2.2GeV and 3.2GeV respectively. Table 3.1
lists the triggers and their downscaling factors used in the forward transverse energy

measurements. The downscaling factors decrease with trigger level on the transverse

Table 3.1: Trigger conditions used in the forward transverse energy measurement (first
experiment)

Trigger tvpe | Trigger condition | Downscaling factor

Empty trigger at random 22
Beam trigger 5152535, 20003
Pre-trigger small Er 401
ET level 1 0.6 GeV 81

Er level 2 2.2 GeV 8
Er level 3 3.2 GeV 1

energy (ET) to produce approximately equal statistics over the entire E7 range. The
empty trigger shown in the table was taken randomly and independently of other trigger
conditions. This trigger is used for monitoring the pedestals of the ADC and various

other effects. In the offline analysis, the pretrigger data were found to have very low
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statisties which were not consistent with the downscaling factor of 101, for reasons
which are still unclear. Therefore, the data with Ep pretrigger will be not presented.
For the second experiment. the Eg data from the target calorimeter were taken using
mixed triggers, The lowest reaction trigger, the pretrigger. was formed by requiring at
least one iinimum onizing particle in Racketon and more than two hits recorded by
the multiplicity detector array. Because of the noise in the multiplicity detector, the
pretrigger still contains a large fraction of events where no interaction has occurred in
the target. To ensure good statistics of the events for real reactions in the target we have
also introduced a sccond level trigger. This second level trigeer. called multiplicity level
1 triggrer, requires at least five charged particles to register in the multiplicity detector.

Table 3.2 shows the triggers and their downscaling factors used in this experiment.

Table 3.2: Trigger conditions used in the forward multiplicity and backward transverse
energy measurements (second experiment)

Trigger type | Trigger condition | Downscaling factor
Empty trigger at random 22
Beam trigger 51525351 16004
Pre-trigger multiplicity > 2 13
| level 2 trigger | multiplicity > 4 3

An event is recorded to tape if the trigger conditions are met and the timing require-
ment, i.c., before and after protection, is satisfied. The timing of the previous particle
or the next particle to the current event must have more than 1 p second interval to

ensure the discriminators only process one signal at a time.

3.4 Targets

The targets used were Pb and Al, both constructed with a cylindrical geometry
of 30 mm diameter. In the first experiment we used Al and Pb with thickness of

approximately 1.2% nuclear interaction lengths ()) for protons to reduce #° conversion.



[n the second experiment we used thicker targets, I’h‘:\nd Al targets of 2,45 nuclear
interaction lengths. The main reason to choose Al and Pb for the proton-nuclens
experiment is that these nuclides had been used for Si-nucleus experiment at the same
AGS energy per nucleon. Therefore, the proton-nucleus data are more easily comparable
to the known Si-nucleus data. Table 3.3 and Table 3.1 list the targets used in the first
and the second experiment. respectively. Both tables also show the number of events
recorded for cach target. The empty target shown in the tables implies no target
in the target frame. The runs without target were used to measure the backgroumd

interactions.

Table 3.3: Statistics of cvents for each target in the first experiment with transverse
cnergy triggers

Target | Atomic weight A | Thickness in gram/em* | No. of events on tape
Pb 207.19 2,216 (1.2%A\) 5.7 x 104
Pb 207.19 4.359 (2.4%X) 9.63 x 10°
Al 26.98 1.300(1.2%A) 3.88 x 10°
Empty 271 x 10"_

Table 3.4: Statistics of events for each target in the second experiment with charged
multiplicity triggers

Target | Atomic weight A | Thickness in gram/cm?® | No. of events on tape
Pb 207.19 4.359 (2.4%)) 1.23 x 10°
Al 26.98 2.596(2.4%A) 1.16 x 10°
Empty ] | l92x 108

The thick targets were used in the second experiment in order to increase the event
rate in the forward spectrometer. The sccondary particles from a first collision may
interact with another nucleus in the target, causing enhancement of transverse cnergy.
This effect is more pronounced with a thicker target. The effect of target thickness
on transverse energy production is shown in Figure 3.1. The solid curve displays the

differential cross-section of transverse energy production of 14.6 GeV/c proton on the
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Figure 3.1: Comparison of the transverse energy distribution for 2% Pb target (fall
line) and 1% Pb target (dotted line).
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Pb target with 2.4% interaction length for prot - . and the dotted curve displays the
data on Pb target with 1.2% interaction length. The figure shows that the ditlerence
of transverse energy production due to the change of target thickuess is negligible. No

target thickness corrections were done for the dati presested here.

3.3 Detector Calibration

The measurements of transverse energy and charged particle multiplicity require
an extensive understanding of related detector response. The energy response of the
target calorimeter was calibrated with cosmic ray muons accumulated during two long
calibration runs before and after the proton beam experiment. As muons rarely decay
or scatter in mediam, their energy loss is mainly caused by the process of minimum
ionizing, which can be calculated by the Bethe-Bloch formula. In the April 1991 runs,
arrays of scintillator paddles were installed above and below the target calorimeter back
wall and each of the side wall to provide triggers for the incident minimum ionizing
cosmic ray muons, which travel vertically to the ground. The calibration gain factors
were adjusted by comparing the cosmic ray data to the simulations with the tracking
program GEANT [Br87]. The stability studies of the gains in each crystal have shown
that the gains fluctuate at the 1% level during the run period. Such small variations
are negligible. The pedestal levels of electronic channels were found to vary noticeably
over the run time. They were monitored run by run from empty trigger events and
were adjusted accordingly in offline analysis.

The absolute scale for the energy deposited in the participant calorimeter was cali-
brated with muon beam. The response of the participant calorimeter to protons, pions,
muons and electrons of energies ranging from 1.5 GeV to 10 GeV has been studied
in detail {[FO92, Zh93]. The participant calorimeter has two moritoring systems: an
optical source system, which is used to set and monitor the photomultiplier gains, and

a 2.4 mCi %Co source system, which is used to determine the long term stability and
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the relative plate to plate response of the calorimeter. The measured electron energy
resolution for cach of the 512 towers of the calorimeter fluctuates from 0.23/VE to
0.32/VE. where E is the incident energy in GeV. The hadronic energy resolution has
been found to be approximately 0.-1/@. A number of tests were performed to measure
the reproducibility and stability of the gain settings. Mean gain shifts smaller than 3%
were measured over the duration of the forward transverse energy experiment. For such
stall shifts no gain corrections were applied to time dependance. Pedestal shifts of the
calorimeter clectronics were monitored and adjusted run by run.

The procedure for going [rom the measured cnergy to the corrected transverse en-
ergy is different for the target calorimeter and the participant calorimeter. It will be

discussed in detail in the next chapter.



Chapter 4
DATA ANALYSIS AND RESULTS

In this chapter, the discussion will focus on the reduction of raw experimental data:
the data measured in the target calorimeter with multiplicity trigger. the data measured
in both the participant calorimeter and the target calorimeter with transverse energy
trigger, and the data measured by the charged multiplicity detector in both cases. The
analysis procedure includes applying various offline cuts on the raw data, making noise
correction on the detectors, performing empty target subtraction from the data, and
correcting for the detector response and efficiency. The detector cfficiency correction

involves extensive Monte Carlo simulations which will also be discussed in this chapter,

4.1 Good Beam Selection

The raw data recorded on the computer tapes include various background and un-
wanted interactions such as double beam interactions, upstream interactions and de-
tector noise. Double beam interactions happen when multiple beam particles arrive
within a short time (20 ns) so that they are treated as single particle by the data ac-
quisition electronics. Upstream interactions occur when beam particles interact with
the materials such as the beam pipe, beam exit window, beam vertex detectors, beam
telescope scintillators and air prior to the target.

Good events are selected by applying various offiine cuts to ensure that only a single

beam particle is incident on the target. For that purpose a combination of offline cuts
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on the signal pulse heights from beam telescope scintillators and the energy detected
in the back wall of the target calorimeter is used.

A rood bean event is defined by the coincidence signal of the beam telescope which
consists of four sets of scintillator counters: $1. $2. $3 and S (shown in figure 2.2).
As stated in the previous chapter. 2 good beam particle signal occurs when a beam
particle passes through the beam scintillators $2 and S and the holes of veto counters
S1 and $3. Signals on the scintillator counters of $1. 52. $3 and S+ are shown in Figure
A.1(a). Figure 4.1(b), Figure 4.1(c) and Figure 4.1(d) respectively. The scintillators 52
and S+ cach has two photo tubes; while S1 and 53 cach has four. The signals shown in
the figure are the sums of the signals from all the tubes for each scintillator. The peaks
near zero channel in S1 and S3 are pedestals. while the peaks in 52 and S4 are signals
produced by minimum ionizing particles. The cuts applied to these signal amplitudes
are shown with short vertical lines in the figure. The beam particle is considered to be
good if the signal pulse heights from the sum of signals from the phototubes for each

beam detector satisfy following cuts:

51< 30, (4.1)

50 < 52< 325, (4.2)
$3< 64, (4.3)

9< 854<75. (4.4)

Most of the unwanted multiple beam particles which pass through the beam defi-
nition counters within one ADC gate are thus removed by the upper threshold in 52
and S-’L Approximately 10% of the events recorded on tapes are rejected using this
offline cut. Most rejected events are those which do not satisfy the signal amplitude
requirement for S2 or S4.

Interactions occurring upstream of the target are vetoed by applying the cut on
energy measured in the back wall of the target calorimeter. Figure 4.2 shows the trans-
verse energy measured in the side walls of the target calorimeter (T'cal — ET — noback

in the figure) versus total energy deposited in all the walls of the target calorimeter
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(Teal =~ F.. in the figure). Two bands of events can be seen in this figure. The upper
Dand indicates the interactions at the target, which we want to keep. Their behavior
shows i strong, correlation botween Teal — Fr — noback and Teal = Eq;. The lower band
of the events in the figsure indicates upstream interactions which tend to deposit large
amount of energy i the back wall of the target calortineter but relatively small amount
in the side walls of the calorimeter. The events below the line drawn in Figure -1.2 are
removed, The veto for upstream interactions (the lower band the figure} is expressed
as:

E(TCAL > K x Eq(TCAL)wopaer +C (-L.5)

where E(TCAL) s the total energy detected in the target calorimeter including its back
wall, and E4{TC AL)uopack 18 the transverse energy detected with the target calorime-
ter’s side-walls only. The slope parameter A of the line is chosen to be 0.80 and the
constant C chosen to be - 0.56 GeV. For the proton-nucleus experiment discussed here
with the trigger condition discussed in Chapter 3, the upstream interactions vetoed

using the above cut amounted to = 2.9% of the events only.

4.2 Normalization

The differential cross-section is calculated from the number of events in each E7 bin,
the beam rate and the target thickness. The number of nuclei per em® in the target is

given by

T = ps‘—:.-l (4-6)

where p, is the target thickness in gfem? as listed in Table 3.2 of Chapter 3, Ny =
6.022 x 10°° atoms per mole is the Avogadro constant, A is the atomic weight of the
target material in g/mole.

To achieve the absolute normalization of cross-sections, we need to use the effective
beam as the flux value. The effective beam is the total number of beam particles

detected while the data aquisition system is active. The number of good beam particles
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Figure 4.2: A correlation cut in the plane of Tcal — ET — noback versus Teal = E,y.
Those events on the right of the line are rejected in the data analysis.
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is the actual number of particles satisfying the beam trigger logic. The gated beam
is given by the total number of beam particles arriving at the target that satisfy the
bt Jogic vetoed for the fraction of the time when the data acquisition is busy. To
maintain a high rate of date on tape the live time was kept between 70-30% during the
experiment.,

Since the data are taken with different downscaling factors for different triggers and
oflline cuts are applied in the analysis. we need to adjust the cross-section calculations
to take these affects into account. Therefore. the absolute differential cross-section for

trausverse energy measured in the target calorimeter is expressed as:

Fi DS 2 _F«DS,

100_ dLT(Lar;ct} dEr{emply}” = - 4 -
IL (mb/Gcl T [ B B ] {4.7)

where do represents an integrated cross-section or differential cross-section per unit
energy or multiplicity and N is the number of events for the bin. The number 10% is
conversion {actor from cm? to mb. dN/dEr(target) is the number of events in certain
E'r bin with target in frame, dN/d ET{empty) is the number of events in certain E7 bin
with target out of frame, Fy is the ratio of events read to events analyzed which is the
number of events after offline cuts, DS is the downscaling factor for 2 particular trigger
condition (see Table 3.4 in Chapter 3), By is the effective number of beam particles,
Fa. DS, and B, are corresponding parameters for the empty target.

The total multiplicity event by event was evaluated by summing over all the hits,
The differential cross-section {in mb) of charged particle multiplicity production is nor-

malized using the following formula:

do - 1027[4;\-c(f:rge:)F 1+ D SI dN (mm’} Fax DS“] (4.8)

where dn/dN (target) is the number of events for certain N, with target-in, dn/dN (empty)
is the number of events for certain N, with target-out, and the other symbols have the
same definiti~as as above.

The normalized dE7/d#n distribution is calculated in a similar way:

dET Eri* DS, _ Erax DS, K

(G v/ )_ [ -Bl -B2 ]N:u?sl _ Nz-?_g

(4.9)
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where subscripts 1 and 2 refer to runs with and without target respectively, Fp is
the transverse energy for all the erystalz in a y bine B the elfective number of beam
particles, DS the downsealing factor for a particular trigger. & the number of bins per
1.V the total number of events for a target or for empty.

The normalized d.N./dy distribution is caletlated by using the above equation where

all £rs are replaced by Y.

4.3 Correction of Data from Target Calorimeter

4.3.1 Coherent Noise Correction

The cnergy response of the target calorimeter is calibrated with cosmic-ray muons,
The gains for each crystal were found to be fairly stable, within 1% fluctuation between
the two calibration runs which were performed before and after the p-riucleus experi-
ment of April 1991. The pedestal levels of the ADC channels for the target calorimeter
were found to vary substantially over an extended period of time of several runs, They
were monitored from empty trigger events, which were taken using a random trigger
during a time when no beam is present. The mean value of the pedestal for each erystal
is first calibrated using the calibration file generated by the calibration runs of the tar-
get calorimeter, and then adjusted offline run by run according to empty trigger events.
In the offline analysis, each run is scanned twice. The first scan is to correct pedestal
shift. The analysis program first reads the mean pedestals and the gain values for the
992 crystals of the target calorimeter from the calibration file, it then checks the raw
data on each crystal with the empty trigger events recorded during the run. The mean

pedestal shift for a crystal is calculated as following;:
N

1 . .
My = ¥ Z[RTCAL;;(:,J) — Tpedeari(i, )] (4.10)
k=1
1 N
Mz = 5 2 IRTCALL(G, §) = Tpedeatiliy ) (4.11)

k=1



where My indicates the mean pedestal shift for the channel (7. j) during the run. and the
index i and j define the position of the erystal at certain polar and azimuthal angles.
N is the total number of events with empty trigger in that run. RTCALi(i. j) the raw
ADC counts [rom the crystal at (,7) position at the k** empty trigger event in that
riun: while T'pedeq(i. 7) is the mean pedestal value at (7, 7) channel given by the target
calorimeter calibration file. The pedestal for each crystal is thereby updated run by

run in the following manner:
Tpedeors(i.J) = Tpedeai(i. j) + M1 . (4.12)

where Tpedeorr(7,7) is the new pedestal mean value corrected for the mean shift during
the run. The sum of all the pedestal shifts is typically 3 MeV over one run time
which lasts approximately 30 minutes. By this method the pedestal for each crystal is
cffectively averaged at zero GeV.

Figure 4.3 shows the pedestal energy distribution for empty trigger summed over
all the crystals of the target calorimeter. The data is taken from 459 empty trigger
cvents during a typical run corrected for the fine shift on the pedestal mean. Pedestal
fluctuations for each crystal are typically below 1 MeV, while the fluctuations over the
sum of all crystals are about 180 MeV.

Comparison of the width of the pedestal for a single crystal and the sum of the
pedestals indicates the presence of coherent noise which broadens the energy distribu-
tion measured in the detector. To minimize the effect of this coherent noise, we use a
cluster search algorithm to determine the transverse energy measured in the calorimeter.

Theoretically, transverse energy is defined as the sum of the energies of particles
weighted by the sine of their angles to the beam. In the present analysis, we calculate

the transverse energy in the target calorimeter in the following way:
n
Er= Z E;sin6; | (4.13)

t=1

where ET is the transverse energy measured in the target calorimeter, E; the energy
deposited in the #*# cluster of crystals, 6; the polar angle between the center front face

of the center crystal of the cluster (i) and the beam axis.
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A cluster of crystals fired in the target calorimeter is defined as being composed of
one or more adjacent crystals havieg at least 3 MeV of deposited energy and more than
30 MeV cnergy in the crystal with the largest deposited energy. The crystal with the
maximum energy defines the center of the cluster. The cluster searching program first
searches for energy local maxima, and then the energy (above the threshold of 5 MeV)
of the neighboring crystals are summed up to obtain the cluster energy. The energy in
those crystals that do not belong to any clusters is set to zero. Some neighboring crystals
may be common neighbors of two or more local maxima or clusters, in which case the
cnergy in each common neighbor erystal is shared between the clusters according to the
ratio of energy in the center crystals. Generally one particle from the reaction entering
the target calorimeter acceptance fires one cluster of crystals. Each cluster is composed
of three crystals on average, with a standard deviation of 0.7. Some clusters may consist
of as many as 7 erystals. Near the edge of the target calorimeter there is leakage and
the centers of the clusters will be artificially moved inward. This effect will be included
in the calculation of the detector acceptance done by a GEANT simulation which will
be discussed later.

Figure 4.4 shows the measured cluster distribution from the target calorimeter for
14.6 GeV/e protons on the Pb target (solid curve) and on the Al target (dashed curve)
with multiplicity level 1 trigger which requires more than four charged particles regis-
tered in the multiplicity detector. The number of clusters per event extends from zero
up to about 30 for p+Pb reactions with the decrease of the differential cross-section by
a factor of 10%. The average number of clusters produced in each event is 6 for the Pb
target or 4 for the Al target, suggesting more particles are produced in reactions on a
heavier target. The spatial distributions of the number of clusters per event are shown
in figure 4.5. The solid curve is for the Pb target and the dashed curve is for the Al tar-
get. Each of the 7 distribution of clusters is composed of two sections : —=0.6 < 7 < 1.0
for the side walls of the target calorimeter and —2.3 < 7 < —0.9 for the back wall of
the target calorimeter. The figure shows that most clusters are fired in the four side

walls. The structures in the distribution are mainly due to the geometry of the target
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calorimeter. The gy distribution of clusters is related to the energy flow. and therefore

the transverse energy of the reaction, which will be discussed later in the section on

dEr/dn data.

4.3.2 Background Subtraction

Many unwanted events have been removed by applying various ofiline cuts, lowever,
some events, such as those corresponding to upstream interactions that produce very
low transverse energy or that occur between the back wall of the target calorimeter and
the target, are difficult to identify. In order to correct for those remaining background
interactions. data are taken in the empty target frame and are subtracted {rom the
data with the target in place at normalized beam rates. Figure 4.6 shows the empty
target correction of the differential cross-section for the collisions of protons on the
lead (Fignre 4.6(a) and Figure 4.6(c)) and aluminum targets (Figure 4.6(b) and Figure
4.6(d)). The solid line histograms in the figure illustrate the differential cross-section
of transverse energy production before the empty target correction and the dotted
histograms show the contribution from empty target interactions. The spectra shown in
the figure are obtained with two kinds of reaction triggers: pretrigger (Figure 1.6{a) and
Figure 4.6(b)) and multiplicity level 1 trigger (Figure 4.6(c) and Figure 4.6(d)) which
is 2 higher level reaction trigger. As seen in the figures, with the pretrigger the empty
target subtraction is important at low transverse energy or at very high transverse
energy. In this case, the empty target subtraction corresponds to about 20% of the
integrated cross-section. This large fraction is due to the fact that the pretrigger is close
to a2 minimum bias trigger and is thus more sensitive to any background interactions.
For the spectra of transverse energy with multiplicity level 1 trigger, the empty target

subtraction corresponds to 2-3% of the integrated cross-section.
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Figure 4.6: Empty target correction of the differential cross-section for (2) the Pb target
for pretrigger, (b) the Al target for pretrigger, (c) the Pb target for multiplicity level
1 trigger and (d) the Al target for multiplicity level 1 trigger. Solid histograms denote
data with target, and dotted histograms denote data without target.
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4.3.3 Data Sample

In this section I will present a summary of the data obtatued with the target calorime.

ter. It should be noted that these data are not vet corrected for detector feakage.
Leakage correction will be discussed in the following scetion.
Figurc 1.7 shows normalized transverse energy spectra with tiiree different triggers
for proton on the lead target. The solid curve is beam trigeer data. the dashed curve
is pretrigger data, and the dotted is multiplicity level 1 data. The Ep spectra with
beam trigger are measured when the inconting beam particles satisfy the beam trigger
logic. The unbias E7 spectrum shows a huge peak at Er zero representing incoming
beam particies that do not interact in the target. The pretrigger as a low level reaction
trigger requires more than two charged particles to be registered in the multiplicity
detector. As seen in the figure, it is also a relatively mirimum bias reaction trigger
and the bias is mainly in the part of spectrum with E7 less than 0.2 GeV. To improve
the statistics on the cross-section measurement at high £z, a higher level trigger, the
multiplicity level 1 trigger which requires more than four charged particles registered
in the multiplicity detecior, is used. The bias of the multiplicity level 1 trigger on the
pretrigger happens mainly in the section of the spectrum with Er less than 0.5 GeV.
The different statistical errors in the histograms with three triggers are caused by the
different event downscaling factors.

Figure 4.8 shows the differential cross-sections of transverse energy production for
reactions of 14.6 GeV/c proton beam on the lead target (Figure 4.8(2)) and on the
aluminum target (Figure 4.8(b)) measured in the acceptance of the target calorime-
ter - the pseudorapidity range from -2.3 to 1.0, with the empty target contribution
subtracted. The differential cross-sections with pretrigger for both lead and aluminum
targets are plotted in solid lines, while the differential cross-sections with multiplicity
level 1 trigger are plotted in dotted lines. The measured differential cross-sections de-
crease monotonically with Er, and extends up to 3 GeV for proton on the lead target

and to 2 GeV for proton on the aluminum target. The measured total cross-sections
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and mean transverse energies for the aluminum and lead targets in the acceptance of
the target ealorimeter are listed tn Table (1.1, Due to the bias of the multiplicity level
I trigmer as compared to the pretrigger at low Fop. the data from the multiplicity level

I trigger have smaller total By cross-section but higher nmean Ey per event.

Table 1,10 ‘Total eross-sections of Ep and mean Ep measured in the target caiorimeter

-T’:xrgct Trigger Cross-section (mb) | Mean E; (GeV)
I’ Pretrigger 1.38 x 10° 0.37
Multiplicity level 1 trigger 698 0.55
Al Pretrigger 318 0.21
Multiplicity level 1 trigger 87 0.33

e —————
—

e ce————————
e ———

As stated previously, the energy deposited in the target calorimeter is determined
by the cluster search algorithm. With the total transverse energy deposited and the
number of clusters per event. the mean transverse energy deposited in each cluster can
be evaluated.

Figure -1.9 shows cluster production for the lead target (Figure 4.9(2)) and the alu-
minum target (Figure 4.9(b)} in different ET ranges. The data shown in the figure are
taken with multiplicity level 1 trigger. It can be seen that higher ET events lead to
more clusters or particles. In the same E7 slice, the reactions on the Pb target generally
produce more clusters than the reactions of the Al target.

Figure 4.10 shows differential cross-sections (de/dEr) of the transverse energy in
a cluster for lead target (Figure 4.10{2)) and aluminum target (Figure 4.10(b)) in
different total ET regions. The mean Er per cluster in each ET range is determined by
dividing the E7 by the average number of clusters, both terms being weighted by the
cross-section. The results are listed in Table 4.2.

The mean Er per cluster increases slowly with the Er. The effect of target is
rather small. A slightly higher Er per cluster is cbtained for the Al target in each Er

region. The fact that the mean Et in Table 4.1 for the lead target is higher than the
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Table 1.2: E7 (GeV) per cluster measured in the target calorimeter with multiplicity
level 1 trigger

E+ ran:;f,o 1 Pb target | Al target
0 < Ex(Gel') 0.086 0.037
0< Ep(GeV) < 0.5 0.073 0.075
0.5 < Er(Gel) < 1.0 0.086 0.092
1.0< Ep(GeV) < 1.3 | 0.095 0.104
L5 < Er(GeV) | 0.105 0.117

distribution for the aluminum target indicates there is more backward energy flow for
the heavier target. A better way to illustrate this target dependence is to examine the
spatial distribution of E, i.e. dE7/d7.

In the offline data analysis, dET/dn spectra are obtained by plotting the Ep in
each cluster in every event against the pscudorapidity of the clusters. Most particles
produced in the reaction within the target calorimeter wcceptance fire only one or
two crystals though a few may fire up to six crystals, i.e., one center crystal and five
neighboring crystals. To calculate the 7 position of cach cluster we assume for each
crystal that the center is at the polar angle of the front face and ihen find the energy
weighted center of each cluster. In this way we reduced fluctuations which are produced
if the center of a cluster is determined by the position of the crystal where more energy
has been deposited [WA90]. Figure 4.11 shows the 5 distribution of the transverse
cnergy measured in the back wall of the target calorimeter obtained in the two different
ways. The 7 distribution obtained by locating the center face of the crystal with the
maximum signal in each cluster is shown in Figure 4.11(a), while the #n distribution
obtained by using energy weighted cluster center is shown in Figure 4.11(b). It can be
seen that fluctuations are reduced by using the erergy weighted centers for i positions.

Figure 4.12 shows the pseudorapidity distribution of transverse energy for the reac-
tion of 14.6 GeV/c proton beam on the lead target (solid curve) and on the aluminum
target (dotted curve). Similar to Figure 4.6, the dE7/dn spectra in the figure contain

two parts: the spectra for 7 from -2.3 to -0.9 are measured in the back wall of the target
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Figure 4.11: 5 distribution of the transverse energy measured in the back wall of the
target calorimeter calculated: (a) by locating the center face of the crystal with the
maximum signal in each cluster and (b) by using energy weighted cluster center.
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cudorimeter, and the spectra for n from -0.6 to 1.0 are measured in the side walls of
the target calofimoter. The integral of the area under the histogram leads to the mean
transverse energy per event listed in Table 4.1 obtained from the da/d ET distributions.
The structare of the distributions is mainly due to detector acceptance and efficiency.
Therefore, these data on psendorapidity distribution of transverse energy are sensitive
to correction for detector efficiency and leakage.

Figure 1,13 shows the pseudorapidity distribution of transverse energy per event for
the Pb target sliced according to four transverse energy ranges. Consequently, a higher
E slice leads to higher d Ep/d# spectra. By comparing the dE/dy spectra in the four
E ranges, it is observed that events in different E7 ranges result in very similar dE7/dn
distributions, moving slightly backward for higher Er as scen from the 5 section of the
back wall of the calorimeter. As stated previously, due to the limited thickness of the
Nal crystal walls. the energy deposited in the target calorimeter is only a fraction of
the incident energy. Therefore, the energy leakage from the target calorimeter needs to

be evaluated to correct the dET/dn distributions. This is discussed in the next section.

4.3.4 Corrections for Target Calorimeter Response

To correct the experimental data for detector response and to compare experimental
results with theoretical predictions, Monte Carlo simulations have been performed.
The response of the target calorimeter to incoming energy was simulated with the
GEAN'T 3.15 package [BRST]. GEANT is a computer program package which simulates
particle propagation through matter. GEANT allows users to define what type of
material a detector is made of, and to specify geometrical dimensions and the position
of cach detector. Detectors can be designated as either sensitive or insensitive. GEANT
tracks particles taking into consideration of all possible physics interactions or decays.
Information such as particle identification, spatial coordinates, particle momentum and

cnergy loss are recorded when a particle traverses a sensitive detector, but are not
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recorded in an insensitive detector where multiple scattering and other interactions are
still taken into consideration. The program loops over all the particles from a generated
event. The tracking proceeds in small steps through each detector until particles exhaust
all the energy or escape the experimental setup defined in GEANT.

To caleulate the correction we used events generated with RQMD. HIJET and
FRITIOF models. all of which are being used in current studies of nucleus-nucleus
collisions. One feature of these models is that the nucleons in the target nucleus are
given Fermi momentum and are thus not bound. Therefore in the calculation, nucleons
which have not interacted will nevertheless be emitted with their Fermi momentum. In
order to select valid particles we should reject those very low energy nucleons which
rome from this unphysical dissociation of the target. Figure 4.14 shows the kinetic en-
ergy spectra for all charged particles in the multiplicity detector acceptance for RQMD
p+Pb events. The low energy peak shown in Figure 4.14(a) represents those particles
associated with target dissociation. In the analysis a cut at 999 MeV total energy is se-
lected for the nucleons. The particle is only tracked when the total energy of 2 nucleon
is higher than this cut (60 MeV kinematic energy). The spectra of the paricles passing
this cut is shown in Figure 4.14(b). The few particles below the cut correspond to low
encrgy charged particles other than a proton. This cut has a negligible effect on the
calculation of the target calorimeter response since most of these low energy particles
are stopped in the target or in the target paddle counters in front of the calorimeter.
It does however, have an effect on the charged particle multiplicity measurement that
will be discussed in section 4.5.

The energy flow within the target calorimeter acceptance is determined from the gen-
erated p-nucleus reactions by propagating the emitted particles through the calorimeter.
The photons which come from 70 decav in the target may convert into electron-positron
pairs before entering the target calorimeter. This process will change the effective parti-
cle incident angle and energy. As a result it may change the resulting transverse energy
deposited in the target calorimeter. Therefore, =% conversions in the target have been

included in the pa.rtic]é tracking.
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The transverse energy distributions are reconstructed with simulated triggers to ap-
proximate the actual multiplicity triggers used in the experiment. As stated in Chapter
2. the pretrigger roquires more than two hits registered in the silicon multiplicity de-
tector. and level ! requires more than 4 hits. Both online triggers are soft cuts in
multiplicity due to electronie noise. By taking the ratio of charged multiplicity data
de /AN, from maltiplicity level 1 trigger to that from the pretrigger. we obtain the
trigger officieney histogram for level 1 trigger relative to pretrigger, as shown in Figure

1.15. The trigger efficiency drawn in the dashed line in the figure can be expressed as
Ef flev1 = =035+ 0,178, (3< N <8) (4.14)

where N, represents the charged multiplicity registered in the multiplicity detector. The
trigger efficiency for level 1 trigger, E f fic1, is zero when the registered multiplicity is
less than 3. or becomes 100% when the registered multiplicity larger or equal to 8. To
simulate pretrigger we assume that it has the same trigger efficiency slope as level 1
trigger, but that one has 50% efficiency when 2 charged particles hit the multiplicity

detector. Then the trigger efficiency of pretrigger is expressed as
Ef fore = 0.16 + 0.1TN,. (2< N.<7) (4.15)

Therefore tracking histograms are filled for each trigger with a weighting factor deter-
mined by the corresponding trigger efficiency. Figure 4.16 shows the calculated effect
of the triggers on the do/dEy in the target calorimeter acceptance for RQMD p+Pb
events (top figure) and for RQMD p+Al events (hottom figure). Histograms with no
bias, pretrigger and multiplicity level 1 trigger are shown by solid curves, dotted curves
and dashed curves respectively. As expected the triggers mainly affect low Er, but
they do not change slope of the distributions ard maximur. Er.

Since Er distributions were measured with two calorimeters having different re-
sponses, we need to correct the detector efficiency and leakage in order to match the
dEr/dn distributions over the full range of the calorimetry acceptance. To correct

dEr/dn distributions. the calculated energy deposition in the target calorimeter is
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compared to the energy incident on the calorimeter. Figure 1,17 shows the correlation
between transverse energy before tracking and the transverse energy after tracking us-
ing RQMD p+Pb events. The response of the target calorimeter to transverse energy
is quite linear. with a average slope of about 0.3. This hinecarity indicates that the
correction factor for the detector efficiency is approximately independent of incident
Lransverse energy.

In order to make corrections on dEr/dn distributions in the acceptance of the target
calorimeter. we evaluate the detector efficiency by caleulating the ratio of 1 distributions
of the transverse energy after tracking (dotted curves in Figure -1.18) to the transverse
cnergy incident on the detector before tracking (solid curve in figure J4.18),

Figure 4.19 shows the calculated 7 dependence of the detector response. The sim-
ulated energy deposition amounts to about 1/3 of the energy incident on the target
calorimeter. The structures in the distribution of detector efficiency shown in the fig-
ure are mainly caused by calorimeter geometry (see figure 2.5).

The fraction of energy deposited by a particle will fluctuate considerably depending
on the process of the energy loss. The uncertainties in the detector response will
thus depend on the number of events used in the simulation and the multiplicity of
particles in a given 7 bin, The detector efficiency shown in Figure 4.19 is calculated
from ten thousand RQMD p+Pb events over five runs, each run containing two thousand
events. The error bars in the figure represent estimated uncerté.inties in ‘he calculated

correction factor These error bars are calculated as the following:

OB = g Eff>[52(< Eff>-Effi))z, (4.16)
where
<Eff>= ZEff., (4.17)
1_1

in which E f f; represents the calculated detector efficiency in the ithrunand < Eff >
represents the average detector efficiency over five runs. In the forward angle the error

is relatively small but it becomes significant at small 5 covered by the back wall of the

e
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calorimeter. due to the small multiplicity of particles in that region (see Figure 4.5).
This uncertainty is included in the calculation of dE/d7.

The systematic errors from GEANT tracking are studied by tracking the same set
of events several times, cach time with different random seeds leading to different inter-
action of the particles in the target calorimeter. Figure 4.20 shows the # distributions
of the detector efficiency calculated from five runs of the same two thousand events.
The resulting fluctuations in efficiency (dashed lines in Figure 4.20) are comparable or
somewhat smaller than the statistical uncertainties discussed in the previous paragraph.

The systematic errors due to the model used are evaluated by tracking events gen-
erated from different models. Figure 4.21 shows the 7 distributions of the detector
efficiency calculated from three models, RQMD (solid curves), HIJET (dashed curves)
and FRITIOF (dotted curves). Although these three models produce different particle
distributions, their tracking results arrive at very similar 5 dependence of the correction
factors. The main difference is in the absolute value of the correction, where differences
up to 10% are observed.

The energy leakage as a function of the particle’s pseudorapidity is slightly dependent
on the target. Figure 4.22 shows the detector efficiency calculated from RQMD p+Al
events (solid lines) and from RQMD p+Pb events (dotted lines). The leakage correction
factor is slightly higher for lead target mainly in the side walls of the calorimeter.
We have not investigated the source of the difference, but it is probably duc to the
larger absorption in the target peddle scintillation counters for the low energy particles
associated with the lead target.

The leakage and geometrical corrections of the dEr /dn distributions in the accep-
tance of the target calorimeter are performed by applying the calorimeter response cor-
rection factors obtained using the RQMD model. The effect of this correction is shown
in Figure 4.23, which presents the experimental dE,/dn distributions for the p+Pb re-
action (top figure) and for the p+Al reaction (bottom figure). The solid histograms

show the corrected data whereas the dotted histograms correspond tu the measured
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histogram) for p+Pb (upper part) and for p+Al (lower part) .



energy before corrections for the response of the target calorimeter. Oue observes that
many of the structures in the iy distribution due to geometrical effect have disappeared,
and that the distribution in the side walls and back wall of the calerimeter mateh nicely,
It can also be seen that at 5 = 0 the energy absorbtion due to the targe swheel and the

target support has been significantly corrected.

4.4 Correction of Data from Participant Calorimeter

4.4.1 Raw Data

The energy flow in the forward region is measured with the participant calorimeter
(Fig.re 2.6) in a scparate run. As the data were acquired within two days, the gain
shift of the participant calorimeter was smaller than 3% over such a short period of
time. Therefore, no corrections have been applied to the time dependance of the gain.
Pedestals shifts were monitored and adjusted run by run.

The parallel trigger on transverse energy requires the total analog sum of FERA ADC
(fast ADC) in the participant calorimeter to be larger than the corresponding threshold
value. Good statistics over wide transverse energy range are achieved by using different
down scaling factors (listed in Table 3.3). Figure 4.24 shows the correlation between
measured E7 and the total sum of FERA in the participant calorimeter. The dashed
lines correspond to level 1 threshold, solid lines to level 2 threshold and dotted lines to
level 3 threshold. A nice linear relationship is observed between Fr and FERA sum,
though the correlation is not ideally narrow due to noise and non-uniformity in the
calibration. The three thresholds in FERA leads to three ET triggers, which arc more
clearly shown in Figure 4.25. The FERA sum with level 1, level 2 and level 3 triggers
are displayed in dashed, solid and dotted curves respectively. Here the FERA sum
distributions are not corrected for the downscaling factor, however, the three threshold

cuts for Er triggers are distinguished by three sharp leading edges.
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The transverse energy measured in the participant calorimeter is defined by

H 16 n
Er=3% 53 E(r.0.z)sinf(r.0.2) (1.18)
r=1e¢=12=1
where Fp s the transverse energy summed over all the 512 detector cells. the set of

variables (r, . z) refers to the location of a participant calorimeter cell at a certain
radial, azimuthal and longitudinal section, E(r,¢,z) is the energy deposited in the
detector cell (r.¢,z). 8(r. ¢, =) is the polar angle from the beam axis to the center of the
face of detector cell (r, $, 2).

Figure 4.26 shows the no-target correction for the transverse energy production with
level 1 trigger measured from the participant calorimeter for 14.6 GeV/c protons on
the Al and Pb targets. The solid curves refer to measured Er production with the
target in place. The dashed curves display the empty target contributions, which could
be caused by upstream interactions or the interactions of beam on the participant
calorimeter. The data with E7 level 1 trigger are found to contain about 50% empty
target events, as shown in Figure 4.26(a) for the Al target and Figure 4.26(b) for the
Pb target. In order to clean those unwanted events, we introduce a cut in the offline
analysis which rt;movcs those events with less than three charged particles detected
by the multiplicity detector. This multiplicity cut effectively reduces the empty target
contribution to about 15% of the total interactions, as shown in Figure 4.26(c) for the
Al rarget and Figure 4.26(d) for the Pb target. The effect of the new cut on good data
is small. The maximum of the Er spectra increases by 0.1 GeV after we introduce this
multiplicity cut. This cut has been included in our simulation.

Figure 4.27 shows the transverse energy production from 14.6 GeV/c proton on
the aluminum target (Figure 4.27(a)) and on the lead target (Figure 4.27(b)). The
data have been normalized to differential cross-sections in mb/GeV, and empty target
contributions have been subtracted. The solid curves in the figure show the Er with
the participant calorimeter level 1 trigger, the dotted curves show the Er with the
participant calorimeter level 2 trigger, and the dashed curves show the Er with the

participant calorimeter level 3 trigger. Similar shapes of Er spectra for both targets
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Figure 4.26: £ffect of multiplicity cut on the contribution of background interaction to
the E7 spectra measured in the participant calorimeter. The solid histograms are for
data with the target in the frame, the dashed histograms are for data with the empty
target frame. The spectra shown in (2) for the Al target and (b) for the Pb target are
obtained without applying the offline multiplicity cut. The spectra shown in (c) for the
Al target and (d) for the Pb target are obtained after applying the offline multiplicity
cut. The offline multiplicity cut reduces background contribution significantly.
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are observed within the participani calorimeter acceptance. Mainly due to the ditferent
offline cnergy calibration constants for cach detector cell. all the three By triggers result
in relatively broad leading cdges of the transverse energy spectra. This effect will be
included in some of our simulations.

The spectra shown in Figure .27 have been normalized to the results from the mul-
tiplicity trigger. The absolute differential cross-sections (in mb/GeV) are obtained by
using equation (1.12) with normalized target thicknesses. The original result of difer-
ential cross-sections of transverse energy measured with level 1 trigger for both targets
are found to be systematically lower than the corresponding distributions measured
with multiplicity trigger by approximately a factor of 2. Reasons for the discrepancy
betweew the two sets of experimental data are not clear. However, the data obtained
with the multiplicity trigger are consistent with the theoretical predictions of the total
cross-section and the cross-section resultirg from beam tripger data. We thus renor-
malized our E7 trigger data to the data of multiplicity trigger. Figure 4.28 shows the
do/dET mcasured in the target calorimeter with the multiplicity pretrigger (dotted
curves) and measured with E7 level 1 trigger after renormalization (solid curves) for
the aluminum target (Figure 4.28(2)) and for the lead target (Figure 4.28(b)). The
only difference between the data from the Er trigger experiment and the data from
the multiplicity trigger experiment is the trigger and this should not affect the spectra
in the high Er region. This is observed in the figure which shows good consistency
between the multiplicity pretrigger data and the Er trigger data.

In the participant calorimeter there are many dead cells whose E7 contributions need
to be considered. Figure 4.29(a) shows the measured energy deposition in 512 cells of
the participant calorimeter for each p+Pb event; Figure 4.29(b) shows the calculated
energy deposition per p-+Pb collision in 512 detector cells using RQMD cvents. The
detector cells corresponding to channels 1 through 512 in the figure are numbered
starting from ¢ = 1 to 16 at innermost ring (r = 1) of the first section (z = 1) and
going up to ring 8 (r = 8) of the same section, and then going to the next section, and so

on. By comparing the two plots we can identify dead detector cells. Channels 161 to 192
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Figure 4.28: Comparison of trigger effect on the dg/dEr for p+Al (a) and p+Pb (b)
measured in the target calorimeter. The solid lines correspond to Er level 1 trigger
and the dotted lines correspond to the multiplicity pretrigger.



o
[ ]

10 19813
Eritriee 512

RS l hi-18 .3
rl

Energy per channel (GeV)

]
10 N N N || N 1 P |
0 100 200 300 %00 soa Channel No.
(@)
-y
10 0 19513
Erririen 512
Mean 2478
[3 ey mo.0
; r°°§¢
o
o
~ -1
3 8 |
g |
= .
o
-
[ 4]
j
)
=9
> 8
w  CF
S .
]
]
m -
L
10 1 FEEMEEEE B PO | A,
) 100 200 300 400 0 Channel No.

®)

Figure 4.29: Energy deposition in 512 cells of the participant calorimeter for p+Pb
from data {3} and simulation (b). The calorimeter cells are numbered by looping on ¢
=1tc16,r=1to 8 and z = 1 to 4 corresponding to channels 1 through 512.



and ehannels 193 to 224 correspond to two azimuthal slices in a calorimeter quadrant.
Maost of the dead detector cells are located in those two slices. As £ production is on
average azimuthally uniform, this feature allows us to correct for the effect due to the
two dead slices by forcing azimuthal symmetry. The two slices are treated as totaily
dead, and the total cross-section of Et is thus corrected by a factor of 12.5% (2 slices
out of 16 of the calorimeter). The dead cells in other slices of the calorimeter count for
about 2% of the total cells. Their effect on the total ¢cross-section of Ep is small and is
therefore neglected. For the dE7/dn distribution the correction of dead detector ceils
are inchided in o response matrix which will be discussed in the next section.

Figure 4.30 shows the uncorrected pseudorapidity distribution of transverse energy
for p+Al using E7 level 1 trigger. The solid curve represents the data measured with
the participant calorimeter and the dashed curve represents the data measured with the
target calorimeter. There is a small 7 range from 0.8 to 1.0 in which the two calorime-
ters” coverage overlaps. Empty target contributions to the pseudorapidity distribution
of transverse energy have been subtracted, while energy leakage for both the calorime-
ters are not corrected for in this figure. The non-projective geometry of the participant
calorimeter towers makes part of shower energies leak to the neighboring detector towers
which are binned with different 7, causing many structures in the dEr/dn distribution.
To avoid these structures in plotting pseudorapidity distribution of Er, in the following
data analysis, the participant calorimeter is segmented projectively towards the target
into cight rings with approximately equal polar angle interval, as shown in Figure 4.31.
Each ring is labeled a number from 1 for the inner ring to 8 for the outer ring. The
polar angle and pseudorapidity range for each ring is listed in Table 4.3.

A particle incidents on rings 4 or 5 will encounter large calorimetric depth. A particle
that cnters other rings, especially rings 8 or 1, is likely to leak a substantial fraction
of its energy out of the calorimeter due to the small depth of the calorimetric ring.
Figure 4.32 shows uncorfected dEr/dn distribution for p+Al in the acceptance of the
target calorimeter (solid curves) and the participant calorimeter with projective binning

(dashed curves). The dEr/dn spectra have not been corrected for energy leakage.
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Tuble 1.3: Pseudorapidity binning for the participant calorimeter
Ring # | Polar angle range (*) | Pscudorapidity range
] .00 - 5.65 4.74 - 3,01
2 53.65-11.95 3.01-2.26
3 11.95 - 18.22 226 - 1.83
4 18,22 . 2034 1.33 - 1.533
5 2134 - 30.29 1.53 - 1.31
G 30.29 - 36.07 1.31-1.12
7 36.07 - 41.67 1.12- 0.97
S 1 41.67 - 47.13 0.97 - 0.83

As the target calorimeter is much thinner in depth than the participant calorimeter,
more leakage correction is expected for the target calorimeter than for the participant
calorimeter.

To compensate for energy leakage and shower extensions, simulations have been
performed using PROPHET /GEANT package with generated events to determine cor-
rection factors for the pseudorapidity dependance of transverse energy. This work will

be discussed in the next section.

4.4.2 Monte Carlo Corrections of Participant Calorimeter Response
Shower Simulation

In order to correct for detector leakage, a fast energy deposition program, PROPHET,
is applied to study the response of the participant calorimeter to incident particles. In-
stead of tracking every secondary particle as GEANT does, this Monte Carlo simulation
program is based on a shower parametrization, which makes it very fast computation-
ally.

High energy particles entering a calorimeter are likely to create electromagnetic
showers and hadronic showers. The parameterization of the lateral and longitudinal

spread of a shower in a calorimeter have been studied by R. Bock et al. [BOS1}.
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Fraction of energy deposited at different depth in a calorimeter is characterized by
longitudinal development of showers. For an electromagnetic shower, the longitudinal

energy deposition is described as

dE
- = ktte™b, (1.19)

where ¢ is the shower depth expressed in radiations length, @ and & are parameters

characterizing the shower profile. and % is a normalization constant.
The longitudinal energy deposition in 2 hadronic shower is parameterized by

d?f- = kwtte™® + (1 — w)ue™?], (:1.20)

where t is the shower depth in radiation lengths measured from shower origin, u is the
same depth characterized in interaction lengths, & is a normalization constant, w is the
relative fraction of the electromagnetic component in a hadronic shower, and a, b, ¢
and d are shower shape parameters. All parameters used in PROPHET for this work
are tuned to best fit the participant calorimeter response to various particles. Detailed
discussions can be found in reference [SI91].

The lateral distribution of shower energy is assumed to be gaussian, with a width
of one radiation length for a electromagnetic shower or an half absorption length for a
hadronic shower.

Since the PROPHET simulation code is based on electron calibration, the energy
of a hadronic shower needs to be corrected by the e¢/r ratio which is the ratio of the
responses of a calorimeter to electromagnetic showers and to hadronic showers, and
the energy deposited through minimum ionization needs to be corrected by the e/mip
ratio, the ratio of dE/dx energy of an electron to dE/dz energy of a minimum jonizing
hadron. For the participant calorimeter used for E814, the e/ ratio is 1.06, and the
e/mip ratio is 1/0.79 [ZH93).

Prophet is embedded in the framework of GEANT package which defines detec-

tor geometry and performs particle tracking after reactions. Particles produced in an

i/
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event are first identified and tracked through GEANT one by one until they stop, de-
cay or interact with the materials of the participant calorimeter. PROPHET starts
to process shower development and energy deposition once GEANT finds a hadronic
or electromagnetic interaction. Showers are generated within PROPHET. The shower
energies are smeared by calorimeter resolutions which are han.dled using gaussian fune-
tions and are preset with appropriate RMS values as stated in Chapter 3. GEANT
keeps tracking showers along the particle’s incident direction and PROPHET follows
and processes showers until all the energy of the particle is exhausted or the particle

exits the calorimeter.

Unfolding Approach

The incident energy distribution and the energy deposited in the participant calorime-
ter are quite different due to shower spread causing energy leakage either to the neighbor
detector cells or through the calorimeter because of its finite thickness.

To correct the measured raw data we employ a response-matrix approach which is
described in reference [ZH93]. First we use PROPHET to determine the energy deposi-
tion in the calorimeter with simulated events. From the calculated energy distribution
the calorimeter response matrix is constructed. This response matrix is then used to
unfold the experimental data to obtain the corrected d E7/d7 distributions.

In the present analysis, the incoming energy flow is binned into 8 intervals in pseu-
dorapidity according to the radial granularity of the calorimeter, as shown in Table
4.3. By using RQMD events simulating p+Pb collisions, a matrix M as a function of
pscudorapidity bins and longitudinal sections of the calorimeter is built to represent
the response of the detector to multiparticle events.

Events gencrated by RQMD are filtered in two steps. The first step rejects those
nucleons below 2 kinetic energy threshold, 60 MeV, which is used to cut off those

particles of very low kinetic energy originating from the target nuclear Fermi motion.
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The second step makes eight pseudorapidity cuts in the participant calorimeter in order
to generate the elements of the response matrix. Each pseudorapidity bin is segmented
into 4 sections according to the longitudinal granularity of the calorimeter. In this way,
the participant calorimeter is grouped into 32 rings.

Mathematically. the detector response to the incoming transverse energy can be

expressed in term of a vector equation:

D = Ma. (4.21)

where & is a vector of eight elements representing the pseudorapidity distribution of
incident ET to the participant calorimeter. D an array of 32 clements, and each of
which is the sum of ET in a rinz of towers with the same depth, M a 32 x 8§ matrix,
each element of which is the fraction of Er deposited in a particular ring for incoming
transverse energy from a certain polar angle interval.

Once a certain pscudorapidity bin is selected, all the particles not incoming to this
bin are filtered out. The surviving particles are tracked through the calorimeter. The
transverse energy deposited by these particles in one of the 32 rings of the calorimeter

can be expressed as

16
Di=3 Egsinb;  (i=1,2.....32), (4.22)
=1

in which j is an azimuthal index and ¢ is an index identifying the radial and longitudinal
position of the tower, E;; the measured transverse energy in the calorimeter cell, and
6;; the polar angle of its geometrical center. Each element of M is obtained {rom the

following relation:

by Dik . _ i
Mt'j == o ('t = 1,2, ...,32,] = 1,2, ...,8), (4.23)
Tkt Bk

where M;; is a matrix element corresponding to the response in the ith ring of the
calorimeter to the incoming transverse energy from the jth 5 interval, N the number
of events applied, D; i the transverse energy of the event number k detected in the ith
7ing of the calorimeter, and E;x the incoming transverse energy of the event number k

in the jth 5 interval.
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To obtain the corrected d E7/dy distribution from the experimental data the vector
@ is treated as a set of 8 parameters that are determined by unfolding the response
matrix M with the measured transverse energy array D. Since M is not a square
matrix, inversion of the matrix can not be achieved directly. Instead. we determine the
true d Ep/dn array & in the following way:
Equation (4.21) can be rewritten in the form of
8
Di=) Mger (i=1,2,..,32). (4.24)
k=1

Multiplying both sides of the equation by the inverse of response matrix, we have

32 32 8

S OMEDi =) MY (Muor)  (5=1,2,..,8), (4.25)
=1 =1 k=1

32 8 32

S MipDi=> (O MiMy)aw  (i=1,2,...8), (4.26)
i=1 k=1 i=1

where 372, M;; M;: is a square matrix. By inverting this square matrix, we obtain the

corrected Eg for the kth 7 bin.

8 32 32
o= (3 MuMa)™ Y MiD;  (k=1,2,..,8). (4.27)
j=1 =1 i=l

The effect of this unfolding procedure will be shown in Figure 4.34 and Figure 4.35.

Simulations on Trigger Bias

As stated in Chapter 3, the Er triggers used in the experiment are obtained by
summing signals from the summing box (FERA) of the participant calorimeter. To
simulate ET triggers we need to determine mean and RM S of the Er distributions of
the trigger thresholds which are set by FERA sums. Figure 4.25 shows FERA sum
with level 1, level 2 and level 3 triggers in dashed, solid and dotted curves respectively.
Here the FERA sum distributions are not corrected for downscaling factor to better

show the FERA sum cuts on a linear scale. The three threshold cuts for Ex triggers



can be determined by looking into the three leading edges of the distributions. The
FERA sum threshold is 45 for level 1 trigger, 95 for level 2 trigger and 145 for level
3 trigger. The three thresholds in FERA sum lead to three thresholds in traunsverse
energy, which are better shown in the correlation between measured E7 and the total
sum of FERA, as seen in Figure 4.24. The width of the lire. which is between 0.3
- 0.4 GeV, represents the RM S of the correlation. The dashed lines corresponds to
level 1 trigger, solid lines to level 2 trigger and dotted lines to level 3 trigger. A good
linear relationship is observed between Ey and FERA sum, though the corrclation is
not perfectly narrow. To take into account the trigger bias in the simulation. these Ep
and RM S values arc used for trigger simulations.

Figure 4.33 shows a test of trigger simulations with three generated cvents. Each
model produces four curves, representing minimum biased de/d Ex, do/d E+ with level
1 trigger, do/dEr with level 2 trigger and do/dEy with level 3 trigger, respectively.
The shapes of do/d ET at three level triggers are well reproduced by RQMD, indicating
that the triggers are well simulated. Other two models, HIJET and FRITIOF, yicld
similar results.

Tests with different thresholds in the Er of the events used to calculate the response
matrix, 0.8 GeV, 1.0 GeV and 1.2 GeV, show that the calorimeter response matrix is
not sensitive to this threshold. Values of the matrix elements do not always increase or
decrease with higher Er threshold setting. Most of the matrix clements show variation
of at most a few percent, while those matrix elements with small values have more
variation. These are mainly associated with statistical fluctuation. Since the shift of
the Er threshold has very little affect on the calorimeter response, we simply employ
a sharp E7 threshold representing the level 1 trigger when generating the response
matrix. This matrix unfolding method requires a large number of particles to populate
the detector cells, while the multiplicity production in proton-nucleus collisions is very
small compared to nucleus-nucleus collisions at the same energy per nucleon. Therefore,
we apply this unfolding approach to correct d Ex/dn distributions with E7 level 1 trigger
only.
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Figure 4.33: Trigger simulations with three generated events: the dotted lines are for
RQMD:; dashed lines are for HIJET}; solid lines are for FRITIOF. Each model produces
four curves corresponding to minimum bias, Er level 1 trigger, Er level 2 trigger and
E7 level 3 trigger respectively.
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Correction on d£7/d#n Distributions

To test this unfolding method, we pass the simulated events through GEANT/PROPUET
tracking code to obtain the equivalent of experimental data. These calculated data are
then unfolded using the matrix method and compared to the original Ep distribution,

Figure 4.34 shows the correlation between unfolded transverse energy and the in-
coming transverse energy in the acceptance of the participant calorimeter. The relation
is quite linear and in good agreement with the linc of slope 1 (shown in the figure) in
the range of incoming Er less than 3 GeV, which corresponds to 97% of the events.
Tkis result indicates a very small systematic error in this unfolding process. The spread
of the correlation is mainly caused by shower fluctuations.

The performance of the unfolding method on correcting d Ex/dy distributions with
generated RQMD, HIJET and FRITIOF events is shown in Figure 4.35. The x-axes
represent the eight 5 intervals from smaller polar angles to larger polar angles; the y-axes
represent E7 in arbitrary unit. Incoming ET before tracking are shown by solid lines,
ET seen by the calorimeter with GEANT/PROPHET tracking are shown as dashed
lines, and E7 after unfolding with the response matrix are shown as dotted lines. When
energetic particles enter a thinner calorimeter section, more energy leakage occurs. As
seen in the figure, the participant calorimeter measures about 70% of incoming particle
energy on average, while it measures less than 40% of incoming particle energy in the
acceptance of inner detector bins (bin 1 and bin 2) and measures approximately 90%
of incoming particle erergy in the acceptance of detector bin 5 and bin 6. Unfolded Ex
(dotted lines) are consistent with the original incoming E7 (solid lines) within 10% error
range except for section eight which corresponds to the low % corner of the participant
calorimeter where the errors reach 20%. The figure shows that the precision of the
unfolding is not sensitive to a particular model, indicating that urfolding results are

mainly determined by particle kinematics.
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Figure 4.34: Correlation between unfolded transverse energy and the original incident
transverse energy in the acceptance of the participant calorimeter.
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distributions.



97

Corrected d E1/dn distributions in the acceptance of the participant calorimeter are
thus obtained by employing the response matrix approach. For convenience the empty
target contributions are subtracted after unfolding the data with target-in and the
data without target respectively. The resulting corrected pscudorapidity distributions
of dE fdy in the forward acceptance are shown in Figure 4.36 for the p+Pb and p+Al
reactions (solid lines). The data before corrections for detector efficiency are shown as
dottied lines.

To obtain the complete picture of d Ep/dn distributions over the acceptance of both
the target calorimeter and the participant calorimeter, we combine pseudorapidity dis-
tributions of transverse energy from multiplicity trigger data, which covers the accep-
tance of target calorimeter, and from E7 trigger data in the acceptance of participant
calorimeter. Two more corrections on the data are needed to assure a proper compar-
ison. One is a correction to take into account difference in the trigger. The Er level
1 trigger on the participant calorimeter is more biased than the multiplicity pretrigger
which requires more than two charged particles in the forward acceptance. This cor-
rection due to different triggers is determined by applying the two types of cuts to the
simulated events. Table 4.4 shows the mean Er for three theoretical models with the
two different triggers. The trigger correction factor is then calculated by averaging the
mean Er shift due to trigger type from three models. It is determined that to normalize
the trigger bias, dE7/dn measured in the participant calorimeter acceptance needs to
be reduced by 0.9% for Pb target data and by 1.5% for Al target data.

The data measured in the target calorimeter acceptance include many events with
zero ET, as is shown in Figure 4.20. These events satisfy the pretrigger condition which
requires more than two particles registered in the charged multiplicity detector, while
they are not detected by the target calorimeter which covers a lower pseudorapidity
region than does the multiplicity detector. They include both real events whose prod-
ucts go beyond the acceptance of the target calorimeter, and fake events which should
be removed. The correction on zero ET events is performed in two steps. First we

remove all the zero Er events from the data, which will increase the values of mean Er
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Figure 4.36: Experimental dE;/dn distributions as measured by the participant
calorimeter for the p+Pb (upper part) and p+Al (lower part) reactions. The dot-
ted histograms correspond to distributions before corrections for leakage and the solid
histograms correspond to distributions after corrections.
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Tahle 4.4: Model comparison for mean E7 n.casured in the participant calorimeter

Pret riggcr_rET Level 1

Target Model Mean E7 relative shift
RQMD | 1.829 GeV | 1.848 GeV 1.04%

Pb HIJET [ 1.777 GeV | 1.793 GeV 0.90%
FRITIOF | 1.955 GeV | 1.972 GeV 0.87%
{Average) 0.94%

RQMD | 1.694 GeV | 1.724 GeV 1.77%

Al HIJET | 1.679 GeV | 1.699 GeV 1.19%
FRITIQOF | 1.738 GeV | 1.767 GeV 1.66%
(Average) 1.54%

—

per event. Then from theoretical models we estimate the decrease fraction in mean Er
per event duc to including those real events with zero Er. By combining the increase
factor obtained in the first step and the decrease factor obtained in the second step, we
can find the over-all correction of the experimental d Er/d7n measured with the target
calorimeter. The mean ET per event for the data with Pb target measured in the target
calorimeter is 0.374 GeV when including zero ET events, and it increases by 38.5% to
0.518 GeV when excluding zero E7 events. Similarly, the mean ET per event for Al
target measured in the target calorimeter is 0.206 GeV when including zero Er events,
and it increases by 52.9% to 0.315 GeV when excluding zero Er events. The change
in mean ET per event due to including zero Er events is obtained via looking into
three theorctical models, Table 4.5 lists mean Er and relative shift of mean Er due to
including zero ET events in the acceptance of the target calorimeter from three models.
This correction is calculated by averaging the three simulated E7 shifts, which is 8.8%
decrease in the mean Er for Pb target or 17.3% decrease for Al target.

Figure 4.37 shows pseudorapidity distributions of dE7/dn for Pb target (top) and
for Al target(bottom) over the acceptance of both the target calorimeter and the par-
ticipant calorimeter, with detector efficiency, trigger difference and zero E7 events fully
corrected. There is good agreement between the two data sets in the acceptance of two

different calorimeters. The Ep data points at 7 = 0.9 and 1.0, which are geometric
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Figure 4.37: Corrected dE;/dn distribution for p+Pb (upper part) and p+Al reaction
(lower part). The open dots are obtained with the target calorimeter while the close
dots are obtained with the participant calorimeter.
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Table 1.5 Model comparison for mean E7 measured in the target calorimeter

Target Madel Incl. 0 £7 events | Excl. O Er events | relative shift of < E7 >

RQAMD 0.458 GeV 0.499 GeV 8.9%
Ph HUJET 0177 GeV 0.510 GeV 6.9%
FRITIOF 0.276 GeV 0.306 GeV 10.8%
(Average) 8.8%
RQMD 0.268 GeV 0.315 GeV 17.5%
Al HIJET 0.276 GeV 0.316 GeV 14.5%
FRITIOF 0.207 GeV 0.249 GeV 20.2%

(Average) o 1_7.3% |

edgoes, carry relatively more uncertainty. The dEr/dn distributions after leckage and
geometrical corrections display Gaussian-like shapes. This will be discussed further in

the next chapter.

4.5 Data Analysis of Charged Particle Multiplicity

4.5.1 Raw Data

The multiplicity data were collected in two separated runs using the participant
calorimeter triggers and the multiplicity triggers respectively. The data from the first
run are mainly used for the study of correlation between transverse energy and charged
particle multiplicity. The data from the second run are used for studying multiplic-
ity distributions. The selection and reduction procedures for the two sets of charged
multiplicity data taken with the different types of trigger are very similar.

The beam position and incidence angle at the target are determined by the two
beam vertex detectors. As the spatial distribution of charged multiplicity is sensitive
to the vertex position of the beam, the offset of the beam from the target center due to
geometric misalignment of detectors needs to be corrected. The projection of all beam

tracks at the target is shown in Figure 4.38. Figure 4.39 shows the horizontal beam
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Figure 4.38: Beam track x projection in the target plane for all events. The shaded
areas correspond to the events rejected using beam position cut.
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position at the first multiplicity detector disk estimated from the average position of the
charged multiplicity hits in the multiplicity detector for events with at least four hits
registered by the detector, Xarypr, versus the same position measured by the beam
vertex detector, X gver. The data have been fitted with a straight line which represents
the average x position in the multiplicity detector over all events corresponding to each
X position at target mecasured with beam vertex detectors. It appears that there is an
offset of 4 mm between the beam position as determined with the beam detector and
the multiplicity detector. Therefore in the analysis of the multiplicity distribution, a
cut is introduced to accept only those beam particles that pass with £2 mm of the
center of the multiplicity detector. The white area in figure 4.38 corresponds to the
sclected events. About 40% of the events are accepted by this beam vertex cut.

The multiplicity detection inefficiency from various origins need to be corrected
before obtaining the true charged multiplicity distributions. Working as a hit detector,
the multiplicity detector registers occurrence of a charged particle in a given pad if a
signal is present above the threshold which corresponds to approximately one half of the
energy loss of a minimum ionizing particle. Therefore, the response of the multiplicity
detector is sensitive to the number of noisy and dead pads, the possible charge sharing
between neighbouring pads, multiple hits in a same pad, production of § rays, detector
noise, ctc.

The bad pads are easily identified by plotting hits versus the pad number. Figure
4.40 shows the hit frequency for 512 channels corresponding to the 512 pads in each of
the multiplicity detector disk. The channel number starts from ¢ pad of inner rings to
outer rings. The first disk of the detector has 8 rings and 64 pads on each ring. The
second disk has 12 rings: the twoinner rings of the disk have 16 pads each, the next three
rings have 32 pads each, then four rings have 48 pads each, and the outer three rings
have 64 pads each. The hit distribution for each disk is quite smooth in general. The
gross structures represent change in dN./dn while the more pronounced substructure
with a frequency of 16 to 64 channels corresponding to ring in the counters are due

to the beam misalignment discussed above. Dead channels and noisy chanpels can be
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easily recognized from this figure. These channels are ignored. Some detector pads
with very low gains or high gains are also ignored if their average occupancy deviates
by more than two standard deviations {rom the average occupancy of the other pads
in the same ring. Approximately 5% the pads are treated as bad pads. Because of the
ronuniform dN./dn distribution. the corrections for these pads are made ring by ring.
For each ring of the detector, the number of hits is plotted as a function of the pad
number. Assuming an azimuthal symmetry, the average hits per channel is estimated
over all good pads in the given detector ring. For example, Figure 4.41 shows the
number of hits in each pad (solid line) for ring 15 of the muitiplicity detector and the
calculated average hits per pad (dashed lire) for this ring. The corrected number of
hits for each ring is thus calculated by multiplying the average hit value by the total
number of pads in each ring.

Charge éha.ring between adjacent pads for a particle going through the detector close
to pad boundaries may cause the detector to register double hits. On the other hand,
more than one particles from the same event striking a given pad will register as a
single hit. The two processes have opposite effects on the number of hits registered in
the charged multiplicity detector. The effects of charge sharing on the measured total
charged multiplicity has been estimated to be less than 1% for the data obtained with
285 projectiles in reference [BA93]. Considering the fact that the mean multiplicity per
event for collisions with proton projectiles on Pb is approximately seven particles, we
can estimate that multiple hits will reduce the average multiplicity by = 0.05 particles.
For an event with multiplicity of 20 the multiple hits are estimated to be about 0.4
particles. The effect is even less for an aluminum target.

The effect of charge collection fluctuations on the charged multiplicity detection are
estimated using random triggers, and also found to be negligible. Figure 4.42 shows the
measured multiplicity hits for events obtained with random triggers. The multiplicity
distribution has a mean value of roughly 0.04, which represents the average number of

random hits due to charge collection fluctuations during each event.
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& rays produced in the target by a noninteracting charged projectile will also con-
tribute to multiplicity hits in the detector. Since the number of § rays increases with
Z? of the projectile, we can estimated the mean § production in the proton-nucleus
reactions by scaling the results from the Si-nucleus reactions reported in [BA92B]. We
estimate the § ray multiplicity to contribute on average 0.1 particle in the proton-lead
reaction. All these small effects are insignificant and no corrections for them have been
madc.

In Figure 4.42 onc observes a few events with very high multiplicity. It was deter-
mined that most of them are fake events caused by random electronic cross talk in the
detector. To eliminate these fake events a cut has been set to reject those events where
more than four contiguous electronic channels have fired. This cut does not modify
the shape of the de/d N, distribution but removes the events with unreasonably large

multiplicity. The cut rejects about 5% of the recorded events.

4.5.2 Charged Particle dN./dn Distributions

The dN./dn distributions are obtained by plotting corrected multiplicity as a func-
tion of pseudorapidity bin of the detector. The pseudorapidity granularity of charged
multiplicity is determined by the number of detector rings. For each ring of the detec.
tor, the removal of bad detector pads from data analysis causes detection inefficiency.
Table 4.6 shows the pseudorapidity granularity of the multiplicity detector and the de-
tection efficiency for cach detector ring. The first ring of the detector contains many
bad pads and is ignored in the analysis. The efficiencies of the other rings are estimated
by comparing the actual number of hits with the fitted average hits times the number
of pads in the ring.

The multiplicity in each ring from the raw data is divided by the corresponding
efficiency listed in the table. Figure 4.43 shows the pseudorapidity distributions of

charged particle multiplicity per event before empty target correction and after empty
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Table 14.6: Multiplicity detector ring-by-ring detection efficiency

Ring { Pseudorapidity range | Efficiency
1 3.86 - 3.38 small
2 3.38- 3.18 0.97
3 3.18 - 2.88 0.95
4 2.88 - 2,67 0.9
5 2.67 - 2,57 0.89
6 2.52-2.34 0.94
T 2.34- 2.20 0.88
8 2.20 - 2.07 0.90
9 2.07 - 1.96 0.93
10 1.96 - 1.83 0.68
11 1.83- 1.72 0.93
12 1.72- 1.61 0.90
13 1.61 - 1.51 0.87
14 1.51- 141 0.92
15 1.41- 132 0.92
16 1.32- 1.23 0.92
17 1.23- 1.14 0.92
18 1.14 - 1.05 0.96
19 1.05 - 0.96 0.95

L 20 0.96 - 0.88 0.89 |

target correction for pretrigger. The empty target contribution comes from unwanted
interactions which satisfy the trigger conditions. For pretrigger data, the empty target

contribution is about 10% for Pb target reactions or 20% for Al target reactions.

4.5.3 Charged Particle do/dN, Distributions

The raw charged particle multiplicity distribution (do/dN.)rqw is shown in Figure
4.44. The pretrigger (do/dN.)rqw for the reaction of p+Pb before empty target cor-
rection is shown in Figure 4.44(a) while Figure 4.44(b) shows the same distribution

after empty target correction. For the Al target the raw charged particle multiplicity
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Figure 4.43: Contribution of background interactions to dN./d7n. (a) dN./dn for p+Pb
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p+Al after empty target frame correction. The dashed histograms are for distributions
as measured using empty target frame.
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distributions before and after empty target correction are shown in Figure 4.44(¢) and
Figure 4.44(d) respectively. The background reactions associated with the empty tar-
get events are observed to produce basically less than 2 charged particles. For events
with more than two charged particles in the multiplicity detector acceptance the empty
target contribution is negligible.

To take into account the detector cfficiency and to find out the true spectra of
charged particle multiplicity, de/dN,, a Monte Carlo simulation has been performed.
One million Monte Carlo events were generated according to the measured multiplicity
distribution for cach target. For example, for the Pb target, the distribution shown
in Figure 4.44(a) was used as input to the simulation. The average ring efficiency is
reported in Table 4.6, and average ring occupancy is listed in Table 4.7 where the occu-
pancy is calculated from the ratio of total number of corrected hits to the total number
of events in cach ring. A probability table for the true charged multiplicity (Nc)erue
associated with a given multiplicity (N.)rew uncorrected for the detector efficiency is
then constructed.

For example, in a reaction for the lead target an event with (N )rq, = 10 has a
41.8% probability of being (N, lirye = 10, 35.9% probability of being (N)irue = 11,
16.0% probability (Nc)irue = 12, 4.9% probability of (N )irwe = 13, 1.0% probability
(Ne)erue = 14 and 0.3% probability (N,)¢rye = 15. Therefore, to obtain the true spectra
of charged particle multiplicity do/d N, for each value of (N, )raw, all the possible values
of (N¢)irue are unfolded with weights equal to their probabilities. The same procedure
is applied to correct for the Al target data and empty target data. Then the empty
target distributions are subtracted from the corrected target-in data.

Figure 4.45 shows the corrected do/d N, distributions for the p-+Pb reactions (Figure
4.45(a)) and for the p+Al reactions (Figure 4.45(b)). The detector efficiency correction
has not changed the trend of the distributions but extended the tails of do/dNcow

distributions. The mean multiplicity after correction has increased by about 8%.
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Table 4.7: Multiplicity detector ring-by-ring average occupancy

Ring | Occupancy (Al target) | Occupancy (Pb target)
2 0.034 0.019
3 0.064 0.038
1 0.056 0.037
5 0.046 0.032
6 0.063 0.047
T 0.055 0.044
8 0.052 0.044
9 0.048 0.042
10 0.061 0.056
11 0.056 0.054
12 0.054 0.054
13 0.056 0.066
14 0.050 0.058
15 0.050 0.059
16 0.052 0.066
17 0.051 0.070
18 0.050 0.067
19 0.049 0.069
20 BN 0.052 0.078
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Chapter 5
DISCUSSIONS

In this chapter a more detailed account of the results is given with a particular
emphasis on comparison of the experimental results with the predictions of three event
generators: RQMD, HIJET and FRITIOF. The correlation between the transverse
energy and multiplicity, the transverse energy per particle, and the scaling properties

of the multiplicity distribution will also be discussed.

5.1 Transverse Energy Distributions

Figure 5.1 shows the transverse energy spectra for 14.6 GeV/c proton-nucleus reac-
tions with lead and aluminum targets in the pseudorapidity range —2.3 < 7 < 1.0 (the
target calorimeter acceptance) for minimum bias multiplicity trigger (pretrigger). The
common feature of the do/dEr distributions in this backward acceptance is their mono-
tonic decrease with Ex. Unlike what is observed in Si+Pb collisions at the same energy
[BA90A], there are no flat plateau regions and steep fall-off regions in the transverse
energy spectra. This may be an indication that there is more significant fluctuations in
transverse energy production in proton-nucleus collisions than in heavy-ion collisions.

As seen in the figure, the transverse energy spectra at large angles show strong target
mass dependence. At 1 mb/GeV the measured transverse energy goes up to 2.4 GeV for
a lead target, compared to 1.6 GeV for an aluminum target. This effect may originate

from the fact that the heavier Pb nuclei will lead to more collisions and rescattering,
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Figure 5.1: Comparison between measured and calculated transverse energy spectra for
14.6 GeV /c proton induced collisions in the target calorimeter acceptance: (top) for Pb
target and (bottom) for Al target. Dots denote experimental data, and the histograms
denote model predictions.



and thereby produce higher mean transverse energy at backward angles.

In Figure 5.1 the data are compared to the prediction of the various models. The
observed target mass dependence is well predicted by all three theoretical models. The
results from RQMD and HIJET are in good agreement with the experimental data al-
though RQMD and HIJET have rather different pictures of underlying nucleon-nucleon
collision process. while FRITIOF considerably underestimates the production of trans.
verse energy for both lead and aluminum targets. On the other hand. FRITIOF and
RQMD predict quite different distributions although they both are based on the string
picture of nucleon interactions. The main difference in the models that could explain
this result is the lack of rescattering in FRITIOF. Better evidence of this will be shown
in the discussion of the dEz /d#n distribution.

Figure 5.2 shows transverse energy differential cross-section do' fdEr measured in the
pseudo-rapidity range 0.8 < 7 < 4.7 (the participant calorimeter acceptance) for the
level 1 Er trigger. The shapes of the distributions below the peak is mainly determined
by the threshold on the Er trigger. The distributions for both targets peak at the
same E7 mainly due to the effect of the trigger threshold. Contrary to what was
observed in the target calorimeter acceptance the distributions for both targets have
very similar shapes. The E802 collaboration has reported results on the Er distributions
for p++Au and p+Al in the pseudo-rapidity range 1.25 < 5 < 2.50 [AB92]. They
show that the do/dEyr ratio for p+Au and p+4-Al is approximately constant in their
calorimeter acceptance. This is consistent with the results of Figure 5.2. However, this
approximately constant ratio of differential cross-sections of Er for different targets
does not extend to the target calorimeter acceptance, as indicated in Figure 5.1. Such
a result suggests different spatial distributions of transverse energy for the two targets.

The do/dEr distributions from theoretical calculations are shown in dotted curves
for RQMD, dashed curves for HIJET and solid curves for FRITIOF. The shapes of the
do/dEr predicted by the three models are very similar. However, while the results
from RQMD and HIJET agrees well with data, FRITIOF somewhat overcstimates the
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produced transverse energy.

A better insight into the understanding of the transverse energy production is ob-
tained from the dEr/d# distribution. Figure 5.3 shows the quantity dE+/dy per event
as a function of the pseudorapidity 7 for proton-nucleus reactions with lead target (top
figure) and aluminum target (bottom figure) at 14.6 GeV/c. The data have been fully
corrected for detector efficiency as discussed in Chapter 4. They are shown as open
circles for the target calorimeter acceptance and as closed circles for the participant
calorimeter acceptance. The data points in the region 0.8 < 5 < 1.0 where the two
calorimeters are overlapping have relatively larger errors since they are at the edge of
the acceptance of each detector.

The measured dEr /d7 distributions for both lead and aluminum targets have roughly
2 gaussian shape with a width & = 0.9 urit of pseudorapidity. Both distributions peak
backward of the nucleon-nucleon center-of-mass rapidity (7 = 1.7). The lcad target
data shows a further shift backward by about one half unit of pscudorapidity rela-
tive to the aluminum data, confirming the importance of secondary interactions in
heavy target. This target mass dependence of the pseudorapidity distribution is con-
sistent with results of the E802 collaboration [AB92]. A similar shift is observed in the
dEr/dn distributions for events with high Ey. The lead-glass calorimeter acceptance
(1.25 < < 2.50) of the E802 set-up does not cover the peak of the dE+/dn distri-
bution for low Er events. These events correspond to a large fraction of the reaction
cross-section and thus a more quantitative comparison on the evolution of dEr/dn with
target is not possible.

The pseudorapidity distributions of transverse energy predicted by RQMD, HLIJET
and FRITIOF are also plotted in Figure 5.3. The calculations from RQMD and HI-
JET describe very well the experimental data, while FRITIOF predicted distributions
are peaked too far forward. In fact, FRITIOF produces distributions for both targets
peaked close to the nucleon-nucleon center-of-mass rapidity due to the lack of rescat-

tering in this model. The overly forward peaked distributions obtained with FRITIOF
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Figure 5.3: Comparison between measured and calculated pseudorapidity distributions
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explains the observed underestimate of the transverse energy production in the back-
ward region {figure 5.1), and its related overestimate in the forward region (figure 5.2).
Our data demonstrate clearly that the target mass dependence of do/dL+ depends
strongly on the pscudorapidity range over which it is measured. and thus the fact that
models describe do/dEr in one region may not be a good test of the model. Our present

result shows the importance of obtaining the full Er distribution dE¢/dn.

5.2 Charged Particle Multiplicity Distributions

Figure 5.4 shows the charged particle multiplicity distributions de/dN, for lead and
aluminum targets for the lowest threshold multiplicity pretrigger. The data shows
strong target dependence. For the lead target, the charged particle multiplicity spec-
trum extends up to 35 at differential cross-section of 0.03 mb per charged particle,
compared to a maximum multiplicity of about 22 for the aluminum target. As ex-
pected, more particles are observed for the lead target, since on average, the incoming
protons will have more collisions in a heavier target, and the collision products will also
have a larger probability to reinteract.

Predictions by the three models are also shown in Figure 5.4. The calculated mul-
tiplicity distribution shown in the figure are obtained by tracking the generated events
using GEANT. It includes the detector geometry and, in particular, electrons and
positrons originating from v conversion in the target and the effect of muitiple hits on
the detector. Figure 5.5 shows the effect of v conversion from #° decay in the tar-
get on the charged particle multiplicity distribution. The dotted line is the calculated
multiplicity of charged particles in the detector acceptance, while the solid line is the
distribution obtained after tracking. Because of the large target thickness it is observed
that 4 ray conversion to electron-positron pairs increases the mean charged multiplicity
by one unit for proton on Pb target reactions, while it has negligible effects on the data

obtained with the Al target.
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All three models, RQMD (dotted curves), HIJET (dashed curves) and FRITIOF
(solid curves), give very similar descriptions of the do/dN, distribution. They predict
the target dependence of the charged multiplicity very well. But the models underes-
timate systematically the production of charged particle multiplicity in the high mul-
tiplicity region for both targets. It should be noted here that the multiplicity detector
has a very low threshold and is sensitive to charged particle of all energy including low
cnergy target fragments and evaporated particles. This could be one of the source of the
observed discrepancy at high multiplicity. More detailed information on the difference
between the models can be obtained from the spatial distributions of charged particle
multiplicity .

Figure 5.6 shows the pseudorapidity distributions of charged particle multiplicity
dN./dn for lead and aluminum targets. A very important increase in dN./d7n is ob-
served for the Pb target at low pseudorapidity near the target region. Note that the
acceptance of the multiplicity detector does not cover the maximum of the distribution.
In the very forward region, near beam rapidity region (n = 3.4), charged particle mul-
tiplicity distributions for both targets converge, showing independence of target mass.
These experimental data are well reproduced by RQMD and HIJET, while FRITIOF
completely fails. FRITIOF again predicts too forward peaked distributions for both
targets.

Figure 5.7 shows the pseudorapidity distributions of charged particle multiplicity for
various charged multiplicity windows for proton or the Pb target (top) and for proton
on the Al target (bottom). All the distributions for different multiplicity intervals
converges near the beam rapidity. The changes of charged multiplicity mainly happens
at low rapidity, indicating that high multiplicity is mainly caused by rescattering in the
target.

To better illustrate the target effect on the pseudorapidity distributions of charged
particle multiplicity, the pseudorapidity distributions of charged particle multiplicity for

the same multiplicity window (5 - 7) for the lead and aluminum targets are compared
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in Figure 5.8. For the same number of charged particles. the pseudorapidity distribu.
tions for the two target are very similar in shape. The main difference appears at low

pscudorapidity. A similar behavior is observed for other slices tn total multiplicity.

5.3 Correlation Between Er and N,

As the participant calorimeter and the charged particle multiplicity detector cover
approximately the same pseudorapidity acceptance. the data measured with these two
detectors can be used to study correlation between these two global variables.

It has been observed that in heavy-ion reactions charged multiplicity distributions
are strongly correlated to the transverse energy [SI91]. Figure 5.9(a) shows correlations
between transverse energy and charged particle multiplicity for Si+Pb at 116 GeV/e
per nucleon. The heavy-ion data shows a linear relation between these two observables.
Although these data have not been corrected for the detector efficiency and the back-
ground interactions which contribute less than 10% of the events, the general trend of
the correlation is clear. Figure 5.9(b) shows the same correlation between the trans-
verse energy and the charged particle multiplicity for proton on lead at 14.6 GeV/e.
Although multiplicity shows somewhat an increase with Ez, the relationship between
these two observables is not evident.

Since three different Er triggers from the participant calorimeter have been applied
to the charged multiplicity measurement, we can plot multiplicity for different E7 trig-
gers However, the online Er triggers are not perfect cuts in the transverse energy mea-
sured in the participant calorimeter (see Chapter 4). Therefore, we have applied offline
sharp Ez cuts to examine the charged maltiplicity spectra for various Er windows,

To increase the number of data points without introducing big uncertainties in the
Er cut, the E7 window width is selected to be comparable to the calorimeter energy
resolution. Figure 5.10 shows the correlation between Er of generated events before

and after tracking in the acceptance of the participant calorimeter. The energy spread
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GeV/c.
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due 10 calorimeter resolution is about 40% of the incident cnergy.

Figure 5.11 shows charged particle multiplicity distributions do/dN, for various
transverse energy windows. All distributions are similar in shape, expect for the distri-
bution corresponding to the lowest Ex cut where the multiplicity peaks at the trigger
threshold of the multiplicity detector. The mean multiplicity of distributions are ob-
served to increase very slowly with the transverse energy. A more quantitative descrip-
tion of this feature is shown in Figure 5.12. The upper part of the figure shows the mean
charged particle multiplicity versus the average measured Er. In contrast with what is
observed in Si+Pb data, the present result shows that the mean charged multiplicity
increase only slightly with the transverse energy and this increase tends to saturate at
high Er. The lower part of Figure 5.12 shows the width (RM S) of the multiplicity dis-
tribution for the various transverse energy windows. The increase of multiplicity with
E¢ is much smaller than the width of the multiplicity distribution, whick confirms the
very weak correlation between the transverse energy and the charged particle multiplic-
ity in the data. As a comparison, the predictions from RQMD are also shown. RQMD
reproduces quite well the trend observed in the data. However, it predicts a somewhat

slower rise in mean multiplicity, and a narrower width of multiplicity distributions.

5.4 Transverse Energy per Particle

The transverse energy per particle can be obtained by comparison of the pseudora-
pidity distribution of transverse energy with the pseudorapidity distribution of particle
multiplicity. Figure 5.13 shows the pseudorapidity distributions of Et per charged
particle in the forward acceptance of the participant calorimeter and the multiplicity
detector. The distributions are obtained from the ratio of dEx/dn (Figure 5.3) to
dN./d7n (Figure 5.6). For this figure the dN./dn data have been rebinned according to
the n binning of the participant calorimeter. The Et per charged particle is observed

to be relatively constant over this pseudorapidity region. An average of 0.4 GeV of
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transverse energy per charged particle is produced for proton on lead. compared to 0.6
GeV o for Al indicating that the available energy is distributed over more nucleons in
the heavier target nuclel.

The three model calculations shown in the figure reproduce very well the near flat
distributions and the target dependence. For the Al data, HIJET and FRITIOF slightly
underestimate the produced energy. Even though FRITIOF predicts too much forward
peaked distributions of both E and particle multiplicity, the ratio of the two observ-
ables deseribe the the data quite well. This shows that E7 per particle is not a very
stringent test for models.

In the backward region, the particle distribution is determined by the energy cluster
distribution measured in the target calorimeter. The detector response to clusters in
the target calorimeter acceptance is corrected by comparison of the distributions of
(before and after tracking) generated events using GEANT. Qur simulation shows that
the efficiency of the target calorimeter varies considerably with the type of particles.
Figure 5.14 presents detection cfficiency for (a) protons, (b) neutrons, (¢) =+ and ==,
(d) =2 and ¥ in the acceptance of the side wall of the target calorimeter. There is
about 70% probability that a charged hadron emitted in the 5 acceptance of the target
calorimeter produces a cluster, while there is only about 10% probability for a neutron
io produce 2 cluster. Because of the sensitivity of this calorimeter to photons, on
average more than one cluster is observed by emitted =°.

The ratio of Er to the number of clusters as a function of pseudorapidity is shown
in Figure 5.15. The Et per cluster in the plateau region is about 200 MeV for the Pb
target and 250 MeV for the Al target. Predictions from the three models are shown
by different histograms in the figure. All models describe very well the trend of the
distributions, but FRITIOF slightly underestimate the Er per cluster.

Since the clusters measured in the target calorimeter include the contribution from
both charged and uncharged particles, one cannot compare the value of this ET per

cluster with that of Ey per charged particle in the forward acceptance. However, for
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cach target the shape of the two distributions (Figure 5.13 and Figure 5.15) match
smoothly in the overlapping pseudorapidity. The near flat distribution over the par-
Licipant calorimeter acceptance extends down to near = 0 in the target calorimeter
acceptance, and then the encrgy per cluster becomes much smaller as we move to back-
ward angle, reflecting the quick decrease of the available energy. This trend of the
distribution is well reproduced by all three calculations.

Figure 5.16 shows comparison of Ex per charged particle for p+Pb and Si+Pb
reactions at the same beam cnergy per nucleon. The data for Si+Pb are taken from
refs. {BA92B] and [ZH93] and correspond to the most central 7% of the events. The two
distributions are relatively constant against pseudorapidity and are similar in shape.
The average transverse energy per charged particle for Si+Pb is about 0.45 GeV, 10 to
20% higher than what is observed for p+Pb data.

This projectile dependence is also seen in the Pr data obtained by the E802 Collab-
oration [CH93, AB91, ZA92]. The particle invariant cross-section plotted as a function
of the transverse mass (mr) at fixed rapidity are well described by an exponential.
Over the pscudorapidity range 7 = 1.2 to 1.4, the value of the inverse slope parameter
(Boltzmann temperature) for charged pions increases from 154 MeV for p+Au collisions
to 163 MeV for Si+Au central collisions. For protons the observed increase is from 150
MeV to 220 MeV. The overall trend of the change in the inverse slope parameter for

charged pions and protons is consistent with the present result.

5.5 Scaling of Charged Particle Multiplicity
It was predicted by Koba, Nielsen and Olesen [KO72] that in high energy hadron-
hadron collisions multiplicity distributions P(/V,) obey the scaling law .
< N.> P(N.) = f(N./ < N. >), (5.1)

where < N, > is mean multiplicity of charged particles and f is an energy independent
function. This scaling law is often referred to as KNQ scaling.
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It has been reported in ref. [BA92B] that the multiplicity distributions of charged
particles for central Si induced collisions show scaling properties similar to KNO scal-
ing. Figure 5,17 shows charged particle multiplicity data from several pseudorapidity
intervals for three targets as a function of KNO variable N./< N >. It was observed
that multiplicity distributions at various pseudorapidity intervals are very similar in
shape, approximately Gaussian with a slight tail, and have similar fractional width (i.c.
c/< N >) except near beam rapidity where the distributions are much broader for all
three targets.

In Figure 5.18 the relative distributions for the same pseudorapidity interval are
shown for the three targets, The Cu data and Al data are scaled up to the Pb data for
comparison. It is observed that the scaled multiplicity distributions are very similar for
the different targets and the widths of the distributions are comparable.

To try to better understand the origin of this scaling in the Si-nucleus data, we have
performed a similar analysis for the p+Pb reaction. As shown in Figure 5.19 the charged
multiplicity distributions produced in the p+Pb collisions also seem to have this scaling
property. However, in contrast to what is observed in heavy-ion induced reactions, the
distributions for the p+Pb are not Gaussian but peak at N.=0 and are closer to binomial

or Poisson distributions, indicating the characteristic of low multiplicity behaviour.

Table 5.1: Relative width /< N, > of the multiphcity distribution for p+Pb. The
third column gives average number of particles in the 7 range considered. The last
column gives the expected statistical variance for N..

7 Range | o/< N.> | N. | 1/VA.
0.88-1.23| 1.05 |1.57] 0.80
1.23-1.61 1.04 1.38 0.85
1.61-2.08 | 1.02 [1.13] 0.4
208267 1.00 {092| 1.04
267339 117 |052] 139

Average 1.05 1.16 | 1.00

In order to better quantify the shape of the measured distributions, Table 5.1 presents
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the ratio of the variance of the muitiplicity distributions to the average multiplicity (i.e.
the variance of the distributions /< N, > plotted in KNO variables) for p+Pb. The
values are obtained directly from the data and are listed in the second column of the
table. The third column lists the average number of particles in the n range concidered.
The last columa gives the expected statistical variance for N.. It is observed that on
average the relative width /< N, > of the multiplicity distribution is consistent as
being mainly determined by statistical fluctuations in the number of detected particles.

This uncxpected observation prompted us to perform a similar analysis for the Si
induced reactions. For this purpose the Si data of Figure 5.17 was fitted to a Gaussian.
As in Table 5.1, results for Si+Pb, Si+Cu and Si+Al are listed in Tables 5.2, 3.3 and
5.4 respectively. One observes that except for the highest rapidity bin where the data
arc not Gaussian, the width of the distributions are almost constant for a given target.
However, contrary to what is indicated in ref. [BA92B] and what is suggested by Figure
5.18, the Si data present a weak but significant dependence of the average fractional
width ¢/< N, > on the mass of the target nucleus. Furthermore, the width of the
distributions are in general consistent, within error, with that expected from statistical
fluctuations in the number of particle in the 7 range considered. The only exception
is for the Pb target at small pseudorapidity where the measured width is significantly
larger than that expected from statistical fluctuations. Thus one can conclude from the
present analysis that contrary to what had been suggested, the multiplicity distributions
do not really follow KNOQ scaling.



Table 5.2: Same as Table 5.1 for Si+Pb

ﬁzmgeT o/< N.>| N. T/\/"T:
0.88-1.41 0.225 47.6 1 0.1.15
1.41-1.96 0.209 43.91 0.151
1.96-2.56 0.203 314 | 01577
2.52-3.18 0.202 19.2 ] 0.228
3.18-3.86" 0.467 7.3 | 0370
Average 0.210 355 | 0.175

* 7 range not used in calculating the average.

Table 5.3; Same as Table 5.1 for Si+Cu

* 7 range not used in calculating the average.

[ 7 Range [o/<N.>] Ne | 1/VA:
0.88-1.41 0.256 2041 0221
1.41-1.96 0.243 23.8 | 0.205
1.85-2.56 0.239 21.5 | 0.216
2.52-3.18 0.264 15.7 { 0.252
3.18-3.86" 0.467 7.9 | 0356
Average 0.250 204 0.224

Table 5.4; Same as Table 5.1 for Si+Al

* 7 range not used in calculating the average.

- 7 Range | o/< !;’-c > | Ne 1/\/!_7:—
0.88-1.41 | 0288 |11.7)| 0.292
1.41-1.96 | 0.275 | 158 0.252
1.96-2.56 | 0.266 |16.1| 0.249
2.52:3.18 { 0275 |14.5| 0.263
3.18-3.86 | 0.481 83 | 0.347

l_Average 0.276 | 14.5| 0.264
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Chapter 6
SUMMARY AND CONCLUSIONS

Transverse energy and charged particle multiplicity in 14.6 GeV/c p+Al and p+Pb
collisions have been studied using E814 setup at BNL-AGS. The distribution of trans-
verse energy was measured in the pseudorapidity raage —2.3 < 7 < 4.7 and charged
particle multiplicity was measured in the pseudorapidity range 0.9 < 7 < 3.4.

As the target nuclear mass increases, the pseudorapiditv spectrum of transverse
energy and charged particle multiplicity show an increase in the central and target
fragmentation regions, and the peak of the distributions exhibit a backward shift to
lower rapidities. While only a small shift relative to the nucleon-nucleon center-of-mass
rapidity (5 = 1.7} is observed for the lighter aluminum targe:, the peak of dE/dn shifts
towards lower pscudorapidities by 0 3 units for the lead target. This result indicates
the importance of secondary interactions in the dissipation of energy in reactions at
AGS energy.

The correlation between the transverse energy and the charged particle multiplicity
was also investigated in this experiment. The proton-nucleus data are dominated by
fluctuations and display a very weak correlation between transverse energy and charged
particle multiplicity, in contrast to what has been observed in nucleus-nucleus collisions.

-From our data one has extracted the mean transverse energy per charged parti-
cle, which is observed to be relatively independent of pseudorapidity rapidity in the
forward acceptance of the participant calorimeter. From the data measured with the
target calorimeter, the transverse energy per particle has also been determined in the
target fragmentation region using the detected energy cluster in the target calorimeter



acceptance as a measure of the particle multiplicity. The Ep per particle is observed to
decrease significantly in that part of the pseudorapidity space. The mean encrgy per
particle for the proton-nucleus reaction is found to be slightly lower than that observed
with Si beam at the same energy per nucleon . Such a result is in agreement with the
spectrometer data on the transverse momentum of the identified particles, confirming
that a higher Boltzmann temperature is achieved in heavy-ion induced reactions.

The scaling property of the charged particle multiplicity has also been studied. This
work was motivated by the observation that multiplicity distributions measured in
Si-nucleus reactions at the AGS follow KNO scaling. Although the pscudorapidity
dependence of the number of charged particles for the proton-nucleus data scems to
consistent with the KNO scaling, a more detailed study of both proton-nucleus and Si-
nucleus data shows that the width of the multiplicity distribution is mainly determined
by statistical fluctuations in the number of detected particles. Contrary to what had
been suggested, the present study concludes that the pseudorapidity dependence of
charged particle multiplicity distributions do not have scaling properties.

The experimental results have been compared with three theoretical models used
to describe nucleus-nucleus zcllisions. RQMD and HIJET reproduce well the pscu-
dorapidity distributions of transverse energy and charged particle multiplicity, while
TRITIOF predicts too forward peaked pseudorapidity distributions for both observ-
ables. These models describe very well the observed trend of the correlation between
transverse erergy and charged particle multiplicity for the proton-nucleus collisions,
but underestimate fluctuations. The models also reproduce well the measured average
transverse energy per particle over the full pseudorapidity range of the the present data.
Although models like FRITIOF do not include rescattering, they can reproduce well
the do/dET distributions in certain pseudorapidity range as well as the observed Et
per particle distributions.

In conclusion, the evolution of the measured global observables with the mass of the

target in the proton-nucleus reactions reinforces the conclusion reached with heavier
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heams that significant rescattering or multiple scattering is present and contributes to
the evolution of the energy deposition in the colliding system. This must be taken
into account in the models used to describe heavy-ion collisions since rescattering of
the secondaries should strongly influence the space-time evolution of the energy density
distribution in heavy-ion reactions and thus is relevant to the maximum energy density
reached in such collisions.

The RQMD event generator reproduces very well all the features of the data. This
adds confidence that this model provides a good representation of heavy-ion collisions
at AGS energy as long as the system stays in the hadronic sector.

On the other hand, our simulations shows that models like FRITIOF that do not
include rescattering fail to reproduce the pseudorapidity distribution of the transverse
energy and particle multiplicity. However the total transverse energy produced by
FRITIOF is close to that observed. This explains that this model has some success in
reproducing experimental do/dEr distributions and also the dEr/d7n distribution for

symmetric or nearly svmmetric systems like Si+Al or AutAu.
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