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ABSTRACT

Abstract

An object recognition system called ORBI is proposed and implemented for use on a mobile

robot. ORB utilizes the QUADRIS sensor platform. developed at the Centre for Intelligent

Machines (eIM) at McGill University, which is composed of two BIRIS2 laser rangefind­

ers. ORB performs a series of sensory and perceptual tasks in conjunction with a mobile

robot control architecture called SPOTT. ORB's main task is to sense the mobile robot's

SUITOundingS and provide laser range data, in the form of line segments, for SPOTT's map

database. In an office environment, ORB aIso identifies and labels the structural objects

(i.e., walls, doors) in this map. While navigating through an office space, the mobile robot

may be required to search for certain abjects in the area. In these scenarios, ORB is used

ta recognize the movable objects (i.e., chairs, tables and desks).

ORB is able to perform its tasks in a fast and efficient manner by using simple models to

represent the structural and movable abjects in its database. ORB's recognition procedures

only require sparse sets of range scans ta identify the aforementioned objects. The structural

object models are built from prior knowledge of the office environment. For example, the

doorway model would consist of the known doorway widths round on the experimental office

Boor. ORB has been tested extensively in the CIM environment, but it can aIso be applied

ta any office space provided the structural dimensions are known a priori. ORB's models

for the movable objects are idealized descriptions with the object's surfaces represented by

planes. The physical dimensions of the movable object models are defined by Architectural

Standards, as office furniture are built ta confonn to these standards.

l A system for Object Recognition and map Building using the QUADRIS sensor platfonn on a mobile robot.
20fficial trademark of the National Research Council of Canada.
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RÉSUMÉ

Résumé

Un système de reconnaissance d'objets appelé ORB est proposé et réalisé sur un robot

mobile. ORB utilise la plate-forme de capteur QUADRIS développée au Centre pour des

machines intelligentes (CMI) de l'université McGilL Cette plate-forme est composée de

deux capteurs télémétrique amIS (marque de commerce officielle du Centre nationale de

recherche du Canada). ORB accomplit une série de tâches perceptives et sensorielles en

conjonction avec un système de contrôle de robots mobiles appelé SPOTT. La tâche prin­

cipale de ORB consiste à mesurer l'entourage du robot mobile et à procurer des données

télémétriques, sous forme de segments de droites, pour la banque de données cartographique

de SPOTT. Dans une environnement de bureau, ORB identifie et étiquette les principaux

éléments structuraux (ex.: les murs et les portes) dans cette carte. Tout en navigant dans

cet environnement de bureau, une des tâches du robot mobile pourrait être de chercher

certains objets. Dans un tel scénario, ORS is utilisé pour reconnaitre les différents objects

meubles (ex.: chaises, tables et bureaux).

ORB effectue ses tâches d'une manière rapide et efficace en représentant par des modèles

simples les éléments strn.cturaux et meubles dans sa banque de données. Les modèles des

é1IÎ1ents structuraux sont construits à partir d'information préalable sur l'environnement de

bureau. Par exemple, le modèle du cadre de porte pourrait consister en des dimensions

connus de cadre trouvés sur le plancher du bureau. ORB a été testé intensivement dans

l'environnement du CMI, mais il peut aussi être appliqué à n'importe lequel espace de

bureau à condition que les dimensions des éléments structuraux soient connues a priori. Les

modèles de ORB pour les éléments meubles consistent en une représentation idéalisée par

plans. Les dimensions physiques des modèles des meubles sont conformes aux standards

architecturaux comtemporains puisque ceux-ci guident le design des meubles rencontrés

couramment.
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CHAPTER 1. INTRODUCTION

CHAPTER 1

Introduction

An autonomous mobile robot can be used in any number of potential applications. Sam­

pIe applications indude office automation (e.g., mail delivery in an office building or food

delivery in a hospital), security surveillance of an office or warehouse environment, and ex­

ploration of remote or hazardous areas. In each application there will be specific tasles that

the robot will be required to carry out. First of aIl, the robot must be able to navigate in its

environment in arder to carry out its assignments. The navigation process will require that

the robot perform. certain tasks to aid in the path planning. For instance, since localization

is imperative for any navigation system, an example of a navigational task as described

above would be landmark detection. This is important for certain localization algorithms

which rely on positioning with respect to known landmarks in the environment[6]. Tue

robot may then be asked to perform further tasks specific to the application once it bas

successfully navigated to its goal location. These tasks may include searching for an object

or landmark, manipulating an object, or just compiling information about the scene (i.e.,

mapping).

The tasks described above illustrate situations in which a mobile robot must be able

to recognize objects in its surroundings. We present an object recognition system called

ORBI for mobile robot navigational tasks. ORB performs the following sensory and

perceptual tasks:

(i) ORB scans and retrieves range data from an indoor environment ta build a map for

navigational purposes.

1A system for Object Recognition and map Building using the QUADRIS platform on a mobile robot.
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CHAPTER L INTRODUCTION

(ü) ORB recognizes and labels structural objects2 found in an office environment, like

walls and doorways. 1t determines if the doors found are open, c1osed, or partially

open.

(üi) ORB recognizes movable objects3 like chairs, tables and desks.

ORB uses a mobile robot sensor platform called QUADRIS4 , which is comprised oftwo

laser rangefinders, to carry out the sensory tasles outlined above. The landmarks recognized

by ORB, as described in tasks (ü) and (fi), can be categorized into the following three

groups:

structural objects: These are landmarks that are part of any office Hoor foundation:

for example, walls and doorways. The doorways have an additionallabel associated

with them concerning the status of the door, whether it is open, partially open or

closed.

Dlovable objects: These are larger scale objects found in an office environment that

can be moved around, such as furniture items like chairs, tables and desks.

parametric geons: These are specifie shapes, such as blocks and cylinders placed in

the environment5 • Work is currently being done at CIM to recognize these objects

using QUADRIS, but is not within the scope of this thesis. Further information can

be found in [41].

In order to recognize the three types of objects, we need to build a database of models

describing each of them. The models for the structural abjects are built from prior knowledge

of the environment. 1t is assumed that access to the structural dimensions, sueh as doorway

widths, are available a priori. The doorway model for instance, would be defined as an

opening of a certain width that is found along a wall. That width would have to faU within

the range of known doorway widths in that environment. The movable abject models are

built using information provided by The Ameriean Institute of Architects' Architectural

Standards [1]. Office furniture items like tables, desks and chairs are built to conform

to these standards. Therefore, standard features sucb as tabletop heights and chair seat

heights can be used to build the model database. For example, our chair model consists of a

horizontal plane representing the chair seat at a standard height, as defined by Architecture

2These are part of the permanent structures of any office building.
3These are fumiture items which can be moved around in the environment.
"QUADRIS was built at the Centre for Intelligent Machines (CIM) at McGill University.
5 Biederman[5] theorized that all objects can be composed of geon parts.
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CHAPTER 1. INTRODUCTION

Standards[1]. There is also a vertical plane representing the chair backrest. More detailed

descriptions of the abject models are found in Chapter 4.

1. The Issues

As mentioned above, ORB is a recognition system for use on a mobile robot using

QUADRIS as the sensor platform. The tasks are to (i) build a map of an unknown envi­

ronment and/or update a previously defined map (ii) recognize and labellandmarks on the

map, such as walls and doors (ili) recognize common office furniture items like chairs and

desks. The motive for creating ORB is to exploit the ftexibility of QUADRIS in performing

these tasks in a fast and·efficient manner_

1.1. Why Use QUADRIS?

In building a map of the environment, there is a choice for the type of sensor ta use on

a mobile robot. The predominantly used sensors for mapping are ultrasonic time-of-flight

sensors as weIl as laser rangefinders. Laser range data are genf.rally more accurate and less

prone to noise, but the laser rangefinders themselves are bulkier and need more power ta

operate. Sonar sensors are generally available on mobile robots, are less costly in terms of

hardware and will provide a complete scan in every direction around the robot. But sonar

data are plagued by low resolution as weIl as problems sucb as specularity and multiple

reflections[27]. These inherent problems make it very difficult to use sonar data for abject

recognition and cause problems in mapping as weIl[22] . The difficulty of recognizing open

doorways using sonar data is documented in [14]. Better resolution and more reliable data

are needed for recognizing and labelling the objects outlined above.

There is also the issue of the computational time needed for the recognition procedure.

Typical image-based recognition techniques are generally computationally expensive[4].

However, the BIRIS6 laser rangefinder acquires range information quicldy7 and accurately

with little computational overhead[24].

This research uses a mobile robot sensor platform called QUADRIS8 which was devel­

oped at the Centre of Intelligent Machines (CIM) at McGill University. QUADRIS is a

range sensing system comprised of two independently controlled laser rangefinders (BOOS),

which have two degrees of freedom each, a pan and a tilt movement. BOOS was developed

at the National Research Council of Canada (NRC)[8][9][40][54].The laser rangefinders can

60fficial trademark of the National Research Couneil of Canada. Name cornes from "Bi-iris", or two-eyes.
TRange data are acquired at 10 frames/second on our sensor.
8Name derived from the fact that two BOOS sensors are used on this platfonn.
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FleURE 1.1. QUADRlS: A Mobile Robot Sensor Platform. QUADRIS is composed of
two BIRIS sensors mounted on pan-tilt units.

be used together in a stereo mode, or independently in a "divergent stereo" mode, by point­

ing them in opposite directions. Having this ftexibility facilitates covering as much of the

robot's surroundings as possible during map building. The BIRIS sensor projects a laser

line into the scene, from which it produces an array of range data. The QUADRIS platform

will be discussed in further detail in Chapter 5 and can be seen in Figure 1.1.

In QUADRIS, ORB has two BOOS laser rangefinders at its disposai. The BIRIS sensors

provide range data up to 5 metres, with an accuracy of 2 cm up to a distance of about 2

metres, which is the normal operating range when working in an office environment. Having

the two laser sensors on separate pan/tilt units which can be controlled independently

provides ORB with great ftexibility for mapping its environment. For instance, if we know

the robot is in a hallway, then the points of interest will he towards the walls on each side

of the robot. The two BIRlS sensors would then be pointed ta each side of the robot,

perpendicular to its line of motion. A scanning pattern for a hallway would constitute two

or three range readings to the sides for each scan to the front of the robot, which generally

will he Cree of obstacles. This is one way ta utilize the Hexibility of QUADRlS to sense the

environment more efliciently.

4
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1.2. The Tasks

The path planning for the mobile robot is done using a "task driven behavioral naviga­

tion" system developed at CIM, called SPOTT(68]. The mobile robot oavigational tasks

are carried out by SPOTT, and are based on the verbs "Ga' and "FIND". GO commands

are directives which specify the spatial coordinates to which the robot is ta navigate to.

The FIND command requires a description of the object the robot is required to locate, but

the spatial location is not known(68]. In conjonction with these navigational tasles, ORB

performs a series of sensory and perceptual tub as outlined previously.

1.2.1. "GO" Commands

In an office environment, GO commands will generally have the robot move from one

room to another, or from a hallway into a room. In any case, some passageway into these

rooms must be clear for these tasks ta be completed. These passageways are doorways,

which can either be open or closed. In adynamie environment, doors can be opened or

closed at any given moment so they cannat be mapped a priori. These doorway states need

to be updated during the navigation process, and ORB provides this functionality. While

navigating down a hallway, ORB will detect the doorways and determine whether the doors

are open, closed, or even partially open.

1.2.2. ':FIND" Commands

The FIND command is a task that can be of the following variation: "GO to Room 122

and FIND a CHAIR". Sa in the process of navigating to a goal location on the office fioor,

we add the additional task of finding a chair, or sorne other abject. The act of locating the

chair is not within the scope of this thesis, but is part of ongoing research done at CIM. The

act of scanning and recognizing the chair is done by ORB, which as of now assumes that

the chair is in view of one of the BOOS sensors when the command is given to recognize it.

The assumption is that the "attention problem" has been solved and the object's location

is known. ORB then determines what the object is.

1.2.3. ORB Sensory and Perceptual Tasks

The sensory and perceptual tasks performed by ORB aid in the completion of the

"GO" and ':FIND" commands, as described above. There are three main tasles, as was

outlined previously. Task Ci) is for ORB to provide range data for SPOTT, which uses its

behavioral architecture to perform dynamic path planning. H SPOTT has a pre-defined

map of the environment, any objects detected by ORB that are not aIready in the map

5
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are simply added by SPOTT to its map database. Continually updating the map is crucial

for navigating in a dynamic environment, for it is impossible to have a complete map of

everything on the floor a priori. At best, a partial map of the permanent structures is all

that will be available at the start (e.g., an architectural CAD map). While updating and

building this map, ORB performs task (ü) in which it recognizes the structu.ral objects, walls

and doors. ORB sends SPOTT the locations of these landmarks so they can be labelled in

the map. Task (iü) is part of a set of task commands available for the mobile robot that

are issued by SPOTT. An example of one such task is: "Find a Chair". In this case, once

an object that is suspected of being a chair has been located9 , ORB is used to scan and

determine if the abject is indeed a chair.

1.3. Performance

SPOTT is a ''real-time'' mobile robot control architecture in that it responds ta changes

that occur in the environment. It will be shown that ORB's sensor updates ta SPOTT are

fast enough to allow the mobile robot to move at human walking pace (approximately 1

meter/sec.), which is SPOTT's target speed. In order to have the recognition process done

at reasonable speeds, the models for both the structural and movable abjects are kept very

simple. For the movable objects, the robot will need ta remain stationarylO for ORB to

scan the object.

ORB's map is a 2D representation of the environment. Hence, even though QUAORIS

could provide a 3D description of the surroundings, it is sufficient that the structurai object

models be 20. These objects are vertical planar structures, 50 their 30 representations can

be projected down to a 2D plane. Any horizontal sIice through a wall or door will look the

same no matter where it is taken.

The features used to design the structu.ralobject models are those which cao he detected

by a horizontal laser scan line. The width of a doorway is one sucb feature and can be

detected via a series of horizontal scans, which generally number 4 or 5, spanning the width

of the doorway. It is not necessary to take a whole range image of the entire door just ta

find its width. Walls cao he modelled in 2D as well since they are vertical planar structures.

The wall model consists of the distance of the wall to the sensor and is updated as the robot

moves along the hallway. The distance of the wall to the sensor can he found from one laser

tine scan.

9The attention problem, or process of locating the abject in the scene, is not addressed in this work. lt is
assumed the abject has been localized before the recognition process bas started.

100n the arder of 20 seconds or less. This amount of time consists of the communication witb and movement
of the PTUs, as weil as the processing of the data.
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The movable abjects require a more sophisticated model, but it is still a simple one ta

compute. An idealized model is proposed, in which each of the objects are represented by

a series of vertical and horizontal planes. Having the objects modelled by planar surfaces

simplifies the matching process since the laser scan lines can be easily fit to planes. These

planes can be approximated without having to take a dense range scan of the object. For

instance, is was found that a set of oo1y 5 or 6 line scans is enough to model the plane of a

chair's seat. These models will be discussed further in Chapter 4.

2. The ORB System

The ORB system consists of severa! parts, as outlined in Figure 1.2. It communicates

with two modules: SPOTT and the QUADRIS platform. The task commands come from

SPOTT.1n the case where SPOTT is performing a GO command, its task for ORB will be

either (1) Scan Hallwayor (2) Scan Room, depending on where the robot is at the time.

If it is carrying out a FIND comm.and, then it would send ORB one of the following Scan

Object tasks: (1) Scan Chair, (2) Scan Table or (3) Scan Desk. Agam, in this latter case,

ORB assumes that the object location is known so the attention problem is not addressed.

A user can also invoke these tasks via a graphical user interface (GUT).

The aforementioned tasks determine what actions ORB will take. The first course of

action is how to position the QUADRIS sensor heads. For each task or scenario, a different

scanning pattern is needed. For example, if the robot is navigating down a hallway and the

Scan Hailway task has been issued, then ORB will have the two laser rangefinders point to

the sides of the robot, scanning the walls and doors. ORB will not scan behind the robot,

and will oo1y occasionally scan to the front since the assumption is that the hallway will

not be cluttered. A depiction of this scenario can be found in Figure 1.3. A Scan Room

task, on the other hand, would need a different kind of sensor control. It is assumed that

obstacles in a room are likely to be present all around the robot, so the sensors will scan

equally to the sides as to the front. H the task is to scan a movable object like a chair, then

the scanning pattern of the laser rangefinder will reBect the model of the chair. ORB will

he looking for planar surfaces at standard dimensions as defined by Architectural Standards

[11. An illustration of such a situation can be found in Figure 1.4.

Once the rangefinders have been properly positioned, a range scan is taken and ORB

receives an array of range data from QUADRIS along the laser line. ORB then processes

the range data to obtain a line segment representation of the data. Now, depending on what

the task is, the appropriate recognition module is called. The movable abject recognition
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FIGURE 1.2. Overview of ORB System. The ORB system and how it communiates with
SPOTT and the QUADRIS platform is shown. SPOTT sends a task command to ORB. which then
determines how it should position the rangefinders before taking a scan, as weil as what recognition
process it must perform. It processes the data, obtaining line segments before callinc the appropriate
recognition module. The Hall Scan and Room Scan recognition processes produce labels for each
line segment. The labels and line segments are then sent back to SPOTT. In the case of the Object
Scan task, several scans must be taken before the recognition process is complete, and only then is a
label returned to SPOTT.
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FIGURE 1.3. Mobile Robot Scanning Hallway. As the mobile robot travels down a CIM
floor hallway. ORB is in San H~llwaymode in which the QUADRIS ranpfinders are focused on the
walfs and doors to the side of the halfway. Rance data is retrieved alon& the laser line.

FIGURE 1.4. ORS Scanning a Chair. ORB is in San Ch~i'" mode and in the process of
scanning the chair backrest. Knowin& thOlt the backrest will be Olt a stôlndôlrd height for chairs. it looks
for CI vertical plôlne Olt thôlt loation. Once it determines that a vertical plane is indeed present. it
continues by SCôlnning the chair seat looking for a horizontal plôlne at the standard height.

process, or Scan Object module, is called when the task is ta scan a chair, table, desk or

other movable object. In this case, several scans at different vertical heights are needed

before the recognition process is complete. When a hallway is being scanned, the structural

object recognition process, or Scan Hallway module is called. These modules produce labels

for each object or landmark that has been successfully recognized. These labels are attached
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to the corresponding line segments indicating their position in the map. The Scan Room

task does not attempt to recognize any objects. It simply returns line segments in order

to build a map of the area. Since these objects are not being modelled, the default label

given to each line segment is "unknoum object'. This is aIso the label given any object net

fitting any structural object descriptions while scanning a hallway. The line segments and

their corresponding labels are sent to SPOTT, which then computes the appropriate path

for the robot[681. The task is performed until a new task command is delivered by SPOTT

or the user. A description of the varions ORB tasks can be found in Figure 1.5.
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TASKS Scan Hallway Scan Room Scan Object

Purpose
scan hIIlhny to model scan room and build Aecognize monble
..II. and dOora. mllP of surrounding•• 0:= given the t8sk
Determine if door No recognition i. - nd Otiject-, with the
found i. open, cloud, clone. object being a chllir,
or pIIrtf811y open. table or desk.

Labels • Walls. • Unknown Object. • Chair.

• Doon - open,cl~ • Table.
or parti.lly open.

• Unknown Object. • Desk.

PAN Point ..nsors to..rds scan eq...~o the Pan antle will be
.ide. of robot to focu. front •• to .ides determlned by the
on ..II. and doors. .ince obstacles in a 10000ion of the object
Scan. to the front are room .re eqU8l1y liuly in the scene.

Gaze .... frequent bn to the to appear in ail
aides a. hallway. are directions.

Control generally unblocked.

TILT Tilt angle ia fixed at Tilt angle i. fixed 8t Tilt position. are a series

c:-d8termined ~re-.termined of scana depending on
ight. ight. the object to be

recognized. Sensor will
scan for planar features
at st8ndard heights as
defined by the object
model.

FIGURE 1.5. Tasks Perf'ormed by ORB. These i1re the various functions performed by ORB.
They can be ategorized into three groups: Scan Hilllway. Scan Room i1nd Scan Object- Each t3sk
produces 3 different set of labels. and requires a difrerent scanning pattern for the laser rangefinders.
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3. Contributions of Thesis

This work introduces an object recognition system called ORB for use on a mobile

robot. ORB functions mainly as a sensing system that utilizes the QUADRIS platform to

scan the surroundings and provide laser range data for the navigation system (Le., SPOTT).

ORB performs additional sensory and perceptual tasks that aid SPOTT in completing its

navigational responsibilities. These include the recognition of the structural and movable

objects. Those tasks contain the research direction and contributions of this work, which

are outlined as follows:

• This work proposes the use of simple 2D models to represent the structural objects

(see Chapter 3). ORB identifies the structural objects in an office space by exploit­

mg a priori knowledge of the environment's structural dimensions. The objective is

to recognize and label walls and doorways in a map database as the robot travels

through the hallways of an office area. ORB introduces a novel approach to rec­

ognizing these landmarks in a fast and efficient manner, requiring only a minimal

number of horizontal laser scan lines.

• This thesis proposes a unique method of modelling and identifying the movable

objects (see Chapter 4). ORB presents an idealized model for the movable objects

whereby they are represented by a series of horizontal and vertical planes. ORB uses

planar surfaces to model these objects in order to simplify the recognition process.

ORB only requires a minimal number of horizontal laser range scans (e.g., 5 or 6)

to reconstruct each of these object's surfaces.

The introduction of these simple models allow ORB to complete its recognition pro­

cesses quickly and efficiently, which is important when working in a dynamic environment.
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4. Thesis Overview

The thesis is organized as follows:

• Chapter 1: Introduction provides a summary of this work and outlines the con­

tributions of this research.

• Chapter 2: Background is a survey of the topies presented in this thesis. Includes

a review of mobile robotie sensors, map building issues, and a discussion of the

recognition of objects targeted in this work.

• Chapter 3: Map Building and Structural Object Recognition demonstrates

how ORB provides laser range data for SPOTT's map database. The data itself, as

weIl as ORB's focus of attention while scanning an office environment, are presented.

Finally, ORB's recognition of the structural objects is discussed.

• Chapter 4: Recognition of the Movable Objects illustrates ORB's movable

object models and discusses how ORB scans and identifies these objects.

• Chapter 5: Implementation describes the experimental setup and some of the

engineering issues involved in running ORB.

• Chapter 6: Experiments discusses the experimental results and what to expect

from ORB is terms of performance and computing times.

• Chapter 1: Conclusions provides a summary and review of the topics covered in

thi.~ thesis, as well as sorne suggestions for future work.
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CHAPTER 2

Background

ORB is an object recognition system for use on a mobile robot that operates in conjunction

with a path planning navigational system called SPOTT. In order to navigate properly, a

mobile robot needs reliable sensors ta survey its surroundings, since obstacle detection is

clearly vital for successful path planning. There is a plethora of sensors to choose from,

depending on the application and the task at hand. A survey will be presented of the sensors

available for mobile robots, as weIl as the particular ones used on our mobile platform.

During the course of navigation, a map of the environment may either be explicitly pre­

defined for the robot (Le., a CAD map) or it can be dYnamically built. A map is needed for

an autonomous mobile robot to place sensed environmental structures and ta position itself

with respect ta these structures. ORB is capable of performing in either scenario, though

the former case is stressed. When a CAD map of an office floorplan is available, SPOTT

uses ORB ta: Ci) label the existing structural objects in the map, and (ü) add abjects not

aIready defined in the map. These objects are labeIled as "unknown" and are also referred

ta as "obstacles". The map-building issues will be discussed later in this chapter.

During the course of navigating through an office environment, the robot may be re­

quired to locate specified objects, sucb as the movable objects or geon objects[47]. ORB is

summoned by either SPOTT or the user ta scan and recognize a movable object once it has

been localized in the scene. The different areas of object recognition used hy ORB will he

discussed at the end of the chapter.

1. Sensors for Mobile Robots

A mobile robot needs ta be able ta sense its environment in arder to perform funda­

mental tasks. The choice of one sensor over another is dependent on the application or the

task at band. There are also other constraints, including speed and reliability, as weIl as

physical constraints, cost, available technology, and basic preference [20] .
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Range sensing basically falls into two categories, passive and active [2}. In passive

range sensing, the range data are acquired from the scene through existing energy in the

environment such as refiected light. A passive range sensing device would use a video camera

for instance, to gather images for depth computations. The problem with this type of setup

is the processing time required [27} which makes real-time navigation difficult. Active range

sensing consists of projecting an external energy source onto the scene, for instance, sonar

waves or laser light. We will briefly discuss the available technologies for mobile robot range

sensors.

1.1. Active Range Sensing

A good overview on the different rangefinding techniques and technologies can be found

in [36] by Jarvis and [27] by Everett. A briefsummary will be provided here. There are two

main classes of active range sensors, triangulation based systems and time-of-flight devices

(2)[11].

In a triangulation system, a laser light stripe or spot is projected enta the scene, and

a camera is used to sense the location of the pattern in the scene. By using the known

geometry of the imaging system, such as the baseline distance and angle between the camera

and laser, the distance of these illuminated points in the scene to the baseline of the sensor

can be calculated. A range map can be produced by scanning the laser light across the

entire scene, which will produce a detailed range description of the observed scene. The

key is for the laser line to be visible to the camera, which presents a problem inherent to

any triangulation system, called the "shadow" problem. This occurs when a region of the

scene is not visible ta either the laser or the camera, due to occlusion or cavities in the

object. Triangulation systems are generally used for providing dense range scans for abject

recognition systems since they are very accurate at short distances.

The other class of active range sensors are the time-of-flight (TOF) sensors. An energy

signal is sent onto the scene, and range is computed by using the time it takes for the

signal to refiect and return to the sensor. The energy signals are generally ultrasonic

waves or laser light. The "shadow" problem, encountered with the triangulation technique,

is eliminated since the laser beam/ultrasonic waves are sent and received along the same

path. Ultrasonic TOF sensors are the most widely used range sensor for mobile robots since

they are saCe, inexpensive, simple to use and widely available. However, they suffer from

the following drawbacks: 1) they provide low resolution and 2) they are prone to various
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physical phenomena such as multiple and specular reHections, which result in erroneous

measurements [27H43].

The problem with active range sensors is that they rely on the reHected signal, whether

it be sonar waves or laser light. Therefore, if the surface is highly reflective (e.g., a mirror),

the returned signal may not reach the seDSor receiver. This is the specular reflection problem.

This problem may be alleviated by painting the surfaces appropriately, but this cannat

always be done and it is preferable not to modify the environment. On the other hand,

if the surface is highly absorbent (e.g., a black surface that does not reflect laser light) ,

then little or no signal is returned and range data cannot be obtained. In order for a laser

sensor to combat this problem, high powered lasers must be used to gain better signais.

This results in a system that is potentially harmful to the human eye as weil as expensive

in terms of cost. Another problem is that the returned signal may be reflected by other

surfaces along its path. This is referred to as the multiple reflection problem, and also

results in erroneous range data. See [36} for a review of the different categories of TOF

range sensors, and [26} [27] for an exhaustive survey of commercially available sensoIS.

1.2. Passive Range Sensing

The other rangefinding techniques are generally image based. Some of these passive

techniques include texture gradient analysis [3], occlusion effects [55] and focusing methods

[38]. Other techniques, which rely on motion or multiple views, include stereo disparity

[45J[46], depth from camera motion [50], retinal flow and multiple view reconstruction

[4J(36}. Then there are the "contrived lighting" approaches, in which the scene is illuminated

with controlled lighting and the pattern of the projection is used to determine the surface

geometry of the scene. Some of these techniques include Moire fringe analysis [34], striped

and grid lighting and patterned lighting. For more information on this topic see [4}[36}[27].

The main problem with these approaches is that the computational requirements are

generally quite high. For a mobile robot platform, speed is of the essence, and at this

point in time it is not yet practical to use passive range sensing techniques for navigational

purposes. Image based techniques usually rely on extracting features (e.g., edges) from

video images to determine range. This makes them sensitive to images with low contrast,

as these features will be difficult to detect. The reliability of these methods is dependent

on how accurately certain features can be detected.

Stereo disparity is a passive ranging technique that is based on biological vision systems

[46]. When an object is viewed from two different positions aiong a plane normal to the
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direction of vision, the images appear offset from one another. This shift in the images (i.e.,

disparity) is ïnversely proportional to the distance of the abject to the sensor. For each pixel,

a correspondence is computed between features from the two or more images. Then, knowing

the geometry of the sensor system, range can be computed by triangulation. This method

is computationally intensive due to the matching process, or the correspondence problem.

However, see Ezzati[28] for a recent method with potential for real-time implementation.

1.3. Proximity Sensors

A last group of sensors, called proximity and tactile sensors, are used to simply detect

the presence of objects close to the sensor as opposed ta determining range. Proximity

sensors are used to caver a short region, anywhere from a few centimetres to a meter, and

can aIso be used to determine range, though not very accurately. On a mobile robot, they

are mainly used for collision avoidance when the longer range sensors fail. Infrared proximity

sensors are one sucb type and are used on the experimental platform. of this work. The last

line of defence against substantial harm to the robot would be a tactile sensor system, which

detects physical collisions. A bumper system which detects when the robot has driven into

an obstacle is an example of sucb a system. For a more thorough examination of proximity

and tactile sensors, see [26] [27].

1.4. Issues in Data Acquisition for Mobile Robot Sensors

As was mentioned previously, there are a number of basic factors which govern what

kind of sensor ta use on a mobile robot, sucb as physical size and cost. There are other

considerations as weIl, which are as follows [26]:

Ci) The field-of-view needs to be wide enough, along with adequate range depth for the

task at hand.

(ii) The minimum and maximum range capacities must be appropriate for the sensor's

task.

(üi) The accuracy and resolution need to be adequate for the application.

(iv) The sensor must be able to provide data at a rate which is in tune with the robot's

working speed. For example, the sensor cannot take 50 seconds to scan and compute

one set of range data if the robot is moving at a speed of even 5 cm/sec. The robot

would have moved over 2 meters by the time the sensor responded and the data

would no longer be relevant.

(v) Data should be concise and easy to interpret.
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(vi) The sensor's power consumption should be mjnimal.

evii) 1ts size and weight should be practical with respect to the robot being used.

Passive approaches ta rangefinding are more flexible since an extemal energy source

is not needed. But the computation time needed for these approaches renders them not

yet feasible for a real-time navigation system. Faster updates from the robot's sensors are

needed to adapt to a changing environment. Active approaches are still viable in an indoor

office environment [36), and is the approach taken with our sensor platform QUADRIS.

2. The QUADRIS Platform

QUADRlS is a range sensing system comprised of two independently controlled laser

rangefinders. These laser rangefinders are based on BOOS l which was developed at the

National Research Council of Canada (NRC)[8l(9}[40l(54J. Each BOOS sensor is mounted

on a two degree-of-freedom pan/tilt unit. 1t is used in conjunction with a number of other

sensors available on our mobile robot, the "Nomad 200,,2 robot, which can be seen in

Figure 2.1. The experimental platform consists of sensors that are pre-packaged with the

"Nomad 200", namely sonar, infrared proximity sensors and a tactile bumper system and

QUADRIS which is mounted on top of the Nomad robot. The BIRlS sensor produces an

array of range points, an example of which is shown in Figure 2.2.

The QUADRIS platform and the rest of the experimental setnp will be described in

more detail in Chapter 5.

3. Map Building

In arder for a mobile robot to navigate effectively in a given environment, it must have

sorne kind of map. This map can either be completely pre-defined (i.e., a CAO map) or

one which is dynamically built. In either case, in arder for the robot ta be able ta go from

sorne starting position to a goal location, it must know where these points are on the rnap

and where the obstacles lie in order to plan its path. There exist mobile robot control

architectures which actually do Dot depend on maps for navigation, for instance Brooks'

reactive control system [13J. But in order to ensure successful completion of certain tasks,

snch as locating a landmark at a specific spatial location, a map is needed.

lOfficial trademark of the National Research Council of Canada
2The Nomad 200 is manufactured by Nomadic Technologies Inc.
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FIGURE 2.1. The Robot and its Senson. The Nomad 200 robot with its sensors: the
QUADRIS platform on top. the sonar sensors. infrared proximity sensors and the bumper system.

.f

-
(a) (h)

•

FIGURE 2.2. BIRIS Scan of a Wall from 130 cm. (a) The filtered image shows the stereo
laser lines from a san of a wall 130 cm away. (b) The range data is plotted with the horizontal axis
being paraI/el ta the plane of the lens. and the vertical axis indicating distance of the sensed abject
normal to the plane of the lens.

3.1. Map Types

So what exactly is a map? A map can be described as a representation of the known

world, a collection of information about a given area. There are wany different kinds of

maps, each serving a particular purpose, and differing in scale and in the type of information

presented. For example in road travel, for city-to-city driving, one would use a highway

map, and for inner-city driving a detailed city map would be more appropriate.
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For mobile robot applications there are generally three kinds of maps used [151. The

first type is a geometric map, in which the scene is represented in absolute XY coordinates.

This map contains the lowest level information, coming directly frOID the sensors, and needs

ta be kept as precise as possible. It is then used to create the other higher level maps, the

top%gica/ and semantic maps. A topological map is a graphical representation in which a

''place'' is represented. as a node on the graph and the areas connecting these places are

the arcs. For example, in an office environment, the various rooms would be the places

or nodes on the graph, with the doors and hallways being the connectors or arcs. Last is

the semantic map, which is used for high level decision making and is a description of the

spatial properties of the objects in the map. This could mean attaching a descriptive label

to a node on the topological map. An example is Kuipers' spatial semantic hierarchy [391

in which semantic descriptions are given to what are termed distinctive places in the map.

3.2. Map Building Issues

Maps are used in arder to place and locate structures in the world sa that navigational

tasks can be carried out. The Most prevalent problem in building maps from sensor infor­

mation is the error that is present in these sensors. Therefore, maps will ooly be accurate to

within sorne margin of error, depending on the sensor uncertainty. As well, robot /ocaliza­

tian, or where the robot thinks it is in the map at any given moment, must also be accurate

and updated for the map to have any meaning. The sensor data it receives are mapped

with respect ta where the robot thinks it is at that given moment. Hence, if its localization

is off, this will contribute further ta the mapping error. By the same token, localization is

dependent on accurate mapping, sa any discrepancy in one will directly affect the other.

For localization systems that rely on dead-reckoning, meaning the robot 's displacement is

measured by an on-board odometer, any error in localization will increase unbounded with

time. This will result in a mapping error that will persist until the robot is localized once

again.

Most of these issues are not the focus of this work, but they have been addressed more

directly by others. For instance, sensor uncertainty cao reduced by a multi-sensor system

using ooly the most accurate sensor in a given situation, as reported by Chatila and Lau­

mond on the HILARE robot[15]. Features in a map can have their uncertainty represented

by a covariance matrix. Each line segment in the map is labelled with a credibility measure

that is updated with each scan [41] .
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3.3. U pdating the Map

In building a map, decisioDS must he made as to how the various sensor information,

as weIl any prior knowledge about the environment, will be combined. For example, when

adding line segments to an existing map, the question that must be addressed is how to

match a given segment with the elements in the map. If no match is made then obviously

the next step is to add it to the map, provided no other processing is required to filter out

potential noise or irrelevant data. If a match is found, then some decision must be made

regarding whether it is redundant information or not.

Work that has been done in matching laser range data line segments in the process of

building a map can be found in [30] by Gonzalez et al. A local map of the immediate area

is obtained by their radial laser scanner. They update their map by doing a correspondence

between this newly acquired local map with a stored global map. The distance between

each new line segment endpoint and each global map line segment is computed. A match

is found if both endpoint distances faU within a pre-defined threshold. Those line segments

w hich only match one endpoint are fragmented into segments which do and do not match.

In the end, an segments for which a match was not found are then added to the global map.

Another related work using sonar data is presented in [21] by Crowley. The sonar data are

first segmented into line segments. Then correspondence is determined by comparing how

each newly sensed line segment falls within a ''tolerance box" drawn around the stored line

segments in the map. A complete correspondence is found if it falls completely within the

tolerance box. Other degrees of correspondence are measured depending on how weIl the

line segments fit within these tolerance boxes.

4. Structural Object Recognition

A map of an office environment is mainly composed of certain permanent landmarks,

walls and doors. These objects are referred to in this work as the structural abjects, which

are identified and labelled by ORB in SPOTT's map database. A survey of the literature

round that there has not been significant research done in recognizing structural abjects from

laser range data. Sorne of the other approaches to this problem are summarized below.

4.1. Related Work

Work in finding open doorways using video ima.ges has been reported by Blaasvaer[7]

and Sarachik[58]. Blaasvaer's method is used for doorway traversal and assumes a priori

knowledge of the door positions in the environment. Once positioned in front of a doorway,
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it detects the door posts as two straight verticallines using edge detection, from which it

computes the width of the doorway opening. This process is repeated until the robot has

passed through the doorway. Sarachik's method utilizes two forward pointing cameras in

which depth information is acquired froID stereo. The door is defined as two vertical edges

at the same depth and at a suitable width. An open doorway is separated by at least one

other feature of greater depth. The difficulty of detecting doorways using sonar data is

shown by Budenske [14]. The problems encountered with sonar are attributed its inherent

noise and uncertainty. "Ghost,,3 doors are frequently found, and it is not obvious where the

actual doors are on a sonar map, even to the human eye. Multiple refiections that occur

near the doorway edges contrihute to noise which may block an opening that is actually

there.

QUADRIS laser range data are more reliable than sonar and therefore better equipped

to track structures sucb as doorways, as weil as determine their state (openjclosed). This is

useful information for any navigation system where the environment changes dynamically

and the status of the various doorways must be continually updated. QUADRIS laser range

data is also not as computationally expensive to compute as most video based techniques.

On the other hand, QUADRlS data are prone to other problems, as will he discussed in

Chapter 5. For example, dark coloured doors, which do not reHect the laser signal weIl,

may not be detected by QUADRIS data.

5. Movable Object Recognition

Object recognition can be defined as the process of identifying a desired abject, and if

need be, determining its location and orientation in the scene [2]. The "attention problem",

or the process of locating the desired object in the scene, is not covered in this work. ORB

assumes that the object has been located and is within view of the laser rangefinder when

it begins the recognition procedure. There are many different approaches to the object

recognition problem, as chronicled by Besl in [4), and the main areas can be categorized as

follows. (1) Data-based recognition, in which the object models are built from raw sensor

data, that are used ta compare directly with the input sensor data. (2) Model-based recogni­

tion, in wwch the input image is matched ta a predefined object model that is based on the

object's geometrical features [181(2). (3) Function-based recognition, an alternative method

in which no explicit prior geometric or structural model is used. Objects are categorized by

knowledge of their shape and how that relates ta their functions [62)[63). ORB's approach

3These are openings round in the sonar map that appear to be doors, but are not actually there. They are a
product of multiple and specular reftections.
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to recognizing movable objects is most comparable to the model-based approach, and also

utilizes concepts introduced in the function-based area.

The steps involved in designing a model-based system consist of: (i) selecting the type

of sensor used for data collection, (li) selecting the feat1l.res that will provide a representation

of the collected data and model, (üi) building the object models, and (iv) matching the input

data ta the model[2} [IS}.

The raw data provided by the sensor, in our case a laser rangefinder, is not of much

use unless a suitable representation is defined ta describe the data and the mode!. Building

a representation generally involves the following steps[ll]: (i) selection of feat1l.res that

will describe the physical properties of the object, (li) extracting these features, and (üi)

combining these features to generate object descriptions or representations. Recognition

is done by matching these representations with similarly represented objects in a model

database.

The recognition process is completed when the input data are matched to an object

modeL The matching problem is the process by wmch the set of features detected in a given

image are matched with those which correspond to the model's description. The features

chosen for the model will ultimately determine how the matching process proceeds. For a

survey of the various approaches or for more detailed information about the above concepts,

see [2J(4J(11][18].

5.1. Related Work

Not much work was found in the literature concerning the recognition of m01Jable ob­

jects, especially using laser range data. The work that has been done either require multiple

types of sensory data[32], or a multiple camera setup[56].

Grandjean et al. [32] proposed a model-based, multi-sensory approach requiring the

depiction of a scene by contour images, stereovision 3D line segments, range 3D faces and

colour images. Their object models are constructed of subpacts that are represented by

either a face, segment (edge or line), vertex or cylinder. Their system was tested on a

scene with a chair as their target objecte Their chair model consisted of faces for the

backrest and seat surfaces, along with edge segments ta represent the legs. The backrest

and seat are detected from dense 3D range data, while the legs are identified in camera

images. This method was shown to he effective even in c1uttered environments. However,

the overhead seems ta high considering the number of sensors involved, and the fact that

several viewpoints of the scene are needed.
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Sandakly et al. [56] developed a 3D scene interpretation system for use on a mobile

robot, using a sensor platfonn consisting of three cameras. The data obtained from this

sensor system are 3D segments reconstructed with trinocular stereo. The abjects in these

scenes are polyhedral, and their subparts are modelled by lacets (i.e., planes). The scenes

are reconstructed by merging different viewpoints taken by rotating the robot and/or the

cameras. This system was shown to be capable of identifying chairs and tables in a scene.

The system searches for groups of 3D segments which form. a set of facets. These facets are

then matched to each object model in the database. Chairs are modelled by their bachest

and seat planes, tables by their tabletop surface.

5.1.1. Sparse Range Data

ORB recognizes movable objects using a sparse set of laser scan lines (5 or 6 for each

planar surface). This is a novel approach ta identifying abjects of this scale. There has

been work done with sparse range data to recognize smaller scale polyhedral objects. Qiang

et al. [52] introduced a model based technique in which two light-stripe range scans were

needed to locate and identify certain polyhedral objects. A database of 3D object models is

compiled in which each object is represented by a collection of planar facets. The endpoints

of the scanned tine segments are matched directly onto the edges of each object modeL The

process is complete once all the scanned line segments are located consistently on the faces

of an object model.

Work done at CIM4 concerning the recognition of geons al50 utilize sparse range

data[47][67]. This work is developed for use on a mobile robot. The target geon is first

located in a scene based on its colour characteristics via a colour camera. Once localized,

the geon is scanned with a set of three vertical and three horizontal laser line scans. This

information is enough ta differentiate between the geons modelled in the database.

5.2. Function-Based Recognition

A different approach, in which there are no pre-defined geometric or structural models,

is the function-based approacb. An object is recognized based on knowledge about what is

necessary for it ta function as a member of some abject category. The thinking is that a

different method is needed in order for a "general-purpose" recognition system to be 8exible

enough to deal with new objects for which it has no explicit prior mode!. It is not possible

to have a geometric model of every object that a general purpose system might encounter.

"The Centre for Intelligent Machines at McGill University.
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Stark and Bowyer[62} proposed a system which takes a boundary surface description

of a 3D abject, and using only functional definitioos, recognizes whether the object belongs

to sorne object category, for example "bed", and into what subcategory of "bed" it belongs.

The knowledge base for defining a bed would include an appropriate sleeping surface, stable

support for it and appropriate clearance above the sleeping surface. See [62J [63J for more

on function-based recognition.

A discussion of how ORB recognizes the movable abjects will he presented in Chapter

4. The structural abjects are described more thoroughly in the foUowing chapter.
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CHAPTER 3

Map Building and Structural Object Recognition

In navigating thrDugh the hallways of an office space, there are severa! structures that a

mobile robot will cGntinually encounter. These are the structural objects: walls and doors.

In the process of building a map of an office environment, or updating an existing partial

map, these landmarks are sought out and labelled by ORB. Assuming that prior knowledge

of the environment is available, models of the doorways are specified a priori. The most

prominent feature of this model is the doorway width. Each doorway is also Iabe11ed with

the state in which it was found (open, closed or partially open). Mobile robot navigation

and control is undertaken by SPOTT, which maintains the map database.

An outline of how ORB scans an area to build a map and recognize the structural

objects is shown in Figure 3.1. This also serves as a summary of the topies discussed in this

chapter. An overview of ORB's map-building and how it supports SPOTT in maintaining

the map database begins the chapter. This is fo11owed by a discussion of how the structural

objects are mode11ed and recognized. The gaze control issue is also discussed throughout.

ORB positions the rangefinders based on the task command issued by SPOTT. A specifie

scanning routine is employed to deal with each scenario.

1. Map-Building

As the mobile robot travels through its environment performing various navigational

tasks, it generates a map in order to remember the locations of the sensed structures. When

a CAO map of the office space is available, it is the foundation from which a complete

representation of the environment is built. The CAO map only contains the permanent

structures in the area. In any dynamic environment, a complete map must contain a11

other objects that could not be mapped a priori (e.g., boxes, people, chairs, etc.). SPOTT

maintains a map database containing the CAO map as we11 as additions provided by the

sensors on-board the mobile robot. SPOTT must fuse data from the various sensors (sonar,
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FIGURE 3.1. OuUine of ORB'. Map-Building Proce5s. This is ..n outline of the steps
taken by ORB when scanning an office ..rea for map-building ..nd recognition of structural objects. (i)
Based on the task command sent by 5POTT, ORB positions the rangefinders appropri..tely. ORB's
focus of ..ttention differs for each given scenario (e.g., hallway or room). (ii) ORB takes .. range scan
once the rangefinders are properly positioned. (iii) ORB computes a line segment representation of this
data. Range d..ta is processed ..nd handled in the form of line segments. (iv) Once the appropriate
recognition process is completed, a I..bel (waU{door/unknown object) is assigned to the line segmentes).
(v) The line segmentes) and label(s) are sent to SPOTT to be incorporated in the map database. ORB
continues this process until a new task command is received. 27
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FIGURE 3.2. CAD Map of the CIM Floar. This is the CAO map of the CIM office space,
which is on the 4th floer of the McConnell Engineering building at McGiII University.

QUADRIS, infrared, bumpers) into one map. ORB provides SPOTT with laser range data,

acquired via QUADRIS, in the form of line segments. These line segments are sent to

SPOTT with labels defining what ORB has interpreted these line segments to represent

(e.g., wall, open door, unknown object).

1.1. ORB-Built Maps

This work is concerned with an indoor office space with the following two scenarios

possible: (i) the mobile robot is sent into a completely unknown area and a map is built

from scratch, or (ü) given a pre-defined map of the permanent structures, the map is updated

as new obstacles1 are encountered. For example, when the CIM office space is used as the

testing environment, a CAD map of this 800rplan is availahle and used in SPOTT's map

datahase. The CAD map of the CIM 800r is shown in Figure 3.2.

An office space, however, is a dYllamic environment 50 a map of this 800r cannot remain

static. A CAD map alone will not he complete as there are objects that cannot be mapped

l These are any abjects tbat are not round in the pre-defined map. A CAD map will only be composed of the
pennanent landmarks on the Boor (Le., waIls, doorways, stairweIIs, etc.). Any other obstacles must be added to the
map.
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FIGURE 3.3. A Raw Map Generated by ORB. This is an ORB-built partial map of a
hallway. The line segment indicated is a reading alone the laser line of one BIRI5 range san. The data
represents the accumulation of QUADRIS rance readinp taken of the walls as the robot navigated
down the hallway. The mobile robot and its path down the center of the hallway is shown.

a priori. These include any movahle furniture items (chairs and desks), as ;vell as doors

which can he opened or closed. Therefore, the map database maintained by SPOTT needs

to be continually updated by sensors on the robot.

SPüTT's map is a 2D representation of the floor, as the world is projected onto a 2D

plane. The mapping information passed by ORB to SPOTT is a set of 2D Une segments.

As well as obtaining new data for SPOTT's map, ORB also labels landmarks (Le., walls and

doors) that it recognizes. These landmarks are the structural objects and will be discussed

more fully in section 2 ofthis chapter. A sample map generated by ORB in a hallway is seen

in Figure 3.3. The map consists of a series of line segments obtained from the QUADRIS

sensor platform. The segmentation of the raw data is discussed in the following section.
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1.1.1. Line Segmentation

The raw range data acquired frOID the QUADRIS laser rangefinders are an array of 640

readings along the horizontal laser line projected onto the scene. To facilitate the handling

of this data, these range points are fit to line segments, which lie on the 2D plane parailel

to the floor. The segmentation is based on Ramer's method [53].

This procedure involves approximating a polygon fit to a plane curve. The fit criterion

is based on a maximum allowed Euclidean distance from the curve to the approximating

polygone The only parameter required is a threshold value for this maximal distance. The

procedure begins by assuming that a single line segment fits the curve, with the first and

last points of the curve being the endpoints. If the point on the curve furthest from the

approximating line segment exceeds the threshold, then this point becomes the third vertex

on the approximating polygone This process is then recursively repeated on the two newly

created line segments. New vertices are added to the approximating polygon until the

distance threshold is satisfied for every point on the curve. There are other approaches

which al50 offer fast algorithms, such as one proposed by Wall and Danielsson[66], but due

to the relative simplicity of most cases dealt with here2 , Ramer's procedure was found to

perform most efficiently. Several examples of line segmentation are shown in Figure 3.4.

1.2. SPOTT

SPOTT is a robot control architecture that is implemented as a "real-time and parallel

system of concurrently executing and co-operating modules" [69]. 1t is a real-time control

system that can dynamically adapt to a changing environment ''in. order to successfully

execute and complete a set of navigational tasks for an autonomous mobile robot" [68].

SPOTT keeps a map database containing an a priori defined CAD map, a graph abstraction

of the CAD map, as weIl as a map of newly detected features. These newly sensed features

are generated from any of the on-board sensors: sonar, QUADRIS, infrared proximity

or bumper system. Localization is done by SPOTT using an existing sonar localization

technique[43].

The importance of finding correspondences between the stored map and updated sensor

data stems from the fact that SPOTT gathers labels sent by ORB and allocates them to the

appropriate locations on the map. ORB sends the line segment endpoint coordinates of each

label and SPOTT does a simple search through its map 100king for a match. This search is

based on computing the Euclidean distance between the ORB line segment endpoints and

2Most of the abjects scanned (e.g., walls and doors) retum range arrays that are segmented quickly using
Ramer's method since they are generally single line segments.
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FreURE 3.4. Line Segmentation orBIRIS Range Data. V~rious examples ofsegment~tion
of the BIRIS ranle data are shown. The raw data is the lower of the two plots. with the plot above
being the resultine approximation usine Ramer's seementation method. (a) This is a simple scan of a
wall that yields one line selment_ The threshold for a wall secment is 3 cm, which was not exceeded in
the array. (b) A $lep is shown, which results in three line selments. The $lep is 10 cm which exceeded
the 3 cm threshold. (c) This is ~ scan of a corner of a room. The result is two line segments with the
middle point. the furthest point from the orieinal approximatine line segment, beinc the third vertex
in the approximatinl polYlon.
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FIGURE 3.5. Example of a SPOTT Map. This is il map pnerated by SPOTT. The walls .lre
from the CAO map of the floar. The buff'er added by SPOTT around ail objects is for added protection
against collisions.

the data in SPOTT's map[69]. The distance threshold for accepting a match is 10 cm. If a

match is found, then the appropriate location on the map is designated with ORB's label.

If the tine segment is Dot matched, then the label and line segment are simply added ta

the map. SPOTT builds its map by fusing data from the various sensors with the stored

CAD map via the aforementioned comparison. The data are accepted in the arder that

they arrive on a "tirst come first served" basis.

An example of a map generated by SPOTT is shown in Figure 3.5. The CAD map is

used as a starting point with additional updates from the on-board sensors. SPOTT adds

a border around the elements of the map as an added buffer against collisions.
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2. The Structural Objects

During the course of compiling information for the map database, ORB also recognizes

and labels the structural objects: walls and doors. These objects are found while performing

a Scan Hallway task. As SPOTT navigates the mobile robot around an office environment,

it will call on ORB to perform this task. The structural objects are not scanned ta be fit to

3D models like the mot/able objects3. Instead, they are recognized using 2D features that

are based on prior knowledge of the environment. In recognizing a door for instance, the

main feature is the doorway width. There is no need to acquire a complete 2!D range scan

of the entire doorway ta determine its width. A series of horizontal line scans spanning the

width of the doorway4 will suffice. Another issue is speed. SÎnce the goal is to recognize

doorways as the robot travels down a hallway, it is not practical for the robot to stop at

each door to acquire dense range scans.

ORB's process of generating a map is the same regardless of whether SPOTT has a

stored (i.e., CAO) map or not, since ORB attempts to build as complete a map as possible

with QUADRlS range readings. This alIows ORB the flexibility of performing in either

scenario. How SPOTT processes ORB's measurements is dependent on the task being

performed and the resources it has at its disposai. If the area to be explored is completely

unknown and no CAD map is available, SPOTT may use ORB's results on its own to build

the map database, or it may decide to fuse ORB data with other sensor data sucb as sonar.

If a CAO map is accessible, sucb as the one shown in Figure 3.2 of the CIM environment,

then SPOTT uses it as the main map in its datahase and adds sensor data (i.e., QUADRIS,

sonar, infrared) as it becomes available. Other than the doorway width information, whicb

is used to build the door model, ORB does not utilize any prior knowledge that SPOTT

may have in possession (Le., a CAD map). ORB detects structural abjects by matching

the range data it obtains from the scene with expected range profiles of a wall or door. A

discussion of how structural abjects are scanned and recognized follows.

2.1. Walls

Walls are the major structural units of hallways, and are the main building blocks of a

map of an office area. There is no prestored model for walls based on CAD data or any other

a priori known information. ORB's recognition of walls is based on a set of criteria and

assumptions which is compared ta the data it obtains aCter receiving a Scan Hallway task

command from SPOTT. ORB relies on SPOTT to keep track of the robot's position and to

3The movable abject models are discussed in Chapter 4.
4This series of scans generaIly number four or five at 50 increments.
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FIGURE 3.6. Properties of a Wall in a Hallway. A robot in a hallway !tanning walls to
either side. A wall is a fiat. planar surface whose only discontinuities are doorways and other hallways.

know when the robot is in a ha1lway. Therefore, when SPOTT issues the Scan Hallway task

command, ORB assumes that the robot is facing down the length of a ha1lway, as seen in

Figure 3.6. Hence, there will be walls ta either side of the robot and ORB searches for them

accordingly. ORB's recognition of walls is a learning process, in which it locates a new set

of walls each time it receives a new Scan Hallway task commando This is done every time

the robot has entered a new ha1lway.

ORB defines a wall as a planar surface that delineates a hallway, with discontinuities

occurring only at doorways and at junctions with other hallways. These properties are

shown in Figure 3.6.

ORB builds a 2D map of the environment, so walls are projected onto a 2D plane.

Walls are detected by horizontal laser line scans which provide the distance of the wall

ta the robot. The range points along the laser line are segmented into line segments for

incorporation into SPOTT's map database. A wall returns a single line segment along the

laser Une since it is assumed to be a 8at, planar structure. An sample plot of a range scan

of a wall was shawn in Figure 3.4(a) .
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2.1.1. Initialization

ORB begins a Scan Hallway task assuming that:

(i) The robot is in a corridor.

(ü) The robot is situated hetween two walls.

(üi) The robot is facing clown the length of the hallwayS. The BIRIS rangefinders in

their home positions would then point towards the walls to either side of the robot.

This initial position was previously shown in Figure 3.6.

Once these conditions are met, the first step in the wall recognition process, the ini­

tialization stage, is executed. This procedure carnes out the following two functions: Ci)

verifies that scans of the wall return a single line segment of range data, indicating that

a Hat surface has been found and (ü) notes the initial distance between the wall and the

center of the robot. This distance is referred to as WalLDistance and is the basis of ûRB's

model of the currently scanned wall. Wall-.Distance defines where the wall is expected to

be found with respect to the robot. Subsequent scans of this wall must he found within a

threshold of this stored distance, and this threshold is called called WalLThresholtP. Any

scan which results in multiple line segments, or is not found at WalLDistance within the

allowable threshold (Le., WaILThresholâ), indicates that the wall is no longer in view.

The Wall-Distance value for the wall scanned by BIRIS.J. 7 to the right of the robot is

called WalLDistancel. W~istance2is used for the wall on the left which is scanned

by BIRIS-2. The initialization procedure locates the walls and initializes the two values,

WalLDistancel and WalLDistance2. Since SPOTT will navigate the mobile robot clown

the center of the hallway[69}, each wall will remain in view of the same rangefinder for the

duration of the robot's trip through this hallway. When the robot enters a new hallway, or

rotates such that the walls are no longer in view of the rangefinders as outlined above (e.g.,

a rotation of 180°), the current task ends and a new Scan Hallway task command is sent

by SPOTT when the robot is properly positioned again. This spawns a new initialization

process in which the Wall-.Distance values are recomputed. This initialization process for

scanning a hallway is outlined in Figure 3.7.

SThe positioning of the robot is done by SPOTT. SPOTT sends ORB a. Scan Ha1l1l1a'Y command only aIter
properly positioning the robot.

6 For the experiments in this thesis, the threshold value was 7 cm, which was determined after accounting for
factors such as sensor uncertainty.

7The BIRIS sensors on the QUADRIS platform will be denoted as follows: BIRIS-l is on the right side of the
robot, BIRIS-2 is on the leh.
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FIGURE 3.7. The Scan Hallway Initialization Process. This initialization routine starts
the Scan H"I/WQY task as ORB locates the walls in the hallway. With the BIRIS rangefinders in their
home positions. ORB begins by taking a scan with BIRISJ. the sensor on the right. The range scan
produces a single line segment whose distance. in the Z-axis direction, to the center of the robot is
stored as W"II.1Jistfincel. A toul of three range readings of the wall are averaged to calculate this
W"/LDistfincel value. ORB repeats this process with BIRIS.2. the sensor on the left. and computes
WfllI.1Jistflnce2 to model the wall on the left.

2.1.2. Updating Procedure

As the robot travels down the hallway after the initialization procedure, each sub­

sequent scan of a wall is compared with its wall mode~. The comparison involves de­

termining: Ci) if the scan produced a single line segment and Cii) if the scan is round

at the expected distance CWalLDistance) from the robot, within the allowable thresh­

old CWaILThresholâ). Each new reading satisfying the wall model is used to update

WalLDistancel or WalLDistance2. The wall model is continuously updated with either

80RB's wa.ll model consists of the WalLDütanœ values for each wall which were determined during the initial­
ization step. The wall model is not an actual model, but rather a description containing information ORB has leamt
about the walls in the scanned hallway.
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the most recently accepted9 scan, or with an average of a number ofpreviously (e.g., three)

accepted scans.

Considerations for choosing the threshold value include the BOOS sensor:s uncertainty.

BOOS is accurate to 2 cm up to a distance of 150 cm, which is the normal operating range

when scanning a CIM hallway10. Again, it cannot be assumed that the initial WallJJistance

values will remain perfectly accurate after the robot has travelled some distance down a

hallway. There will be sorne drift in the robot:s path, as it cannot realistically take a

perfectly straight trajectory down the Middle of a corridor. However: SPOTT's control

architecture [68] will ensure that the robot does not deviate much from a linear path, so

this is not too crltical an issue. For these experiments, 7 cm was found to he a suitable

threshold for wall detection. This value is referred to as WalLThreshold.

An example of the wall model updating procedure is shown in figures 3.8 and 3.9. This is

a simple example in which the robot's path does not deviate from the center of the corridor

and aU scans fit the wall mode!. ORB's scanning pattern in a hallway will be discussed in

greater detail in an upcoming section, but is previewed in figures 3.8 and 3.9.

(i) After the initialization stage is complete, BOOS-l, the rangefinder on the right: is

panned ahead 30° in a search for openings further up along the wall. Since the wall

is still in view at this point, a single line segment of range data is retrieved. The

distance of this latest scan from BIRIS-l is termed New-Range_Scanl. This rearling

is compared to the stored WalLDistancel value in the wall model, and is found weil

within the allowable threshold since they match perfectly. Therefore, WalLDistancel

is updated with the latest scan of the wall (New-Range_Scanl). Another option for

updating the WalLDistance values is to average the latest reading with a set of

previous acceptable measurements of the wall. A scan of the left wall is then taken

by BIRIS-2. BIRIS-2 remains in its initial home position, fixated on the left wall

while BIRIS-l pans ahead. BIRIS-2 obtains a single line segment which is at a

distance called New...Range-Scan2. This rearling is within the allowable threshold of

WalLDistance2, so WalLDistance2 is updated accordingly.

(ü) For the next step, BIRIS-l. is pointed towards the front of the robot to check for

obstacles in the hal1way. The right wall is no longer scanned 50 Wall..Distancel is

not updated. BIRIS-2 repeats the previously described operation by scanning the

9 An acceptable scan is one that (1) retums a single line segment of range data and (2) is within the alIowable
threshold of the compared WalLDistanœ value.

lOThe width of the CIM hallways range from 133 ta 240 cm. With the robot generally in the center of the
haUv..ay, the sensor will usually be scanning wal1s at most 120 cm away.

37



•

•

CHAPTER 3. MAP BUILDING AND STRUCTURAL OBJECT RECOGNITION

left wall from its home position. The robot has since travelled up the hallway so

another section of the wall is now in view. An acceptable range rearling is acquired

so WalLDistance2 is updated.

(m) The sequence is completed as BIRISJ returns to its home position to take a scan

of the right wall, updating WalLDistance1. BIRIS....2 then takes a range reading of

the left wall to update Wall.JJistance2. The robot is in motion during this entire

routine so new areas of the walls are being scanned at each step.

This process repeats with BIRIS....2 panning ahead and BIRISJ remaining in its home

position pointing towards the right wall. The rangefinders alternate in this fashion until

ü RB is given a new task to perform, or an opening is discovered along a wall. While

scanning a wall, if there is a jump in range data greater than the acceptable distance l1 ,

then an opening has been discovered. This opening is either a doorway or another hallway.

If the rearling finds something closer than the acceptable distance, then an obstacle has

been found in the hallway. These two events indicate that the wall is no longer in view.

The discovery of an opening along a wall is depicted in Figure 3.10. The case of the robot

encountering an opening (i.e., a doorway) will be discussed in a later section.

To summarize, ORB's wall detection consists of the following set of criteria and

actions:

(i) The robot must be in a hallway. Mobile robot navigation and positioning are handled

by SPüTT.

(ü) A range scan of a wall must retum a single line segment of range data after segmen­

tation, an example of which was shown in Figure 3A(a).

(iii) The scanned distance of the wall to the center of the robot, as shawn in Figure

3.8, is compared to the stored distance (Wall-Distance) that the wall is expected to

be found. WalLDistance was determined during the initialization stage. The line

segment should lie within the allowable threshold (WalLThresholcl) of Wall-Distance

for this scan to be part of the wall.

llThis acceptable distance is anywhere within the allowable threshold (WaILThre.!Ïl.old) of WalLDistance•
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Plan Viewof OAB'. MAP

1

(a)
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•
(b)

FIGURE 3.8. The Wall Model Updatmg Process: Step 1 and 2. (a) Aher initialization,
BIRIS..! is moved forward 300 ta scan the riCht wall further ahead along the corridor. This scan
produces an acceptable single line segment, as its distance in the Z-axis direction to the center of the
robot is within the allowed threshold of W~I1J);st~ncel. W~II..Dist~ncel is updated with this latest
scan. ORB then takes a reading from BIRIS.2. which has remained stationary in its home position. to
update W~II-Dist~nce2. (b) The robot has moved ahead in the hallway and BIRIS..! is sent to scan
the front of the robot. W~II..Distancel is not updated as the right wall is not being scanned. ORB
then takes il scan from BIRIS.2 of the leh wall. A line segment representing the leh wall is found and
W~/'-D;st~nce2is updated.

39



•
CHAPTER 3. MAP BUILDING AND STRUCTURAL OBJECT RECOGNITION

Pie" Vlew of ORB'. MAP

3

•

FIGURE 3.9. The Wall Model Updating Procas: Step 3. BIRIS-l returns to home
position and ORB scans the right wall to update W~/I..D;stancel. ORB then takes a range reading (rom
BIRIS.2 to update W~/U);st~nce2_ Scans of both walls yield acceptable results and the corresponding
Wal/..D;st~nce values are updated. The above procedure is repeated with BIRIS...2 panning forward
(300 and directly ahead) alonl' the leh wall and BIRIS-l remaining fixed on the right wall in its home
position. This sequence continues until completion of the San H~lIway task. or until an opening is
found. The action taken for scanning an opening is described in a later section•
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z

x

FIGURE 3.10. Openiog Detection. The left wall is detected and the wall model is updated
with this new reading (New..R~n8f!-San2).But the right wall is no longer in view as the range san of
thëlt wall returns multiple line segments weil beyond W~II.J)jst~nce1.. Therefore. W~/LD;st~nct!l retains
its previous value and is not updated.

41



•

•

CHAPTER 3. MAP BUILDING AND STRUCTURAL OBJECT RECOGNITION

FIGURE 3.11. Pan/Tilt Movements of the QUADRIS Rangeftnders. The rance of
motion of the BIRIS laser raneefinders are indicated. The PTUs have two degrees of f'reedom: alone
the PAN and TILT axis.

2.2. Map-Building Gaze Control

In building a map of a region, having prior knowledge of the surroundings will provide

cIues as to what parts of the scene should be focused upon. ORB has two m.odes of operation

when scanning an office space: (i) Scan Hallway mode and (ii) Scan Room mode. Each has a

slightly different scanning pattern for controlling the rangefinders, as each area has different

points ofinterest. The QUADRIS system has two BIRIS laser rangefinders that are movable

along a pan and a tilt axis, as shown in Figure 3.1I.

Walls and doors have vertical planar surfaces that do not vary over their height, al­

lowing these structures to be modelled using 20 features. Since a horizontal range profile

is used to detect these objects, the tilt angles of the PTUs are fixed at a pre-determined

position. The rangefinders are usually kept at the home tilt position, with the laser line

projected horizontally at a height of 120 cm from the 600r. This is the tilt position used for

experiments in this thesis, as was shawn in Figure 3.9. The surroundings are then scanned

by panning the rangefinder in the appropriate direction.

When ORB scans a hallway, its attention is focused mainly on the walls to either side

of the robot. A hallway is generally uncluttered and the robot's path win usually be c1ear,

leaving ORB to concentrate on the structures to its sicles. Upon entering a room however,

obstacles are likely to appear in all directions, so ûRB's focus of attention is equally divided
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between the areas to the front and to the sides of the robot. It is redundant to scan behind

the robot since that area has already been traversed.

2.2.1. Scanning a Hallway

ORB's attention to the walls on either side of the robot when travelling down a hallway,

is influenced by the honeybee biological vision system[60J(61]. It has been suggested that

moving insects infer range from the speed of images on its retina[16J(59]. The faster an

object appears, the doser that object will be. Srinivasan [60] conducted experiments in

which honeybees were trained to travel down a tunnel to reach a feeding site. It was found

that the honeybees would tend to travel in a linear trajectory down the middle of the tunnel,

as opposed to sorne random path. Srinivasan concluded that the honeybees maintained an

equal distance to each wall by balancing the apparent velocities of the images of the walls

in each eye. Th~ir eyes point out laterally at about 1800 [57J, so each eye has a wall in

view. The bee would be situated in the middle of the corridor if the velocity information

computed in the left eye was the same as that in the right eye. The honeybee uses optical

flowcues [61] for measuring these angular velocities.

Other work that has been inHuenced by this honeybee centering behaviour includes

Sandini et al.[57], who developed a visual navigation system based on this concept. Their

sensor platform consists of two cameras painting out laterally ta either side of the robot,

analogous to the eyes of a honeybee. When in a hallway, the cameras are focused on the

walls. The image velocities as seen by the two cameras are balanced in order ta keep the

robot centered in the hallway. Ta determine and compare the image velocities, the average

optical flow field is computed over windows of images acquired from each camera. Range is

then inferred in terms of image velocity, much like the honeybee. Coombs and Roberts[19]

also developed a navigational control system that centers their mobile robot in a corridor

by also using optical flow eues. Using essentially the same idea as Sandini, two cameras

are mounted looking out towards each wall. The maximu.m optical flows computed from

each camera are compared. In both works, some forro of texture is needed on the walls to

compute the flow fields.

ORB retrieves range data directly from its scans of a wall (24], instead of having to infer

range from optical flow computations. Since a hallway will usually be free of obstacles, ORB

will focus on the sides of the hallway to locate the objects of interest (Le., walls and doors).

ORB will also scan ta the front of the robot for collision avoidance purposes although the

43



•

•

CHAPTER 3_ MAP BUILO(NG AND STRUCTURAL QBJECT RECOGNITION

sonar sensors, infrared proximity and bumper systems will also detect any objects in the

robot 's path.

ORB's procedure for scanning a hallway is outlined in Figure 3.12 and the scanning

sequence is depicted in figures 3.13 and 3.14. Initially, the rangefinders are in their home

positions pointing towards the walls on each side. Range readings altern.ate between the

two sensors for the duration of the scanning sequence. Mter three scans are acquired at

the home position from each sensor during the initialization stage, BmIS.J. on the right

is panned ahead 30° to scan further up the right wall. This is to detect any openings the

robot may be approaching (Le., a doorway). Then BIRIS.J. is panned directly ahead to

search for obstacles in the robot's path herore it is returned to the home position. During

the entire time BIRIS-l is scanning forward, BIRIS..2 remains at its home position fixated

on the left wall. This sequence is then repeated with BIRIS..2 scanning forward to the left,

with BIRIS-l remaining in its home position on the right.

2.2.2. Scanning a Room

The assumption is that in a given room, objects are equally likely to appear in any

direction. An office will contain obstacles (chairs, tables, desks, cabinets, boxes etc.) that

may be placed almost anywhere around the room, though most likely against the walls.

ORB's focus of attention will refiect this. The focus of attention in a room is equally divided

among the three directions the rangefinders point12 • ORB takes one range scan at each

position and obtains a tine segment (or segments) that is sent to SPOTT for incorporation

in the map database. The scanning sequence in a room would be the same as shawn in

figures 3.13 and 3.14 for hallways, but without the three consecutive scans that concentrate

on the sides of the robot. Instead, it would consist of a single range scan taken at each

position.

12These three directions are the same as shown for the hallway scanning procedure: home position (to the side
of the robot), 30° forward, and straight ahead towards the front of the robot
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Gaze Control: SCannlng a Hallway
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FIGURE 3.12. Outline of How ORB Scans a Hallway. A flow chart of how ORB sans il

hallway, as depieted in figures 3.13 and 3.14.
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(a)

(b)

•
(c)

FIGURE 3.13. ORB'. Scanning Sequence in a Ballway: BIRIS-l Panning Ahead. (a)
ORB is in ;n;t;~/;ut;on phase and takes a tota' of three sans (rom each sensor in their home position
ta localize the walls to either side. (b) BIRIS-l on the rilht is panned (orward 30° ta search for
openings ahead in the hallway. BIRIS-2 remains fixated on the wall to the 'eft. in its home position.
(c) BIRIS-l then sans the (ront of the robot (or obstacle avoidance.
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(a)

(b)

•
(c)

FleURE 3.14. ORB'. Scanning Sequence in a Hallway: BIRIS..2 Panning Ahead. (a)
BIRIS-l. returns to its home position to san the wall on the right. (b) The sanning sequence is now
repeated for BIRIS..2, as it is panned forward 30°. Cc) BIRIS..2 sans the front of the robot looking
far objects in the robot's path. After it retums to home position, the entire pracess repeats until:
the Scan H~II~y task is completed or an opening is detected. The process of sanning an opening is
discussed later in the chapter.
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2.3. Doors

A doorway is a type of opening found along a wall. Before a door can be recognized,

the wall it is found along must have already been located. This means that a WalLDistance

value has been defined for that wall. As previously discussed, the assumption is that walls

are Bat and planar, with no discontinuities other than doorways and hallways. When a

range scan is found beyond the wall13 past the allowable threshold, this means an openinfl4

has been detected.

A doorway consists of a door encased in a doorframe, as seen in Figure 3.15. When

viewed from a hallway, the door is usually inside its frame at sorne distance from the wall

surface. ORB detects this cavity in the doorway as a jump in range data appearing beyond

the wall surface (i.e., beyond Wall-Distance past the allowable threshold). After discovering

this opening, ORB scans horizontally across the breadth of the opening to determine its

width. This width provides concrete information as to what the opening is (i.e., doorway

or hallway). Doorways have unique widths on a given office floor and are narrower than

hallways. Using prior knowledge about the floorplan, the range of doorway widths for

the office area is tabulated for the door model. The scans through the opening of the

doorway are also used to determine the doorway's state (i.e., open, closed, or partially open).

ORB's door model is summarized as follows:

(i) The range of doorway widths found on an office floor is tabulated for the door model

(e.g., doorway widths range from 74 cm to 94 cm in the CIM office space).

(ii) During a Scan Hallway task, each wall in the hallway must be localized priOI to any

doorway identification. The walls are identified by their Wall-Distance values. If an

opening is found along a wall and its width is determined ta be within the range

defined above in (i), then a doorway has been detected.

(iii) The state of the doorway (i.e., whether it is open, closed or partially open) is estab­

lished by its horizontal range profile. The criteria for distinguishing each state are

explained in an upcoming section.

13The wall is located at WalLDùtanœ from the robot.
t4The opening is either a doorway or another hal1way•
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2.3.1. Doorway Scanning

A scenario depicting how ORB scans an open doorway is shown in Figure 3.15. The

events in this scene are outlined below. A f10w chart of the process of scanning an opening

is presented in Figure 3.16.

(i) ORB detects an opening to its left, from rangefinder BIRIS-2, via a jump in range

data beyond the expected position of the wall WalLDistance. The last point on the

wall before the doorway is stored as the starting point of the doorway frame.

(ii) The rangefinder scans horizontally across the opening to locate the boundary of the

frame on the other side. The PTU is moved at 5° increments. A scan is taken and

analyzed at each position. The range profile acquired during the traversai of the

opening provides information regarding the state of the door (i.e., open, closed or

partially open), as will be discussed in later sections.

(iii) The other end of the doorway is discovered as the wall on the other side comes into

view. The first point of the wall after the doorway is noted as the end point of

the frame. The width of this opening is computed and compared to the range of

doorway widths found on the floor.

2.3.2. Doorway Widths

The doorway width information is used to create the door model for that particular

floor. The range of doorway widths on the Haar is used to define what opening widths are

to be classified as doorway openings.

The CIM office environment15 is used for these experiments, a map of which was seen in

Figure 3.2. On this Hoor, doorway widths range from 74 cm, for ordinary office doors r to 94

cm for laboratory doors. Hallway width range from 130 cm to 240 cm. These measurements

are labelled on the CAD map in Figure 3.17.

If the opening is found to be a doorway, then it may be in either one of these three

states: (i) closed, (ii) open or (üi) partiallyopen.

2.3.3. Closed Doors

When seen frOID the hallway, a closed door appears at some distance from the sur­

rounding wall surface in its doorframe. From inside the room on the other hand, the door

is usually flush along the wall with no indentation apparent. These structural descriptions

fit most office space environments and Corro the basis of the closed door model.

15The CIM office space is located on the 4th floor of the McConneli Engineering Building at McGiU University.
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(a)

(c)

(b)

Cd)

•

FIGURE 3.15. A Doorway Scanning Sequence. (a) ORB detects the doorway opening and
notes the position of the beginning ofthe frame. (b)&t(c) ORB pans the sens« across Olt 50 increments
searching for the other end of the doorway frame. ORB also uses these sans to categorize the state
of the doorway (i.e., open, closed. or partially open). (d) The other boundary of the doorway frame is
detected. The width is computed and compared to the range of widths (or doorways on this floor.

In the CIM office space, a closed office door is 10 cm from the wall surface inside the

doom-ame. The horizontal range profile of a closed door will show a sharp 10 cm step

increase in range from WalLDistance. This step remains constant for the duration of the

doorway width. This is followed by a return to range data at Wa ILDistance, indicating

that the wall on the other side of the door is in view. Therefore, an opening is classmed

as a doorway if the opening's width falls within the range of doorway widths found in this

working area. Then, the doorway is categorized as a closed door if the range profile of the

opening is as described above. Experimental results are shown in Chapter 6. The doorway

model is shown in Figure 3.18.
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Scanning an Opening
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FIGURE 3.16. Outline oCHow ORB Scans an Opening. This is a f10w chart ofhow ORB
sans an opening. an example of which was shown in Figure 3.15.
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•

HALLWAy WIDTH = 240 CM HALLWAy WIDTB =133 CM

FIGURE 3.17. The Doorway and Hallway Widths on the CIM Floor. Sorne sample
door and hilllway widths on the CIM floor. Most of the experimentation WOlS done in the 133 cm width
hallway where most of the office rooms are.

2.3.4. Partially Open Doors

•

A door that is open but obstructs the path, or view, through the doorway is called

a partially open door. The boundaries of a partially open doorway are marked by the

same features sought from a closed door as described above. The defining signature of this

doorway state is its horizontal range profile. A partially open door is found further from

the wall than a closed door16, yet within the area that is covered by a door as it opens into

a room. A door swings on its hinges in an arc that covers an area with radius equal to

the width of the door, as seen in Figure 3.18. Therefore, the furthest point on a partially

open door1 as seen from the hallway, is round along the edge of this arc. A partially open

door would then be located at a distance beyond that of a cIosed door, but not further than

the area delineated by arc it traces as it opens. In the CIM office space, that wouId mean

a partially open door is round beyond 10 cm from the wall, yet not further than 94 cm.

Anything beyond 94 cm, or the width of the widest door on the Hoor, cannot actually be a

part of the door.

16A closed dool" is located a set distance from the wall surface (la cm in the CIM environment)•
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Area where partiall,
~~~~"~o;;;'pe~n-cloorwill be found

----~ 10 cm d....nce

•

of closed door to
_ _ wall surface.

Robot

FIGURE 3.18. A Doorway Opening. The various components of a typical doorway and how
these features are used in ORB's door mode!. The doorway width is used to differentiate doorway
openings from ail other openinp (i.e., hallway openinp). The range of doorway widths found on the
office f100r is recorded a priori for the door mode" A dosed door will lie at some distance inside the
doorframe from the surrounding wall. In this case. for a CIM office door. it is 10 cm from the wall as
seen from the hallway. An opening door will trace an arc with a radius the length of the door's width.
Therefore, a p~rti~f1y open door will be (ound in the outlined area of the semi-circle as shown. An open
door will leave a completely unobstrueted doorway, and any range data obtained in scanning an open
doorway will be beyond the areas defined (or a dosed doorway. or partially open doorway.

2.3.5. Open Doors

A completely open door leaves the doorway opening unobstructed, resulting in a clear

view of the room from the corridor. The range scans acquired through an open doorway

will he readings of objects inside the room. The range profile of an open door begins with

the initial detection of the doorway, whereby the wall ends and a sharp increase in range

data is detected. The range data received through the open doorway is fairly noisy since

these are range readings of objects somewhere inside the room. The opposite end of the

doorway frame is round when the wall on the other side comes into view. This is indicated

by a return to range data at WalLDistance from the robot. Therefore, an open door is

detected if the range readings through the doorway are beyond that of both a closed door

and a partially open door. Experimental results showing ORB 's scanning and recognizing

each of these doorway states will he presented in Chapter 6.

While navigating through the hallways of an office space, the mobile robot may aIso he

required to enter rooms to perform varions tasles. One of these tasles is to find and recognize
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the m01Jable objects. These are basic fumiture items found in aIl office areas, the recognition

of which is discussed in the next chapter.
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CHAPTER 4

Recognition of the Movable Objects

The "FINn" commands, as described in the first chapter, are mobile robot navigational

tasks carried out by SPOTT which require the robot ta seek out and locate specified abjects.

The targeted abjects inc1ude movable objects and parametric geons[47] 1. The movable

objects are certain pieces of furniture found in all office spaces, namely: chairs, tables

and desks. When searching for a movable object, SPOTT calls upon ORB to scan and

recognize the abject once it has been located in the scene2 . A sample scenario would be the

following: SPOTT is given a "Find Chair' task to complete as the robot navigates through

an office space. Once an abject suspected of being a chair is located, SPOTT calIs on ORB

to execute its "Scan Chair' routine, leaving ORB to determine if the object in question is

indeed a chair. The models of the movable objects and ORB's recognition procedures are

now discussed.

1. Object Models

This work is concerned with an office environment where basic furniture items like

chairs, tables and desks are found in every room. These movable objects are shown ta be

composed of planar surfaces. A standard chair has two planar surfaces, the seat and the

backrest, as shawn in Figure 4.1(a). A table has a single planar surface, the tabletop, as

seen in Figure 4.1(b). Desks consist of a planar surface for the desktop with three additional

supporting planes underneath, as seen in Figure 4.1(c).

ORB's models for the movable objects are idealized descriptions with the object's sur­

faces represented by planes. These abjects are described by the general object model shawn

in Figure 4.2. The movable objects in the database are modelled by the rectangular faces

IThe search for and recognition of parametric geons is not part ofthis work, but is an ongoing research project
at CIM.

:lORS assumes that the "attention problem" has been solved and that the object is localized in the scene before
the recognition procedure begins.
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FIGURE 4.1. The Movable Object8. (a) A chair is composed of two planar surfaces: the
backrest and the seat. (b) A table consists of a sinl'e horizontal plane: the tabletop. The tabletop is
supported by four lep. which are not modelled because they are not usily detected. (c) A desk has a
single horizontal planar surface for the desktop. The desktop is supported underneath by three vertical
planar surfaces.
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Genel'lll Object Model

FIGURE 4.2. General Object Model. This is the 8enen/ abject made/ used ta describe
the objects in ORB's movable object database. The planar surfaces of each object are mirrored by
rectangular faces in this structure.

in this structure. The physical dimensions of these models are defined by Architectural

Standards[l] , as most office furniture is built to conform to these standards. The objects

currently in ûRB's movable object database are chairs, tables and desles. The models for

each are now discussed.

1,1. Chair Model

A standard chair is composed of two major parts: the baclcrest and the seat. These

are the two planar surfaces modelled using the general object mode/. The other parts of

a chair, snch as the legs and annrests, are not used because they are too narrow to he

easily detected by BOOS range scans. ORB's general object modelonly accounts for planar

surfaces.

The chair model is shown in Figure 4.3. The standards outlined by Architectural

Standards[l] do not vary much for the different types of chairs used in these experiments3 .

The seat for these types of chairs is found at heights of 43 cm to 47 cm off the ground. The

backrest is positioned directly above and behind the seat when viewed frontally. The top

of the backrest is round between 75 cm to 78 cm off the Boor.

3Chairs found in the CYM office environment were used for these experiments. Among these are the "secretarial
chair". "Ergon secretarial chair". and "Brno chair". whose dimensions are outlined in Architectural Standard.s[l] .
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FIGURE 4.3. Chair Model. The chair modeJ consists of two planar surfaces that represent the
seat and backrest. Office chairs are built to standards that include the ~t heilht and the backrest
height. These values are defined in Architectut3IStandanfs(l] and provide the dimensions ofthis model.

1.2. Table and Desk Models

Tables and desks are very similar in design. The main difference between the two is

that tabletops are usually supported by four legs, whereas desktops have planar supports. A

desk's supporting planes house drawers which tables usually do not have. Desks have more

of a box-like configuration, whereas tables have only one main component, the tabletop.

1.2.1. Table Model

The table model is shown in Figure 4.4. The legs of the table are not part of the model

since they are not easily detected by the BOOS rangefinder. The tabletop is the only planar

feature used by ORB. There are many different categories of tables that cover a wide range

of heights. Typicai "low" tables range in height from 30 cm to 45 cm and are generally for

home use. Typicai "end" or "side" tables range in height from 45 cm to 72. The majority

of the tables found in the CIM office space are called "conference" or '~dining" tables which

range in height from 67 cm ta 72 cm[l]. These are the types of tables most likely ta be

found in office spaces and form the basis of ORB's table mode!.

1.2.2. Desk Model

The desk model is shown in Figure 4.5. The desk model consists of a desktop with

vertical planar supports on three sides of the desk. The side supports would be visible only
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T.bleModel

Tabletop

FIGURE 4.4. Table Model. The table mode' consists of a single horizOl1t~1 planar surface th~t

represents the tabletop. This surface is found at the standard heilht for "conference" tables. which is
between 67 cm and 72 cm[l).

when the desk is approached from the side. Sïnce desks are ordinarily positioned against a

wall, the third support is generally inaccessible to the rangefinder. The fourth side is the

open space for sitting.

The two basic types of desles found in office environments are "single pedestal" and

"double pedestal" desks. The names refer to whether the desk has one or two columns of

drawers. The standard height of these desktops range from 65 cm to 72 cm[l]. Note that

this is basically the same height range as for tabletops.

2. Scanning the Movable Objects

1t has been shown that the movable abjects may be represented in tenDS of planar

surfaces using the general abject mode1. The recognition of a movable object requires the

detection of these planar features. The following sequence of events occur when recognizing

a movable abject. They are outlined in the flow graph in Figure 4.6.

Ci) ORB is executed by SPOTT or by a user via the command-line. The task performed

is one of Scan Chair, Scan Table or Scan Desk.

Cii) ORB assumes that the object bas aIready been located in the scene and is in front

of the chosen BOOS rangefinder at the time it begins scanning4 •

4 ORB must be told which of the two BlRIS rangefinders bas the object in view.
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FIGURE 4.5. Desk Model. The desk model consim of a planar surface that represents the
desktop, 35 weil as three vertical planar supports undemeath. The desktop surface is found between
65 cm and 72 cm in heilht (rom the .round[l].

(iii) ORB then scans the object to search for its planar features. ORB's Cocus of atten­

tion (Le., where to position the rangefinder) is determined by the object's model.

A scanning routine is employed whereby ORB systematically searches for each pla­

nar surface on the object. Knowing the dimensions of the object and where it is

positioned with respect to the rangefinder, ORB determines where each surface is

located in the scene. Once located, ORB scans over the surfaces, collecting range

readings which should combine to form a plane (within an aIIowable threshold).

(iv) Recognition is complete once ORB has successfully detected the planar features of

the object, as described by its mode!. The range data collected are stored for display

and archivai purposes. ORB labels the object as a "chair", "table" or "desk" and

sends this conclusion to SPOTT and/or the user. A failure to properly recognize

the object will result in a message stating that the object is "unknown".

2.1. Assumptions

ORB makes certain assumptions before scanning and recognizing a movable abject. The

general assumptions are outlined below. More specifie assumptions for scanning individual

movable objects will be discussed in later sections pertaining to those objects.

5This process entails sweeping the BIRIS laser Jine over the area.
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SC8nnfng a Movable abject

ORB ........ COIftn'*Id:
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Cuir
Tôle
Desk

Unknown

FIGURE 4.6. Flow Graph of the Movable Object Scanning Procedure. ORB scans a
movable object by locating it in view and then searehing for their planar surfaces. ~ch movable object
requires a specifie scanning routine, as they each have unique structures. The scanning routine focuses
on the planOir surfaces found in the object's modeJ.

(i) ORB assumes that the object has been localized in the scene when ORB receives

the Scan Object task commando This means that upon receiving this directive, the

object must he situated in front of the selected BOOS sensor. The object does not

necessarily have to be in view of the rangefinder, but it must he positioned such that

the rangefinder would only have to TILT downwards to find it6 •

(li) The second assumption is that the approximate distance of the object to the

rangefinder is 150 cm7 • The robot should be positioned as close to this distance

6 At their home positions, the rangefinders point out horizontaUy at 120 cm above the floor. Chairs are about
75 cm in height, tables and desks from 65 cm to 72 cm in height, 50 the rangefinder would have to point down to see
these objects.

7This distance is ideaI since it is within the optimal operating range of the BIRIS sensor•
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as possible. If the actual distance is known from sonar or other data, this value is

sent to ORB (by SPOTT or by the user via the GUI).

3. Chair Recognition

To model a chair, ORB uses a model based description based on the planar structure

shown in Figure 4.3. ORB aIso uses a functiona463} description that permits any object

that may function as a charra to be labelled a chair. As a result, ORB would allow for

instances when the chair is oriented sideways to the rangefinder with only the seat surface

visible. Even though the model based description is not completely matched since only the

seat is detected, ORB would still consider the object to be a chair. This is because the

object may function as a chair since it has a horizontal plane that can be used as a seat.

The chair scanning procedure is outlined in Figure 4.7. ORB attempts ta locate the

backrest of the chair by aiming the rangefinder towards the upper halfof the backrest. After

scanning over this surface, ORB turns its attention ta the seat. Once the seat is scanned,

the procedure is complete and conclusions are made based on the results.

3.1. Occlusion

Occlusion is a problem when the chair is not oriented properly in front of the

rangefinder. For instance, if the chair is positioned sideways ta the rangefinder, then the

backrest's surface is perpendicular ta the sensor and cannat he detected (Figure 4.8(a».

Occlusion of the seat occurs when the chair faces away from the rangefinder and the backrest

obstructs the view (Figure 4.8(b». The seat may aIso he ohstructed by armrests. For these

reasons, the ideal position of a chair with respect to the rangefinder is a frontal position, in

which bath the seat and backrest are visible (Figure 4.8(c».

The assumption is that the chair is facing the rangefinder frontally, meaning that the

seat, and preferably the backrest, are in view. Currently, ORB does not recognjze chairs

from behind if the chair seat is not visible. The key ta recognizing chairs is locating the seat

at the pre-defined standard height. An ideal view of a chair as seen hy the rangefinder was

shown in Figure 4.8(c).

3.2. Scanning the Backrest

ORB begins scanning a chair by locating the backrest. An outline of the backrest

scanning procedure is shawn in Figure 4.9, the details of which are discussed in this section.

SThis object would have a horizontal planar surface at the same height from the ground as a standard chair
seat.
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CMir SCIlnning Procedure

ORBuecue.-san ChIII,- COIIIIII8IId
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FIGURE 4.7. Outline ofChair Scanning Rout;ine. The process of scanninl" a chair entails the
actions outlined above. The chair is assumed to be located in front of the selected BIRIS rangefinder
at the time the command is received. The top of the backrest is then located in the scene and the
backrest surface is scanned. The next $lep is to locate the seat and scan its horizontal planOir surface.
Conclusions are made based on the results of this scanninl" procedure.

As previously mentioned, ORB assumes that when the command is given to scan a

chair ~ the chair is situated in front of the rangefinder. In its home position, the rangefinder

would only need to tilt down to have the chair in view. The average height of chairs found

in the CIM office space is 75 cm9 . Knowing the height of the chair and its distance to the

rangefinder, simple geometry is used to determine the TILT angle required to position the

rangefinder towards the top of the backrest. This TILT angle is shown in Figure 4.10.

3.2.1. Centering the Backrest

Once the rangefinder is properly positioned~ the hackrest should he centered in the

rangefinder's field of view. Since the backrest is modelled as a planar surface, scans of a

centered backrest should return single line segmentslD • Obtaining these single line segments

is very important in determining that the backrest's planar surface is being scanned.

9This height is from the top of the chair ta the Ooor.
lOThese line segments are obtained alter segmentation of the range data using Ramer's metbod. as described in

Chapter 3.
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Ca)

(h)

(c)

FIGURE 4.8. Chair Orientations. (a) When a chair us approached from the side, the surface
of the backrest is not visible. The seat can be detected however. which is enough to satisfy ORB's
funetion~ldescription of a chair. (b) When a chair is viewed from behind, the sut is obscured by the
backrest. The robot must move ta another position ta allow ORB ta properly scan and recognize this
chair. (c) This is the ideal view when scannin( a chair. with both the seat and backrest in view.
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Scanning a Chair Backrest
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FIGURE 4.9. Flow Graph oC Backreû Scanning Procedure. These are the steps taken by
ORB to scan a chair backrest. The deuils of each step are discussed in the following sections.
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FIGURE 4.10. Locating the Backrest. With the chair positioned in front of the rangefinder.
the angle needed to tilt the rangefinder down towards the top of the backrest is calculated as follows:

Tilt..Angle = o.rcto.n«(PTUJleight - ChairJleight)/Disto.nceJ.o_Chair)

The centering procedure consists of a series of PAN movements that focus the

rangefinder towards the closest object in view. The rangefinder is panned horizontally

at 2° increments in the direction of the object until it is centered in the field of view. This

procedure is used to center any planar surface being scanned, horizontal (e.g., chair seat)

or vertical (e.g., chair backrest). This process is outlined in Figure 4.1l.

The backrest is centered once an acceptablell scan is round. This would mean that the

chair is the only abject in view and the rangefinder is focused solely on the backrest. The

range scans taken of a backrest during this centering process are shown in Figure 4.12.

This centering process determines if the backrest is visible. For instance, if the chair

is oriented such that the backrest's surface is obscured from view (Le., sideways to the

rangefinder) or if there is no backrest in the scene at aIl, this centering procedure would

fail12•

If the centering procedure rails, ORB requests that the robot be moved to a location

with a better view of the chair. Once this is done, ORB locates the backrest as before

and again attempts to center it in view. As previously mentioned, ORB assumes that the

attention problem has been solved and that a separate module is responsible for locating

IlAn acceptable scan is one which returDS a. single line segment after segmentation.
12This is because there is no predominant pianu surface in view which can be focused upon.
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Centering a Planar Surface in View
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FIGURE 4.11. Outline of Centering Process. The first step of the centering process i5 to
determine whether the object i5 to the leh or the right of the ranlefinder's view. It is assumed that the
object being scanned is the pre-dominant object in view and would provide the c10sest data points. If
not centered. these points would be offset towards one end of the BIRIS image. The rangefinder makes
ii series of PAN movements at 2° increments towards these set of points until the object is centered
in view. The object is centered once an acceptable scan. in other words a scan returning a single line
segment of range data. is found. There ilre il set number of trials (default is 20) allowed before this
process is abandoned.

the targeted abjects. This version of ORB relies on SPOTT, or the user, to control the

positioning of the robot.

3.2.2. Producing the Vertical Planar Surface

Once the backrest is centered, ORB uses the first acceptable scan of the backrest ta

initialize its knowledge of the chair. This initial scan provides the distance from this part of

the backrest ta the rangefinder. Subsequent scans of the remaining backrest surface should

yield single line segments at the same distance as this initial scan. This set of scans form
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FleURE 4.12. Centering the Chair Backreat in View. These are range sans uken durin&"
the centerin&" process of a backrest. (a) Initially, the backrest is found to the right of the rangefinder's
view. 5ince the backrest is not centered, backg-round objects seen to the left cause multiple line
segments to be returned in this san, which are not shown in the plot because their rance points are
beyond 200 cm. (b) ~ (c) The rangefinder is moved horizontally with PAN movements Olt 2° increments
towards the backrest surface. (d) The backrest is now centered as a single line segment of range dau
is returned. The backrest is now the sole object in view.

the vertical planar surface of the chair model, which represents the backrest. A sample set

of backrest scans is shown in Figure 4.13.

A threshold is allowed when comparing the initial scan to each succeeding scan13 • This

value may vary due to experimental conditions and is up to the discretion of the user, but

a range of 5 cm ta 7 cm is considered appropriate for most cases.

Once the initial scan has been noted, ORB scans down the backrest surface at 1.5°

increments. At each position, ORB segments the acquired range data to ascertain if an

acceptable scan has been obtained14. If sa, the distance of this scan to the rangefinder is

compared ta the initial scan. If this latest scan is Iocated at the same distance as the initial

13This threshold value accounts for uncenainty in the range readings. The accuracy of BlRIS range data. is
dependent on the reflectivity of the object's surface, as weil as the lighting conditions in the scene.

14 In other words, ORB determines if this scan produces a. single Hne segment using Ramer's method, as described
in the previous chapter.
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FIGURE 4.13. Backrest Scan Lines. A gmple set of BIRI5 range sans of a chair backrest.

scan, within the allowable threshold, then it is considered to be part of the vertical plane

representing the backrest. If an acceptable scan was not found, ORB attempts to re-center

the backrest before continuing. ORB searches for a series of acceptable scans that fit the

backrest model15 before concluding that the backrest has been found.

From Architectural Standards[l], the backrest surface area ranges froID 30 cm to 35 cm

in height. Assuming that the chair is 150 cm from the rangefinder , 1.5° increments results

in scans that are spaced 4 cm from each other. ORB searches for a number of acceptable

scans16 ta model a backrest, 50 that 16 cm to 24 cm in height of this surface is covered.

Once this set of scans is obtained, the backrest is noted as being found.

3.2.3. Completion

ORB scans down the backrest surface until one of the following scenarios occurs: (i) the

required number of acceptable scans is obtained, or (li) the rangefinder has scanned beyond

the backrest area without obtaining this requisite number of acceptable scans.

ORB scans down no further than 35 cm from the top of the backrest. This is the

maximum height of the backrest's surface area(l], so scans below this point would falI on

the seat. If the rangefinder has scanned down to this level without detecting a backrest,

lSThis means that this series of scans each produced single line segments that forro a vertical plane with the
initial scan. The number of scans needed is up to the discretion of the user, though six or seven were found to be
sufficient for the experiments in this thesis.

16Tbis number of scans is chosen by the user, though 5 to 7 scans was found to provide a suitable representation
of a backrest. and is the range used in these experiments.
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ORB concludes that a backrest is not in view. This could happen for a number of reasons.

(i) There is no chair in view because the robot was not positioned properly. (ii) The chair

is in view of the rangefinder but is oriented such that the backrest's surface is not visible

(Le., sideways to the rangefinder). (iü) Erroneous BIRIS range data due to factors sucb

as the lighting conditions in the environment, or the material construction of the chair17

would adversely affect ORB's perception of the scene.

Once this process is complete, ORB notes the presence or absence of the backrest and

then continues with a search for the seat.

3.3. Scanning the Seat

The seat is detected as a horizontal planar surface round at the standard height for

office chairs. Finding the backrest makes the model complete, but is not absolutely essential

due to the possible orientation problems described before. fi a horizontal planar surface is

round where the seat is supposed to be located, that is sufficient evidence ta conclude that

this object can at least function as a chair. An outline of the seat scanning procedure is

shown in Figure 4.14.

The height of chair seats found in the CIM office space range from 42 cm ta 47 cm[l].

From scans of the backrest, ORB knows the exact distance of the chair to the rangefinder.

This allows ORB to accurately locate the seat, using the same principle as that used to

search for the backrest. ORB positions the rangefinder towards the back of the seat, close

to the backrest, before scanning clown over the surface of the seat. This scene is shown in

Figure 4.15.

3.3.1. Centering the Beat

Once the rangefinder has been properly positioned, the seat should be centered in the

rangefinder's view. fi not, the seat is centered using the same process used to center the

backrest. This procedure is depicted in Figure 4.16.

3.4. Producing a Horizontal Planar Surface

Arter centering the seat in view, ORB uses the first acceptable scan of the seat to update

its knowledge of the chair. This initial scan determines the actual height of the seat frOID

the floor. It should falI within the pre-defined range for office chairs (42 cm to 47 cm[l)).

The remaining scans of the seat should produce single line segments18 at the same height

17Dark surfaces do not refiect the laser line weil, which could result in erroneous range data. Examples of these
situations will be presented in the next chapter.

18These line segments are produced by segmenting the BlRIS range data.
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FlGURE 4.14. Outline of Seat ScanDing Routine. This is an outline of the steps taken by
ORB to scan a chair seat. This is basically the same routine usec:l to scan a backrest. only the (oeus of
attention is different.•
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FIGURE 4.15. Locating the Seat. ORB applies simple ceometry to locate the seat. using its
height and the chair's distance ta the ranlefinder. The ranlefinder is positioned towards the seat with
il tilt angle computed as follows:

Tilt..Angle = arctan((PTUJ1eight - SeatJleight)! DistanceJ.o_Chair)

from the fioor as the initial scan. These scans produce the horizontal plane of the chair

model, representing the seat. The same threshold used for the backrest is allowed when

comparing the initial scan of the seat to its subsequent scans (5cm to 7cm is usually the

range used).

After the initial scan is found, ORB scans down over the seat surface at 1.5° increments.

ORB searches for a number of acceptable scans (five to seven), usually the same amount as

chosen for the backrest, to form a horizontal plane representing this seat. Assuming the

seat is approximately 150 cm away, the scans will be 4 cm apart. ORB will search for scans

that will cover anywhere from 16 cm to 24 cm of depth on the seat surface, which is a

suitable representation since the average seat is approximately 40 cm deep[l]. Figure 4.17

shows a sample set of seat scans.

3.4.1. Completion

ORB ends its search for the seat once: (i) the needed number of acceptable scans is

found, or Cii) the rangefinder has scanned 45 cm19 in depth from its initial starting point

without detecting the seat surface. li the rangefinder has scanned to the 45 cm limit and the

19This is the maximum depth for seats round in the CIM environment.
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(ü)

(li) (iv)

•

FIGURE 4.16. Centering the Chair Seat in View. If the rangefinder is not completely
focused on the ~t. background objects come into view anci multiple line segments are found in the
scan. (i) The chair is to the right of the rangefinder's view. (ii) lk (iii) The rangefinder is the" moved
horizontally towards the ~t surface (Le., the c10sest object in view). at 20 increments until (iv) the
seat is the only object visible. This results in al single line segment of range data retumed from the
BIRIS sensor as the rangefinder is focused solely on the ~t.

horizontal plane is still not found, ORB concludes that a seat is not in view and therefore

the object in question is "unknown" .

3.5. Chair Model Matching

To summarize, ORB searches for planar range profiles that fit the model based de­

scription shown in Figure 4.3. The model consists of a vertical planar surface representing

the backrest and a horizontal planar surface representing the seat. ORB's range scans of

each component should fit to these corresponding planes. These planes are fit within a

given threshold to al10w for uncenainty in the range readings. A diagram showing how
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FIGURE 4.17. Scan Lines of a Seat. A. sample set of BIRIS sans of a chair seat.

Scan lines
fit to planar
surfaces of
the seat and
backrest

•

FIGURE 4.18. Range ScaDJI Fit to Chair Model. The BIRIS range sans of the backrest
and seat are fit to the corresponding planes as shown.

these range scans form the planes in the chair model is shawn in FiguIe 4.18. These planes

should he found at dimensions outlined in Architectural Standards(l} .
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An abject other than a chair may a1s0 satisfy ORB's model based description20 • But

since the experimental area is an office space, satisfying these conditions would strongly

indicate that a chair has been found. But even if the object is not a chair, since it fits

the functional description, it could conceivably be usetl as a chair. This justifies why ORB

WOuld label this object so.

4. Tahle/Desk Recognition

Tables and desks are basically interchangeable in terms of appearance as weil as func­

tian. ORB ës.ttempts to clifferentiate the two based on the desk's extra vertical supports.

However, these features are not always detectable due ta occlusion. For example, if the

robot approaches a desk from the front21 , the side supports are not visible leaving the desk

indistinguishable from a table. This differentiation is not very crucial though, as long as

the object is properly recognized as a table/desk. ORB utilizes the same strategy when

scanning tables or desks since tabletops and desktops are found in the same height range.

This procedure is outlined in Figure 4.19.

ORB searcbes for a horizontal planar surface within the pre-defined range of table­

top/desktop heights22 • ORB concludes that the object is a tahle/desk once this pIanar fea­

ture is found. ORB then scans undemeath the horizontal plane (i.e., the tabletop/desktop)

to determine if there are any vertical planar supports. If so, the object is considered to

he a desk, otherwise it is deemed a table. Again, these labels (table/desk) are basically

interchangeable since the differences between the desk and tahle models are minimal.

The tahle/desk scanning procedure is very similar to the chair scanning process, only

the focus of attention is different. The planar surfaces are detected using the same principles,

therefore the table/desk scanning algorithm will he described without delving into details

that were previously discussed.

4.1. Assumptions

ORB assumes that the table/desk is situated in front of the selected BOOS rangefinder3

when the scanning procedure hegins. If an approximate distance of the tahle/desk to the

rangefinder is unavailable, then the default estimate of 150 cm is presumed. Lastly, the

tahle/desk is assumed ta be Cree of clutter and the tabletop/desktop surface is clear enough

ta he scanned.

20For example, the object could be a set of boxes of the right configuration and dimensions.
21The "front" of the desk is the side with open space for placing a chair.
22 As discussed before, the heights of the tables and desks used in these experiments range from 65 cm to 72 cm.
23Meaning that the rangefinder need only tilt down to have the table/desk in view.
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TableIDesk SCIInnlng Procedure
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FIGURE 4.19. Outline of Table/Desk Scanoing Routine. An overvil!W of the steps taken
by ORB to scan a table or a desk is outlined above. The details of this process will be further examined
in the following sections.

4.2. Centering the Table/Desk

ORB begins by locating the tabletop/desktop in the scene. The tabletop/desktop is

found at a certain height from the floor24 and at a certain distance from the rangefinder25 •

ORB uses simple geometry to compute how far the rangefinder should tilt down to have

the tabletop/desktop in view, as shown in Figure 4.20. The rangefinder should be aimed

towards the far end of the table/desk, before scanning down over the tabletop/desktop

surface towards the robot.

Once the rangefinder is properly positioned, the laser line should be completely pro­

jected onto the tabletop/desktop swface. If not, the tabletop/desktop must be centered in

24 65 cm to 12 cm in the CIM office space.
25 If not known, this distance is assumed to be 150 an.
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FIGURE 4.20. Locating a Desktop. With a desk in front of the ranlefinder. the angle needed
to tilt the ranlefinder towards the desktop is caleulated as follows:

Tüt...Angle =4rctan«PTUJ/e.ight - DesktopJfe.ight)/DistanceJoJJesk)

the rangefinder's field of view. ORB uses the same centering procedure as described for

scanning a chair's planar surfaces. The tabletopjdesktop is centered once an acceptable

scan is found. The initial scan is used to initialize ORB's knowledge of this tablejdesk.

4.3. Producing the Horizontal Plane

Once the tabletopjdesktop is centered, the initial scan determines the exact height

of the tabletop/desktop. This height should falI within the pre-defined standards for ta­

bles/desks (Le., 65 cm to 72 cm). The subsequent scans should lie along a horizontal plane

representing this tabletop/desktop surface.

ORB scans over the tabletopjdesktop at 1.50 increments. Once the requisite number

of acceptable scans26 is obtained, it is concluded that a tabletop/desktop has been found.

These acceptable scans: (i) retum single line segments of range data after segmentation and

(ii) are found within the same height range as the initial scan. The height of each acceptable

scan is allowed to deviate from the height of the initial scan by an allowable threshold. This

threshold value accounts for sensor uncertainty and the fact that different tabletopjdesktop

surfaces have varying reHective properties that could learl to erroneous readings.

26This series geoerally consists of seven scans that cover a length of 24 cm, with a 4 cm spaciog betweeo each
scan. The oumber of acceptable scans oeeded to represent a tabletop/desktop is at the discretioo of the user.
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FIGURE 4.21. Scanning a Desk. (a) "(b) The top ofthe desk is scanned as ORB searches for
a horizontal plane representinc the desktop. (c) " (d) Once the desktop is found. ORB searches for
the presence a planar support undemeath. Upon deteetinc this planar support. ORB determines that
il desk has been found.

4.3.1. Search for Desktop Planar Supports

The only planar feature available on a table is the tabletop surface. However, a desk

has additional planar supports underneath its desktop. After establishing the existence of a

planar surface representing a tabletopfdesktop, ORB scans undemeath this plane ta searcb

for any vertical planar supports. H one is found, then it is assumed that a desk is being

scanned. Otherwise, the results are inconclusive and by default the abject is called a table.

This distinction is not very important as long as the tablefdesk is properly recognized. The

search for these supporting planes is depicted in Figure 4.21.
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4.4. Completion

ORB scans over the tabletop/desktop until: (i) the requisite number of acceptable scans

are found to represent this surface, or (ü) the rangefinder has scanned down to its lowest

extremity (-60 degrees) without acquiring the necessary data. In the latter case, ORB

concludes that no table or desk is in view.

If ORB fails to properly recognize a table or desk, potential causes are as follows:

(i) The robot is not positioned properly, sa the table/desk is not in view of the

rangefinder7 .

(ii) The rangefinder readings are poor. This cao be due to the lighting conditions or the

reflectivity of the table/desk.

(iii) The tabletop/desktop is filled with c1utter which prevented the surface from being

properly scanned.

4.5. Table and Desk Model Matching

To recap, ORB searches for a horizontal planar surface at a height standard for tables

and desks. The model based description of a table was shown in Figure 4.4, the desk

model in Figure 4.5. They both consist of a horizontal planar surface representing the

tabletop/desktop, with desles having additional planar supports. The range scans that fonn

the tabletop/desktop horizontal planar surface is shown in Figure 4.22.

1t is possible that an object that is neither a table nor a desk may be found to fit

this model. For instance, just as a set of boxes of the right configuration and dimensions

could match ORB's chair model, the same scenario could also occur with the table or desk

model. But in the unlikely case that an object is falsely labelled a table/desk because it

coincidentally matches the model, this action may be justified by the fact that this object

may still function as a table/desk. Since the working environment is an office space, it can

be assumed that any object satisfying this description will indeed be a table/desk.

5. Summary

This chapter dealt with modelling and recognizing the movable objects. These are

furniture items found in aU office environments, namely tables, chairs and desks. The models

for these objects are idealized descriptions in which the main components are represented

by planar surfaces. These planar features are detected by sweeping BOOS range scans over

the object's surface, the dimensions of which are known and modelled a priori.

27The control and positioning of the mobile robot is undertaken by SPOTT.
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FIGURE 4.22. Range Scans Fit to Desk Model. The BIRIS range sans oh tabletop/desktop
ilre fit to the corresponding horizontal plane as shown. This plane is found at the pre-defined standard
height: 65 cm to 72 cm.

The robustness of these recognition procedures is dependent on the accuracy of the

rangefinder. The lighting conditions in the surroundings and the material construction

of the scanned object will affect BOOS range readings. Therefore, the lighting in the

experimental environment must be controlled. Exterior sunlight, or any abnormally bright

lighting, must be kept out of the BmIS rangefinder's view. This type of lighting will

corrupt the laser signal, resulting in inaccurate data. AIso, objects made of unreHective

material, especially of darker colour (black or dark brown) will not be easily recognized.

These objects attenuate the laser signal, producing less reliable data. These recognition

procedures perform best in a controlled environment where the lighting is not abnormally

hright, and the target objects are of light colour and fairly reHective. Distance is another

factor, as the BIRIS rangefinder's optimal working range is within 2 metres. The target

object should ideally he 150 cm from the robot.

The implementation issues concerning the hardware and software packages used by the

oRB system are discussed in the next chapter. This will be followed by the experimenta!

results.
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CHAPTER 5

Implementation

ORB is a software package that utilizes the QUADRIS platform to complete sensory and

perceptual tasks. ORB positions the BOOS rangefinders according to scanning patterns

that are unique for each object (i.e., chair or desk) and scenario (i.e., scanning a hallway or

scanning a room). ORB is also in constant contact with SPOTT during navigational tasks.

ORB provides SPOTT with sensor readings and labels for recognized objects. In return,

SPOTT provides ORB with required data sucb as the robot position and orientation.

ORB is executed in one of three modes:

(i) ORB may be spawned by SPOTT(68) as a PYM (Parallel Virtual Machine(29])

process1•

(ii) ORB may be run as a command-line executable, with command-line arguments

specifying the various mn-time options. This mode is generally employed during the

testingjdebugging stage.

(iii) ORB may also be run via a graphical user interface (GUI), which simplifies its use

and offers the most basic functionality.

The main factor affecting ORB's performance is the reliability of the QUADRIS

platform, since erroneous range data will affect ORB's perception of the environment.

QUADRIS is vulnerable to exterior lighting conditions since certain light sources elude the

BOOS rangefinder's filter, corrupting the signal. The colour and material of the scanned

object will also affect range readings. Darker objects, which do not properly reflect the

laser tine, will cause problems since the returned signal will be attenuated. As weIl, proper

calibration of the BIRIS rangefinder must he performed regularly to ensure optimal results.

lThis mode of execution will be described in more detaillater 00•
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1. The ORB System

ORB is written in the C and C++ programming languages for use on SaI Indy work­

stations. ORB is ex:ecuted in one of three modes as previously outlined. The first option2

is utilized when SPOTT executes a task requiring ORB. For instance, when navigating

through the hallways of an office space, SPOTT uses ORB to label walIs and determine

what state the doorways are in (i.e., openfclosedfpartially open). The second and third

options3 are generally employed for testing and debugging purposes, and for demonstrations

highlighting ORB's functionality. It is aIso the mode used to demonstrate the Scan Object

experiments shown in the following chapter.

The inputs to the ORB system are as follows:

(i) The task command from spoTT4 or from the user5 •

(ii) The current robot position and orientation6 .

(iii) The BOOS range data provided by the library package libBiris, which converts the

BIRIS video image to range data.

ûRB's outputs are as follows:

(i) The positioning of the pan-tilt units (PTUs) of the QUADRlS platform (i.e.~ the

PAN and TILT angles for each PTU).

(ii) The selection of the rangefinder to obtain the current range scan (i.e., BIRIS-l or

BIRIS..2).

(iii) The segmented range data, with corresponding labels if applicable, which are sent

to SPOTT for incorporation in the map database.

These inputs and outputs to the ORB system are outlined in Figure 5.1. An overview

of the entire system and how ORB communicates with the varions software and hardware

components will now be discussed.

1.1. System Overview

A block diagram of the ORB system was presented in Chapter 1. A slightly more

detailed version is found here in Figure 5.2, with the flow of operations outlined.

:lORE is run as a PVM process spawned by SPOTT.
30RE is run "stand-alone" as a command-Iine executable Or via a GUI.
"'SPOTT detennines which functionality it requires from ORB and selects the appropriate executable. ORB is

compiled such that a separate executable exists for each available task.
5Could be selected via the GUI, or the appropriate executable is run from the command !ine.
6The robot position is supplied by SPOTT through Robodaemon. Robodaemon is a software development

system that aIlows externaI software to interact with the mobile robot[23] .
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FIGURE 5.1. Inputs and Outputs or the ORB System. This is an outline of the data passed
between ORB and the hardware and software packages it utilizes. ORB sends positioning commands ta
control the hardware components of the QUAORIS platform. and receives BIRIS range data from the
software library libBiris. ORB is also in constant communication with SPOTT. providing QUAORIS
range data updates to the map database. along with labels of recognized abjects/structures. SPOTT
provides ORB with the robot position and orientation.

When ORB is executed, by either SPOTT or by the user, a task command (e.g., Scan

Hallway, Scan Chair) needs to be specmed. The user may select a task via the GUI, or the

user can just launch the appropriate executable from the command-line7• Similarly, when

ORB is spawned as a PYM process, SPOTT selects the executable to perform the required

task.

From the task command, ORB determines what recognition routine to perform as well

as what PTU scanning pattern (Le., the positioning and selection of the rangefinders) is

needed. Once the rangefinders are properly positioned, ORB obtains range data from one

of the rangefinders for processing. ORB uses the current robot position and orientation,

obtained frOID SPOTT, to transform. the raw data from the local frame of reference of the

70RB is pre-compiled ta perform each available task•
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FIGURE 5.2. Block Diagram orthe ORB System. The different sections ofthe ORB system
are shown. along with the various hardware and software components it utilizes. The f10w of operations
begins with a task command specified by either SPOTT or by a user. This command determines
what recognition process ORB will execute. as weil as the PTU scanning pattern required. ORB then
selects (using cportd) and positions (using ptud) a rangefinder before obtaining a BIRIS ranse sean
(using IibBiris). The data is transformed from the local frame of reference of the rangefinder. to the
world coordinates of the map database before being sepnented. The line segments are consequently
processed by the appropriate recognition module and labels are assisned to each. The line 5esments
and their labels are sent to SPOTT and are displayed on sereen for the user.
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rangefinder, to the world coordinate system of the map datahase. The range data is then

segmented using Ramer's method[53J to obtain a line segment representation. Each line

segment is then given a label by the selected recognition process. For a Scan Object tCiSk

(e.g., "Scan Chair"), severa! scans must be taken before the recognition process is complete.

A label (i.e., chair/table/desk) is assigned only after the object has been fully scanned and

identified. The Scan Hallwayand Scan Room tasks label each line segment as they are

received. ORB sends the line segments, with their labels, to SPOTT for incorporation in

the map database. ORB continues to perform the CUITent task until told to stop8, or untU

a new task is speciJied.

1.2. Communications

ORB's performance is highly dependent on its communication with the QUADRIS

hardware and with SPOTT. The response time of QUADRIS' hardware components are cur­

rently the bottleneck to faster processing by ORB. The limiting factors are the rangefinder

selection and the placement of the PTUs (i.e., the speed limitations of the PTUs).

1.2.1. QUADRIS

The QUADRIS platform consists of two BOOS rangefinders mounted on pan-tilt units

(PTUs). ORB positions the PTUs and selects the rangefinders via the daemon processes

ptud and cporld respectively9. A PTU positioning command specifies the direction of move­

ment (Le., PAN or TILT) along with the degree of movement (Le., angle in degrees). The

commands are sent to the daemon processes through UNIX socket connections. The daemon

processes communicate with a processor (i.e., 486) on board the mobile robot, to control the

QUADRIS hardware, via a wireless radio ethemet link. Once the rangefinders are properly

placed, ORB obtains a BmIS range scan from the libBiris software library, which converts

the BOOS video image into an array of range data. The BmIS video frame is obtained from

QUADRIS' video transmitter on board the robot. The image is sent to a video receiver,

which is connected to the framegrabber of an SGI Indy workstation where the processing

is done.

A problem encountered during experimentation in the CIM office environment was the

occasional loss of radio transmission with the mobile robot. This occurs when the robot has

travelled a long distance frOID the receiver, usually beyond 40 metres. The video link that

transmits the BOOS images also suff'ers when there is no direct line of sight between the

8SPOTT semis an exit command once ORB's services are complete.
9These daemon processes were designed and developed at CIM in the Mobile Robotics Laboratory.

85



•

•

CRAPTER 5. IMPLEMENTATION

video transmitter and the receiver. The images become corrupted resulting in erroneous

data. This problem could be alleviated by placing a network of antennas throughout the

floor connected to the receiver. This would alIow the receiver to be in direct contact

with the transmitter no matter where the robot travels on the floor. However, this would

mean altering the environment, which is not always feasible. The experiments for this

thesis were done with the receiver located at a central location on the office floor. The

video transmissions were satisfactory with this set-up, except at the extremities of the floor

where the signal was somewhat degraded. Another hardware consideration is the battery

power for the mobile robot, which has a life span of approximately live hours of continuous

use. The accuracy of QU.ADRIS degrades as the battery power weakens, but this is only a

problem for navigational tasks of very long duration.

1.2.2. SPOTT

SPOTT uses the PYM (Parallel Virtual Machine)[29] software tool to distribute its

processing across a network of SUN and SGr workstations[69]. PYM is a software system

that enables a collection of interconnected computers to be used for concurrent or parallel

computation in a network environment[29]. PYM provides a set of library routines for

automatically starting up processes on the PYM network, and allowing these processes to

communicate and synchronize with each other. PYM provides high level library function

caUs which make actual system calls and UNIX socket communications transparent to the

user application's code.

ORB is spawned by SPOTT as a process which runs on an SGI Indy workstation in the

PYM network. AIl subsequent communication between ORB and SPOTT is done through

PYM resources. ORB is compiled as a set of executables which perform each available task

Ce.g., Scan Hallway, Scan Room etc.). SPOTT cbooses the appropriate executable based on

the navigational task it is required to complete. For example, when navigating through a

hallway, SPOTT would call on ORB's Scan Hallwayexecutable. On the other hand, if the

robot is in a room, the Scan Room executable would be selected.

The PYM library provides routines for packing and sending messages between processes

running on the PYM network When ORB requires data from SPOTT (i.e., the current

robot position and orientation), ORB sends a request and waits for SPOTT to reply with

the desired information. When sending data to SPOTT, for example a line segment of

range data for the map database, ORB sends a signal to SPOTT indicating that this data

is on the way, hefore packing and sending the data. SPOTT receives the data in a buffer
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FIGURE 5.3. ORB Sends Data to SPOTT. The protocol followed when ORB sends datôl to
SPOTT is outlined above. The aetual PVM funetion calls are also induded for clarity. When sending
data to SPOTT. ORB initiates the transfer by sending a sii"al (PVM..initsend) indicating that the data
is to follow. ORB then "packs'" the data (e.g., PVM-pkfloat(data) for floating point Vôllues) before
"sending" it (i.e.• PVM-Send(data».

ORB
PVII_8eD4 (RBQUBft)

Requests data
(e.g., robot position)
and wails for data to
be retumecl

PVII_upJd.Dt
upload. data

SPOTT

acknowledg•• request
and ..nd_ back data
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FIGURE 5.4. ORB Requests Data from SPOTT. When ORB requires data from
SPOTT, for example the current robot position, ORB sends a PVM "request" command (i.e.•
PVM..send(QUADRIS-ROBOT-REQUEST) indicating the type of datôl needed. ORB then W3its
for SPOTT to acknowledge and process the request, before uploading the desired data (e.g.,
PVM-upkint{datil) to upload an integer value).

and processes the data in a "first come first served" basis. These scenarios are outlined in

figures 5.3 and 5.4. Descriptions of the actual PYM function calls for these routines are

found in [291 .
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2. ORB~s Display

ORB provides a user friendly graphical interface ta update the user of its progress. The

display includes the latest range rearling from QUADRIS, which is continually updated as

saon as data is received. H the task is either of Scan Hallway or Scan Room, a map

showing a plan view of the range data acquired thus far is also displayed. For tasles that

recognize movable abjects (i.e., Scan Chair), the range data are stored and can be viewed

upon completion of the task via the rimlO software package. ORB's display is shown in

Figure 5.5. The GUI option is demonstrated 50 that all of ORB's display windows are

presented.

From the GUI, the user selects one of the available recognition procedures. Each

selection opens a window that allows the user to modify a set of parameters pertaining ta

the chosen task. This arrangement is shawn in Figure 5.6, with the Scan Chair task used

as an example. Once the user is content with the settings, the process is initiated by the

;'START" button.

10 Rim (Range Image Monitor) was developed at ClM by the Artificial Perception Laboratory.
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FIGURE 5.5. ORB's Graphica1 User Interface. ORB's display consists of il GUI, il window
displaying the current BIRIS range reading, and a plan view of the range dab ilcquired (rom the
environment thus far (only used (or the Scan Halfwayand San Room tasks). The GUI allows the user
to select a task (or ORB, as weil as vary certain parameters pertaining to that recognition procedure.
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FlGURE 5.6. ORB's GUI Parameter Settings. When the user selects a task (rom the
main GUI, in this case San Chair, a secondary window appears olrerinl the user severa1 options.
Parameters mOlY be adjusted to cope with dilrerent experimental conditions. The default values are
generally suitable, but special cases need to be accounted (or. Amonl these variable parameters are
the thresholds for fininl ranle scans to planes. The thresholds (or the seat and backrest are modifiable
for a Scan Chair task. If the ranle readinp are less reliable than usual (due to the reflectivity of the
chair's surface (or instance), the thresholds maY be increased. Also, the tarlet chair's dimensions may
not con(orm to the known standards, 50 the seat heilht and backrest heilht of a particular chair mOlY
be entered. Once ail the parameters have been set, the process is launched by the START button.
At any point in time, the process mOly be terminated by the STOP button. After completion of the
scanninl procedure, the ranle scans of the chair mOlY be viewed by rim. and the chair's model can be
viewed usinl Inventor.
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FlGURE 5.7. QUADRIS: A Mobile Robot Sensor Plat(orm. QUAORIS is composed of
two BIRIS sensors mounted on pan-tilt units. Each BIRI5 sensor is composed of a CCO came~. a laser
line projector and a bandpass tilter.

3. The BIRIS Laser Rangefinder

The robustness of ORB's recognition algorithms is dependent on the reliability of the

BIRlS range data. The BIRIS sensor is comprised of a eeD camera, a laser line projector

and a bandpass filter, as can be seen in Figure 5.7.

Io front of the eeD camera leos is a mask with two apertures. This mask produces

two offset images superimposed on one another, with the offset between the two images of

an object being proportional to the distance of that object to the sensor. This is analogous

to the stereo disparity principle in that range is inferred from the disparity between two

images acquired from the one scene. The optical principle of the BOOS seosor cao be seen

in Figure 5.8. A horizontal laser line is projected onto the scene and its refiection on ao

object will appear as two lines on the eco sensor (see Figure 5.9). The disparity between

these two lines is inversely proportional to the distance of the object to the sensor. For

abjects that are doser, the laser lines will be further apart from each other than if the

object were at a greater distance away. A comparison is shown in Figure 5.9. A vertical

laser line is also available, but for use with a mask with four apertures producing three laser

tines in the image. This arrangement is used for the recognition of geons [47J and is not
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discussed in this thesis. In order to facilitate the processing of the image, a bandpass filter,

tuned to the wavelength of the laser light (.....=680nm), is placed in front of the camera lens

ta obtain an image of the laser lines with the background attenuated. An image of the laser

projected onto the scene and the filtered image cao be seen in Figure 5.10. An array of

range data is produced along the laser line. There are 640 pixels across the width of the

CCO array providing 640 range readings along the laser line.

To correlate the disparity between the lines with range, a lookup table is produced. The

lookup table consists of a set of coefficients (Cr(X},C2[X), x=[1,2,...,640) for each column in

the array) which relate disparity to range. The calibration procedure to produce the lookup

table consists of taking clisparity measurements from positions of known distance to an

abject Ce.g., a wall). These series of measurements result in a set of disparity versus range

data. The filter and lens cause distortion which increases towards the edge of the lens, so

an array of coefficients is needed for each position in the array. A least square minimization

and fitting routine is used on the range versus disparity data to compute Cr(x) and C2[X).

The relation between disparity and range is as follows:

(5.1) disparity[x] = CdXl
j
+ C2(X]

range x

•

with x being the position on the array [1,2, ...,640].

A range reading would constitute computing the disparity between the two laser lines

in the BOOS image for each column in the array (640 readings). The corresponding range

values are calculated from the ahove relation using the coefficients (CI(x),C2 (x)) stored in

the lookup table. A more thorough discussion of how the disparity is computed, and hence

how range is inferred, can he found in [24].

3.1. Properties of the BIRIS Rangefinder

Sorne properties of the BOOS rangefinder are now described.

(i) The laser Line spans 30 degrees so that is BIRIS's field of view. But since the data

towards the border of the camera lens are less reliahle, margins are set on the range

array which then limit the field of view to the most accurate data, spanning around

20 degrees.

(ii) BOOS is calibrated to provide range data from 30 cm up to a distance of 5 meters.

A typical BOOS scan of a wall from 130 cm away is shown in Figure 5.11. The

filtered stereo image of the laser line is shown next to the resulting range data.
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FrGURE 5.8. BIRIS Sensor Theory. The BIRIS sensor consists of a two aperture mask placed
in front of the lens of a CCO camera. This creates a double imale in which the disparity between the
two images is a funetion of its distance to the CCO sensor. The reference plane is set by the camera
lens focus. which in our setup is infinity. So a point at this position A will not be aff'ected by the mask.
and will be projected onto the CCO at point A'. But another point. B. will be projected onto the CCO
at two points. with the disparity between them a funetion of the distance of point 8 to the sensor.

(a) (b)

•

FIGURE 5.9. BIRIS Lines From Close and Far. (a) How the laser lines appear through the
mask from 30cm. (b) How the laser lines appear from a further dist2nce. 200cm away. The disparity
be~n the lines is inversely proportional to the distance of the object to the sensor.

(iii) BIRIS is accurate to within 2 cm up to a distance of 2 meters, after which there

is a graduaI degradation in performance. BOOS accuracy is also dependent on the

environment, as surface reflections and exterior lighting conditions are very impor­

tant. Surfaces that do not refiect weIl (Le., darker coloured surfaces) and do not
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(a) (h)
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FIGURE 5.10. BmIS Laser Lines With and Without Filter. (a) Imale taken without the
bandpass filter. The laser lines are visible. but their signal will be obstrueted by the extemal lighting
conditions. (b) Image with the filter. With the background attenuated. there is no interference with
the laser- line signal. One drawback is that the filter induces an effec:t whereby the edles of the imale
are lost. narrowing the field of view.

retwn the laser signal will cause prohlems. As well, exterior light which cannot be

filtered out will corrupt the signal and cause erroneous range data. An example of

this phenomenon is seen in Figure 5.12. The filtered image dearly shows external

light eluding the filter and resulting in corrupted range data.

(iv) BOOS captures its signal at 10 frames/second, which is more than adequate for most

mobile robot tasks.

(v) BOOS data consists of an array of range readings along the laser line.

(vi) Power for the sensor is provided via the existing on board battery system powering

our robot, the "Nomad 200", which consists 12 V power for the camera and PTU's,

as weIl as 6 V power for the laser.

(vii) The QUADRIS platform, which consists of two BIRIS sensors, fits comfortably on

the "Nomad 200", which has a diameter of 46 cm.

3.2. BIRIS Range Data

BIRIS range data may be affected by a number of factors. First of aIl, the lookup table

that correlates disparity between the BOOS laser lines to range needs to be accurate. For

this reason, the lookup table must he updated frequently for optimal resultsll . The other

factors have to do with the working environment.

External lighting conditions may cause problems for BOOS. Direct sunlight or any

abnormally bright light may pass through the BmIS filter corrupting the signal. This

llThe calibration procedure that produces this lookup table is described in[24J.
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FIGURE 5.11. BmIS Scan ora Wall from 130 cm. (a) The filtered image shows the stereo
laser lines from a scan of a wall 130 cm away. (b) The rance data is plotted with the horizontal axis
being parallel to the plane of the lens. and the vertical axis indicatinc distance of the sensed object
normal to the plane of the lens.

(a)
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.-
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FIGURE 5.12. BIRIS Scan Corrupted by Exterior Light. (a) The filtered image shows
how external lighting may pass through the filter. corruptinc the signal. This is a scan of a box on
a windowsill. The window in the background is covered with horizontal blinds that are slightly open.
Sunlight causes BIRIS problems as it cannat be filtered out by our current setup.(b) The resulting noisy
range data.

phenomenon was shown in Figure 5.12. Unrefiective materials and darker colours will aIso

have an effect on QUADRIS data. Surfaces which do not reflect the laser line weIl produce

a weaker signal, resulting is less accurate data.

There are aIso occasional prohlems transmitting the BIRlS video image from the robot

to the SGI workstation. When there is no line of sight between the video transmitter and

the receiver, the video signal degenerates. Examples of the degraded video image are shown

in Figure 5.13.
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FIGURE 5.13. Corrupted BIRIS Video Images. These are sample BIRI5 video images that
were corrupted due to the loss of transmission from the video transmitter on board the robot. The
BIRI5 laser lines are lost which results in totally erroneous data.

Corrupted BOOS video images, as shown ahove, contain much more noise than properly

filtered ones, and can be detected and discarded before being processed. Areas of the image

which are supposed to contain no signal are monitored. These areas are anywhere ahove

and below the two BOOS lines in the center of the image. fi any noise is found in these

areas, the image is discarded. New scans are taken uotil a suitable image is received (i.e., an

image with no noise signal found in the monitored areas). Figure 5.14 shows sorne sample

BOOS video images with the monitored areas outlined.

However, these problems rarely affect ORB's performance. ORB can effectively filter

out any corrupted BOOS frames as shown above. ORB was designed to utilize QUADRIS

as a mobile robot sensor platform that recognizes landmarks in an office space. BOOS has

proven to be quite capable of completing these tasks, as will he shown in the experimental

results discussed in the following chapter.
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FIGURE 5.14. BIRIS Video Image Verification. The arss of a BIRIS video frame which
are monitored for noise are four rectangular windows in sch corner of the image. (a) ln a stable BIRIS
video image. the background should be completely filtered leaving only the SIRIS laser lines. If the
windowed arss contain no signal, this indicates that the frame is acceptable. (b) If line of sight is
lost between the video transmitter and the receiver, transmission problems occur. This is a worst case
scenario whereby the BIRIS lines are lost and the whole image is distorted. The monitored areas detect
noise where the imale should be filtered, 50 the frame is rejected. {cl Abnormally brilht Iighting may
pass through the filter and corrupt the image. This noise would be found in the monitored windows
resulting in a rejection of the frame.
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CHAPTER 6

Experiments

The experiments conducted in this work were done in the hallways of the Centre for Intelli­

gent Machines (CIM) at McGill University, as weIl as in the Mobile Robotics Lab at CIM.

Although this work is modelled on the CIM environment, ORB can be applied to anyoffice

space, provided certain dimensions of the structural and movable objects are available.

ORB's processing speed is suitable for the applications at hand (Le., mobile robot

exploration of an office environment [69]), but is somewhat limited by communications

with the QUADRIS hardware. The movement of the PTU (PTU speed) and the selection

of the rangefinderl are the two of the more time consuming procedures when performing a

scanning routine (Le., Scan Hallway). The rest ofORB's processing entails the computation

of range data from the BOOS video image, and the interpretation of this data (Le., the

recognition procedure).

The following experiments were performed to demonstrate ORB's functionality.

(i) The computing costs for the different components of ORB's system is determined,

with the limiting factors to ORB's performance outlined.

(U) Recognition of the structural abjects during a Scan Hallway procedure is exhibited.

(Hi) A sample map produced by ORB during a Scan Room routine is presented.

(iv) The last set of experiments concern the recognition of the movable objects: chairs,

tables and desks.

The experiments were run with ORB as a "stand-alone" unit, as weIl as in conjunction

with SPOTT as a PYM process.

lOnly data from one QUADRIS sensor may be obtained at a time. 50 the selected sensor must be specified.
This is only an issue when scanning iL room or hallway, where ORB switches a1temately bet\o~-een the two rangefinders.
When scanning a movable object (i.e., a chair), the rangefinder is specified iLt the outset.
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1. Computing Costs

The different steps taken by ORB to obtain and process a BOOS range scan are outlined

in this section, with the focus on the computing costs. The Scan Hallway task is used here

as an example, although the steps taken to process a range scan is the same regardless of

the task.

The scanning of a hallway can be broken down into the following actions:

(i) ORB's Scan Hallway executable is spawned by either SPOTT or by the user.

(ii) ORB selects a rangefinder based on the scanning pattern wed for this task.

(iii) The PTU is moved into place (i.e., the rangefinder is positioned, ifneed be, according

to the scanning pattern.).

(iv) A range scan is taken at this position, which constitutes: (a) querying

SPOTT/robodaemon for the cunent robot position and orientation, (h) grabhing a

BOOS video frame, (c) computing range from disparity of the BIRIS laser lines in the

image, (d) transforming the coordinates of this data from the local frame of reference

of the rangefinder to the world coordinate frame of SPOTT's map database.

(v) The range data is segmented using Ramer's method.

(vi) ORB's labels each line segment and sends these tine segments with their correspond­

ing labels ta SPOTT.

If no new command is given, the CUITent task is continued with steps (ü) on through

(vi) again. A sample set oftimes taken to complete each stage is shown in Figure 6.1. These

values show the range of time needed to complete each step of a Scan Hallway task, based

on observations of 20 separate experimental runs. These computation times will vary based

on the workload of the workstations running ORB and the daemon processes (cportd and

ptuJl). 1t is preferable that the experiments be done on workstations dedicated solely to

ORB, and that the workload on the network is light.

The first two steps are the rangefinder selection and movement of the PTU. These

processes utilize hardware components that have inherent delays associated with them.

The rangefinder selection is done through an alarm switch (VS5004 Video Switcher), which

can select hetween four video signais (QUADRIS uses only two of these ports)[44J. The

user application (ORB) connects to the alarm switch via the daemon software application

cportd. This rangefulder selection process can take anywhere from 100 msec to 300 msec to

2These daemon processes were designed and developed at CIM in the Mobile Robotics Laboratory, as explained
in the previous chapter.
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Hallway Scan Steps Time (msee)

Minimum Maximum

Camera Selection 100 300

PTU Movement 1057 1260

Range Scan

Query Robot Position 60 200

QUADRIS Frame Grab 52 75

Frame Verification 0.5 0.7

Compute Disparity 153 298

Compute Range 1.0 1.2

Coorr1.inate Transformations 7.7 9.8

Segmentation 2.6 8.3

Recognition 17 22

TABLE 6.1. Computation Times ta Complete Processing or a Range Scan. This is
a table containing the range of times taken to complete the processing of a single range scan during
a Scan H~Jlway routine. These results show the maximum and minimum ViIIlues obtained from 20
separate experiments. and are indicative of what to expect from ORB in terms of performance.

complete. The physical movement of the PTU also requires some time. It takes the PTU

approximately 1.2 seconds ta move 45 degrees.

Once the rangefinder has been selected and is properly positioned, a range scan is

taken. The majority of the range scan computation is for the disparity calculation[24},

at 150 msec to 250 msec. By comparlson, the conversion of disparity to range, and the

subsequent coordinate transformations require minjmal work. The frame grabbing and

frame verification procedures are also insignificant in terms of time taken for completion.

The time needed to obtain the robot positioning information varies anywhere from 100

msec to 200 msec, depending on the workstation load. This data is provided by SPOTT via

robodaemon, so access to this data is dependent on how quickly robodaemon distributes

the information.

Once the range scan is obtained, the range array is segmented using Ramer's

method[53}. The computational complexity increases with the number of line segments

produced, but since most of ORB's scans produce single line segments, the time to com­

plete this process is almost negligible. ORB then categorizes these line segments through
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the appropriate recognition procedure. The use of simple models to classify each range scan

enables ORB to complete this process relatively quicldy.

The time taken to pack and send data to SPOTT is not discussed in detail here,

although this information can be found in [89]. During a Scan Hallway routine, ORB

sends line segments of range data along with their accompanying labels to SPOTT for

incorporation in the map database. Communication times with SPOTT vary and depend

on a number of factors, including the network load and the number of tasks being executed

by SPOTT. For the size of data being sent by ORB, the average time taken for packing is

0.169 msec, and the average time to send this packet is 4.101 msec[69].

ORB obtaïns and processes a range scan in approximately 500 msec. With the camera

selection contrihuting another 200 msec, ORB returns a range scan with the corresponding

labels every 700 msec or 50. So when the rangefinders are stationary (Le., pointing out

towards the sides of the robot), ORB returns range data at a rate of about 1.4 frames per

second. For scans which require the rangefinder to he repositioned, an additional 1.2 sec is

needed to allow for this movement. Since most of the constraints are hardware related, (Le.,

rangefinder selection and PTU movement), ORB's performance cannot he improved without

changing the hardware setup. However, ORB's response time is adequate for supplying

SPOTT with sensor updates during a navigational task. Since SPOTT aims to travel at

the human walking pace of 1 mfsec[69] , ORB's return rate of approximately 1 frame of

range data per second is quite suitable with QUADRIS operating at a range of 5 metres.
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2. Structural Objects

Structural objects are located and recognized during the execution of a Scan Ha//way

routine. The Scan Hallway task begins with an initialization procedure whereby ORB

determines where the walls are located to either side of the robot. As SPOTT navigates the

robot down the hallway, the knowledge of each wall is continually monitored and updated.

The walls should be round at approximately the same distance from the robot as that round

during initialization, within an allowable threshold. Each line segment that is round to faIl

along a wall is sent to SPOTT for incorporation into the map database, along with a "wall"

label. Doorways are the other structural units in a hallway. They are detected when an

opening is found along a wall, whose width is detennined be within the range specified in

the door model for this office fioor. Objects found in the hallway that are deemed ta be

neither part of a wall nor a doorway are labelled "unknown abjects" (also referred ta as

obstades) .

2.1. Walls

The first step in scanning a hallway is to locate where the walls are positioned with

respect to the robot. ORB obtains this information by taking readings from each BmIS

sensor, which are pointed at the walls on either side of the robot at initialization. A BOOS

scan of a wall will produce a single line segment of range data after segmentation. These

readings provide the distance of each wall to the robot, fonning ORB's knowledge of the

walls, which is called the "wall model". These initialline segments and their '"wall" labels

are sent to SPOTT and displayed for the user, as seen in Figure 6.!.

As SPOTT navigates the robot down the hallway, ORB continually updates the map

database. Each new reading of a wall is sent to SPOTT, and is also used to update the

'"wall mode!". These updated range readings should fall within an allowable threshold of the

wall model distances found during the initialization routine. The wall updating procedure

is depicted in Figure 6.2.

As soon as a reading does not match the wall model, the wall is assumed to be no

longer visible. If the readings are found doser than the expected position of the wall in the

hallway, then an "unknown abject" or obstacle has been found. If the readings lie further

than the wall, then an opening is in view. This opening could either be a doorway or a

hallway. ORB's recognition of doorways is Dowexamined.
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FrGURE 6.1. Wall lnitialization Procedure. The initialintion procedure localizes the walls
to either side of the mobile robot. ORB takes a radinl from each BIRIS sensor to obtain the distance
of each wall to the robot. A BIRIS ranle scan of a fiat wall will produce a single line segment of
range data after segmentation. A scan of the rilht wall taken during initialization is outlined above.
This scan is related to the resulting map of the hallway produced after initialization is complete. The
distance of the right wall to the robot in the Z direction is 7S cm, with the 'eft wall at 58 cm from the
robot. This information constitutes ORB's knowfedle of the walls in this hallway, and is referred to as
the "wall mode'" .
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FlGURE 6.2. Wall Update Procedure. Once the walls have been 'oca'ized in the initialization
stage, subsequent scans of the wal/s are compared ta the "wall model". As SPOTT navigates the
robot down the hallway, ORB continually sans each wall to update the map database. each new
reading of a wal/ should lie within an al/owable threshald of its wall distance as stored in the "wall
model". The 'atest reading thOlt satisfies this criteria is used ta update the "wall model". The range
scan outlined above is one of ORB sanninl( further up the (eft wall in a search for openings that
may be forthcoming. This scan of the 'eft wall produced a single line selment whose distance (rom
the robot in the Z direction is 56 cm. The readinl falls within the alfowable threshold (7 cm) of the
WalLDistance value of that wall, which is 58 cm, as found in the initialization stale. This range scan
is then concfuded ta be part of the left wall. This wall updatinl procedure continues until a scan is
found to not match the 'Wall mode'''. In this case, either an "unknown object" has been found in the
hal/W3Y, or an opening (e.g., a doorway) has been found along a wall.
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2.2. Doors

Ooorways can only he detected once the waUs they are embedded in have been localized.

Ooors can be found in one of three states, (i) closed, (ü) partially open, or (ili) open. A

doorway is basically an opening in a wall, the width of which can be modelIed a priori.

Ooorway widths are generally uniform. across an office Hoor, and can be used to differentiate

doorway openings from hallway openings. The doorway widths on the CIM office Hoor vary

from 74 cm, for an office door, to 94 cm for a laboratory doorway. Once an opening has

been detected along a wall, ORB scans across it to determine its width. If the width of

the opening falls within the range of known doorway widths for the Hoor, the opening is

considered to be a doorway. The boundaries of the doorway used to compute this width are

defined as the two points where the surrounding wall ends, and the opening begins. The

range profile of the doorway determines what state (Le., open/partially open/closed) it is

in.

2.2.1. Closed DOOT

Closed doors in the CIM office space are 10 cm from the surrounding wall surface in

the door frame, as seen from the hallway. When first detected, the range scan should show

a sharp 10 cm step increase in range from the wall (located at WaILDistance). This 10 cm

step remains constant for the duration of the opening. When the wall on the other side of

the doorway comes into view, the range readings return to where the surrounding wall is

found (WaILDistance), and the process ofscanning the doorway is complete. This sequence

of scanning a closed door is depicted in Figure 6.3.

2.2.2. Partially Open DOOT

A partially open door is one that is ajar, obstructing the path through the doorway

and is also visible from the hallway. The range profile of a partially open door will show a

sharp increase at initial detection, followed by a gradual increase or decrease3 at a constant

slope until the other end of the doorway comes into view. The range data gathered from

the door itself must lie beyond that of a closed door (10 cm) but not beyond the limits of

a partially open door. These limits are based on the area a door covers as it opens into a

room. This area is delimited by an arc with a radius equal to the width of the doorway, as

was shown in Chapter 3. The scanning of a partially open door is shown in Figure 6.4.

3This will depend on which side the sensor starts scanning the doorway from. If it is approaching from the
hinged end, the slope of the door will gradually increase to the other side. If the scanning stans at the doorknob end.
the slope of the door will decrease to the other side.
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2.2.3. Open DoaT

An open door is Dot visible from the hallway and leaves an unobstructed path for the

mobile robot into the rOOID. Range scans through an open door will result in readings of

abjects that might be visible inside the rOOID. This usually yields empty readings4 because

anything inside the room will likely lie beyond the working range of BOOS. The door is

initially detected as a jump in range much like the previous two scenarios, except that this

increase would be the greatest of the three. If there are any range readings picked up from

scanning through an open doorway, they would lie beyond that of the limits of a partially

open door. The process of scanning an open door is demonstrated in Figure 6.5.

4 When the scanned objects are located beyond the working limits of BOOS (5 metres). zero readings are returned.
which are referred to here as empty readings.
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FrGURE 6.3. A Closed Door Scanning Sequence. (a) ORB detects the doorway opening by
the $lep increase in range data beyond the wall. ORB notes the position of the beginning of the frame
as being the last point on the wall before this step increase. (b)&t(c) ORB pans the BIRIS sensor across
the opening at 5° increments searching for the other end of the doorway frame. ORB also uses these
scans to categorize the state of the doorway. In this case, the constant 10 cm $lep increase from the
wall indicates that the door is closed. (d) The other boundary of the doorway frame is detected. The
width of the openinc is computed and compared to the rance of widths (or doorways on the CIM floor.
Since the openinc is found to be 78 cm wide. ORB concludes that the ot)ening is indeed a doorway.
ilnd that the door is closed.
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FIGURE 6.4. A Partially Open Door Scanning Sequence. (a) ORB detects the doorway
apening by an incruse in range data weil beyond that of the wall. (b) ORB sans across the opening
in a search for the other boundary while al50 compiling data to determine the state of the door. In this
case. the range sans are greater than 10 cm, but the door is still in view of the rangefinder, indicating
that the door is p~rt;~lfy open. (c) The doorway frame comes into view as ORB detects a decrease in
range data back towards the position of the surrounding wall. (d) The other boundary of the doorway
frame is detected as the wall on the other side comes into view. The width of this doorway, 76 cm,
conforms ta the standards set for doors on the CIM floor. Therefore, ORB concfudes that this is a
doorway that is p~rt;~lfy open.
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(h)
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FIGURE 6.5. An Open Door Scanning Sequence. (a) ORB detects the doorway opening
by a sharp increase in range data. indiating that the wall has come to an end. Either a doorway or a
hallway will cause this to happen. The start of the doorway frame is defined as the point where the
wall ends and the opening begins. (b) As ORB scans across the opening, no data is found indicating
that opening is unobstrueted. If it is a doorway, the door is open. (c) ORB sans further across the
open doorway and the other end of the door frame cornes into view. {dl The other boundary of the
doorway frame is detected as the juneture between the doorway frame and the wall. The width of this
door is found to be n cm. which is within the range defined for doorways on the CIM floor.
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2.3. Mapping

ORB uses the- QUADRIS platform to provide seosor updates for SPOTT. SPOTT

relies on sensor readings (i.e., sonar, QUADRIS, infrared proximity and bumper system) ta

navigate through an office environment. ORB operates in two modes: Scan Hal1way mode

and Scan Room mode. SPOTT keeps track of the robot's position and sends a signal to

ORB indicating which of the two modes ORB should operate in. Scan Hal1way mapping

resuIts were previously shown ta present the initialize and updating routines. Scanning

a room is diJferent from scanning a hallway only in that ORB's focus of attention varies

slightly for each situation. ORB will concentrate on walls ta either side of the robot in a

hallway, while in a room, ORB will focus equally to the front as weIl as to the sides of the

robot. A room is usually more spacious than a hallway, sa the resulting data will be at a

greater range and will hence be noisier. A sample map of a room as produced by ORB is

shawn in Figure 6.6.
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FIGURE 6.6. ORB'. Partial Map of a Room. This is a sample map of a room as created
by ORB. The box in the corner of the room is marked as a visual reference relating the pieture to the
map. The range readings of the room's walls are slightfy noisier than that obtained when scanning a
nallway because their distances are c10ser to the limits of the BIRIS sensor's optimal working range (2
metres). For c10ser objects like the box, the range readings are much cleaner.
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FIGURE 6.7. Scanning the Chair a.clerest and Seat. (~) ORB in the process ofsanning
~ ch~ir b~ckrest.(b) ORB sanning the sut.

3. Movable Objects

The movable objects are distinguished by their planar features, and are built at di­

mensions specified by Architectural Standards[l]. The results of recognizing the movable

objects (chairs, tables and desles) are now presented. The range scans of each object are

displayed using the software package rim5 •

3.1. Chairs

Chairs are identified by the planar features of the seat and backrest. These surfaces

are located using knowledge of the chair's dimensions, and are detected by sweeping BOOS

range scans over them. This scanning process is depicted in Figure 6.7. The chair is assumed

to have been localized before ORB performs its recognition procedure. The mobile robot is

positioned in front of the chair by SPOTT as part of a "Find Chair" task, or manually by

the user when testing ORB's functionality. The ideal view is a frontal one with both the

backrest and seat visible. A chair can also be recognized from the side, as long as the seat

is still in view.

ORB's chair model is shown in Figure 6.8, in a comparison with the set of range data

obtained in the experiments shown above in Figure 6.7. ORB searches for a sparse set 6 of

BOOS scan lines to represent the seat and the backrest. The scan lines of the backrest are

5 Rim (Range Image Monitor) was developed at CIM by the Artificial Perception Laboratory.
6The number of scan Hnes required to represent il movable object's planar surface is usually six or seven scans,

which was the amount used for these experiments. This number can be selected by the user.
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FIGURE 6.8. The Chair Madel and Chair Range Scans. (~) ORB's chair model consists
of pl~n~r surfaces representing the seat ~nd b~ckrest.. The presence of the seat plane is ~ necessary
condition for ~ positive identifiation of a chair. The seat must also be located Olt the standard height
for chairs found in the CIM office space[l]. (b) This is the rance data collected from the experiments
shown previousfy in Figure 6.7. Both the ~ckrest and seat surfaces were scanned over a length of 16
cm and a width of 37 cm. The seat is found Olt il heicht of 45 cm, which is within the acceptable limits
(43 to 48 cm) for chairs in the CIM environment.

found at equal distances to the rangefinder, forming a vertical plane. This plane is within

a 7 cm threshold to account for uncertainty in the range readings caused by the material

construction of the backrest7 • Scan lines of the seat are found at the same height from the

fioor, forming a horizontal plane within a 7 cm threshold. The height of this plane should

fali within the range of seat heights expected to be found in the experlmental office area.

For chairs found in the CIM environment, the range of seat heights vary from 43 cm to 48

cm. This chair seat was found at 45 cm.

For a different view of the chair model and the experimental range data, a frontal view

of both is found in Figure 6.9. From this view, the range scans of the seat are seen to fit a

plane within the 7 cm threshold. Also, the surface area of the backrest covered by BIRIS

scans can be seen. A view from above the chair in Figure 6.10 shows how the backrest scans

fit ta a plane, within the 7 cm threshold, and what surface area of the seat was covered by

ORB.

•
7The chair is made of a darkish material which absorbs sorne of the laser light. affecting the BOOS rangefinder's

a.ccuracy. Therefore, the threshold allows for sorne uncertainty in the range readings.
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FIGURE 6.9. Straight Ahead View of Chair. (a) The chair model as seen From a Mstraight
aheadN point ofview (i.e., 100kinC towards the front of the chair). (b) ORS's range data of a chair, as
seen from a frontal view, shows the backrest surface represented by six SIRIS laser line scans. These
scans form a plane that spans 20 cm in heicht and 37 cm in width. The seat stans are shown to
form ca pl.ne within il threshold of 7 cm. The threshold for this experiment was chosen to account for
uncertainty in the range data due to the material construction of the chair.
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FIGURE 6.10. Top-Down View oC Chair. (a) The chair model as seen from above looking
down (i.e., a view From the ceilinc). (b) ORB's chair range data as seen From this angle shows the seat
surface represented by five BIRIS scan lines, coveri~c an area of 16 cm in height by 32 cm in width.
The backrest rance stans fit a plane within the 7 cm threshold. The number of scans chosen ta model
the seat is arbitrary, and five scans were deemed sufficient for this series of experiments.
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FIGURE 6.11. Scauning a Deslrtop. ORB in the process of scanning il desktop-

3.2. Desks

Tables and desks are similar in that they are both comprised of one main component,

the tabletopfdesktop. This horizontal planar surface is the main feature used in recognizing

a desk, and is found at a standard height as defined in [1J. Desks are differentiated from

tables by their planar vertical supports. Tables and desks are indistinguishable when viewed

frontally, since the desks' support surfaces are hidden from view. When a desk is approached

from the side however, ORB is able to scan both the desktop as weIl as a side support, as

seen in Figure 6.1l.

The desk model is shown in Figure 6.12 and consists of the desktop planar surfarp.,

found at a standard height (65 cm to 72 cm[lJ in the CIM office space), along with three

vertical planar supports. ORB is designed to recognize movable abjects frOID a stationary

position, since a complete representation of the object is not required for recognition. The

set of range data acquired from a position beside a desk, as shawn above in Figure 6.11,

will only represent the desktop and one side support. This provides sufficient information

for ORB to determine that the object is a desk, as can be seen from the results shown in

Figure 6.12. The desktop surface was found within the acceptable range of desktop heights

(70 cm), and a vertical planar surface was found in the supporting position.

A view frOID above the desk model and the corresponding range data is shown in

Figure 6.13. From this angle, the desktop surface area scanned by ORB can be seen. A set

of seven scans is used ta represent the desktop surface. The side support forms â. vertical
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FIGURE 6.12. The Desk Model and Desk Range Data. (a) ORB's desk model consists
of planar surfaces for the desktop and its three vertical planar supports. The desktop is found at a
standard height for desks (ound in the CIM office area. (b) This is ORB's range data of a desk as
collected in the experiment depieted in Figure 6.11. The desktop surface was found at a height of 70
cm. which is within the (;Inge (65 cm to 72 cm[lJ) defined (or desks in the CIM environment. Only
one side support can be seen when scanning from this stationary position. The support on the opposite
side as weil as the third support are occfuded from view. A more complete model may be produced
jf the robot were to move around the desk to collect extra readings. But for the sake of speed and
simplicity, ORB i5 designed to recocnize movable objects from a single stationary position.

plane that fits within a 5 cm threshold. The planar surfaces of a desk are smooth and fiat,

sa the threshold chosen ta fit a desk's planar surfaces will be more strict than that needed

for a chair. ORB assumes that a section of the desktop surface will be clear for scanning.

A frontal view of the modei and the range data is shawn in Figure 6.14. This angle shows

how scans of the two planar surfaces, the desktop and side support, fit to planes within a

threshoid of 5 cm.
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FIGURE 6.13. Top-Down View of the Desk Model and Desk Range Data. (a) This is
a view of the desk model as seen from above. (b) ORS's ranle data of a desk from this view shows
the desktop surface sweeped by seven sans coverinl a width of 30 cm and a heilht of 25 cm. Sans
of the side support are shown to fit to a plane within a 5 cm threshold.
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FIGURE 6.14. Straibht Ahead View of the Desk Model and Desk Range Data. (a)
This is the desk mode) as seen from behind, from the viewpoint of a person seated Olt the desk. (b)
The desk ranle data from this anlle shows how ranle sans of the two planOir surfaces. the desktop
and side support. both fit to planes within a 5 cm threshold. The desktop is Olt a height of 70 cm,
which is within the acceptable ranle for the types of desks found in the CIM environment.
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FIGURE 6.15. Scanning a Tabletop. A scene of ORB sonnini a tabletop in the Mobile
Robotics Lab (MRl) at (lM.

3.3. Tables

The main feature of a table is the tabletop, which is a horizontal planar surface found

at a standard height (e.g., 65 cm to 72 cm in the CIM environment[lJ). A table is also

marked by the absence of any vertical planar supports undemeath its tabletop. A scene of

ORB scanning a table is shown in Figure 6.15.

The process of recognizing a table is very similar to that of scanning a desk. ORB

searches for a horizontal planar surface, followed by a determination of whether there are

vertical planar supports underneath. Both the table model and the range data acquired in

the above experiment are shown in Figure 6.16.

The experimental data is presented the same way the desk results were shown, since the

data is similar. The top-down view shown in Figure 6.17 provides a look at the area of the

tabletop surface scanned by ORB. The frontal view presented in Figure 6.18 demonstrates

how the tabletop range scans fit to a plane within a 5 cm threshold. The tabletop plane is

found at 72 cm in height from the ground, which is within the range of standard heights

defined for tables in the CIM office space. The absence of a planar support indicates that

the abject is a table rather than a desk.
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FIGURE 6.16. The Table Model and Table Range Scans. (a) ORB's tabl~ model consists
of a sinll~ planar surfac~ representing th~ tabletop. ORB's movable object models consist solely of
planar reatures, 50 the legs of a table are not conside~. (b) This is a ~t of ranl~ data collect~ by
ORB in the exp~riment shown in Fieure 6.15. Th~ tabl~top heicht was (ound to b~ 72 cm, which is
within the standard ranc~ (65 cm to n cm[l» (or tables round at CIM.
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FIGURE 6.17. Top-Down View orthe Table Madel and Table Range Data. (a) This
is il! vi~ o( th~ tabl~ model as seen (rom above. (b) From this view, th~ ~t of ranl~ data of the tabl~

shows how the tabletop surfac~ is represented by seven BIRIS scans. spanning a length of 25 cm and
a width of 23 cm.

119



• Straigbt Ahead View of Table Model

(a)

CHAPTER 6. EXPERIMENTS

Table Range Data
- r -- Dan -

+
T......ScaDs

t Fit ta ..... Wilbin
San TIlnsllold

• Tabletop
IWPt
=7% cm .,

(h)

•

FIGURE 6.18. Straisht Ahead View orthe Table Model and Table Range Data. (a)
This is il frontal view ofthe table modeL (b) The table range data as seen from this angle demonstrates
how the range sans of the tabletop are fit to a plane within a 5 cm threshold.

120



•

•

CHAPTER 6. EXPERIMENTS

4. Discussion

These experiments have demonstrated that ORB is able to accomplish the following:

(i) Provide SPOTT with reliable laser range data, in the form of line segments, to aid

in mapping an environment for navigational purposes.

(ü) Recognize and label the structuralobjects in an office area while sensing the sur­

roundings for SPOTT.

(iii) Recognize movable objects as part of the "Find Objecf' series of task commands.

These experiments have also unearthed severa! issues that neecl to be addressed for

future upgrades of ORB. They are outlined as follows:

• The uncertainty of QUADRIS range data in particular situations, as shown in Chap­

ter 5, will cause some problems for ORB. ORB's perception of the environment is

onlyas accurate as the data it receives. QUADRIS is susceptible to producing er­

roneous results when faced with extreme lighting conditions (e.g., bright overhead

indoor lights or direct sunlight) or when scanning dark coloured or unrefiective ob­

jects. Future work with QUADRIS should concentrate on its robustness in different

environmental conditions.

• Some engineering problems that were encountered include the wireless communi­

cation problems addressed in Chapter 5. Communications with the mobile robot

degraded when there was no line of sight between the transmitter on-board the

robot and the receiver. The same problem was found with QUADRIS' video trans­

mitter. The BIRIS video image will occasionally degenerate when line of sight is lost

between the transmitter and receiver. ORB has provisions for these instancesT but if

the problem persists for an extended period of time, ORB is basically "'blind" until

QUADRIS functions properly again. This problem was investigated for sorne time

and varions solutions were proposed. But since it was found that the problems only

occurred at the extremities of the CIM fioor, it was decided that the experimental

setup would function sufficiently weil with the receiver placed at a central location

on the fiaor. Further research ioto this problem is needed if the system is to function

in a more elaborate setting. Another practical implementation problem is the mobile

robot battery life span, which is typically 5 hours or so. Towards the end of this

cycle, the QUADRIS hardware behaves erratically and the range data returned are

not as reliable.
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• The rate at which ORB returns QUADRIS range data and their corresponding la­

bels (at approximately 1 frame/sec) is adequate for SPOTT's navigational tasks,

considering the target speed for the mobile robot is 1 metre/sec. ORB's processing

is highly dependent on its communications with QUADRIS hardware components as

well as with SPOTT. Inherent delays with the QUADRIS components (e.g., camera

selection) are unavoidable and cannot be improved. Communications with SPOTT

(e.g., obtaining current robot position) is dependent on the network load. Inexplica­

ble problems in allocating sockets for connections with the daemon processes cportd

and ptutP surface occasionally. The only recourse currently in use is to terminate

both daemon processes and start anew.

The results presented in this chapter represent typical output to be expected of ORB if

the experimental conditions are normal. This means that the QUADRIS platform operates

optimally, without returning any erroneous data, and that ORB bas no trouble communi­

cating with the QUADRIS hardware or with SPOTT. However, the issues mentioned above

illustrate the types of problems tbat May be encountered during one of ORB's recognition

routines. ORB's performance is not guaranteed under unforeseen circumstances sucb as

extremely bright lighting that may corrupt the QUADRIS range data.

While scanning a hallway, the problems observed were connected to environmental

conditions that, for the wost part, cannot be avoided. The lighting problem previously

documented bas appeared on occasion, though very rarely. This problem presents itself in

two scenarios. The first one occurs when the lighting in the hallway is excessively bright

and leaves reHections on the walls and doorways. QUADRIS wight produce data that is the

result of these lighting effects rather than actual objects. ORB's filtering of these corrupted

images, as described in Chapter 5, effectively reduces the occurrence of this phenomenon.

This has not been an issue in the CIM environment, but it did occur during an off site

experiment at the 1996 IRIS-PRECARN conference, held at the Queen Elizabeth Hotel in

Montreal, Quebec. The other scenario takes place when scanning through an open door.

In small offices, ORB might scan right through the room towards an open window. The

sunlight could produce artifacts in the QUADRIS data, as exhibited in chapter 5. These

artifacts could mislead ORB into believing that the door is c10sed or that an '"unknown

object" is blocking the doorway.

8Cportd is the interface to the camera selection hardware and ptud is responsible for controlling the PTUs
(Pan-Tilt Units) .
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Movable objects present another set ofproblems on top of the hardware and environmen­

ta! issues described above. QUADRIS data is less reliable when the object being scanned

has a dark colour or is made of unrefiective material. Tables and desks are usually brown or

black, which could create some uncertainty in QUADRIS, range readings. Chairs are often

composed of unreflective material for the seat and backrest which could cause sorne prob­

lems for ORB if the QUADRIS range scans are maccurate. One solution to this dilemma is

to use a higher intensity laser to obtain a more powerful signal from these problem surfaces.

The laser used for these experiments provided satisfactory results, a1though sorne problems

were encountered for objects with very dark material (Le., dark hrown desks).

Tables and desks are made to hold paper, pens, and books among other things. There­

fore, it is expected that the tops of these objects will be filled with clutter. ORB assumes

that a tabletop/ desktop surface is clear when scanned, although this is not a1ways possible.

ORB relies on SPOTT, or the user, to place the robot in a position whereby ORB has

a view of a cIear section of the tabletop/desktop. When scanning a chair, ideally both

the seat and backrest should he visible. Again, ORB depends on SPOTT or the user to

properly position the mobile robot in front of the chair. ORB assumes that the "attention

problem" has been solved in each case and that the target object has been localized in the

scene. This version of ORB relies on external entities (i.e., SPOTT or the user) to pravide

this functionality. The next phase in ORB's development would have to give ORB a more

active role in localizing its target abjects.
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CHAPTER 7

Conclusions

This thesis has presented an object recognition system called ORB, for use on a mobile robot.

ORB offers specialized recognition capabilities in addition to its primaty responsibility of

supplying the navigation system (Le., SPOTT) with laser range data of the environment.

ORB was shawn to produce range scan updates at a fast enough rate to work with SPOTT,

a real-time1 mobile robot control architecture (see Chapter 6). ORB utilizes the QUADRIS

platform to perform its sensing activities. QUADRlS range data is accurate enough to

reliably map a hallway and provide reasonable results when scanning a room (see Chapter

6)2.

ORB operates in two modes. The first concems the recognition of the structural objecfs,

which is done while scanning a hallway. As SPOTT navigates the mobile robot through

an office space, ORB updates the map database with line segments of QUADRIS range

data3 . During this mapping procedure, ORB also identifies where the walls and doorways

are located (see Chapter 3). ORB recognizes these landmarks using simple 2D models that

require only a minimal number of horizontal laser line scans. Walls are located during

an initialization stage, in which ORB obtains its knowledge for the "wall model". ORB

continually monitors the walls to update the map database. The line segments of range

data which match the "wall model" are sent to SPOTT for inclusion in its map, along with

a "wall" label. When a range scan is found not to match the "wall model", two possibilities

existe (i) If the range scan indicates that something has been found in the hallway (i.e.,

closer ta the robot than the walls are), then this object is labelled as "unknown". It is

aIso referred to as an obstacle. (ü) The other scenario is that ORB discovers an opening

in the wall. This is detected by a range reading that lies beyond the scanned wall, by a

1 This means tbat SPOTT reacts raster tben the times taken by changes in the environment.
2QUADRIS range data is accurate to +/- 2cm up to a distance of 2 meters. Its accuracy degrades gradually

thereafter.
3The raw QUADRIS range data, which is an array of 640 range points, is segmented using Ramer's[53) method.
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threshold determined a priori (7 cm was used in these experiments). Two types of openings

are found along a wall: a doorway or a hallway. They are distinguishable by their widths,

since hallways are usually wider than doorways. The doorway model contains the range of

doorway widths found on the office 8.oor. ORB scans across the opening to detennine if its

width falls within the range specified in the doorway model. If so, ORB then determines

what state the doorway is in (i.e., open, partially open, or closed) from data obtained from

the scans across the breadth of the opening (see Chapter 3 and Chapter 6).

ORB's second recognition mode pertains to the movable abjects (see Chapter 4). These

are furniture items found in all office spaces, namely chairs, tables and desks. These objects

are represented by idealized models in which the object's surfaces are modelled by planes.

The physical dimensions of these models are based on standards defined in Architectural

Standards[l]. These models are used to ease the recognition process, since the planar

surfaces are easily reconstructed by a minimal set of laser line scans (unusually numbering

5 or 6). The mavable abjects are assumed to have been localized in the scene before ORB

performs its recognition routine. ORB scans a mavable abject by centering it in view before

searching for its planar surfaces. ORB's focus of attention (Le., where to position the

rangefinder) is determined by the mavable object's modeL Each mavable abject requires

a specific scanning routine, as they have unique structures. Recognition is complete once

ORB has successfully detected the planar features of the object, as described by its model.

ORB's modeis for each of the mavable abjects are presented in Chapter 4. The experimental

results are discussed in Chapter 6.

1. Contributions

The contributions of this thesis relate to the recognition of certain landmarks found

in office environments, as performed by a sensing system on-board a mobile robot. These

landinarks are categorized as either structural or mavable. The structural abjects are iden­

tified as the mobile robot traveis through the hallways of an office space. The recognition

of the movable abjects is part of a set of task commands available for the mobile robot that

are issued by SPOTT. An example of one sucb task is: "Find a Chair'. In this case, once

an object that is suspected of being a chair has been 10cated4, ORB is used to scan and

determine if it is indeed a chair. The contributions of this work are outlined as follows:

4The attention problem, or process of locating the object in the scene, is not addressed in this work. It is
assurned the abject has been localized beCore the recognition process bas started.
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• The use of simple 2D modeIs to represent the structural object3 is proposed (see

Chapter 3). ORB identifies the stnJ.ctural abjects in an office space by exploiting a

priori knowledge of the environment's structural dimensions. ORB introduces a novel

approach to recognizing these landmarks in a fast and efficient manner, requiring

only a mjnjmal number of horizontal range scan lines.

• A unique method of modelling and identifying the movable abjects is presented (see

Chapter 4). ORB presents an idealized model for the movable objects whereby

theyare represented by a series of horizontal and vertical planes. ORB uses planar

surfaces to model these objects in order to simplify the recognition process. ORB

only requires a minjmal nmnber of horizontal laser range scans (e.g_, 5 or 6) to

reconstruct each of the object's surfaces.

2. Discussion

The experimentation done for this thesis has shown that ORB is capable of offering the

following functionality:

(i) ORB provides an effective means of sensing and mapping an office environment for

navigational purposes. Sample maps of a room and hallway as produced by ORB

were presented in Chapter 6.

(ii) ORB identifies and labels the structural objects in an office area while sensing its

surroundings. The results of ORB's scanning of walls in a hallway are shown in

Chapter 6. The same chapter also presents ORB's recognition of doorways and its

determination of the state of each doorway (Le., whether its open, closed, or partially

open).

(iii) ORB recognizes movable objects as part of the "Find objecf' series of task com­

mands. ORB's range scans ofchairs, tables and desks found in the CIM environment

are presented in Chapter 6.

The main challenges encountered in implementing the ORB system was in integrating

it with SPOTT, as weIl as in dealing with environmental factors that caused problems

for QUADRIS, as described in Chapter 5. Implementation of the ORB system required

the incorporation of many software modules (SPOTT, robodaemon, cport, and ptud) and

hardware devices (QUADRIS platform, Nomadics mobile robot). The complexity of the

system gave rise to sorne practical implementation challenges. For instance, there were
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engineering issues that needed to he addressed, sucb as the wireless communication problems

described in Chapter 5. The QUADRIS video signal and the radio transmissions to the

mobile robot would be corrupted occasionally when line of sight was lost between the

transmitter on-board the robot and the receiver at the workstation.

ORB's optimal performance occurs when QUADRIS is functioning as expected, with­

out returning any erroneous data, and when communications between the hardware and

software modules in the system are properly completed. However, ORB's results are not

guaranteed under unforeseen circumstances that corrupt the QUADRIS range data or inter­

fere with the wireless video signais. For example, extremely bright lighting will hamper the

QUADRIS data, causing ORB to misinterpret its surroundings. Environmental conditions

that have created problems for QUADRIS are documented in Chapters 5 and Chapter

6. Movable abjects with unreHective surfaces also cause uncertainty in QUADRIS range

readings, affecting ORB's ability to properly identify the object. For example, tables and

desks of dark brown or black colom attenuate the laser signal, making readings more diffi­

cult. AIso, chairs whose seat and backrest are made of cushion may a1so produce less than

accurate results.

At this time, ORB assumes that the target movable object has been localized in the

scene before pcrforming its recognition routine. However, this could lead to problems with

occlusion, another factor that ORB must deal with when scanning movable abjects. When

scanning a chair, the seat and backrest must be visible. However, it was shown in Chapter

4 how these surfaces may be occluded from view depending on the pose of the chair with

respect to the camera. Tabletop and desktop surfaces are also prone to being covered by

c1utter like books and coffee mugs. ORB neeels a clear view of the surface to complete its

task.

The issues outlined above are addressed in the next section concerning potential future

work for ORB.

3. Future Work

The following research issues could be investigated to further improve ORB's perfor-

mance:

(i) For this thesis the attention problem, or act of locating the target movable object

in the scene, is assumed to have been handled by another process (i.e., SPOTT

or the user). The next stage in ORB's development should allow ORB to become

more actively involved in locating these objects. One idea would he to add a video
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camera to the sensing platfonn to locate objects using video data. A 3D scene

interpreter that was proposed by Sandakly and Giraudon[56I is one approach that

could he considered, since it has actually been tested on scenes with chairs and

tables. Another method that can be investigated, and has been employed to search

for geons[47I, exploits the colour characteristics of the target objecte A colour camera

is used to track and locate the geon based on its colour. Once localized, a laser

rangefinder is used to scan the objecte A similar approach can be used to search for

movable abjects, although the colour tracking wight b~ more difficult since it will

not be possible to manipulate (e.g., paint) the colours on a movable abject. A search

pattern that can be implemented is based on the assumption that desks are usually

positioned up against a wall, and that chairs are placed in front of them. Once the

mobile robot has entered a room, the search for desles and chairs should follow along

each of the walls.

(ii) Sorne work could be done on the sensing system, QUADRIS, to improve its rohust­

ness in different environmental conditions. QUADRIS works optimally in controlled

situations sucb as that found in the CIM Mobile Robotics Laboratory, but it has

been found to produce unexpected results in foreign environments (see Chapter 5)5

More experimentation needs to be done in order hetter establish QUADRIS's lim­

itations. Experimentation with different filters and more powerful lasers would be

one avenue to pursue. ORB will work with any system that supplies an array of

range data, so the introduction of a new or improved sensor platfonn would benefit

as welle

(iii) The wireless communication problems described in Chapter 5 and 6, should be

addressed if ORB is to function properly in an elaborate setting. These problems

arise when line of sight is lost between the transmitters on-board the robot and

their receivers at the workstation. This occasionally affects the QUADRIS video

transmissions and renders ORB ublind" until the video feed returns to normal. One

approach to this problem would be to install a network of antennas throughout the

Boor connected to the receiver. This allows the receiver to be in contact with the

transmitter no matter where the robot is on the floor. However, this would mean

altering the environment a priori, which is not always feasible. The experiments for

this thesis were done with the receiver located at a central location on the office floer.

5Some of these problems were the result of extemal lighting conditions or the scanning of unreftective (dark
coloured) objects.
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The video transmissions were satisfactory with this set-up, except at the extremities

of the Boor where the signal became somewhat degraded.

(iv) Currently, the bottleneck in terms ofDRB's processing times is in the communication

between ORB and the QUADRIS hardware (discussed in Chapter 5 and 6). The

rate at which ORB returns QUADRIS range data" at approximately 1 frame/sec, is

adequate for SPOTT's oavigational tasks considering the target speed for the mobile

robot is 1 metre/sec. But if the hardware system could be improved to speed up

processing, this should he pursued.

(v) Communications with SPOTT is critical as information is constantly being passed

between ORB and SPOTT. Curreotly, these communications are dependent on the

message passing implementation called PYM (see Chapter 5). Alternative means

of communication between processes, sucb as shared memory or threads, could be

investigated ta improve on PVM's performance [69].

(vi) Further additions to the movable object model database can be made to make it more

complete. Objects that meet movable object criteria include cabinets and bookcases.

These abjects are representable by a set of planes in the general abject model (see

Chapter 4).

(vii) As described in Chapter 6, clutter is inevitably found on tables and desks in the

form of books, papers and magazines. At present time, ORB needs a clear view of

the tabietopjdesktop surface in arder to scan and recognize these abjects. Ta give

ORB more flexibility when working in a given office environment, it should be able

ta take this clutter into account. This cao be achieved by allowing for an extra

threshold that accounts for any objects that may he found on the tabletop/desktop.

As long as the main tabletop/desktop surface is found at the standard height, a

given uncertainty for books and other clutter would be allowed.

4. Summary

This work introduces an object recognition system for use on a mobile robot, called

ORB. ORB functions mainly as a sensing system that utilizes the QUADRIS platform ta

scan the surroundings and provide laser range data for the navigation system called SPOTT.

ORB performs additional sensory and perceptual tasks that aid SPOTT in completing

its navigational responsibilities. These include the recognition of structural and movable

abjects.
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