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Abstract

Net.work management is concerned with monitoring, control1ing and co­

orc1inatillg net.work clements for reliable end-to-end customer services. This thesis

presents an object-oriented approach to distributed network management of hetero­

I(e,,,,ous network elements across multiple telecommunication network service provider

domains. Specifical1y, we present a prototype network manaJement approach using

distributed object database management systems as a repository and manager of a

standard network information model, and we present the results of object interaction

across distributed object-oriented databases. In particular, we provide data which il·

lustrates the advantagcs of an active and dynamic network management environment

over static management information bases for fast and efficient telecommunications

Operations. Administration, Maintenance and Provisioning (OAM&P) of end-to-end

network services. Finally, we el'pand on distributed object-oriented systems and their

role in future information networking architectures.

• McGiIl University Page i
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Résumé

La gest.ion de réseaux à pour souci le contrôle ct. la coordinat.ion des a"m,'nt.s

de réseaux pour assurer aux client.s des services de t.él,:communications bout.·',·bout.

fiables. Cett.e thèse présente une approche orientée·objets pour la gest.ion ,1'.:Iément.s

de réseaux hétérogènes distribués dans plusieurs domaines de fournisseurs des ser·

vices de réseaux de télécommunications. Plus précisément, nous prt:s,'nt.ons un pro·

totype d'une approche de gestion de réseaux qui utilise des syst"mes de banques de

données orientées·objl)ts employés comme répertoire et gérant d'un modd standard

d'informat.ion de réseaux. Nous présentons également les résultats d'int.eract.ion en·

tre objets de banques de données orientées-objets dist.rihuL'CS. En particulier. nous

présentons des données qui illustrent les avantages d'un environnement actif ct .Iy­

namique de gestion de réseaux par rapport aux bases statiques d'information rie

gérances. Ces avantages assurent une rapidité et IIne efficacité des opemtions, de

l'administration, de la maintenance et de l'approvisionnement des services hout-"·

bout de réseaux de télécommunications. Finalement, nous donnons plus de détails sur

les systèmes orientés-objets et leurs rôle dans les architectures de réseaux d'information

futures.

• McGill University Page ij
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An Objcct·Orient"d Approach to Di~tribut"d );ct.,,"ork ~Iana~('nwnt

Introduction

The re~earch area of thi~ the~i~ i~ th" di~t.ributet! nct.,,"ork lII"nagelll('nt of t<'l"""lIInlll'

nicat.ion re~onrce~ for efficient Operation~. Admini~trat.ion. M"inten"lwe "nt! l'rovi·

~ioning (OAM&P) of end·to·end tc1ecommunic"tion nct,,"ork ~"rvkes "<"rO~~ lIIultipl.,

net.,,"ork dom"ins. Traditional net\\'ùrk m"nagem"nt h..., focn~('d on ~imple t...twork

monitoring and reporting t...,k~[I]. Although the monit.oring "nd r<!port.ing of l'rob.

lems i~ important. cc~npeting tclecommunic;L1.ion net,,"ork sen·k., provid..r~ re'l'tir.­

intelligent ~y~tems that not only report prohlerns. but can al~o take rernedial aclion,

Today. an important goal of network m"nagement is to support an i,,'rgmlrtlllppr<Jllch

to the man"gement of heterogencons resonrces "nd systems. Integr"tion i~ irnport"nt

because of incre<lSing demand for greater llexibility in network resonrcc management,

and, because new telecommunic"tion nctwork services and technologi,,,, denlilnd con·

trol~ not previously required. In tod"y's increasingly competitive tclecommllnications

environment, the goal of integrated management is to augment th.. management r.a·

pahilit.ies over ne'" and evolving network technologies, rt",onrr.es "n,1 sr.rvio!S whil,·

redncing the costs associated with operations of enterprisc systellls. rllrthermow,

integration across cnstomers, servie<-", and networks will he essenti,,1 for dclivcring

appropriate grades of service to a society moving into the infontllliimi IIgr[2]. As a

result, our moti\'ation for rcsearch in the area of distrilmt...! network managell'ent is

to demomttrate through analysis and simulations how standards driven nr/work infor­

mation modeling and distributed processing can merge in synergy toward an intelligent

and integrated management framework for efficient tc1ecommunications OAM&P of

end-to-end network serviees aeros... multiple network domains.• McGiIl University Page 1
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1-1. RESEARCH OB.JECTIVES AND RATIONAL

Research Objectives and Rational

The goal of tdecommunications OAM&P is the efficient control and management of

tdecollllllunication resources. By di.•tributcd network manageTf",,,t wc mean resources

monitored, coordinated and controlled by management processes, a desire to share

anrl rlistrihute OAM&P processing and data among management systems, and the

n.",,1 for standard interfaces between multi-vendor network clements[3]. Our research

huil<ls ou tl", r<>tional that a standards ba.<ed nclwork information modcl composed of

autonomous and programmable network clements, containing knowledge of the net­

work, is cssential for distributed network management of end-to-end network services

across multiple network domains. We bclieve that through autonomous network

clements wc can progmm intelligence within each e!ement, and, by creating a net­

work composed of many individually programmable network elements, the network

not only contains intelligence but can also be seif-ltealing[4]. Achieving a balance

betwL'Cn network information modcling power and optimal database performance is

still. however. an c1usive goal. Hence, our research objectives are two-fold:

• build knowledge of a telecommunications network in the form of a standards

blL<ed network information model within an Object Database Management Sys­

tem (ODBMS) environment;

• mellSure the responsiveness of information exchange betwecn telecommunica-

tions OAM&P proce....'esand distributed Object-Oriented Databases (OODBs).

Here. wc view each OODB as a rcpository of telecommunications OAM&P manage­

ment information for a subset of network resources, and. we view the ODBMS envi­

ronment a.< a manager of the network information mode! which defines the structure

of management information. From the above stated objectives. our research goal is 1.0

cvaluatc the role auo capabilities of next generation object-oriented databases as dis­

tributed management information bases, and, determine requirements for distributed

object-oriented systems in future information networking architectures.• INTRODUCTION Page 2



• 1-2 Thesis Contributions

1·2. TIIESIS CONTHlBllTIONS

Our interest in network information modcling and o1>j,·c\'-ori,·nt.ed datah;~,,·s for

telecommunications OAM&P emerged throngh a research projecl. on Open Dis­

tributed Systemsl
- Intelligent Nclwork.' Of Tite Flltlll" and a stndy of open pro-

tocols for tclecommunication network management. Th" goal of nmna~in~ nd.works

using open protocols is 1.0 reduce the operations cost. associated wit.h ditrerent. te"h·

nologies and 1.0 increase system interoperahility in a I11nlti-vendor envirllnlllent. 011I"

research project resulted in a co-authored report on obj"ct-ori"nt"d technologies[5].

a prototype management information model and humau-l11achine int.erface. and. a

co-authored publication on network information modcling[G]. This thesis is an exkn­

sion of the initial research on Open Di.,tribntc,/ Sy.'tClIl., with contributions in network

management architecture and object-oriented database performanCl! analysis.

IBell Canada research contract, Ottawa, Ontario; K. Wayne Lester, scientific authority.
2We view Operation. Sy.tem. and Operation. Support Sy.tem. (055.) to be synoDymolU•

Specilically, wc propose a simple network management archit.ecture for telecom·

munications OAM&P, designed with the concept of open interfaces hetw""n Oper­

ations Systems2 (OSs) and heterogeneous network clements. Onr proposed network

management architecture builds upon a prototype network information modcl, impl."

mented within a distributed object database management systems environment. The

prototype network information model is an extension of the work pr""ented in [GJ,

and is intendetl as a standard interface for distributed network management across

multiple network domains. The distributed object database mam.gement. systems en­

vironment is intended as an active and dynamic management information modd for

telecommunications OAM&P of heterogeneous tclecommunication rcsollrccs. network

and services. As such, we will present a performance analysis of .listributed database

transactions resulting from telecommunications OAM&P proc.!Sses and events oc­

curring within distributcd object·orientcd databases. In particular, we highlight tl,e

potential benelits of an active and dynamic management information mode!.

• INTRODUCTION Page 3
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Chapter 1

Background Literature

1.1 Introduction

Today, te!ecommunication networks are globally evolving to keep pace with rapid

technological, regulatory and market changes[i]. Concurrently, customer services are

increasing in magnitude and complexity, and evolving in a distributed nature, crEoating

tluprecedented market opportunities for telecommunication network service providers

capable of c(}{Jperative and dï..tributed network management. In particular, as corn­

petitors in an increasingly deregulated market, telecommunication network service

providers need to interact as partners, customers and suppliers in a distributed re­

srnm:e .-"aring environment in order to satisfy market opportunities which are often

to large for one competitor alone. As a result, the telecommunications industry is

increasingly evolving toward a highly competitive market-creation business driven by

inuovative services and new technologies; a competition \Vhich cames a \Vide range

of benefits to the customer. lower prices, new products and a greater variety of

services[S]. And, \Vith public and private networks becoming tightly integrated, there

is a critical nccd for telecommunication network service providers and customers to ex­

change adminï..trati"e and operational data. Hence, telecommunication networks and

distributed network management are becoming criticai issues for delivering flexible

customer sen.;ces quickly, reliably and cost-elfectively within a telecommunications

industry moving from a regulated regional network business providing voice services

to a global campetili"e market place providing information networking seTtJÏces•• McGill University Page 4
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1.2. INFORMATION NETWORI\ING

Information Networking

Telecommunications is evol':bg toward information ndworkillg. By information net­

working wc me<Ln a competitive service offering providcd to a cllstomcr via a .~y.~­

tcm of tclecommunication resourcc!' distl'ibutcd across multiple nctwork domailll'l.

Here, wc view scrvicc to be the reliable and transparent transmission, f~nd.to-cnll.

of information (voice, image and/or data) acro!'s hctpwgcneous resonrccs managcd

by multiple network service providcrs. Today, tclecommunication ncLwork ser\'ice

providers are challenged by legacy systems such a.... tec/trw/o9y-specific rcsourcC8, con­

trolled by sCMJice-specijic operations systems, and, managed through vendt}Nlpecific

interfaces[9] , as i1lustra.ted in Figure 1.11 • Thesc legacy systems are internally rocuscd

and limited in their interoperability between platforms cxccuting similar ta.....ks.

loJ En=d:..:.t;:;..o•.:;:En:.:;d::.;I:.:.:n.:.:;corm=a::.:ti:=;on::.;N:.:.=et..:.:,w;;.:or.:;:k:.:.:in.c.s .::.;.Serv=.:.:i:;:;c:e=------·IO\

Customer Service Domain

Multiple 'rclcc:ommunication Service Providc:nl

Network Domain "X- Nc:twork Domain -y-

Oper.atioM InCrolAtrueturc

Figure 1.1: Traditional Telecommunication Operations Infrastructure

• lFîgure adapted from OperatioJ&al lfJ!rutruc1.ure. Common Carrier{10]

CHAPTER 1. BACKGROUND LITERATURE Pa.ge 5
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1.2. INFORMATION NETWORKING

Hence, tclecommunication network service providers are now faced w;~h large

islands of operations systems which duplicate expensive management ta..ks and are

costly to maintain because of the many platforms, operations system types and de·

vclopment environments. In addition, the great diversity of operations systems make

todays opertltions infrastructurt? an unfriendly environment to human operators be­

cause interfaces are inconsistent and data is frequently inaccurate. Furthermore, man­

agement of geographically dispersed telecommunication resources is usually accom­

plished by means of remote login connection, in which case interaction is controlled by

the application of the distant resource equipment. In sorne instances, terminal emula·

tion is supported in which ca..e sorne form of limited user display is possible; however,

the decision mal{ing process is usually entirely executed by the human operator. As

a result, network management of multi·technology and multi-vendor telecommunica·

tion resources is difficult, time consuming and Iimited, since human operators must

be knowledgeable about aIl types of equipment and interfaces.

Hence, the current state of traditional te1ecommunication operations infrastruc­

tures are a bottleneck for deve10ping and deploying new cost effective services. In

order to meet the technical and business challenge for competitive end-to-end infor­

mation networking services, there is a growing need to separate telecommunication

service de...ign from system... design, i.e., the need to separate the concerns of network

tcchnology details from service-related functions and user interface detaiIs from core

system functious[I 1]. We be1ieve this separation of concerns is the cornerstone of inte­

qrated management across heterogeneous telecommunication resources, networks and

services. By integrated management, we mean the ability to exchange information

via standard and open interfaces for efficient management of end-to-end information

networking services[12].

2Refers ta ail the complltiDg, commllDÏcatiollS facilities, and won: centers that are used for
operatiollS, administration, maintenance, and provisioDÏIIg of te1ecommllDÏcation resonrces(lOj•• CHAPTER 1. BACKGROUND LITERATURE Page 6



• 1.3

1.3. INTEGRATED MANAGEMENT REQUIRES STANDARDS

Integrated Management Requires Standards

ln today's global competitive markets a competitor's success will he measured by

its responsiveness in acquiring and integrating new technologies wit.hin its opera­

tions. As resource providers develop proprietary equipment for customer support

and resource provisioning, the telecommunications market is seeiug ILl' increa..e in

operations systems and network elements from multiple vendors and an increa..e in

unique communication interfaces between these operations systems and network in­

terfaces. The creation of unique and limited interfaces becomes a great. barrier for

distributed interoperability and systems intergration. To overcome such barriers il. is

recommended that the te1ecommunications industry adopt stILllJards[13].

The te1ecommunications industry stands 1.0 benefit from standardization of i7l­

terfaces, designed 1.0 achieve interoperability between a broad range of operations

systems and network elements. Through standards, rcsource providers can dedi­

cate more time developing effective network management applications and Jess time

on system interface and management issues. In addition, the proliferation of PC's,

LAN's, and similar technologies is deccntralizing computer and communication sys­

tems 1.0 the point where il. is impossible 1.0 maintain a single-vendor environment;

acquisitions, mergers and the combining of diverse networks increa..es the problem.

As a result, the only real solution is a standards-ba..<ed management environment con­

trolling ail network and network management a.~pects, not temporary or expensive

work-arounds[14]. Hence, the objective in reaching for a standards-based Întegrated

network management framework is 1.0 achieveflezib/e contra/of new emerging network

technologies, network resources and network service interoperability, across heteroge­

neous network domains - Open Systems. And, 1.0 a large extent the practicability of

open systems is tied directly 1.0 the existence of industry-wide national and interna­

tional standards[15]. As sucb, specific policies must be instituted and implemented

1.0 ensure proper telecommunication, interworking and interoperability.

• CHAPTER 1. BACKGROUND LITERATURE Page 7



• 1.4

1.4. TELECOMMUNICATION STANDARDS

Telecommunication Standards

Globalization of tclecommunications has introduced new industry players and al­

liances into the world communications market, alliances which are pushing the bound­

aries of national and international tclecommunications policies[16][lï]. Success for

th(~~e alliances greatly depends on their ability to interoperate efficiently across re·

gional and national boundaries. However, the key to achieving interoperability is

the Iwailability of compatible national, regional and global communications stan­

dards that guide technological change along pathways that satisfy common market

interests[lS]. Without timely, high quality and harmonized standards at the global,

regional and domcstic levels, interoperability and efficiency are at serious risk[19].

Standards provide the keys that allow components, units, systems and complex

networks to interconnect and interwork efficiently and effectively[20]. Standardization

transfers proprietary knowledge and technology to the current public domain. Stan­

dards also promote mutual understanding and shared knowledge of technology. Defin­

ing standards is, however, only a first step, and standards can only make a positive

contribution if adopted by a variety of interested parties[21]. In addition, contrary to

government regulations, standardization gives manufacturers, service providers and

users freedom of choice. Standardization also works to the advantage of resource

providers by enabling them to select the most cost·effective equipment from multi­

ple vendors when they are establishing networks. Manufacturers also benefit from

standards because standards give them more opportunity to compete for business

from ail the potential buyers of telecommunications equipment. For these reasons

ail parties involved in the telecommunications market should have a great interest in

the standardization process[22]. Today, the main challenge of network management

standardization is to develop conventions to support the integrated management of

heterogeneous networks, resources and systems. Such integration requires that we

begin \\;th standard interfaces between management systems and the network itself.

• CHAPTER 1. BACKGROUND LITERATURE PageS
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1.5. STANDARD NET\VORK INTERFACES

Standard Network Interfaces

Telecommunication networks are managed through "Y8/cm ill/crfacc••; these inter·

faces are concerned with the interoperability between physical and logical computing

elements and the network environment. they are an int.egral part. of an ent.ire sys·

tems design. A network consists of many types of analogue and digital equipment.

which compose the network resources. Network resources can be cust.omer or providcr

owned; provider owned resources may include equipment assigned for exclusive use b)'

specific customers. Resources may be physical or logical in nature. Physical resources

may include customer or provider systems. their a8sociated subsystems and also the

links that interconnect. these systems[23]. When managed. the above resources ;,re

generally referred 1.0 a.~ Ne1.work Elements (NEs). Logical resources inciude commu­

nication protocols. application programs. logs. and network services.

Today. existing network elements often include proprietary interfaces which are

incompatible with other elements in the network. By interface. wc mean the l'r%coL.

defined 1.0 exchange management information and mes8agc8 required to monitor. co­

ordinate and control the telecommunication resources. In order for network clements

to interoperate efficiently they must interact through well defined and standard in­

terfaces. Standard interfaces provide a common semantic framework of management

information which allows telecommunication network service providers to integrate

new rcsources and systems within their network quickly and seamlcssly. By common

semantic framework, we mean that management systems and network elements share

a common knowledge of the protocol in place 1.0 cxchange management information

all'l a common understanding of the messages available 1.0 operate on the network

eIements, and the messages emitted by these network e!ements. Furthermore, by im­

plementing standard interfaces independent of the network eIement design, resourr-e

vendors can evolve their network element equipment architecture and computing

platforms with minimal impact on systems interoperability.

• CHAPTER 1. BACKGROUND LITERATURE Page 9



• 1.6 Information Modeling

l.G. INFORMATION MODELING

To lIndcrstand cach othcr, management systems and telecommunication network e1e­

rncnt.s nccd to share a common semantic framework of management information[24].

By TfUlTUl,qCTTlCnt information we refer 1.0 the management data and associated opera­

tions nccded for distributed network management of heterogeneous network elements.

Infor71LfLU'J1! 1(wdclin,q is the ba.,is for achieving such a semantic framework by defining

stiuldard interfaces between operations systems and network elements. As applied 1.0

systems and network management, information essentially plays two roles[25]: Infor­

mation associated wit.h management processcs and information representing physical

and logical network resources subject 1.0 management.

Information representing the physical and logical resources of the network, is

concerned with such entities as the abstraction of communications equipment and

systems. Representing this information requires that we mode! tohose aspects of the

network clements that are of interest and importance for telecommunications resource

management. Once this abstraction is achieved, the totality of the resources, from

the management view point, is represented by that information mode!. Information

a.,sociakd with management processes is concerned with such entities as customer

records. trouble records, log records. etc. Representing this information involves

the modcling of the management process and defining the infQrmation associated

with that management process. Due 1.0 the volume, complexity and distribution of

the information that needs 1.0 be managed, a higl:ly structured modeling method is

needed to represent this management information. In addition, since many entities in

cOmmllllic.'ltions and information networks share common characteristics, this mod­

cling method must be capable of exploiting these characteristics in order 1.0 maximi=e

commonality and minimi=e implementation efforts and diversity. The above con­

siderations have ]ed the te!ecommunications industry 1.0 adopt the object-oriented

paradigm for information modcling of heterogeneous telecommunication resources.
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I.i. THE OB.JECT-ORIENTED PARADIGM

The Object-Oriented Paradigm

The object.oriented paradigm provides a structured environllwnt which attempts 1.0

bring order 1.0 the chaos of heterogeneous systems and multi-vendor configurations Ily

introducing the modular devclopment of systems .'pccificatiml and illlp/wu·tltatioll.

Specifically, the object-oriented paradigm introdnces a new design methodolo~' thal.

is data,cclltcrcd, ll.' opposed t.o conventional designs that. arc funcl.ion-œnten'd[26j.

and results in a data modcl bll.'ed upon the objcct mode\. A data mo,ld is a logical

representation of data, and, rclationships and constraints on the data. The ohject

modcl allows devclopers 1.0 modcl real world resources and ent.ities ll.' a collection

of objects that encapsulate data and functions associated with that data wit.hin a

weil defined framework of operations. By c7lcap.'t1latiml, we refer tu the princip\e

that object.s l'an only be impacted by means of messages they receive. Encapsu\ation

demands a dear specification of the cxpcctcd and a[[moc<l messages al. the ohject 's

interface and ensures that the operational integrity of ail ohject is preservel!. Helice,

encapsulation allows the object desigller and implementor 1.0 challge alld modify the

internal structure of an object without impacting the users of the services tl".,se oh­

jects provide, and, through mechanisms supporting allomorphism the ohjcct-oriellted

paradigm enables the reuse of knowledge one possesses about other ohjects. By al­

lomorphism, we mear. the ability of an object instance that is a memhcr of Olle d'Lo;"

1.0 be managed as an instance of an object of one or several other ohject d'L'Ses.

As a result, by its object orientation, the objcct data model breaks dowlI complex

information into smaller pieces. Hence, the object-oriented approach examilles the

network piece by piece instead of viewillg il. in its overwhclming alld complex elltirety.

For telecommunications, each individual piece (e.g., resaurce or logical component)

is modeled separately and is, therefore, casier 1.0 understand. As:Jo rcsult, object

orientation simplifies the management of the complex resources ellcountercd in corn·

municating devices - the main limitation faccd in network management today.
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1.8. OBJECTS IN NETWORK MANAGEMENT

Objects in Network Management

For rl"twork management, resources are represented by managed objects and man­

agernellt systems exchange information in terms of these managed objects[2i]. A

managed object (MO) is an Open Systems Interconnect (051) defined data mode!

which provides a conceptuai view of a resource bcing managed or of a resource defined

to support certain management functions. It is an abstraction of a resource that rep­

resents the resource properties "-. seen by management. Each managed object has

a rcsJ'onsibility t.hat exists for a limit.ed duration, either to convey knowledge about

the envirollment being modc1ed, or to operate on other objects in a structured way.

For example, a managed object may be defined 1.0 mode! a transmission line

within the telecommunications network. This 'line' MO is part of a system which

encapsulates state and behavior. The state of the line MO encompasses all of the prop­

ertics of the transmission line, plus the current values of each of these properties[28].

The state of the line MO is reflected in the set of values assigned to the managed

object's attributcs. Attributc... (or instance variables) of the Hne MO are named char­

acteristics of the managed object[29], within the context of transmission networks.

For example, the line MO would include A Termination and Z Termination end-point

(i.e., source and destination) attributes, a channel attribute and a direction attribute.

A value (either single or set) is associated with each attribute of a managed object,

and, this value is aIso an object in its own right. For example, our !ine MO may

reprcsent a connection betwecn Montreal and Ottawa. Here, the end-point attributes

(i.e, A Termination and Z Termination) values are the city names (i.e, string type);

the channel attribute may be a list of channel MO derived from the line capacity;

and. the direction attribute may be an integerfrom a set (e.g., uni·directional = 10r

bi-directional = 2). Managed object attribute values may he read. set or modified.

The rules by which these attribute values can be modified are dictated by the internaI

constraint.. imposed by the managed object's behavior.
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1.8. OBJECTS IN NETWORK ~IANAGEMENT

1.8.1 Managed Object Behavior and Notifications

A managed object can represent not only data, relationships on that data and con·

straints, but it can also encapsulate operations within the ohject 's hOllndar~', tlms

providing il uniform framework for the manipulation of arbitrary Il...r or "y.'/em d,"

fined data types. Operations on managed objects are performed hy p;L,sing message'>'

to the object. The message must contain ail the information nec,'>'sar)' tn tidermine

the r'~~ure of the operation, how it is to be performed and the conditions for it to

be performed. For example, to enable our line MO iL' a hi·directional connection, a

'SET( direcli()7l, bi-directional)' message would be sent to the marmged object.

Since manged objects represent activc resources, internai and extern;,1 e\'l'nt.s

occur t.hat impact the resource modeled by the object and must. result in a corre·

sponding behavior in the managed object. Many of these events arc of interest to

network management. Such events arc made visible to the management process 'L'

notifications that are emitted by the managed object whenever snch an l'vent. occnrs.

For example, the physical medium associated with our line MO may he damaged due

to excavation work. The te1ecommunicatiùn resourccs terminat.ing the line will ,k~

tect the signalloss and trigger an alarm within the line MO. Since t.he event re'lnires

immediate attention, the line MO must immediately notify t.he management syst.em

of the alarm severity. In addition to the events that occur as autonomons activities of

the managed object and its environment, the object also mOlY he impact.erJ by man·

agement operations. These events are of interest to rcsourcc IIsers and managers, and

also giv~ rise to notifications. For example, a network operator mOlY want. to monit.or

the bit error rate of the line to trace a faulty connection. The network operator will

instantiate a managed object to collect line statistics and set a threshold Olt which the

managed object. \\;11 notify the opcrator. Hence, the behavior defined for a managecl

object specifies the dynamic characteristics of the managed object and its attributes,

notifications[30] and actions[31][32][33].
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1.8. OB.JECTS IN NETWORK MANAGEMENT

1.8.2 Managed Object Structure and Inheritance

The slruclure of a managed object is defined by the attributes visible at the MO

boundary, the management operations which may be applied to the MO, the behavior

exhihited hy the MO in response to management operations or in reaction to other

types of stimuli, and the notific~tions emitted by the MO. In addition, managed

oLjects which exhibit similar characteristics are grouped within a common managed

object ChL'S. A managed object c1ass is a lemplale which defines the managed object's

d"'racteristics. For eXllmple, the line MO may have properties applicable to a wide

range of transmission lines. These properties are captured in a 'Line' managed abject

c1'L's, llnd, a line MO is instantiated for each physical line modeled. Since many

instances of a particulllr managed abject c1ass may exist and each instance must be

llccessible llnd uniquely indistinguishable, names must be assigned ta ail objects3
•

3ReIerred to as "Dam...binclingW to & Relative Distinguished Name (RON)
• Top is & commOD cIass name associate with the root Dode of the inheritance hierarchy.

Managcd abjects can be defined by a combination of other managed abject

classes through inheritance. Inherilance is a reIationship between classes that per­

mils a new c1ass ta be defined b)' its differences with other existing classes. Specifi·

cally, inheritance provides a reusability function where instead of defining ail of the

characteristics of a new c1ass, the c1ass is said to inherit from another c1ass (callcd

its b....e c1...,s or superclass). Only those characteristics additionaI ta the operations

and attributes defined in the superclass need be defined in the new c1ass (called the

derived c1.lSs or subclass). For example, ail telecommunication managed objects have

a name (i.e.. unique domain identification) attribute. The name attribute type (i.e.,

string) can be defincd within the 'Top'4 managed abject c1ass which is inheritcd by

ail managcd abject subclasses. Any changes ta the name attribute type at Top wiII

be inherited by ail subclass managed abjects. The managed abject characteristics

that can be derived by inheritance are the managed abject attributes (i.e., state),

either single or set. and operations and notifications (i.e., behavior).
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1.8.3 The Role of Managed Objects in Telecommunications

The pllrpose of managed abjects may seem IInclear at !irst. hO\\·e\·er. th., de!illition

of a managed abject preciscly identifies the messages (i.,'.. syntax) IIs"d to remot.e1y

mauage resources and the meaning (i.e., semantics) of t.he messag,·s[:l·tJ. Further·

more. managed abjects extend the c1a,.s cuncept. ta incln.le .,,·,"'1, not.ificat.ion whkh

adds a new dimension to the object-oriented approach of tel,'commnnications nd·

\Vork management. For addit.ional lIexihility. the OSI data modcl colleels rnanag",1

object characLeristics into modlliar packages[25]. Packages may 1,.. mandat.ory or

conditiona!. Mandatory packages contain characteristics that arc cssential and II1I1St.

exist in every managed object that is an instance of a c1'L's. COlll!itional packages

rellect those characteristics that are noncssential and may he pft",,"'t in son", c1'L'S

members. These characteristics are of intercst to management ml,l generally provide

sorne additional capability. These packages are conditional in that the c1'L'S ddini·

tion includes a specification of the condition IInder which these packages mllst he

present. While this modeling approach makes net\Vork management systems harder

to understand, object orientation and abstraction allow the data modd to he gwr.rir

and applicable to ail types of resources within an integrated network environment.

Finally, the 051 managed object modcl sccks to provide a comprehensive frame­

\Vork for handling management of arbitrary complex systems; in addition, it s,'Cks to

maximize the information modeling power to handle SlIch complex systcms[:l!iJ. D~~

spite sorne criticistels, the 051 managed object modcl and OSI-b'L,ed network manage­

ment is still the only globally accepted solution for multivendor network management.

As a global solution, 051 provides a generic standard.. pat:kage that can \'" adopted hy

ail vendors, creating a common denominator for connectivity and network manage­

ment. Hence, these standards provide both public and private networks, and service

pro\'ider operations infrastructures, with an identical taolset supporting management

information exchange between operations systems and net\Vork elements[36J.
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1.9. STRUCTURE OF MANAGEMENT INFORMATION

Structure of Management Information

Managcd objects are tbe means for specifying standard interfaces between network

rcsources and a managing system, and, as such, tbey are essential building blocks for

dcfining tbe Structure of Management Information (SMI) between open distributed

systems. The SMI model plays a central role in the OSI network management

approacb[:I5J. OSI network management defines SMI via three core standards doc­

uments: (1) Management Information Model (MIM), (2) Definition of Management

Inforrm,tion (DMI), and (3) Guidelincs for Definition of Managed Objects (GDMO).

Tbe MlM define.< bow management data must be structured, including man­

aged objects and attributcsj what operations can be executedj and, what notifica­

tions are required[3ï]. The DMI defines management support objects and generic

attributcs which are required by standards[38J. Finally, the GDMO instructs imple­

mentors as to wbat a specific managed object should look like[39]. The GDMO's

goal is to ensure consistency among various implementations, which is critical for

interoperability and to describe the relationship of object definitions to management

protocols. The GDMO uses a language called Abstract Syntax Notation 1 (ASN.!)

to define data synta;1: of attributes and notifications[40]. ASN.! is a specification

language which providcs an orderly and clear method for assigning meaning to a col­

lection of data valucs. 1t describes data types without specifying a particular data

representation or coding rule. In addition, ASN.l pro\;des a set of Basic Encoding

Rules (BER) wbicb specify an orderly dat.. communicatious transfer and clear data

dcscriptions[41]. Hence, ASN.l describes syntax for data types and BER describes

the actua! data values. The GDMO introduces substantial extensions to ASN.l to

bandle the synta.,. of managed information definitions, and, a new language structure

called lempiale is introduced to combine these definitions. As a result, OSI offers a

method to describe data independently of its product implementation.
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1.10. TELECCiMt-.·tUNICATION MANAGEMENT

Telecommunication Management

The concepts of information modc1ing and SM 1are fUlldamcntal to dcvc10pillg i~ uui­

form tclecommunications management network l\tandard. Thc objective of a Tdccom­

munications Management Nctwork (TMN) standard is to proviclc il framcwork for

telecommunication management. By TMN, wc refer to a conceptual1y !'leparatc net·

work that interfaces a tc\ecommunications network at. several points to sClld/recci\'l!

information to/from it and control its operations, a." illllst.ratcd in Figllrl~ 1.2~. The

concept behind TMN is to provide an organizcd architecture to ac1lit~vc itlt(~rCOllllcc­

tian between various types of operations systems and/or tclccommllnication rcsources

for the exchange of management information using an agrccd upon architecture with

standard interfaces, inc1uding protocols and messages[43l.

Telecommunication Management Uscrs

Figure 1.2: Relationship of a TMN to a Telecommunications Network

• $Pigure Adapted from Princîpte6 for Il Tdecommuniœtiom Manll!1em~nt NdtDork{42)•
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1.10. TELECOMMUNICATION MANAGEMENT

The purpose of TMN is the definition of standard management interfaces. A de­

tailed thirteen st.ep methodology wa.~ defined for such interface specification[43]. The

TMN standard, as defined by the International Telecommunications Union (ITUS),

is a gencric management-oricnted architecture intended for management services;

TMN, however, does not really define a true service-creation mechanism. Within

TMN, management services refers to a set of capabilities that allow for the exchange

and proccssing of management information, where each management service is built

on a set of TMN management service components (i.e., alarm surveillance, network

performance monitoring, network status monitoring, traffic control)[44].

TMN has identified sorne overall rules for defining TMN management services;

thcse services are described by telecommunication management function blocks[42]:

The Network Element Function (NEF) block communicates with TMN for the pur­

pose of being monitored and controlled. The Operations Systems Function (OSF)

block stores, retrieves and processes information related to management for the pur­

pose of monitoring, coordinating and controlling telecommunication functions, in­

c1uding management functions. The WorkStation Function (WSF) block provides

a means to interpret TMN information for management information users[45]. In

addition to management functions, the TMN must offer communications between

operations systems, and, between operations systems and the various parts of the

telecommunications network for management. Here, the Data Communication Net­

work (DCN) provides the ability to exchange management information across the

boundary between the management environment and the network resource environ­

ment. The principle of keeping TMN Iogically distinct from the networks and services

being managed introduces the prospect of distributing functionality from centrali::ed

to duenlrali::ed network management implcmcntations.

. 'ITU-Teiecomm.WÜcatioDS Standardis&tiOD 5ector (ITU-T); previoasly Down as CClTT•• CHAPTER 1. BACKGROUND L1TERATURE Page 18
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1.11. INTELLIGENT NETWORKS

Although TMN is a generic architecture from a purcly management perspective,

the Intelligent Network (IN) is a generic architecture intended for varioul'l rt:al·tim~

connection and management l'lerviccs. The IN il'l specifically conceivcd to facititatc

and accelerate the introduction of ncw advanced telecommunication services in a cost

effective way. The IN is bascd on the principle of separating the Nctwork Element

Layer (NEL), responsible for information transport, from the Intelligent La)'er (IL),

containing service execution logic and associated data. The role of the IN architecture

is two--fold: first, to centralize intelligent functions in a Iimitcd numbcr of nodes, and,

second, to sustain a stable and uniform devc10pment platform for customer service

creation, independent of specifie network technology. The IN architecture builds upon

the Intelligent Network Conceptual Model (INCM), as illustratcd in Figure 1.37•
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Figure 1.3: IN Conceptual Model (INCM)

• 7Figure adaptee! from Intelligent Ndwork Ovennetl1. IN Conceptuai Mot/e/[3]•
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1.11. INTELLIGENT NETWORKS

The INCM identifies different areas of CClflcerr, represented by a plane; each

plane is a particular embodiment of the IN architecture with respect to a particu­

lar perspective[3]: The service plane is of primary interest to the service users and

providers. The service plane describes services and service features from a user per­

spective independent of the underlying network. The global functional plane is of

primary interest to service designers. The global functional plane describes units

of service functionality, referred to as Service [ndependent Bnilding blocks (SIBs),

independent of how the functionality is distributed in the network. The distributed

functional plane is of primary interest te. network designers and network providers.

The distributed functional plane describes the functional architecture of the IN in

terms of funclional entitie.. and re1ationships and both are described independently

of how the functionality is implemented or distributed in the network. The physical

plane is of primary interest to network operators and telecommunications equipment

providers. The physical plane describes the possible physical architectures for an IN

in terms of available physical resources and interfaces between physical resources.

The International Consultative Committee for Telephone and Telegraph (CCITT)

devcloped the INCM as ~, framework for the design and description of IN Capability

Sets (CSs) and the target IN architecture, for a particular phase of IN evolution. Each

CS is intended 1.0 address the requirements of the following areas: service creation,

service management, service interaction, network management, service processing,

and network interworking. The IN Capability Set-! (CS-!) is the first standardized

stage of IN evolution based on cxisting technology base and evolution requirements.

[1. defines capabilitie.. of direct use 1.0 both manufacturers and network operators in

support of circuit-switched voice/data services. As a resu[t, aithough an important

goal of the Il': is to olfer application developers a logical view of cali-control and the

c.~11 mode!. the IN architecture in its present state of development, is confined 1.0

basic telephony call·control capabilities.
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l.U. INTELLIGENT NETWORKS

IN capabilities augment network intelligence via a common channel signaling (CCS)

network, distributing software control and providing centralized access to slliLrcd

data[3J. In the conventional IN call-model, however, control of connection types other

than point-to-point is complicated. With broadband services increl~,ingly denllUld·

ing connection types other than point-to-point, the conventional call model becomes

inadequate. For example, multimedia services require multiple virtual channels l~"

signed to a single user; thus, a connection model is required which provides Ilcxiblc

virtual channel control and supports a wide range of connection typ'~s. In addition,

the intelligent network architecture has yet to adequately address the distribllted na­

ture of evolving service application software and the need for interoperability with

distributed network management, service management and customer premise equip­

ment software. In this respect, it generally is considered that an object-oricnted ap­

proach should be used for long·term IN devclopment[46]. Fllrthermore, IN dOL'S not

yet generally support the property of distribution transparency for service software

components, where service implementation is decoupled from network dcpendcnciL'S

allowing, for example, the binding of service components across hderogencolls net­

works, freedom of allocation of components to network nodes, and independence of

services from network scale and topology[ll].

For these reasons and others. the curr~nt IN architecture will l'volve to becorne

an Information Network Architecture (INA) with focus of attention progressivcly

moving from the physical network to the software system, with the principles of dis·

tributed processing increasingly applied to the software architecture[47][4J. Efforts

toward the creation of a common set of interfaces and protocols which c1carly

separate the switching details from the service aspects of telecommunications net·

works will continue for both IN and TMN, with a focus On a uniform communication

structure for interoperability across resources, networks and services•

• CHAPTER L BACKGROUND LITERATURE Page 21



• 1.12

1.12. CMIP/CMIS COMMUNICATION ELEMENTS

CMIP/ CMIS Communication Elements

For tclecommunications management, a uniform communications structure is ob­

tained by using one, and only one, communications protocol for interaction between

operations systems and between operations systems and network elements. In most

cases the Common Management Information Protocol (CMIP)[48) is the most appro­

priate protocol to transport the management information messages between manage­

ment systems and network e1ements8
• While CMIP describes how to exchange basic

management information between open distributed systems, Common Management

Information Services (CMIS) provides a logical view of the management information

to be exchang d[49). As sueh, CMIP and CMIS are tightly coupled for manage­

ment capabilities between open distributed systems; in particular, CMIS introduces

primitives that provide managing systems with attribute oriented and whole object­

oriented operations services. Attribute oriented services allow managing systems to

"The Simple Network Management Protoeol (SNMP) is also very popular due ta its mùümal
resource requiremenls. In the seque1, we provide a. comparison between SNMP and CMIP•

change the value of an attribute (e.g., M-SET) and read the value of an attribute

(e.g., M-GET). Whole object-oriented operations services impact an object's behav­

ior as a whole, without being targeted or specifically aimed at setting or retrieving

attribute values, although attribute value changes may occur as a side effect. Whole

object-oriented services allow managing systems to create new managed objects (e.g.,

M-CREATE) and to remove them from the structure of management information

(e.g., M-DELETE). In addition, notification services such as M-ACTION request an

object to perform a certain action on the information modeI of the teIecommunication

network and M-EVENT-REPORT let the network resource announce the occurrence

of an event. From the managed object attribute specification of the MIM the content

of the CM IS services are derived. It is therefore c1ear which messages are avaiIable

to the managing system to manage the network resource and which messages are

avaiIable to the network resource to notify the managing system of events that occur.
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1.12. CMI?/CMIS COMMUNICATION ELEMENTS

Generic Network Madel

The notion of a management information mode! is one of the basic pillars in the

definition of management interfaces for interoperability. A management information

mode! specifies the Generic Network Model (GNM) of a managed system a.< seen

over a particular interface by a particular managing application; it contains ail the

object classes that can and will be provided by that managed system to the managing

application. By generic, we mean network resources represented by managed objects

which reflect the cornmon network elements from the many telecommunication rc­

sources with properties applicable across different telecommunications technologies

and for various management functions. And, by generic network mode! we mean

a management information mode! defined to support telecommunications OAM&?

functions and data communication between operations systems and heterogeneous

network elements·. Since telecommunication network elements have at.tributes t.hat.

allow users to monitor and control the behavior of network resources and attributes

that allow users to monitor and control the relationship between network resources,

there is a need .0 interrelate information contained in various managed objects, not

just one managed object at a time. For example, suppose certain managed objects

represent established network connections and others the available resources, if a new

connection is established, the available resources are no longer the same; hence, there

is a kind-of dependency between managed objects that a generic network model must

specify. A model identifying generic network resources and their associated attribute

types, events, actions, and behaviors, can provide a foundation for understanding the

interelationships between these resources and attributes, and, can promote unifor­

mity in dealing with the various aspects of managing these resources and attributes.

Hence, the generic network model is an essential tool for the generation of uniform

configuration, fault, accounting, performance and security management standards for

telecommunications OAM&P[23J(42].

•ANSI and ITU are active1y defuüng a GNM (or te1ecommWlÏcatioDS OAMII:P [23](50)•• CHAPTER 1. BACKGROUND LITERATURE Page 23
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1.12.2 Manager/Agent Association

Since telecommunication networks are represented by data (i.e., managcd objects),

management of a telecommunications network can be seen as an information Pl'O­

cessing activity on that data. Since the environment being managed is distributed,

nctwork management can be modeled as a distributed information processing ac­

tivity betwcen management processes. The OSI network management standard has

attempted to define the responsibility between management processesj for a given

management association, a management process will take on one of two possible

roles: a Manager role or an Agent ro/e[51], as illustrated in Figure lA. A Manager

is part of a management application that issues management operations and receives

notifications to monitor and control managed objects. The Agent is part of a network

clement application which executes management directives and emit notifications.
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1.12. CMIP/CMIS COMMUNICATION ELEMENTS

ln a telecommunications managen:ent environment, a Manager may he involved

in an information exchange with several Agents. In this case, issues of synchronization

of management directives may exist. Conversely, for tclecommunication OAM&P, an

Agent may be involved in an information exchange with several Managers. In this

case, issues of multiple concurrent directives may exist. An Agent is often impie·

mented by a complex piece of software for a specific network resource technology;

however, to use the Agent, this complexity and technology need not be understood,

since the Agent may have a well-defined interface understood in terms of a Manage.

ment Information Base (MIB). By MIB, we mean a conceptual repository of man­

agement information defined in terms of managed objects.

This conceptual object (MIB) is actually a database that is shared between

Managers and Agents to provide information about the managed network. For the

MIB to be useful, a linkage is provided between the physical reality of network el·

ements and the MIB. This implies that manipulations performed on the MIB will

result in real effects on the telecommunication resources. Conversely, information

that represents dynamic characteristics of the network resources is to be consistent

in the MIB and in the resource it represents; therefore, management information

representing resources is manipulated by both the Manager proce.... and the telecom·

munication resource itself. In addition, all management information exchanges be­

tween Manager and Agent are expressed in terms of a consistent set of management

operations and notifications defined by the MIM (e.g., CMIP Protocols and CMIS

Primitives). The managing system and agent system can, therefore, be independently

developed, since the MIM defines exactly how the communication is to takc place,

how the messages are to look and what the messages menn. The MIB concept docs

not imply any specifie Corm of physical or logical storagc for management inform<l'

tion, and its implernentation is outside the scope of OSI standards[52]. We propose

to investigate a physical and logical distribution of management information using

distributed ODBMS.• CHAPTER 1. BACKGROUND LITERATURE Pagc25
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1.13. CONCLUSION

The next consistent step after TMN is to investigate the incorporation of interop­

erability interface standards, emerging from open systems environments, into dis·

tributed transaction processing, distributed computing and distributed databases so

that telecommunication management standards nlay evolve to support the perfor·

mance and economic criteria overall network evolution requires. In particular, as

new telecommunication technologies and services are introduced, management sys­

tems will increasingly nced to perform real·time measurements and management of

the overall network, and management applications will increasingly need to determine

and execute, in real-time, corrective actions ba.<ed upon events and the current state

of the network. As a result, our research program also investigates the incorporation

of interoperability interfaces in a distributed ODBMS environment in order to un­

derstand and evaluate the performance of distributed transactions in a distributed

processing environment.

Our motivations for conducting research into the mechanics and performanct.

of distributed transactions between federated OODBs are two-fold: first, we be­

lieve that an OOOB is a natural environment for implementing and maintaining an

object-oriented network information model for telecommunications OAM&P; second,

we feel that a distributed processing environment maximizes the use of human and

technology resources; combines customer and provider resources in a cooperative envi­

ronment; unites networks, computers and operations systems in an indistinguishable

way; and helps enterprises downscale complex operations infrastructures into man­

ageable and economically sound environments[IO]. As a result, understanding the

role. capabilities and limitations of distributed objects in a database management

environment is instrumental for distributed network management. Hence, we begin

by proposing a net\\'ork management architecture which iIIustrates our view of the

role played by ODBMS in distributed network management.
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An Object-Oriented Approach to Distributed Network Mana~ement

Chapter 2

Distributed Network Management

2.1 Introduction

The goal of telecommunications network management is to providc management sys­

tems with ail the information concerning network rcsourccs and to providc operations

systems and users with the required operations to confip;ure network connections,

maintain and disconnect such connections and bill customers for the service thcse

connections support[53]. To achieve this goal across multiple telecommunication net·

work service provider domains, we propose a network management architecture built

upon a prototype network information mode! for te!ecommunications OAM&P. The

purpose of our prototype network management architecture is to provide lIsers and

management systems with a standard interface for efficient end·tOoend te!ecommu­

nications OAM&P through a common network information mode!. Our prototype

network information model is implemented as an activ, and dynamic MlM within a

distributed ODBMS environment. Within the ODBMS environmcnt, cach OODB is

modeled as a MlB for a subset of NEs, while the ODBMS is a repository and man·

ager of the standard network information mode! for te!ecommunications OAM&P.

Furthermore. the prototype network information mode! is segmented into privat,

and s"aT"'d ODBMS partitions for distributed network management acros.~ multiple

network domains. Here, our research in distributed network management will focus

on distributed transactions between telecommunications OAM&P processes within

the ODBMS environment.• McGill University Page 27
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2.2. NETWORK MANAGEMENT ARCHITECTURE

Network Management Architecture

Figu rc 2.1 ilIustrates our proposed network management architecture for telecommu·

nications OAM&P across multilJle network service provider domains. To begin, we

vicw the tdecommunications network composed of multi-vendor and multi-technology

nctwork clements (c.g., PDH, SDH, ATM). Network elements belonging to a common

nctwork tcchnology (c.g. SDH) are represented by a standard resource MIM that

provides a vendor·inùcpendent view of these telecommunication network elements.

Furthcrmore, we view a. subsct of common technology network clements monitorcd

and controlled bya nel1l)ork clement manager[43] through a MIB. As opposed to con­

ventional central database approaches, our research proposes distributed OODBs as

MISs in a distributed ODBMS environment. Each MIB is a repository of standard

resourcc managed objects and the distributed ODBMS is the software system used

lo manage, in a transparent way, the distributed MIBs residing at multiple nodes.

Figure 2.1: Distributed Network Management Architecture
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2.2.1 Distributed Object Database Management Systems

OODBs combine the paradigms of object identity, cla.'S membership. inheritance and

methods from the object modc1 with the databa..e functionality of persistence. con·

currency, security and declarative querying thus providing the strengths of both[54].

An ODBMS is a persistent and sharable repository, and manager. of OODBs for

contro11ed simultaneous multi-user access, and, a tli.<tributetl ODBMS is an OODB

environment that a110ws data stored in multiple physical databa..L'S to appear 11.. one

centralized database to users and programs[55].

Within a distributed ODBMS environment, the fine granularity of objects. and

their ability to form complex objects, leads to a unit of mobility - the object itsclf.

Since objects can be dynamica11y relocated, the resulting distributed system provides

f1exibility, and, in particular, enables a more natural modc1ing of the dat;L ba..ed

on the structure and location of the operations infra..tructure. The potential ben­

efits of distributed ODBMS environments are widely recognized and are described

in [56][5i][55]: (1) Autonomy: Users that share or want 1.0 share data C.LlI move

the data to appropriate locations. (2) Performance: Data can he placed close to

where it is frequently used, thus reducing communication cost. (3) Availability:

Access of critical data can be compromised by a crash; since data is distrihuterl, a

crash of one site will not make the overa11 system inaccessible. (4) Expandability:

Systems can more easily accommodate increasing databa..e size in a distributed sys­

tem. (5) Shareability: The computing environment is distributed, both 10ca11yand

geographically. (6) Eeonomy: It is more cost-effective to build a system of smaller

databases with the equivalent power of a single large system. Specifically, cach OODB

can be physically located on a computing platform configured to meet the specific

requirements of users and applications accessing a given OODB. As the usp.r requin,·

ments for a specifie OODB evolves (e.g., need for greater processing power), only the

computing resources on the platform running that OODB nced to be upgraded•
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2.2.2 Network Management Across Distributed ODBMS

An important objective of the distri,•.ted ODBMS environment is to hide users and

management systems from the network details. Specifically, since OODBs in a dis·

tributed ODBMS environment support the 'lotion of single-image object databa.~es

and data transparency, application deve10pers do not need to code differently depend­

ing on the object locations. Transparency is an extension of the database concept of

d:1ta independcnce. which enables an application to deal with a logical data organi­

zation independent of its physical implementation. By data independence we mean

that databases can be reorganized witr.()ut breaking applications, and, similarly, by

data transparency we mean that objects can be relocated without breaking applica­

tions. Data independence and transparency are possible because objects are uniquely

identified illdependent of the object attribute values. As a result, new objects can be

relocated without conflict or collisions with existing objects within the ODBMS.

ln our proposed network management architecture, distributed network man­

agement is achieved by passing messages to objects within a distributed ODBMS

environment. At the communication level, message passing is performed by a Re­

mote Procedure Cali (RPC) style location independent object invocation whereby

interacting objects reside at different nodes. As opposed to RPC call-by-value pa­

rameter semantics, however, object references are also passed remotely, leading to

call-by-objeet-reference semantics. In addition, single objects or even complete object

graphs could be j>assed as parameters to the callce[5;]. By objects, we mean man­

aged "bjec/...< encapsulating telecommunication resource attributes. Here, attributes

are triggers which capture dynamic aspects of the network under the form of event­

condition-action ruIes. When a significant event arises, the associated condition is

c\'aluatcd and, if the resuIt of the evaluation is positive, a specificd action is executed.

Thc rcsulting ODBMS schema is an active network information model for defining

standard interfaces between operations systems and network elements.
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2.2.3 Operations Systems and Distributed ODBMS

Figure 2.2 i\lustrates the relation bctween operations systems and the ODBMS en·

vironment for telecommunications OAM&P. To begin, we view operations syst.ems

composed of managernent sy...terns interconnected via a distributcd computing envi·

ronmcnt. By disl.ributed cornputin.g environment Wc refer to (~ collection of utilities,

languages and libraries which support the development and operation of distributed

network management applications. Bere, management applications intcract with

managed objects through 00D8 interfaces. For example, a network clement f~Lilure

triggers an alarm at the MI8 interface. The alarm message may be directed to an

application associated with an 00D8 interface (i.e., alarm reporting application or

human·machine interface for diagnostics), or the message may he directed at other

managed objects within the ODBMS cnvironment. This opens the opportunity to

program intelligence within the ODBMS network information mode!.

•
Figure 2.2: Operations Systems
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For example, a network designer defining customer networks may program the

ODBMS schema to emit notifications to applications residing within the operations

systems, and, to managed objects representing network services provided to the eus­

tomer. In the event of a network element failure, affected service managed objects are

mark"!! by the alarm message and a network operator may inspect these objects to

evaluate the extent of the failure. In addition, a management application may devise

a sequence of alternate paths to route around the failed element and communicate

these instructions to the MIB. Since ail OODBs share a common database schema,

management applications can communicate with any OODB, and the ODBMS carries

the message to the managed objects. Since each ODBMS handles only a portion of

the overall schema, contention for CPU and 1/0 services are not as severe as for cen­

tralized systems, while expansion is handled by adding processing and storage power.

As a result, network management objectives can be automated toward real-time re­

sponse. For telecommunications OAM&P, management objectives are grouped into

five main categories: Configuration, Fault, Accounting, Performance and Security, as

iIlustrated in Table 2.1. These management objectives are immutable.
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Objectives

Table 2.1: Management Objectives

.
To collect/analyze data concerning the state of the managed net-

Configuration work in order to design and control the network and alter the
ooeratinl! oarameters of the network elements.
Service: To establish connections for a specified bandwidth,

Quality of Service (QoS) and duration.
Resource: To change the configuration of the managed network

for a I!Îven service.
Fault To analyze logs and execute diagnostic tests to detect and isolate

oroblems. and initiate corrective actions.
Security To provide authorization, access, encryption, authentication and

maintenance. and manioulation of securitv 10"".
Performance To collect/analyze data concerning the state of the managed net-

work in order to evaluate and maintain system oerformance.
Accounting To collect resource usage data and a1locate cost for services pro-

vided bv these network resources.

CHAPTER 2. DISTRIBUTED NETWORK MANAGEMENT
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2.2.4 A Distributed Telecommuincation network Model

Figure 2.3 illustrates our view of a distributcd tclccommunication nctwork man­

agement model for te1ecommunications OAM&P. Berc, tclccommunication nctwork

service providcrs communicate through a common network information modc1 (i.c.,

standard and public interface) distributcd across ODBMS sharcll partiti()n.~. The net·

work information model encapsuiates a telccommunication service MIM rcprc.'lcnting

end-to-end telecommunication network paths and cross connections available at the

edge of their respective domains. By interconnecting thc.'lc shared pélrtitions i\CrOSS

domains, each telecommunication network service provider can bllild an image of

possible network services and connection functions for end-to-end information net·

working. The te1ecommunication service MIM is one management view of 'Ln ovcrall

network information model; hence, our next objective is to prototype a network in­

formation model which defines a common telecommunication service, network and

resource management view across multiple nctwork domains.
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2.a. PROTOTYPE NETWORK INFORMATION MODEL

Prototype N etwork Information Model

Our prototype network information model is derived from the ANSI TI.214·1990

Generic NcLwork Model (GNM) defined by the TIM1.5 working group of the accred·

ited standards commiLtee on telecommunic:Ltions - TIl. The Tl committee defines

LeiecommunicaLions OAM&P as a distributed information processing activity that

supports the operations, administration, maintenance, and provisioning of telecom·

municlLtion neLwork services and that is characterized by the cooperation of two or

more OAM&P processes located in different real open systems[23]. The ANSI T1.214

is a framework for defining management information exchange; it specifies interface

requirements between operations systems and network clements and describes a GNM

necded to develop telecommunications OAM&P application message standards. AI·

though the ANSI TI.214·1990 GNM is not the latest release in network modeling,

it docs contain an initial set of generic managed object classes and attribute types

defined to support a subset of the fault management, alarm surveillance as applied to

digital access networks, digital point.to-point transport media, and common aspects

of network clements for modern telecommunication networks.

Our presentation of the prototype network information model will not elaborate

on network clements; instead, our work will focus on the attribute.s and methods which

implement the active and dynarnic nature of the managed object relationships for

tclecommunications OAM&P. By relationship we mean a tuple of managed objects

related by sorne property that pertains to ail objects of a tuple. The resuIting entity­

relatioTl..hip diagram provides a conceptualization of instances of the managed object

cla.-ses2
• Although our proposed network information modeI implements standard

attribute names from the ANSI T1.214 GNM, their associated values are generated

by prototype ODBMS methods.

lThe Tl committee is & US. Regional St&IId&rdisation Org&nis&tion (RSO) for the North Amer­
iCAII. teJecommllDÏcatioll.S indll5try.

'ThrOllghOllt lhis section class II.&1II." will he prlnted in bold &ll.d object ÏlI5t&II.ces in italie&.• CHAPTER 2. DISTRIBUTED NETWORK MANAGEMENT Page 34
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2.3.1 Network Element and Equipment

Figure 2.4 illustrates the ANSI T1.214 Network Element managed object c1a.'\s

and its entity-relationship. Network e1ements rcprescnt tc1ecommunications equip­

ment that perform network clement functions. For cxample. a MUX cotlccntratcs

information from multiple input ports onto high spccd lincs while cL DeS cHables

cross connections between line terminations for end-to-end services. In our prototype.

network elements and Hnes are eonneeted via circuit packs3
• A Circuit Pack il' a

managed object class specifie to our prototype and is compol'cd of other equipment.

sueh as shelves, cards, ports and data tables. Hence. Equipmcnt objects are composite

objects built from Hardware and Software managed objects. A Hardware man<Lgcd

object c1ass represents physical eomponents of equiprncnt. A Software managcd oh­

ject class represents programs and logical information storcd in cquipmcnt. Firmlly,

Equipment, Hardware and Software managed object instance:- may he nestcd.
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Figure 2.4: Network Element and Equipmcnt Cla.t;;g.Entity Relationship
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For tclecommunication network clements wc defined a Create·NE mcthod which

instantiates network element managed objects, as iIlustrated in Figure 2.5. Here, net­

work clement managed objects are charaeterized by attributes defined by the GNM4.

Our prototype irnplements attributes as triggers, where an event (e.g., AlarmState

turning ON) will generate a notification within the OOBMS environment and at the

databél.se interface. This highlights a crucial characteristic of our network information

model. We arc looking for an active database schema where managed objects can

communicate with other relatcd managed abjects independent of the managed abject

location. For example, the failure of a telecommunication resource will set the trigger

of the Network Element managed abject (Le., AlarmState is ON). The trigger enables

a nctwork element notification method which sets an alarm at the Network managed

object. Hence, network element alarms and notifications are propagated across the

ODBMS ~nvironment to the above Network and Service managed abjects.
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Figure 2.5: Network Element Instantiation and Behavior

4This docwnent will focus on key attributes and notifications; see [23] for a detaiIed list.• CHAPTER 2. DISTRIBUTED NETWORK MANAGEMENT Page 36
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2.3.2 Line and Line Termination

Figure 2.6 ilIustrates the GNM5 Line managcd object elass and its cntity-rclationship.

Aline interconnects network elements through termination points that provide point­

to-point connectivity betwecn source and destination. A Line Objl~ct c1a...~s reprcscnts

a physical transmission medium and associatcd equipment required to providc the

means of transporting information betwcen two consecutive ports. A Port is an cquip.

ment managed object specifie to our prototype. The physical tratlsmission medium

consists of an ordered sequence of one or more spans or pairs of spa.ns and intermc­

diate equipment (i.e., repeater or regenerators). And, the Lint: Termination abject

represents points at which the digital or analog signal is originated, terminatcd, or

both, including the overhead associated with the line. This rnanaged abject elélSS is

a refined subclass of the parent Termination Point object dass. A linc may be

uni-directional or bi-direetional and a line operates at a specifie rate.

1
i-_._-_.._._ _ _ _ )

U ....

i
!
i.._--------

L1M 0_MII_Cl'd ObJKt EntUy-RI'IIiUon DlIlcnun,..................................... --.. .. )

: 1 Linl' 1 Subcl ur lb. Hqulpml'nl 1
1 1 l\"n.ltflt OhJKt o...
! .. PIIrt •.r b Paort .rI i
~ 1 1

1 ., J' .' 1
1__._ • ;

o..U....1.I i
~~~~-, 1

1
!

PnlntA Poo/.eZ

• a......_nolnr:
6

l
OpdaolUI'

1E1...,ù'kIiI

1 ~. ~l/
ea.-:uU_s....

[XI RU_

UaldJl"I'di-.l .. .. BldJrwcIIo..... ..

6For simplicity we wïll1l5e the term GNM _hen reCerriDg to the ANSI Tl.214-1990 GNM•
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For tclccommunication transmission, wc definc a Crcatc*Linc mcthod which

inst.antiatcs a Linc managed object between source (i.e., point A) and destination

(i.e., point Z) for a givcn rate and directionality, as ilIustrated in Figure 2.i. For

our prototype network information model, the source and destination can be either

a MUX or DCS managed object. The Create-Line method scans the circuit packs on

cach network clement for available ports that match thc !inc rate; cach port becomes

a termination point. When a failure occurs at a network clement, the end-to-end

telccommunication network and service depending on it will be affected; hence, we

t1sed the line managed objects and termination points to propagate alarm messages to

the itdjacent nctwork elements. Each Network Element managed object then notifies

their associated Network managed object and, subsequently, the SeMlice managed

object. This implies that a failure alarm at a network clement can propagate aJong

many diffcrcnt !ines cross connected at the network element. These alarms will be

directed at the database interface for processing by network management applications.
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Figure 2.i: Line Instantiation and Behavior
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2.3.3 Channel and Channel Termination

Figure 2.8 ilIu~trate~ the GNM Channel managed object cla..;s and entity relat.ion­

ship. An in~tance of thi~ c1as~ represents logical objects, calicd C/Hl1Illd.... t1lat arc

connections bctwccn two channel termination~. including the channel tcrminations

themselves. A channel termination point is a subcl....;s of the Tcrminntion Point

object c1ass. Channels can be composite objects cont.aining other channel~ (i.t~.,

subrates) derived from higher rate Channel managcd objects. A ChiUllId Illa~: he uni·

directional or bi-directional with •A Termination' and 'Z Termirlation' t~rICI·points.

For uni-directional channels, the direction of information transmission is denott!c1 hy

'A Tcrmination' and 'Z Termination' attributcs. The Channel Termination object.

class is a dass of managed objects that represent points identifying portions of a

containing path and that delimit a channel. Finally, a channel reprcscnts a portion

of a path, that is, a sequence of one or more channels linkcd by cross-corUll'ctions to

comprise an information path or framcd path for end·to-cnd network services.

Channel C1a.~ ManllL.~OhJ«t EnlUy Rl!lallolL'lhlp Dlaa:l'Jlhl
, ..-.. -.••••__ • _ _ _._••••__ _ _ ••••••••_._••.,.-••_ "••••••••••••••••~n •••••••••••

Figure 2.8: Channel and Channel Termination Class-Entity Relationship
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2.3. PROTOTYPE NETWORK INFORMATION MODEL

Within our prototype network information model, channels are created from

a Line managed object or a Channel managed object. The line c1ass method 'Cre­

at.cF'irstOrdcrChanncls' instantiates a group of channel managed objects associated

with a giV(~n lirae. These channcls can be refercraced as a list of managed objects

through a lines 'FirlltOrdcrChanncl' attribute. The channel da...s method 'Creat­

eNextOrdcrChanncls' instantiates a group of channels (i.e., subrates) from a single

channel. Thcse channels can be refercnced as a Iist oC managed objects through a

channel':; 'NcxtLowerOrderChannels', while the parent line or channel is referenced.
in the 'NcxtHigherOrderChannel' attribute. In both cases, the sum of an channel

rates cannot excccd the throughput of the parent Lint: or Channel managed object;

for cxamplc, a DSl channel can generate a maximum of 24 OSO's. The 'AlarmState'

attribtltc inherits the notification of the Line dass. The line and channel'Alarm­

State' can be triggered by either a line alarm notification method resulting from a

failed loopback test indicating a cable malfunction, or a network clement Cailure.
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Figure 2.9: Channel Instantiation and Behavior
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2.3.4 Path and Path Group

Figure 2.10 illustratcs the GNM Path managed ohject c1a..~s and its cntity-rdatiollship.

A path represents a logical object that is a connection bctween two path t.crmillatiolls

of the same type, inc1uding the path terminations thcmsclvcs. A p.\th is charadt~r·

ized by a specificd rate, detcrmined by an aggrcgation of channels, indcpcnd(!ut of

the physical means carrying the signal. An information path cardes information from

point-to-point preserving its content, while a framed path is charactcrizccl by a spe­

cifie rate and frame format. Information paths and framed paths arc carricd ovcr ail

ordered sequence of one or more tincs, and thcsc liues may be <\t thc :\ame. or higlj(~r,

rate than the path. A path may be uni-dircctional or bi·directional hetwccH source

and destination (i.e., points A and Z). For uni·dircctional pé\ths. information transe

mission is denoted by the'A Termination' and 'Z Tcrmination' attributC:\. Finally••1.

Path Group object cla.·,.s is a class of managed objects that eonsists of sets of pamllel

paths of the samc type having common originating and tcrminating cquipmcnt.

Figure 2.10: Path and Path Group Class-Entity ReJationship
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2.3. PROTOTYPE NETWORK INFORMATION MODEL

Figure 2.11 illustrates the association between paths and path groups. A path

is created via a CreatePath method with source and destination (i.e., points A and Z)

end.points and the path bandwidth (i.e, rate) and type (i.e., information or framed).

B;L~ed on the requested rate, the CreatePath method scans terminatiun points asso·

ciated with the network clement at point A for a channel of equal bandwidth. Since a

channel is connected to adjacent network element termination points, the CreatePath

method seMIS cross connections at the network element hopping from one channel

to the next between network elements unti! it reaches the destination point Z. The

list of channels interconnected between source and destination are the elements of

the 'ChanneINameList' attribute of the Palh managed object. The search procedure

described above was programmed within the ODBMS schema; each channel at point

A with bandwidth 'Rate' became a search thread for an end·to-end network path.
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Figure 2.11: Path Group Instantiation and Behavior
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2.a. PROTOTYPE NETWORK INFORMATION MODEL

Il. is important 1.0 note that ollr search proœdure wa.< sclect.ed for it.s simplic.

itYi specifically, our search algorithm added 1.0 the Pail. mallaged ohject ·Channel·

NameList' attribute, the first Channel managed object which matched t.he reqllested

rate. However, many channels al. a network clement node can match the rC,!lIest.,,1

rate without terminating al. the desired destinatioll. As a rcslllt, in a dist.rihllt.ed

00BII'\5 environment containing hundreds of Clul1lllel manag"d object.s. our scarch

procedure might consume large amounts of comp"ting resollrces ["ofore finding a

suitable path between source and destination. In addition, since t.hc lIewly creaI.""

Pail. managed object is composed of the first sequence of channels which match the

requested line rate, the path may not. be optimal in cost of t.ransmission.

Clearly, there is a nced for sorne form of [ook·ahcad procedllre 'IIld optimization

algorithm that can minimize the computing resources and search time reqllired t.o

create an end·to-end path. One possible approach is ta use the rOllting tahles 'L<SOcÎ·

ated with switching network clements. Routing tables can provide a list of possible

communication paths betwcen any two network clements ba.<ed on the lines l'ravi·

sioned in the network. Through routing tables, wc COli Id a.<sociate a cast 1.0 cach

transmission line between any two network clements, and. this cast cOIn be variable

and dynamically allocated depending on usage and time of day. By implementing

the routing tables as abjects within our distributed 00BM5 environment, wc could

use the concepts of abject orientation 1.0 allocate cast ta channcls, paths and path

groups. For example, a path created with channels derived from a line would inherit

the transmission èost of the Line manage<! object. Furthermore, since both managed

objects and routing tables would share a common OOBMS environment, they cOllld

communicate by passing messages through weil defined interfaces. However. rouI.·

ing tables usually need 1.0 be updated very quickly when changes occur within the

network; the ability ta implement and maintain routing tables within an OOBMS

environment would require further research.

•
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2.3.5 Network and Network Services

Figure 2.12 illustrates the GNM Network aud Service managed object dass hier­

ilfcllies ;uld thcir cntity-rclationship diagram. A NetWQTk managed object represcnts

a collection of intcrconnccted telecommunication and management objects capable

of exchanging information, and a network managed object has one or more com­

mon charactcristics, for examplc, it may be owned by a single customer or provider,

or associated with a specifie service path. Furthcrmorc, a network may be nestcd

within anol.hcr (sub)nctwork, thereby forming a containment relationship. A Service

managed object rcprcscnts an offering or feature associatcd with a specifie network

functionality, and services may be nested within other services, thereby creating a

containment relationship. Finally, a service is usually not stand-alonc, but is cmbed­

dcd in an existing system of services. For our prototype, a service is provided via a

path group composed of an aggregation of Path managcd objects (i .c., information

path or framcd path) bctween information source and infomlation sink.

•
Figure 2.12: Network and Service CIass-Entity Relationship
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Figure 2.13 illustrates the association of Ndw()rk ;u,,1 Scnlicc managed objects

for telecommunications OAM&P. To begin, a Nelw()rk managed object is instantiat,'d

by the CreateNetwork method with Nc/.w()rk ElcrnC1ll objects and Lillc objects a._ pa·

rameters. Since a line can carry many channels, several network services (i.e., path

groups) can be provisioned through a common network. A network ser\'ice is llssoci·

ated with the telecommunication (sub)network via an AssociateServiœ mcthod with

a PalhGr()llp managed object a._ parameter. Within our prototype, the AssociateSer·

vice method is a function intended to calculate the service attrihutes of a giveu path

group. Telecommunication service attributes allow users and management systems to

determine the most appropriate network path for a given end·to-end service re'lnCl<t,

for example. the Quality of Service (QoS) attribute allow nsers and management

systems to determine compatibility of connection between network domains.
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Figure 2.13: Networks and Services Instantiation
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2.4. CONCLUSION

Our proposed network management architecture presents our view of a possible in.

tC!Jrtltr.tl network management environment for telecommunications OAM&P. Our

network management view is built upon an active and tlynamic standard network

information model for interoperability between operations systems and network cIe·

ments, and, distributed network management across multiple network domains. By

tlynamicwe mean a MIM that can beextended to accommodate new managed objects

assor:iated with network resources, technologies and services introduccd within the

tclecommunications network service domain. Specifically, we present a distributed

network management environment where OOOBs may be flexibly organized to re­

/lect specifie devicc configurations associated with a network clement, while OOBMSs

allow thcse dilferent MlBs to be easily unified through a common database schema.

As a rcsult, adynamie databa.<c can provide flexibility and efficiency in managed

information acCcss, where managing entities can control the content and structure of

the MIB.

An active and dynamic MIB is very powerful because a human operator can

define not only the mies to evaluate, but also when the evaluation has to be done.

An active and dynamic MIM, however, does present significant challenges: first, the

rcsourccs required to store and process managed information cannot be predicted

at dcsign time; secoud, changes in the OOBMS schema may result in corruption of

distributed OOOBs. Furthermore, it is almost impossible to avoid the side effects

rcsulting from the execution of the triggered actions and the control of cascaded

actions in the ~""e of the violation of a mie is diflicult to predict and maintain[58]. In

order to understand thcse issues more fully, our next step is to implement a network

management prototype testbed to further study the impact of active and dynamic

MIBs for telecommunications OAM&P.
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An Object-Oriented Approach 1.0 Distributed Nctwork Mana~cment

Chapter 3

Network Management Prototype

3.1 Introduction

We present. a network managemcnt platform for tclccommunications OAM&P, implc­

mented within a lab environment1. Our prototype nctwork management platform WolS

used 1.0 evaluate and understand the capabilities and limitations of today's ODBMS

technology as a repository and manager of an object-oricnted MIM for distrihuted

network management across multiple telecommunication nctwork scrvice provider do­

mains. In particular, we want 1.0 investigate how an cxisting off the ._hclIODBMS

product can merge within a distrihuted object-orientcd network m;L1111gcment envi­

ronment as a MIB of an overall distributcd MIM for tclecommunications OAM&P.

Our network management platform a1so includes a prototype Graphical Uscr Intcr­

face (GUI) for telecommunication network service provisioning. For our rescarch in

distributed network management, the prototype GUI WolS implemcntcd 1.0 underst..nd

how graphical resource icons reprcsenting network clements ..nd tclccommunications

OAM&P processes associated with the MIM can help human opemtors ..chicve a

more efficient man..gement of the tclecommunications network. Wc bclieve a GUI

can increase the human operator's productivity because of the simplc-to-usc input

devices (i.e., icons, windows, and menus) which considerably improve communications

between human uscrs and computer systems.

• 1Jn/onnalion Nelworh and Sysle"", La60rrdorg, McGiU UuivenÎty, Montreal_
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3.2. NETWORK MANAGEMENT PROTOTYPE SETUP

Network Management Prototype Setup

Figure 3.1 illustrates our prototype network management platform for telecommu­

nications OAM&P. Here, we introducc management information servrrs composed

of ITASCA Object Databa.'ic Management Systems2
; together, thesc ODBMS form

a repository and manager of the prototype nctwork information model presented

earlier'. Furthcrmore, management information servers are connected to management

in/rJrmatirJn brmoscr... capable of remotc login sessions to the ODBMS cnvironment,

to monitor and change the database ma.nagement information schema. Finally, the

ODBMS environment is connected ta network management temtinals for telecom­

munications OAM&P through a human-machine interface. For our p.xpcriments.

managemcnt information servers also simulated nctwork element alarm messages in

arder ta study the mechanics of message passing between managed objects.

Nft_rkM.....r
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SImIl..1ftI beuDcIJiIy
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Figure 3.1: Distributed Network Management Simulation Setup

•
2lTASCA Object Database M&D&gement System is a tradeuwk or ltasca. Systems iDe.
3Tbe ITASCA ODBMS was aeJected bued on the eva1D&tiOIl presented in [5] and [59]•
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3.2.1 ITASCA Object Database Management System

The ITASCA ODBMS is an extension of the ORlON·2 prototype resulting from the

ORION research project[60]. The research focus of the ORION prototype \Va._ to

identify the impact of object-oriented concepts on the architecture of a databa._e sys·

tem and to validate solutions[54J. The ORION rcsearch uncovered several significant

changes to the architecture of conventiona/ databa.", systems that ohject.oriented con­

cepts neccssitate; these changes include storage structures, queril's, indexing, schema

evolution. concurrency control. and acccss authorization.

The result of the ORION research is a data model that implements high level

semantic modeling concepts such as multiple versions, including generic references

and version derivation and composite objects \Vith semantics for the treatmcnt of

composite object components. The ORION prototypes included a (Iuery optimizer

similar to that found in relational systems, but modified for class hierarchiL-s. In addi·

tion, the ORION prototypes introduced cla..s hierarchy indexing. the implementation

using a structure much like a B+ tree. The ORION prototypes extended the concepts

of concurrency control \Vith locks at the attribute and object level, to handle class

hierarchies and dynamic schema evolution. The storage subsystem of the ORION

prototypes implemented an object-caching mechani._m for in-memory object manage­

ment, in addition to the traditional page caching used by many database systems[61].

In-memory object management is possible because locking is at an object /evcl; only

the object is kept in memory, not the page on which it was stored. Finally, a taxon­

orny of schema evo/ution was developed as part of the ORION prototypes for adding

or remo\'ing attributes and dynamically changing the class inheritance at any level

in the hierarchy in a multi·user environment. The ORION prototype also supports

multimedia objects such as text, images and audio a., part of the da...., hierarchy and

created much like any other object.
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Figure 3.24 illustrates the ITASCA ODBMS, a distributed multi-clientfserver

architecture with an ITASCA server controlling partitions of the shared database.

while clients are provided transparent access to the various partitions of the shared

databllse. ITASCA has neither a central data server nor a central name server, and,

no single site acts as a master site; thus, ITASCA's architecture has no single point

of failure[62). The architecture allows any number of private and shared databases;

here, private databases isolate data that is not shared with other users. Conversely,

shared partitions allow different. components to be distributed across the ODBMS

environment. ITASCA stores each instance of the data in one site; however, the

system or user may move the data from one site to another to improve data locality.

As a result, there is no need for a user or application to know the specifie location of

the data, as ITASCA will automatically find the location, thus simplifying distributed

application deve10pment and ensuring transparency of distributed transactions.
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Figure 3.2: ITASCA Architecture

• 4Figure adap&ed from Di8lri6uled 0bied MGlIGgcmrnl Sl/st......[62J•
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Transactions guarantee the so-called ACIO semantics. By ACIO semantics wc

mean, A tomicity, Concltrrwcy, Isolation and Dltrability: Atomicity means that an

operation is only performed as a unit, either fully committed or aborted. Con­

sistency means that a transaction transforms data from one consistent state into

another. Isolation means that concurrent transactions execute iI-' in a sequentiill

system without interference. Finally, Durability means that the cffects of a trans­

action remains persistent after completion[58][63].

ITASCA supports a tlVo-pha..<e commit protocol for distributed tr~.lIsactions: ln

phase 1 all transaction participants are polled as to whether they are able to suc­

cessfully commit. ln phase 2, the uniform decision is propagated in arder to commit

or abort jointly. Together, these phases ensure that every transaction is attl7l1ic and

durable. In the case of concurrent transactions, lTASCA maintains a consistent state,

preventing changes by one transaction from interacting in an uncontrolled man11er

with changes by another transaction[62]. In addition, ITASCA appHes pessimistic

concurrency control which implements serializability, for simultancous, independent

transactions to execute in parallel. Transactions request a lock on the object; a trans­

action may wait for a lock to become available until ITASCA detects a deadlock.

Upon a deadlock, control is passed back to the user or application indicating that

the last action was cancelled. The user/application can either re-execute or abort the

transaction[64]. Finally, ITASCA introduces short and long duration transactions.

A short duration transaction is a sequence of operations grouped into an indivisible

atomic operation. If a transaction aborts, or fails, then none of the changes appear in

the persistent database. Long duration transactions allow users to check objects out

of the shared distributed database and into their private database. Users can then

change the objects in the private databases without alfecting the shared database or

other users. These changes can be committed to the private database. Later, uscrs

can check the updated objects back into the shared database.

•
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Figure a.3 illustrates the partition of our prototype network information modc1

within the ITASCA ODBMS environment. ITASCA has a sophisticated security

authorization technique tied to the dass hierarchy, and it supports both positive

and ncgative authorization at any lever in the c1ass hierarchy. Authorization can be

a.o;signcd to ~1 class, an attribute, an instance, or a method. For example, granting

acœss to ail objects, but one, requires only two authorizations, a global access followed

bya specifie denial. Authorization can also be modified to exclude read authorization

on a given instance through a negative authorization on that instance. Authorized

us(~rs can add and remove attributes or change the subcIass/superclass rerationship

at any time. and authorized users can also add or remove partitions of the shared

databa.o;e at any time. Authorization is also implidtly inherited along \Vith the cIass

hierarchy; a... a result, inheritance of authorization reduces the work of database

iLdministration. AlI this can be interactively done while using the database without

affecting other parts of the ITASCA database at the time changes occur to the schema.

CHAPTER 3. NETWORK MANAGEMENT PROTOTYPE•
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ITASCA supports a Motif5 Schema Editor[65] for schema modification; it.s ob­

jective is to provide evollltio71 tra7lsparency by assisting aud maiutailling c1l1LlIges to

the databa.~econtent. In ITASCA, modifications include simple changes to attributcs

or methods and complex ta.~ks such a.~ creatillg ne\\" sites, settiug aut.horizatiou, and,

changing the inheritance hierarchy[60]. ITASCA supports dynamic schema modi­

fication resulting in a flexible environment for changing or customh:ing a d;,taba.~(~

system. ITASCA redundantly stores the schema at each site to improve pcrformanœ

and evolution while management of schema updates is automatic for ail sitL'S, illclud­

ing sites that were omine during any changes.

Version control is one of the most important data-modcling requirenllluts iu

OODB applications. After the initial creation of an object, new versions of the object

are recursively derived from it. Versions give rise to at least two types of rclationships:

First, a derived-from relationship between a new version of au object and an old

version of the object from which the new version wa.~ derived. Second, a vr-rsitJ7l.of

relatiol;~hip between each version of an object and an abstract object that represents

the object. Any number of new versions may be derived from any version at any time,

and a version may be derived from more than one older version. Version support doc'S

incur storage and processing overhead and can seriously impact system performance

when used extensively[61]. ITASCA supports versions of object instances; ITASCA

maintains a single version derivation hierarchy for the shared datab""e and ail private

databases, with each private database having a corresponding sub-hierarchy. A Ilser

may derive multiple >"l'Sions from the same object; ITASCA supports both static and

dynamic binding of references to versioned objects and ITASCA uses generic versions

for dynamic binding. For schema integrity, ITASCA retains the version derivation

hierarchy after deleting intermediate versions. FinaIly, ITASCA aIlows eustomizcd

methods related to version control for specifie application domains sueh as ehecking

inlout versions.

•

• SMolif il. .. registered tradem&rk of the Open Software FOllDd..tioD•
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3.2.2 Prototype Human-Machine Interface

The pllrpose of our Hllman·Machine Interface (HMI) is to provide users with manage­

ment .•eMJices independent of the underlying network technology or network clement

vendor. By users, wc mean network operators tasked with network management

objectives, or remote telecommunication network service providers. While communi­

cation requirements for internaI users can be weil defined, requirements for external

users can vary greatly, from service vendors requiring proprietary operations systems

integration to end-users requiring user interface equipment on customer premises.

DevcIoping a detailed analysis of user requirements for OAM&P is the raIe of re­

quircmcnL. cngineerin/ and is beyond the scope of this research.

Wc view the HMI composed of workstations and GUIs. The workstation is in­

tended to support user authorization and implement functions needed to provide user

friendly facilities to enter, display and modify details about the network. The GUI

provides the means to interpret and translate the network management information

into a displayable format for human-machine interaction toward teIecommunications

OAM&P. The role of the GUI is to circumvent the syntactic barricr of heteroge­

neaus workstations by presenting semantically related objects that a1low users to

operate with personally meaningful abstractions while ignoring the details of the

computer[66]. A common management interface can provide users with the illusion

of a single platform for telecommunications OAM&P without regard to the pecu­

liarities and locations of the multiple network clements. Although it is desirable to

maintain a consistent look and feel across applications, different users have different

rcquirements for interface tools and different preferences for human-machine inter­

action. AGUI must. therefore, allow a broad range of interface styles and must be

customizabIe on a per-user basis for optimal human-machine interaction.

"RequiremeDts eDgÏDeeriDg is an acûvity of bowledge aequisitiOD and fC'rmali..tioD, iD which
customer expectatiou are iD\'eStigated and documeDted; it mut Dot oll1y describe the=t and
future system and its goals, but also its domaiD and range of iDlIueDce[53]•• CHAPTER 3. NETWORK MANAGEMENT PROTOTYPE Page 54
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A GUI is inherently diffieult to build without ab~tractions that simplify the

implementation proceSSj this diffieu1ty is compoundcd by user dcmands for customiz­

able user-interfaces. Objects are, however, a natural ehoice for rcprcscnting the tools

and clements that compose a user·interface and for supporting their direct manip­

ulations. As a re~;ult, the objcet-oriented paradigm ha..'l provcn suceessful in the

presentation area, and the incrcasing hardwa:-e capabilities of work~tations couplcd

with the object-oriented programming paradigm for graphieal user interfaccs have

made available a powerful tool for interfacing users with systems. For example, Fig­

ure 3.4 illustrates our prototype network management GUI implemcnted nsing the

InterViews toolkit and graphical user interface buildcr'7 j it is a front-end to onr nct­

work management platform, where operations executed via on sereen menu items arc

converted into messages communicated to the ODBMS environment.

Figure 3.4: Prototype Graphical User Interface

- ~ ':':::-~ .

'7InterViews is a. library of C++ classes tha.t ddiDe commoll intt:Tf,,:tivt: oltjecu a.ad common
composition sfrategies {or graphical user interraces[61]•• CHAPTER 3. NETWORK MANAGEMENT PROTOTYPE Page 55
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Figure 3.5 i1Justrates the initial tools of our prototype GUI: Console window

for system messages, Onlinc Help window for manual pages describing the various

components of the GUI, and Login window for user authentication. These tools

providc a first lcvel access for human-machine interaction with the prototype network

management platform. In particular, the login window provides the means to resolve

the (ltlt1wri::ation level of the human operator for access privilegcs to the MIM within

the ODBMS environment. For example, access privileges are used to determine if

a human operator is a netllJOrk designer with authorization to modify the MIM to

accommodatc new nctwork resources and services, or, a management service user

with authorh:ation to execute management processes enabling connections between

nctwork domains. In our prototype GUI, the login process helped define the users

prohlcm domain within the ODBMS environment; this information is then used to

enable tools and semantic objects for telecommunications OAM&P and distributed

nctwork management across multiple network domains.

•

~ 'i' 1

Figure 3.5: Top Level GUI Management Tools
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Figure 3.6 iIIustratcs a network designerl'l Ndll'ork Elt:mcTlt Crrali(JrI tool ul'lcd

to populate the ODBMS environment for tc1ecommunicatioll nctwork st~r\"icc provi­

sioning. Berc, wc highlight the use of graphical rcsourcr iCOTl.'l sl'mantically rclatcd to

the nctwork clement mode1s presentcd in our prototype network information mode!.

Through this tool, a network designer selects a rcsourec ieon and gcographicallocation

associated \Vith the rcsourcc, and the GUI and OOBMS environmcnt eommunicatc

to detcrmine a set of default configuration parametcrs ba:.ed on the rcsourœ and ils

network domain. Once the network designer has eomplctedfvalidated the resourcc

configuration, the data is submitted to the OOBMS cnvironrnent to crcatc the man­

aged object. This auiomated approach to rcsourcc configuration can considerahly

help reduce human error in telecommunication management. Furthermorc, managcd

objects in the OOBMS environment could be instantiated by an atdo-discovery fllnc­

tion fol1owing a boot process from a telecommunication resource in the nctwork, while

our proposed tool is used to customize tunable parametcrs such as trigger Il'vell'.

•
Figure 3.6: Network Element Creation Taol
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Ouce a nctwork dcsign(~r has pa.rtitioncd the telecommunications nctwork into

dHumcls a.nd pat las, a customer reprcsentativc can use a Service Pr()vi~i(}nin9 tool.

as illustrated in figure 3.7, to allocate path groups for end·to·end eustomer services.

If tlj(~ p:tths (~xtcnd beyond the local network domain, the distributed ODBMS corn­

mlJlIicat(~s with sbared partitions of ODBMSs in adjacent network domains to enable

paths through network access points between eustomer source and destination. How­

cvcr, the interaction bctween distributed OODBs and betwecn managed objects arc

entircly hiddcn from the user by the human-machine interface. As such, the customer

rcpresentative can focus on the problcm domain of provisioning cnd-to-\:nd customer

services by providing the GVI with source, destination and the quality of service re­

qucstcd by the customer. If the network management environment can satisfy the

reques!., the GUI iIIustratcs the path group on sereen and confirms it operational

state; if the request is refused, the OOBMS emrironment sends a message to the

console windo\\' c1p.scribing the error.

•
~" 'D

Figure 3.;: Telecommunication Net\\"ork Service Provisioning
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As an ohjcct-oricntl~dclIvironmcnt.lntcrVicws rOllsi{h~mblyhclpcd in IlHl."(imiz­

ing the relise of software to quickly design ne\\" graphicaillser intl~rraœcapabilities, n."!

illustrated in Figure 3.8. ln particular. InterViews slIpportcd tlll~ composition of in­

tcmditJc objcd8 (i.e., buttons and menus), ...trttdllrcd 9rt1phic "bj~ct.'i (i.c, t:Ïrc1(!s and

polygons) and .'ltntctured texl objcct... (i.e., words and white spac(!) in a toolkit impie.

rnentcd a.s a hierarchy composition of object c1a...scs deri\'cd from a common ha...c dn.."!s

that defincs the communication protocol for ail objects in the hicrarchy. Throllgh in·

heritance, hierarchical composition givcs the interface bui/der consid(~r.\hle flcxibility,

wbere a toolkit designer can conccntratc on implernenting tbe hdHlVior of .\ sp(~d(jc

componcnt in isolation. while a graphical user interface dl!signer is frœ to comhilll~

components in any way that suits the user's problem domain. Betwcem the ~raphical

user interface cnvironment and ODBMS environmcnt. ohjects and managcd objects

prO\·jdc standard interfaces for a common communication protocol which provides

quick and efficient software developmcnt.

•
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Figure 3.8: Software Reuse for Interface Devclopment
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3.3. DISTRIBUTED MANAGEMENT INFORMATION

Distributed Management Information

lu our rcsearclJ on distributed network management, the ITASCA ODBMS provided

a powerf'JI environment for studying and understanding the benefits of a dynamic

MlB over static databascs for the provision, cessation and modification of network

functious for end·to-end tclecommunication services. Specifically, a static database

structure may lead to difficulties in handling composite telecommunication device

structures. Since different network components may require their own database modo

cls, they cannot be unified into a single MIB due to its static structure. ITASCA, on

the other hand, providcs a distributed and dynamic database structure, where each

ODBMS shared a common and active MIM in the form of our prototype network

information model. As telecommunications software designers, we could program

intelligence within the ODBMS based on a common Management Information Trec

(MIT) and MIM (i.e., man"ged object classes) of teIecommunication resourccs, net­

work and services. Changes to the MIM were automatically propagated to aIl OODBs

within the ODBMS environment, with minimal user intervention.

The ITASCA ODBMS providcs two forms of change notification: passive and

active change notification. Passive change notification raises a flag, where a query

cau dctect the change. On the other hand, active change notification acts as a trigger

or daemon, with a change invoking the execution of a notification method. Because of

this flexibility, the ITASCA ODBMS providcs an excellent opportunity to evaluatc the

impact of poll-oriented management (i.e., passive notification) versus event-oriented

(i.e., active notification) management. PoIl·oriented management is used by the Sim­

ple Network Management Protoc.:>I (SNMP), a Iight-weight TCP/IP based protocol

that is easil'r to implement, but Jess robust than CMIP. On the other hand, CMIP is

an event driven management protocol with greater functionality than SNMP. Also,

the SNMP management model is base<! on a Manager/Agent relationship in which

the agent is simple and the manager is intelligent.
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3.3.1 Active versus Passive Notification

To evaluate the impact of active versus passive notification. wc irnplcmcntcd an cvcnt

generator within the ITASCA ODBMS that r:1.ndomly set managed object alarm

attributes to simulate network clement faults. Our objective il' ta mca.~urc the averagr

lime delay incurred by the ODBMS ta provide timc1y management information at the

GUI a... the number of managed abjects increa.~cswithin the databa.~c. a.~ iIlul'tmlccl in

Figure 3.9. By time delay we mean the lime c1ap!led betwec!lI the moment an alarm

is triggered and the moment the alarm data in provided al the GUI. In the p'J..'l.'iive

notification scenario, the ODBMS schema wa.~ progra.mmcd ta flag rnanaged abject

alarms at the database interface. To collcct thcsc managed object alarms. a procesl'

external to the ODBMS environment was implemented to poli the databa.~e interface

every sixty (60) seconds and query the 8agged rnanaged objects for mamlgerncut

informa.tion. The sixty (60) second polling interval wa.~ sc1ected la reflcct the range

of polling intervals found in SNMP network management today.
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3.3. DISTRIBUTED MANAGEMENT INFORMATION

III the Il/:tillt ,wtijicatilJn scenario, the ITASCA ODBMS schema wa.. pro­

gmrnmed to deliver management information at the database interface. In this ca..e,

wl..:n IL event occurs within the OD13MS the counter measures the time dc1ay to

cornmunic;,te the object alarm at the databa..e interface. For both active and passive

notifications, the time delay marked on the graph is the average V"dlue calculated from

ten (10) mea..urements of time delay for each databa..e size.

From our results, wc c1early sec that in a passive notification scheme, the time

dc1ay incurred by polling the ODBMS significantly increa..cs as the number of man­

aged objects grows within a central database. Furthermore, if we reduce the polling

interV"dl to bclow thirty (30) seconds we quickly saturate the databa..e interface be­

cause the ITASCA ODBMS is queuing requcsts faster than it can rcsolve. Conversc1y,

in an active notification scheme, the time delay incurred by the ITASCA ODBMS

methods is approximately constant as the number of managed objects increases. In

ract, We s~'C a point at which an event-driven network management approach becomes

much more efficient than a poll-oriented network management approach. Specifically,

for IL databa..e size bc10w this point. our active notification scheme incurred sIightly

more time dclay due to the increased processing resources needed to execute the no­

tificOLtion methods within the ITASCA ODBMS schema. For a database size above

this point the pa.'lsive notification seheme incurred an increased amount of time delay.

tu the point where the ITASCA ODBMS saturated with polling requests. Our expe­

rience \\;th a passive notification Management Information Model leads us to believe

that a poll-oriented network management approach must be carefully managed or it

will consume large amounts of bandwidth in network management information trans­

mission aJone. This fact is not desirable in wide area networks and betwecn multiple

network domains where transmission casts cao he high. Our next objective is to eval­

uate the scalability of the ITASCA ODBMS. By scaIable wc mean that the ITASCA

databa."" size cao grow in size while maintaining its performance characteristics•

•

• CHAPTER 3. NETWORK MANAGEMENT PROTOTYPE Page 62



•
3,3. DISTRIBUTED MANAGEMENT INFORMATION

3.3.2 ITASCA ODBMS Scalability

To c\'aluatc the scalability of thc ITt~ cCA ODBMS, wc progmmmt'd thl' datahi\..'1t!

schema as an event-driven MIM wherc network clement managcd objccts wert! dis­

tributed across two ITASCA databa..~cs. As before. an cvcnt gcncrator W'I.S lI:olCI! to

simulate network clement faults, and active notification mcthods wcrc programmcd

into the database schema to communicatc with the GUI when a fault occurrcd. Our

objectivc is to mcasure the avr:ragr; lime dday incurred by thc distributed ODI3MS

environment ta provide timely management information at thc CUI. whcn managt!­

ment information is partitioned across multiple sites. The proœ....s wa.'1 rcpeatml for

an increasing nurober of managed objects distributed in dilferellt proportion:ol across

both ITASCA ODBM5. as ilIustrated in Figure 3.10. Our goal is to t~VahHl.tc tl\C~

impact of distribution on management information proccssing and overall systt~m

stabitity and performance. Again. the time de1ay marked on the graph is the aVt~r'Lg(!

value calculated from tcn (10) measurcments of time dc!ay for cach databa."lc sizc,

1.
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Figure 3.10: ITASCA ODBMS Scalability
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Although our prototype network management platform was limited to two (2)

ITASCA ODBMS, the benefits of data distribution \Vas quite visible. Specifically,

from our experimental result.s, we see that the average time delay for manag"ment

information decrea.~es as Wt: distribute data more equally between both ODBMS. Fur·

thermore, a.~ the nllmber of managcd objects increases equally in both ODBMS, the

incrclment in time delay is small and approximately linear since \Ve are distributing

the processing load between multiple workstation computing platforms. II. should be

noted, ho\Vever, that in the distributed scenario, when most managed objects were

locatcd in one of the ODBMS, the time delay was significantly higher than in a single

ITASCA ODBMS environment8 • We believe this increa.~ed delay is the result of corn·

munications overhead between distribllted ITASCA ODBMS cuordil1ating database

transactions across both nodes. Based on the data we have observed, we believe the

time delays generated by the ITASCA ODBMS can be an obstacle for tc1ecommuni­

cations network service providers reaching for real-time response. In particular, \Ve

sec that as managed objects are distributed equally between both ITASCA ODBMS,

the average time delay increascd by approximately five (5) seconds while the ODBMS

size increased to a hundred (100) managed objects. Since a telecommunications net­

work can be composed of thousands of managed objects distributed across several

MlBs, we believe the average time delays incurred by the distributed ODBMS en­

\'ironment would increase by an order of magnitude. It should be noted that our

experiments \Vith the ITASCA ODBMS \Vere limited 1.0 a database size in the range

of a hundred managed objects. For a database size much greater than a hundred

managed objects, we observed that the ITASCA ODBMS would sometime lock-up

during its garbagr collrction cycle. It was not possible 1.0 precisely identify the cause

of this problem; however, we bclieve this could simply be a problem with our specific

ITASCA product rclcase (i.e., version 2.0) than with its object-oriented technology

or implementation.

•

• aln re!ereJIce ta the Gct;"e no/ijieGlion data illll5trate<i in Figure 3.9•
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3.4. TOWARD MP~;rIPLE MANAGEMENT V1EV/S

Toward Multiple Management Views

Our prototype network management platform builds upon the premise that ail ODBr-.-ts

share a single and C()T1lfTW71 database schema. Specifically. each ODBMS contains i~

complete copy of the NI lM, including resourcc, net,work and service milliageci objc~ct

class dcfinitions and notification methods. As a result. th(~ MlB hecomcs incrcél."ingly

resource intensive a." its MIM grow!' in complcxity, thus placing iL large proœssing

burden on NEs. This can he il problem for mcmory-constraincd NE tleviccs. Instcad.

a more efficient approach is to program the 1\1 lB \Vith a standard MI M il...sociatcd

with a subset of network clements, as illustratcd in Figure 3.11. Each MI B offers il

neltoQrk clement viellJ of managed objects and notification methods applicable to the

subset of NEs. Since the MI8 contains an active and dynamic MIM, management and

notification methods can be programmed to communicate with tdccornmunications

OAM&P prOc.~1ses residing at a higher operation systems layer.

----
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Figure 3.11: Separation of Network Element and Network Management Domain
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3.4. TOWARD MULTIPLE MANAGEMENT VIEWS

This segmentation of operations systems can be extended to the entire opera­

tions infrastructure in the form of a Network Element Management Layer (NEr"lL),

Network Management Layer (NML) and Service Management Layer (SML), as i1Ius­

trated in Figure 3.12. Berc, each layer builds upon an ODBMS environment which

contaÎns a standard MIM (i.e, management view) of the telecommunications net­

work derived from a common generic network model, and each management view

is ail abstraction of the immediate lower layer. For example, the NEML provides

nctwork management operations systems with a vendor-independent vù:w of the net­

work clements that compose the telecommunications network, and, the NML pro­

vides service management operation systems wÎth a technology-independent view of

the tclecommunications network. The SML provides customers and work center

staff with iL nelwork-independent view of the telecommunication services. Finally, we

view telccommunication operations infrastructures communicating via these standard

MIMs for end-to-end information networking across multiple network domains.

•
Figure 3.12: Distributed Telecommunications Architecture
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:1.5. CONCLUSION

The TMN M.3IDD Generic Net.work Model (GNM) proposes several dilferent view­

points of management information[5D]: (1) Network Element Viewpoint is concerncd

with information that is required 1.0 manage network clements individually or as a

set. This refers 1.0 information required to manage nctwork c1cmcnt functions and

physical aspects of the network e1ement. (2) Network viewpoint is conccrned with

the information representing the network. both physically and logically. Il. is con­

cerned with how network e1ement entities arc relatcd. topologically interconnected.

and configured 1.0 provide and maintain end-to-end connect.ivity. (3) Service View­

point is concerned with how network level aspects arc utilizcd 1.0 provide a nctwork

service and, as such, is concerned with requirements of a network service and how

these requirements are met. The definition of Vi<lOpoinl is a means of gencrating

requirements for open interfaces; these viewpoints are not restrictive. rathcr. thcy

deline t.he levcls of 1,bstraction of particular types of interfaces. Thcre is no implicit.

delinition of interfaces or storage requirements; objects delined for a givcn vicwpoint.

may be used in others. and any object may be used by any interfacc which requires it..

Furthermore. the M.3IDD GNM describes managed object classes and their properties

that are generic and useful for information exchanged across ail interfaces delined by

the TMN architecture. In particular, M.3IDD GNM ident.ilies object classes that are

common 1.0 managed telecommunications networks, or are of the generic type that am

be used 1.0 manage a network al. a l<ehnolo!J1J-ind<p<nd<nl level, or are a s'Jper-c1ass

of technology-specific managed objects in a telecommuniClltions network. or manage­

ment support objects that are required for the management of the tek'CommuniClltions

network. By introducing the concept of technology-independent management, it is

possible 1.0 perform management across different network technologies, architectures

and services using common communiClltion interfaces by enforcing an abstract view

over a set of network elements.
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An Objcct·Oriented Approach to Distributed Nctwork Mana~cment

Chapter 4

Future Research Directions

4.1 Introduction

An important lesson that the telecommunications industry must retain from the past

cvolution of telecommunication network service provider operations infrastructure

is the reminder to always look at the big picture - to think about the operations

infrastructure as a netlDorked domai" of interrelated customer and service provider

resollrces combined in a vision for global partnership. At the heart of such global

partnership are harmonized regional, national and global telecommunication stan­

dards; however, the telecommunication industry will also need new network and

systems technologies capable of meeting the challenges for global networking[6SJ. In

particular, with networks and services grolving in a distributed nature, telecommu­

nie<.tions networks are increasingly using computers and computers are increasingly

being intcrconnected by telecommunications networks. As a result, distributed sys­

tem technologies are becoming essential to develop and deploy new cost effective

management and telecommunication services. In addition, software will play a major

role in deplo);ng new telecommunication services, and, interoperability, portabiIity,

and rcuse of software components will become increasingly critical for efficient end­

to-end information networking. Finally, for object based service and management

systems there is no commonly accepted object model for modeling telecommunica­

tion sen·ices; however, ROSA (RACE Open Services Architecture) has developed an

object model, the ROSA object-oriented model[69].• McGiIl University Page 68
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4.2. DlSTRIBUTED SYSTEl\\S TECHNOLOGY

Distributed Systems Technology

Although the ITASCA ODBMS provided a feature-rich repository and manag<mlent

environment for network information modeling and tc\ecomlllunication management

methods, today's ODBMS technology still faces important challenges. '1'0 b"gin,

there is no agreement on standardization within the realm of ohject orientation.

Specifically, neither the boundaries for the query modc\ have b""n sel up nor hlL' lLl1

object oriented query language been weil defined yet. As a consequ"nce, thcre is also

no standard object oriented data modcl[54][70J; this is one of th" common cOlllplaints

against OODBs and distributed systems implementcd nsing this tcchnology.

Distributed system technology ha., become a major focns in international stan­

dardization; for example, work in ISO is in progress to define a reference modd for

Open Distributed Processing (ODP). The referencc modcl will incltul.. descriptive,

as weil as prescriptive, parts. The descriptive part defin"s terminology and IIlOtlding

tools that can be used to modcl arbitrary distrib'lted systems. The prcscriptive part

specifies when a distributed system may be called an ODP system. Specifically, the

reference model prcscribcs architectural propertics that an ODr system mnst have.

After the ODP reference mode! is completed, individual ODP standards conforming

to the reference mode! will be defined. Most likely, one will first work on standards

for infrastructure components similar to those that arc found in the OSF Distrihuted

Computing Environment (DCE) today[57]. Although ODP and DCE arc completely

unrelated, the ODP work on an abstract reference modcl c..,n significant!y bcnefit

from the design of an architecture such as DCE. The latter shows what functionality

is necded il' distributed processing systems and how components can he integrated

into a common frame\Vork. Furthermore, when individual aDP standards will be

sought for, the OSF DCE technology shoult! he a suitable amI prolllising starting

point. Finally, distributed object-oriented systems will also rcquire standardi7.ation

in the management of objects acrass platforms; work is underway in this area[71).
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4.3. DISTRIBUTED OBJECT-ORIENTED SYSTEMS

Distributed Object-Oriented Systems

The industry consortium Object Management Group (OMG) has defined the Object

Management Ard,itecture (OMA) for managing ohjects in distributed systems. OSF

and OMG have expressed their interest in advancing the ODP standardization. This

approach aims at providing support for distributed object interaction in a heteroge­

neoUS environment. ln an OMA, objects usually tend to be much larger than they

arc at programming level (i.e., a whole program can be an object). This approach dif­

fers from object-oriented database technology in the sellse that these coarse-grained

o/JjecL, arc treatcd ilS rnunoliths. A key component of OMA is the Object Service

Architecture that offers the required services with a very broad spectrum of function­

ality. ln general, these services provide a higher level of abstraction than DCE does

l111d cover a broader technological area, such as database and transaction·oriented ser­

vices, version control of software objects. concurrency control, and clistributed object

replication. Location independent object interactions are supported by the Common

Object Request Broker Architecture (CORBA); it supports mechanisms for identify­

ing, locating, and accessing objects in a distributed environment. The OMA has not

yet reached the same level of maturity that DCE has. Moreover, sorne functionality

of distributed object-oriented systems mentioned above, namely mobility. is not yet

supported by CORBA.

Fllrthermore, it is becoming essential for the telecommllnications industry to

adopt a common architecture which integrates information service appliC<ltions and

information management. As voice services and broadband services converge toward

an integrated product. it will become e.''<pense and time consuming to maintain and

e\'oh'e separate architectures, such as IN and TMN. Hence, OMA and DCE can help

achieve an information nctworking architecture for a broad range of teIecommunica­

tion and management services; such an architecture would embrace the IN and TMN

architectures within a framework based on distributed processing principles.
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4.4. INFOR1'vlATION NET\VORKING ARCHITE.CTURE

Information Networking Architecture

The Tc1ecommunicationg Information Nctworking Architcctllrl.· Con~ortillll' (TIN A·

C) views an information networking architecture a.... a di.~tributfd tdr:c()t1Wlfltlic(tfion.~

environmcnt that providcs customcrs the capability of on dcmanc\ acœss and mmH\gt~­

ment of information[ll]. The TINA vision embodics a dist.rihutcd application plat­

form for building and cxecuting nctwork wide applications: it 's pllrposc il' to cnablc

distributed proccssing as opposed to centralizcd nodcs, and. to c1imillatc tlw division~

betwcen nctwork applications and opcrationg applications. '1'11(' TINA Architecttlrt~

builds on current advances in broadband communication and distributed cOmpl1till~

technologies. specifying a software based architecture for future infortlliltioll ncl.works

that are required to transport multimedia communication. Tlu~ TINA architecture

prescribes an object-oricntcd model for dcvelopment of distributcd 'l(>plications in a

distributed processing environment (DPE), as i1Iustrated in Figure 4.1.

Figure 4.1: Telecommunications Information Networking Architecture
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Chapter 5

Conclusion

Our rcs"arch in prototyping an ohjl'cf,.oriented approach for distrihuted network man·

agem"nt hiL' highlighted severalll<'lIdits with a distrihuted ODBMS environment and

with obj.·"t orientation in generaI. To hegin. we ohservcd that the object·oriented

p;m..ligm prO\'ided features that hclped maintain short devcl0plllent cycles (i.e., pro­

t.otyp". t"st al..1v-..lidate code) while building our network management GUI and net·

work information mode! for tclccommunications OAM&P. ln particular. byapplying

the sound and prO\'"n principlcs of Object·Orientcd Anal)'sis (OOA) and Object.

Ori"nt<od D.,sigll (00D)[26][6IJ to the proble71l Jomain of distributed network man­

ag"ment. Wc could abstract from the technical details of complex nel.work clements

and quickly idcntify manabement objects and their rclationships for tclecommunica­

tions OAM&P. iL' an c."<tension of the ANSI TJ.214 GN:VI. Concurrently. byapplying

tl... OSI stm..lards for the structure of management information, to our prototype

network information modcl, we could begin to define interoperabilitr interfaces be­

tWL'l'1I managcd objects during the initial stages of our research. Furthermore. the

objL'Ct modcl features of inheritance and allomorphism allowed us to refine the be­

havior of our prototrpe managcd objects as we developed more generic network and

servke malmgcd objects for te:ecommunications network management. However, for

tdecommunications OAMkP. it is the distributed ODBMS ell\'ironment that pro­

\'ided the uni~yip.g platform for network management across multiple domains.
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5.1. ADVANTAGES OF A DI5THIBliTED ODB/l15

Advantages of a Distributed ODBMS

ln a distributed ODBM5 envirolllm~nt. object data represent.ation is hi~hl~' Il''xihl,'

and may he ,:ust.omized hy users with little restrictions. For t"lecomnlllllkation 11<'1.­

work manag"ment••111 ODBl'v15 allows data 1.0 1", polymorphk and intelli~ent.. By

pol~'morphic Wc rcfer 1.0 the concept that a name may dellote mana!;",l ohjects of

many different ohject classes and these managed ohjects lIlay respOl..1 1.0 some com­

mon set of methods in different. ways. As a result.. polymorphislll plays a "elltral

roll' in refining mallaged ohjects within the ODB/I\5 ,,,,vi roll Il1<'11\, III .uhlitioll. t.he

facilities of inheritance and schema e\'olution allow the Il<'twork information mOlle! 1.0

grow incrementally. Furthermore. generalization and inheritance allow the m'lImge­

ment information schema 1.0 be beUer structured. more intuitive ,11..1 1.0 capture t.11t'

semantics of the managed object environment. An important feature of the ITA5CA

ODBM5 for distributed network management is t:1t' .lhility 1.0 store .lI..1 activ;,t"

methods directly in the database; as a result. the sch"m., of our prototYI'" man­

agement information modc1 is language neutral. By lallgllllgl: IIclI/ml wc lII"an that

managed objects stored using one programming language. l'an he accLoss",1 hy other

programming languages. For example, throughout our MI B deveIopmellt cycle. the

management information schema was implemented usin~ (~Om11l011 Lisp via the h'L,je

ITASCA ODB/IIS interface. while our GUI and telecommunication OAM&I' t,ost. pro·

C''SSLOS would communicate with the ITASCA database through a C/C++ illt',rface.

As a n'Suit. existing management applications. rcsiding on operation;, systems, do Ilot

nL'Cd 1.0 be written in an object.oriented language 1.0 communicate with the ODBMS

environment. ln addition, because of its object-orientcd environment, il. is possible

1.0 program extens;ve notification and management methods (i.e., ill/dligwr.r.) within

the managl'ment information schema allowing external tclecomlllunications OAM&I'

proce,;ses 1.0 perform more operations in fC\o;cr instructions, lhus creating l""s Il..t.work

traffic betwcen management systems and the ODBMS env;ronment.
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Distril>IJtcd ODBMS arc idr.ntity.bascd systems that can relate two or more ob·

jects indepcndently of thcir embedded values. Idcntity is an essential feature of an

ODBMS and enables the notion of sharing by having rcferences from multiple loca­

tions in th" distributed environment pointto the same object, rather than maintaining

copi"s at mllitipicsitcs. Howev"r, the ITASCA ODBMS environment did highlight an

important problcm wit.h object identity. A managed object, when deleted ftom the

ODBMS, will l"ave a dang/ing nbjcct pointer in a managed object attribute that was

rcf"""lIcing the managed object. This 'dangling object' pointer would terminate (e.g.•

core dump) ollr proccsses Lecause of invalid pointer operations on the management

information. A simple work around was to implt:ment a filter method in our proto­

type ncl,work information modc1 that would eliminate thcse pointers when extracting

management informatio'l from the database. However. we bc1ieve the ODBMS en·

vironmcnt shollld e1imit.ate these pointers from the database as part of its garbagc

""il,dioll fllnction, and not through user defined methods. Finally, an ODBMS en·

vironment can provide data independence and location transparency. The benefits

of location transparency and data independence are significant: first, maintenance

costs arc redllced because application source code nced not be modified when ob­

jects arc rc1ocated; second. performance is enhanced because objects may be moved

to ensure locality of rcference and balance workloads; and, third, data integrity is

prcserved because object identifiers are logical not physical, therefore indcpendent of

location and do not change when objects are moved. Furthennore, from our experi·

mcntS with active and passive notifications, we sce that an active ODBMS schema is

morc 5ilitablc for to'!ay's growing telecommunication networks. In par.icular, since

the ODBl\IS can notify on selected events detennined by the network designer, com­

munic...tion costs between management systems and the network can be controlled

and balanced. A pa....~ive notification environment, such as SNMP, may be acceptable

for relatively sman tc1ecommunicatioll networks with rew network elements; however,

implementation and operating costs quickly grow as network size increases.

•

• CHAPTER 5. CONCLUSION Page 74



•
An Object·Oriented Approach to Distribllted Ndwork ~lana~enll'nt

Glossary

Agent:

Ali A~ellt is part of a network clement applicatioll whieh ex""utL'S lllaUa~cllwllt

directives and emit notifications.

Allomorphism:

Refers to the ahility of an object instance tlmt is a llIellll ..,r of "'It· d'L's to he

managed as ail instance of an ohject of one or scvcml other ohj,'t:t ChL'l."CS.

A5N.l: tlbstract Syntax Notatifm 1

AS;';.I is a specification language which provides an ordcrly ami c1ear IlIdhod

for assigning mcaning to a c'Jllection of data vailles.

BER: 8a.-ic Encotling Rule.-

BER specifies an orderly data commllnications trans:er and cle..r d..t., dCllcrip­

tions.

CMIP: Cmmlton i\tfallilgement fuf"nltati,m Prot"col

Dcscribcs how to cxchangc basic mana~cmcnt information hetw""n open dis·

tribllted systems.

CMIS: Common Management fnformation Servir.e._

Provides a logical vieil' of the management information to h" ",Xcllllllg,'<II..,tw,,<,,,

open distribllted systems.

• McGill University Page i5



•
GLOSSARY

DMI: Drfiniti'JTl of Malwgrmrnt Informati,m

Defil"'" lll;u"'~ernent support objects and generic attributes which are required

by standards.

GDMO: GlIitlr/inr.• for thr Drfiniti'JrI of ,'v{anagrr! Objrr.l••

fnstructs implcmentors ..., to what a specifie managed object should look like.

GNM: Gr:nrrir: Nrtlllork j'I'f(J(!r/

A lIliLnagement information mode! dcfined to support tclecommunications OAM&P

functions and data communication betwccn operations systehls and heterogc­

I!L'GUS network clements.

IN: Intelligwt NetlVork

A generic architecture intended for various real-time connection i:nd manage­

ment .erviccs

INCM: Intelligent Net,cork Coneeptua/ Mor!el

A fram..work for ~he dcsign and description of IN Capability Sets and the IN

architecture. for IL particular ph...,e of IN evolution.

Manager:

A Manager is part of a management application that issues management oper­

ations and receivcs notifications to monitor and control managed objects.

MIB: Management Information Ba..e

It is a datab...", that is shared betwcen Managers and Agents ta provide infor­

m;.;tion about the managed network; it provides the structure and state of the

network clements that a Manager operates on and an Agent enforces, abstract­

ing fro'll implementation and technological details.

MIl\1: Management Information Made!

Oefines how management data must he structured, including managed objects• McGill University Page ;6
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and attrihutt's: what opt'rations CMI 1", t'x,'cul.t'd; and. wltat notifications art'

rcqllired.

OAM&P: Opaati()n.•• Admini.•trati()n. Ar,tint"ulIler and P,.""i.•i()nin!1

A distrihuted informal.ion processing l,cth'ity that supports the opt'mtiolls. ad·

ministration, maintenance, a.nd provisioning of tclecorllillunications Ilctwork St'r·

vices. and that is characterizt'd Ily tht' coopt'mt,ion of twu or lIlort' 01\1\1&1'

processes located in dilferent real open systt'Ills.

OSI: Open Sy.•tem.• rntercOJlIlcet

A Reference to protocols delined hy the rlll,nwtitllwl Stlllulardi:ati()n Organi.

:ati()n for interconnection of cooperative compl':ing systt'Ills.

TMN: Telec()mmunicati()n ,Hanagement Netw()rk

Refers to a conceptually separate network tlmt interfaces a tdecommllnications

network at several points to sendJreccivc information t<>jfrolll it and control its

operations.
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