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Abstract 
 

There has been a massive IP traffic growth in the data center network in recent years 

driven by applications such as artificial intelligence and high-definition video streaming. 

To accommodate the increasing bandwidth demand, the data rates of pluggable optical 

modules evolve accordingly while meeting the cost and power constraints because of the 

use of compact form factors such as QSFP-DD. The available detection schemes for such 

pluggable modules are divided into two kinds, i.e. direct detection (DD) and coherent 

detection (COHD). The application boundary between these two detection schemes 

depends on the link distance that needs to be fulfilled. At the 400G throughput node, 

COHD systems are dominant for longer-reach connections between centralized data 

centers over metro distances from 40 km to 120 km which requires high-capacity optical 

interfaces. Note that the greater throughput-distance product of COHD systems comes at 

the cost of more complex system hardware and higher power consumption compared to 

DD systems. Thus for shorter-reach connections such as the intra-data center 

communications below 10 km, DD systems are dominantly deployed because of the cost-

effectiveness and low power consumption. 

  To date, there is an ongoing effort in developing simplified COHD systems with lower 

power consumption to substitute DD systems at shorter connection distances below 40 

km. From another perspective, it is also viable to design advanced DD systems having a 

greater throughput-distance product by means of combining the performance advantages 

found in COHD systems with the cost-effectiveness of DD systems to cover an extended 

communication reach up to 40 km and beyond. This objective is accomplished in the 

thesis by designing novel digital signal processing techniques and subsystem 

architectures. More specifically, we show that probabilistic shaping (PS), often used in 

long-haul COHD systems, is an effective technique to improve the throughput of DD 

systems below 10 km where the fiber channel impairments are marginal. We propose 
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suitable distribution matching schemes to implement PS in short-reach DD systems and 

optimize the input distribution of PS constellations in practical DD systems by means of a 

neural network-based performance model. Furthermore, in order to achieve a greater 

throughput-distance product at an extended transmission reach up to 40 km and beyond 

as required by the data center interconnects, we propose a set of subsystem structures 

and relevant DSP algorithms to realize phase-diverse DD systems that approach the 

throughput of COHD systems given the same receiver electrical bandwidth. The advanced 

DD systems proposed in the thesis bridge the performance gap between DD systems and 

COHD systems, and hold promises for realizing high-speed optical links applied in the data 

center network.  
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Résumé 
Il y a eu une rapide augmentation du trafic IP dans le réseau des centres de données, qui 

est entraînée par des applications émergentes telles que l'intelligence artificielle et la 

réalité virtuelle. Pour répondre à la demande croissante de bande passante, le débit de 

données des modules optiques enfichables doit évoluer en conséquence tout en 

respectant les contraintes de coût et de puissance à cause du facteur de forme compact 

utilisé. Les schémas de détection disponibles pour de tels modules enfichables sont 

divisés en deux catégories, i.e. la détection directe (DD) et la détection cohérente (DCOH). 

Les cas d’utilisation des deux schémas de détection dépend de la distance qui doit être 

atteinte par ces modules optiques. Les systèmes DCOH sont dominants pour la connexion 

entre les centres de données centralisés sur des distances métropolitaines de 80 km à 120 

km nécessitant une interface optique à haut débit. Cependant, les performances 

supérieures des systèmes DCOH se font au prix d'une structure de système plus complexe 

et d'une consommation d'énergie plus élevée que les systèmes DD. Ainsi, les systèmes DD 

sont dominants pour les connexions à des distances beaucoup plus courtes au sein des 

centres de données en raison de leur rentabilité et de leur efficacité énergétique. 

  À ce jour, il y a un effort continu pour simplifier les systèmes DCOH afin de construire 

des systèmes DCOH légers pour remplacer les systèmes DD à des distances de connexion 

plus courtes en dessous de 40 km. D'un autre point de vue, il est également viable de 

concevoir des systèmes DD renforcés qui combinent les avantages de performance 

trouvés dans les systèmes DCOH avec la rentabilité des systèmes DD afin d'obtenir un plus 

grand produit de distance-débit, permettant ainsi une connectivité plus large jusqu’à40 

km. Cet objectif est atteint dans la thèse en concevant de nouvelles techniques de 

traitement du signal numérique et des architectures de sous-systèmes. Plus précisément, 

nous montrons que la mise en forme probabiliste (PS), souvent utilisée dans les systèmes 

DCOH de longue distance, est une technique efficace pour améliorer le débit des systèmes 

DD en dessous de 10 km où les dégradations du canal fibre sont marginales. Nous 
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proposons des approches appropriées pour mettre en œuvre le PS dans des systèmes DD 

à courte portée et optimiser la distribution des constellations PS dans des systèmes DD 

pratiques. De plus, afin d'obtenir un produit débit-distance plus élevé à une portée de 

transmission étendue jusqu'à 40 km et au-delà, comme l'exigent les interconnexions du 

centre de données, nous proposons plusieurs structures de sous-systèmes et les 

algorithmes DSP correspondants pour réaliser des systèmes DD à phases diverses qui 

approchent le débit des systèmes DCOH sur la même bande passante électrique du 

récepteur. Les systèmes DD avancés proposés dans la thèse comblent l'écart de 

performance entre les systèmes DD et les systèmes DCOH, et sont prometteurs pour la 

réalisation de liaisons optiques à haut débit appliquées dans le réseau du centre de 

données. 
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1 Introduction  
1.1. Background 
 

The invention of lasers as coherent optical sources in the 1960s is a milestone on the path 

to modern optical communications. Expanded from the concept of masers in the field of 

microwave communications, lasers are equivalents at optical frequencies that produce 

coherent continuous-wave light beams. The potential of lasers for line-of-sight 

communications was quickly seen and experimentally validated soon after its invention. 

However, it was soon realized that LOS communications through the atmosphere are 

unstable in bad weather and much effort was invested in the search for a suitable guiding 

medium at optical frequencies for long reach communications. In 1966, Kuen Kao at 

Standard Telephones and Cables predicted that the loss of clad single-mode fiber (SMF) 

based on ultrapure glasses can be reduced to as low as 20 dB/km for high capacity and 

long-reach communications [1]. Kuen’s claim was visionary but also daring at his time as 

the best fiber had around 1000 dB/km of loss. However, it took only four years before 

Corning engineered a fiber with 17 dB/km loss. The fiber loss has kept decreasing ever 

since and reached ~0.2 dB/nm by the end of the 1980s, which is very close to the loss of 

SMF to date.  

Before the late 2000s, intensity modulation direct detection (IMDD) systems were the 

dominant lightwave systems both in research and product development. These IMDD 

systems consist of a distributed feedback laser at the transmitter that is directly 

modulated with a non-return-to-zero (NRZ) signal. The receiver uses a single-ended 

photodiode to detect the modulated amplitude of the optical signal that traverses a certain 

length of single-mode fiber connecting the transmitter and the receiver. Before the 

introduction of EDFAs, signal amplification is realized by electrical regeneration every 40 

km of span in order to compensate for the accumulated loss in the fiber. The regeneration 
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is costly due to the optical-to-electrical-to-optical conversion. In 1987, the invention of 

EDFAs allows optical amplification for the first time and extends the regeneration span to 

a few hundred kilometers [2]. The high gain, low noise, and compatibility with the IMDD 

system lead to the wide adoption of EDFAs in long-reach optical communications. The 

employment of wavelength-division multiplexing (WDM) [3] along with EDFAs, and 

dispersion-shifted fiber in the 90s enables multi-gigabit IMDD systems over transoceanic 

distances [4, 5].   

As a competing detection scheme of IMDD, coherent detection experienced twists and 

turns in its development. Coherent detection enjoyed a great deal of interest in the 70s 

and 80s due to much higher receiver sensitivity compared to IMDD systems, which can 

translate into an extended regeneration span and thus cost reduction. However, the 

invention of EDFA and its employment in IMDD systems provide a more cost-effective and 

simpler approach in extending the regeneration span such that most of the work on 

coherent detection was abandoned and the focus shifted back to optically amplified WDM-

IMDD systems. In addition, the lack of simple approaches to tracking the phase and 

polarization of the incoming signal also induced a major challenge in developing cost-

effective coherent detection systems. The turning point occurred when digital signal 

processing (DSP) circuits were introduced in coherent detection systems in the latter half 

of the 2000s following the trend in other fields of communications, i.e. wireless 

communications and subscriber line systems operating at much lower data rates [6]. 

Notably, a phase-diverse receiver together with DSP circuits forms a powerful 

combination, i.e. digital coherent (DCO) detection, which has several major advantages: 

digital compensation of link impairments, polarization demultiplexing, compatibility with 

high-order modulation format as well as a high receiver sensitivity [7]. The optical and 

electrical components for phase and polarization tracking in the analog domain are also 

eliminated due to DSP algorithms. It is also believed that the revival of coherent detection 

was attributed to the telecom crash in 2001, which results in an optical data rate 

stagnating at 10 Gb/s for almost a decade. As the processing speed of DSP circuits 
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gradually caught up with the optical line rate, digital coherent systems became feasible 

[8]. The line rate of coherent detection per wavelength has evolved from 40 Gb/s ever 

since towards 2 Tb/s demonstrations in the lab today [9-14]. 

  Given that tremendous investment was spent on laying fiber before the telecom crash, 

there is a strong incentive to reuse the embedded fiber, especially for long communication 

distances since the cost of laying new fiber is massive. In order to efficiently utilize the 

existing fiber infrastructure, i.e. maximizing the capacity per fiber, DCO systems are 

deployed to substitute IMDD systems in long-haul and submarine optical communications 

due to higher spectral efficiency and higher capacity without a need for optical dispersion 

compensation. As the bandwidth demand keeps growing, DCO transceivers are also 

entertained for shorter-reach use cases such as the metro network [15]. For 100G intra- 

and inter-data center communications, IMDD systems are dominant due to their cost-

effectiveness and low power consumption. To keep pace with the rapid growth of the 

global data center IP traffic as shown in Fig. 1.1 below [16], the throughput of IMDD 

systems needs to scale to 400G and beyond to meet the bandwidth demand. Recently, 

single-wavelength 550 Gb/s throughput has been demonstrated in the lab using 100 GHz 

bandwidth RF and optical components [17].  

 
Fig. 1.1. Global data center IP traffic growth [16]. 

 

As the system will operate at a higher baud in the future, the performance degradation 

due to CD will be more severe without using expensive optical dispersion compensation. 
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The lack of phase diversity of IMDD systems constrains the achievable throughput 

whether implemented in the C-band or the O-band. By contrast, DCO systems can digitally 

compensate for CD in the receiver DSP based on the reconstructed signal field and thus 

are insensitive to the fiber impairments that aggravate with increasing baud. As a result, 

DCO systems are considered for 400G data center communications at relatively longer 

distances compared to IMDD systems, e.g. data center interconnects (DCI) at 80 km. In 

addition, a higher throughput allowed by DCO transceivers reduces the number of optical 

wavelengths needed to achieve a target throughput [9]. Fewer wavelengths in an optical 

module reduce the laser count to at least a quarter of that required by IMDD systems given 

the fiber CD, thereby relaxing the yield requirement of integrated lasers. Nevertheless, 

DCO systems are still costly and dissipate too much heat for shorter-reach data center 

communications. These optical modules require compact form factors such as QSFP-DD 

and OSFP for dense deployment on switch racks, which also poses a tight power budget 

due to a cooling limit and requires the DCO systems to eliminate unnecessary functions. 

Thus, there is an ongoing effort in designing simplified DCO systems having lower cost 

and power consumption, e.g. symbol rate signal processing and low power forward error 

correction (FEC) [18].  

The use of IMDD systems and DCO systems for different reaches of 400G data center 

communications can be seen from Table 1.1, which lists the latest standards or 

agreements for these two types of detection schemes in different colors. There are 

myriads of 400G IMDD specifications either from IEEE standards and or multi-source 

agreements (MSA) for data center communications up to 40 km. These IMDD modules are 

specified to adopt a small form factor such as QSFP-DD for a high port density and 

backward compatibility. In April 2020, Optical Internetworking Forum (OIF) published 

an implementation agreement termed 400ZR to facilitate an interoperable single-carrier 

400G DCO system for up to 120 km DCI applications with optical amplification. The 

implementation agreement also specifies an unamplified use case for ~40 km connection 

depending on the laser power and receiver sensitivity.  
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TABLE 1.1. Latest standards or agreements for 400G optical modules 

  400G standards 
500m PSM  400GBASE-DR4(IEEE) 
2km SMF  400G-FR4(MSA) 

*400GBASE-FR4(IEEE) 
400GBASE-FR8(IEEE) 

10km SMF  400G-LR4-10(MSA) 
400GBASE-LR8(IEEE) 

40km SMF  400GBASE-ER8(IEEE) 
400ZR(OIF) 

80-120km SMF  400ZR(OIF) 
*400GBASE-ZR(IEEE) 

Direct detection          Coherent detection          *in standardization 
 

Thus, for the current 400G throughput node, IMDD systems and DCO systems are used 

for data center communications at different transmission distances with the partition 

shown in Fig. 1.2. It is seen from the figure that DCO systems start to substitute IMDD 

systems for data center communications at relatively longer transmission reach, i.e. DCI 

from 40 km to 120 km due to a higher throughput-distance product. By comparison, IMDD 

systems are dominant for the intra-data center connections below 10 km and 40 km of 

DCI due to lower cost and power consumption. The gray area around 40 km indicates the 

transitional region where both systems could be potential solutions. As the throughput 

node scale to 800G and 1.6T, the boundary is predicted to move further to the left due to 

a higher throughput per lane enabled by DCO systems having a phase-diverse receiver 

that is insensitive to fiber CD.  

 

Fig. 1.2. Status of direct detection and coherent detection for 400G data center 

communications. 
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1.2. Thesis motivation 
  As discussed earlier, coherent detection systems are substituting DD systems from 

long-haul optical communications to shorter-reach use cases such as metro and data 

center communications. Note that there are varying concerns for different 

communication use cases. For longer reach data center communications such as DCI 

greater than 80 km, the cost of laying new fiber is significantly more expensive compared 

to the cost of transceivers such that it is desirable to improve the capacity of the 

embedded fiber by deploying DCO systems having higher throughput and spectral 

efficiency compared to IMDD systems in the dense-wavelength-division multiplexing 

(DWDM) configuration. By contrast, shorter-reach use cases such as the intra-data center 

networks are rich in fiber and have abundant spectrum resources such that the cost and 

power consumption of transceivers become important concerns and IMDD systems 

outperform DCO systems on this aspect. The stringent power dissipation limit is a 

consequence of the adoption of compact form factors used such as QSFP-DD for the 

advantages of backward compatibility and a high port density. As the system scales to 

higher throughput, the power consumption of optical modules will further increase such 

that more complex cooling solutions and alternative switch architectures have been 

discussed. 

Thus, IMDD systems and DCO systems are both adopted for 400G data center 

communications. Compared to IMDD systems, DCO systems have a higher throughput-

distance product due to a phase-diverse receiver and 4-dimension modulation, i.e. dual-

quadrature and dual-polarization. Nevertheless, DCO systems consume more power and 

are more complex in terms of the system hardware compared to IMDD systems and thus 

are considered for longer connection distances, i.e. DCI beyond 40 km. More specifically, 

a LO is required at the receiver and a thermo-electric wavelength stabilizer is enlisted to 

align the Tx and Rx wavelength for coherent detection, which constitutes a major source 

of the entire system power consumption. By contrast, IMDD systems can enable uncooled 

lasers in coarse wavelength division multiplexing (CWDM) configurations, having a much-
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relaxed requirement for wavelength management. The DSP chip of DCO systems also 

needs to carry out extra functions such as polarization tracking, phase recovery, and 

frequency offset compensation that incurs higher power consumption and more 

challenges to the DSP ASIC design. By comparison, IMDD systems are simpler in DSP as 

well as in system hardware and consume less power. However, IMDD systems deliver a 

lower throughput due to one-dimension modulation such that wavelength-division 

multiplexing (WDM) is needed to reach an aggregate throughput close to single-

wavelength DCO systems. Assuming the same throughput per dimension, IMDD systems 

need to quadruple the number of lasers compared to DCO systems at a given aggregate 

throughput, thereby resulting in a yield issue because more lasers are integrated on a 

photonic chip. Furthermore, due to lack of phase retrieval, the linear channel impairments 

such as CD cannot be digitally compensated in IMDD systems, which constraints the 

throughput scaling in the future since the performance degradation due to CD will 

aggravate at a higher symbol rate.  

  Recently, there arises the demand for data center connections up to 40 km which do 

not require expensive DCO transceivers with such a high throughput-distance product. 

The interconnects between centralized data centers over long distances beyond 100 km 

can be realized using DCO transceivers, whereas the connections between centralized 

data centers to tens or hundreds of small edge data centers close to the end-users require 

cost-effective and low-power transceivers operating at relatively lower throughput and 

shorter distances below 40 km. Thus, there is the motivation to design advanced DD 

systems that preserve the simplicity and cost-effectiveness of DD systems while 

combining the performance advantages exclusively found in DCO systems such as phase-

diverse detection, multi-dimension modulation, and flexible spectral efficiency. The 

advanced DD systems envisioned will narrow the performance gap between DD systems 

and DCO systems, thereby allowing a greater throughput-distance product and an 

extended application distance up to 40 km. This objective is accomplished in the thesis by 

designing novel DSP algorithms and optical subsystems. More specifically, for connection 
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distance below 10 km, the transmission performance is mainly constrained by the 

transceiver bandwidth and frequency-dependent SNR instead of the fiber impairments 

such as CD and nonlinearity. In order to best exploit the available link margin, 

probabilistic shaping, a technique widely used in long-haul DCO systems can be adapted 

in short-reach DD systems to achieve the optimal trade-off between system ISI and system 

SNR such that 200 Gb/s throughputs can be enabled using lower bandwidth 100G optics. 

Moreover, by replacing amplitude modulated signal at the transmitter with self-coherent 

single-sideband (SSB) signals, the IMDD systems can be transformed into a phase-diverse 

self-coherent (SC) DD system that allows the signal field reconstruction via direct 

detection, thereby extending the transmission reach through digital CD compensation in 

the receiver DSP. We discuss different transmitter subsystems to generate wide-band SC-

SSB signals and a potential method to extend the SCDD system to a dual-polarization 

configuration. Following this, we discuss several approaches to increases the number of 

modulation dimensions of SCDD systems such that the number of wavelengths is reduced 

to achieve the same throughput at a given receiver electrical bandwidth.  
 

1.3. Thesis organization 
The remainder of the thesis is organized as follows: 

  Chapter 2 provides the fundamentals on which more advanced concepts and 

methodologies discussed in the subsequent chapters are established. This chapter starts 

with the conventional IMDD systems with a description of the basic system components 

and an analysis of different impairment sources. Next, we cover the classical DSP 

algorithms used to achieve reliable information transmission for IMDD systems. We show 

how IMDD systems can be converted into advanced DD systems such as SCDD systems by 

replacing the amplitude modulated signal with a self-coherent single-sideband signal 

using the same DD receiver having a single-ended PD. We also discuss the different 

sources of performance degradation in SCDD systems compared to those in IMDD systems. 
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In addition, we introduce several widely discussed SCDD schemes and describe in detail 

the DSP algorithms required to reconstruct the signal field.   

 

  Chapter 3 discusses enabling techniques to improve the throughput of IMDD systems 

for intra-data center connections below 10 km. Our discussion in this chapter focuses on 

the design of probabilistic shaping schemes that are suitable for short-reach IMDD 

systems. Compared to conventional modulation formats with discrete information rates 

(IR) as a power of 2, PS allows flexible IR which is tunable at a fine granularity. As will be 

shown in this chapter, sending PS signals at an optimized symbol rate in IMDD systems 

can significantly increase the throughput in bandlimited IMDD systems compared to 

sending standard PAM formats since an optimal trade-off can be reached between the 

system ISI and SNR. This chapter experimentally validates the advantage of PS-enhanced 

IMDD systems by use of a proposed PS scheme termed cost-minimizing distribution 

matching (CMDM) which allows bits-to-symbol mapping at a much shorter block length 

compared to the commonly used constant composition distribution matching. Moreover, 

the chapter discusses a neural network-based scheme proposed for the optimization of 

the input distribution of PS symbols in realistic IMDD systems.  

 

Chapter 4 introduces advanced DD systems, i.e. SC-SSB DD systems that significantly 

extend the transmission reach of IMDD systems by replacing the intensity-modulated 

signal with an SC-SSB signal. SC-SSB-DD systems combine the cost-effectiveness 

comparable to IMDD systems alongside the phase retrieval capability found in DCO 

systems, thereby allowing a greater throughput-distance product. This chapter presents 

two approaches that we propose to generating wideband SC-SSB signals required for 

high-throughput DD systems. These two approaches both create a phase difference 

between the two driving RF signals coming from a single DAC channel and can eliminate 

the need for optical amplification enlisted in vestigial sideband (VSB) systems. In addition, 

to double the throughput per wavelength of SC-SSB-DD systems at the same electrical 
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bandwidth, this chapter presents a simple scheme to realize polarization-multiplexed SC-

SSB-DD systems using only two single-ended PDs and ADCs.  

 

Chapter 5 extends our discussion in Chapter 4 to a novel class of advanced DD systems 

for self-coherent double-sideband signals having twice the electrical spectral efficiency 

compared to SC-SSB-DD systems. We refer to this type of SC-DSB-DD system as 

asymmetric self-coherent direct detection systems due to an asymmetric subsystem 

structure consisting of two DD branches that will be detailed in this chapter. We will 

introduce the principle of ASCDD systems, and discuss varied designs of ASCDD systems 

based on a band-rejection filter, a CD filter, and an MZI structure. All these schemes enable 

field recovery of SC-DSB signals using a cost-effective DD receiver, which allows digital 

compensation of channel impairments. We conclude this chapter with a short discussion 

of the implementation complexity of the proposed ASCDD schemes versus other coherent 

detection schemes. 

 

Chapter 6 concludes the thesis with a summary of the subtopics discussed in each chapter. 

We also provide our perspectives on potential research extending from the work 

presented in this thesis.  

1.4. Original contributions 
We summarize our original contribution in the thesis below 

 

IMDD systems (Chapter 3) 

We validate the effectiveness of probabilistic shaping in realizing high throughput IMDD 

systems below 10 km for the intra-data center communications. Due to the long symbol 

block lengths required by the conventional constant composition distribution matching, 

it is challenging to design a high-throughput digital circuit based on the pipelined 

sequential logic [19]. We propose to integrate the cost-minimizing distribution matching 

(CMDM) within the probabilistic amplitude shaping scheme for the generation of PS 
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signals, which can significantly reduce the symbol block length. In addition, we propose 

two suitable approaches to implement CMDM in IMDD systems. By sending PS signals at 

the optimized information rate and symbol rate based on the CMDM scheme, we show 

experimentally that an optimal trade-off can be achieved between the system ISI and 

system SNR. Based on this approach, we report a first demonstration of net 800 Gb/s 4-

lane CWDM system over 2 km of SMF in the O-band using a packaged EML TOSA. Due to 

the device nonlinearity in IMDD systems, the commonly used Maxwell-Boltzmann 

distribution is not optimal. We further propose a neural network-based scheme that is 

experimentally shown to effectively optimize the input distribution of PS constellations 

for practical IMDD systems. This scheme concatenates a 3-layer neural network with a 

genetic algorithm to find the optimal symbol distribution based on a trained neural 

network model. We achieve 23.5% higher throughput at the same spectral efficiency in a 

200 Gb/s O-band IMDD system with a silicon photonic modulator. 

 

SC-SSB-DD systems (Chapter 4) 

SC-SSB-DD systems attract interest in recent years by enabling the field reconstruction in 

DD systems for short-reach data center interconnects. As an advanced DD system, SC-SSB-

DD systems can significantly increase the throughput-distance product by digital CD 

compensation in the receiver DSP while maintaining the cost-effectiveness of DD systems. 

A major problem of SC-SSB-DD systems is the generation of SC-SSB signals having a 

negligible image band in a cost-effective way for the throughput scaling. Compared to the 

conventional approaches requiring either two high-speed DAC channels [20] or sharp 

optical filters [21, 22], we propose two novel transmitter subsystems based on either a 

quadrature hybrid or a pair of time-misaligned signals combined with a shifted Mux, 

which require only one DAC channel. These two schemes enable the generation of wide-

band SC-SSB signals which could be detected after traveling down 40 km of SSMF without 

optical amplification given reasonable loss from the multiplexer and demutiplexer. In 

addition, we develop suitable digital and analog approaches to mitigate the performance 
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degradations resulting from the transmitter subsystems. With optimized system 

parameters, we demonstrate the first single-carrier net 176 Gb/s amplifier-free 

transmission over 40-km of reach using the quadrature-hybrid-based scheme, and net 

800 Gb/s SSB DWDM systems over 40-km of reach in the C-band using the scheme based 

on time-misaligned RF signals and a shifted Mux. Furthermore, we extend the SC-SSB-DD 

system to a dual-polarization configuration where the polarization-division multiplexed 

(PDM) SC-SSB signals can be detected by a novel DD receiver having two PDs and two 

ADCs. We report 400 Gb/s interface rate per wavelength over 80 km of SMF in the C-band 

using this PDM-SC-SSB-DD scheme. 

 

SC-DSB-DD systems (Chapter 5) 

Though SC-SSB-DD systems can extend the transmission reach of DD systems, an inherent 

limit constrains the throughput of SC-SSB-DD systems: the image band is unused and SC-

SSB signals have the same electrical spectral efficiency (ESE) as intensity-modulated 

signals. In order to improve the ESE, we propose a class of DD schemes for the field 

reconstruction of SC-DSB signals that we refer to as asymmetric self-coherent direct 

detection (ASCDD). The ASCDD schemes can approach the ESE of homodyne coherent 

detection systems, thus doubling the ESE of SC-SSB-DD systems using a cost-effective DD 

receiver having two reception paths. Compared to the previously proposed SC-DSB-DD 

schemes, the ASCDD scheme has a simplified system structure requiring only two PDs and 

two ADCs at the receiver instead of 5 PDs and 3 ADCs in [23], which leads to lower optical 

power required for the detection. We evaluate the theoretical performance of various 

types of ASCDD schemes having either a band-rejection filter, a chromatic dispersion filter, 

or an MZI in a DD receiver. We experimentally validate the principle of the ASCDD scheme 

and demonstrate 200 G DD systems over 40 km of SSMF based on the ASCDD scheme.   
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2 Fundamentals of direct detection 

systems 
2.1. Overview 
In this chapter, we present the fundamentals of direct detection systems that our 

discussions in the following chapters rely on. We start by describing classic IMDD systems 

and proceed to discuss the recently emerged advanced DD systems such as SC-SSB-DD 

systems which attracts a great deal of interest in recent years. We will discuss the 

constituent parts of these DD systems as well as various impairments from the system or 

the fiber channel. Finally, we review classic DSP blocks used in the transmitter and 

receiver to realize high-speed DD systems. 

 

2.2. Intensity modulation direct detection systems 

2.2.1. System structure 

In typical IMDD systems, the information is modulated onto the signal intensity or 

amplitude and extracted from the photocurrent produced as the incident optical signal 

impinges upon a reversely biased photodiode, creating electron-hole pairs in the 

depletion region. The photocurrent is proportional to the power of the incoming optical 

signal with an associated coefficient referred to as the responsivity, which indicates the 

opto-electro conversion efficiency. This detection process is also commonly referred to as 

the square-law detection since the photocurrent is proportional to the square of the field 

amplitude and the phase information is completely removed. Compared to coherent 

detection, though the need to track the carrier phase is eliminated when the information 
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is downconverted from the optical domain to the electrical domain, a limited modulation 

dimension is imposed, i.e. only the field amplitude. 

We need to mention that it is important to amplify the photocurrent in order to improve 

the power sensitivity of an IMDD system. As such, the photodiode can also be engineered 

to amplify the photocurrent through the avalanche effects. This type of photodiodes is 

called avalanche photodiodes (APD). APDs multiply the number of electron-hole pairs by 

accelerating the photon-generated carriers under a high electric field in the depletion 

region such that a valence band electron is knocked to the conduction band, creating more 

electron-hole pairs as it moves. Another approach to improve the receiver sensitivity is to 

concatenate a trans-impedance amplifier with the PD. Amplification of the photocurrent 

is necessary due to the presence of the electrical noise including the thermal noise, flicker 

noise, and the generation-recombination noise. 

The intensity modulation can be realized using different transmitter subsystems. A 

common approach is to use a CW laser together with a Mach-Zehnder modulator in a 

serial-push-pull configuration so that information is encoded onto the carrier intensity 

without incurring any chirp. For this type of transmitter, we note that an increasing 

interest in recent years on the silicon-on-insulator platform [24-27]. This is even more so 

in the intra-data center use case where the cost mostly resides in the transceiver 

themselves instead of laying fiber. Thus, Si-based chips are desirable due to their high 

yield and cost-effectiveness. Alternatively, EMLs and DMLs are also cost-effective 

components for a short-reach below 10 km with high-speed demonstrations reported in 

the lab in recent years [28-31]. 

 

2.2.2. System impairments  

A. Chromatic dispersion and chirp 

The performance of IMDD systems in the C-band or at a wavelength far from 1310 nm in 

the O-band is degraded by the CD-induced power fading, i.e. sharp spectral dips 
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distributed in the frequency domain following the expression ( )2 2
2cos 2 f Lπ β , where f  

is the frequency, L is the transmission distance, and 2β  is the second-order derivative of 

the propagation constant β  at the carrier wavelength. Denoting the input power as 

( )inP t  and assume no phase modulation, i.e. no chirp, the amplitude can be expressed as 

( ) ( )in inA t P t= . We decompose ( ) ( ) ( ),in in in sA t A t A t= + , where x  is the time 

average of ( )inA t , and ( ),in sA t  is the modulated signal amplitude. The square-law 

detection produces a photocurrent proportional to the optical power as expressed below 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

, ,2 Reout in in s CD in in in s CDP t A t A t h t A t A t A t h t= + ⊗ ≈ + ⊗    (2.1) 

where ( )CDh t  is the transfer function of the chromatic dispersion, and the modulus 

squared of the modulated signal amplitude is ignored. By Fourier transforming (2.1), we 

have the frequency-domain optical power expressed below 

( ) ( ) ( ) ( ) ( )2 2 2
, 22 cos 2out in in in sP f A t A t A f f Lπ β≈ + ,            (2.2) 

and therefore the faded power spectrum with spectral dips distributed at  

2

1 2
4n

nf
Lπβ

+
= ,                              (2.3) 

where n takes non-negative integers. It follows that at a given transmission reach, we can 

calculate 2β  and thus the dispersion parameter of the fiber channel by measuring the 

spectral position of the dips. However, this becomes more complicated when the intensity 

modulation is accompanied with the phase modulation, i.e. chirp, and the correlation 

between these effects needs to be determined in order to derive the power spectrum. 

Based on the small-signal analysis, [32] derives the expression below for the power of the 

optical signal that traverses a fiber channel given that the modulated signal possesses a 

certain amount of chirp 

( ) ( ) ( ) ( )( ) ( )2 2 2 2
2 2cos 2 sin 2out inP f f L H f f L P fπ β π β= −           (2.4) 
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where ( )H f  is a transfer function that describes the relation between intensity 

modulation and phase modulation. ( )in fφ  is proportional to ( ) ( )inP f H f , where 

( )in fφ  is the phase modulation in the frequency domain. The exact form of ( )H f  

requires knowledge of the transmitter physics, e.g. the rate equation of lasers, which is 

beyond the scope of this chapter. Readers who are interested in knowing the derivation 

of ( )H f  can refer to relevant papers in [32-34]  

 

B. Intersymbol interference (ISI) 

Another issue with IMDD systems is ISI. There are different ways to achieve a higher 

throughput per fiber, i.e. (a) increase the baud (b) increase the spectral efficiency, and (c) 

use more wavelengths. Option (c) is less appealing since more parallel lanes adopted 

within a small form factor transceiver requires proportionally more optical and electrical 

hardware, thus becoming more vulnerable to the yield problem. Option (a) is the most 

straightforward among the three options but faces the bandwidth constraint of the optical 

and electrical components used in the system. Without careful management of the signal 

pulse shape, the ISI can severely degrade the system performance. Thus, pre-equalization 

and post-equalization are often used in transmission systems at the transmitter and 

receiver, respectively, to mitigate the ISI resulting from the low-pass response of the 

system. According to the Nyquist condition for zero ISI, the Fourier transform of the signal 

pulse shape x(t) needs to satisfy the following equation  

( )/
m

X f m T T
∞

=−∞

+ =∑                            (2.5) 

where X(f) is the Fourier transform of x(t), T is the symbol duration. Apart from the ISI 

induced by the limited electrical bandwidth of the system, ISI is also attributed to the 

change of the phase response, e.g. fiber CD which also destructs the Nyquist condition for 

zero ISI.  
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C. Noise sources 

The noise sources in IMDD systems limit the highest achievable SNR. The spontaneous 

emission causes the relative intensity noise of lasers and the ASE noise of optical 

amplifiers. Thermal noise exists in all electrical devices in the system including the DAC, 

ADC, driver amplifiers, TIAs, lasers, and PDs. Due to a relatively high optical power, the 

impact of the shot noise is dwarfed by other noise sources. There is also quantization 

noise from the ADC and DAC due to a nominal N number of bits used for the analog-to-

digital conversion and vice versa, respectively. The effective number of bits (ENOB) is 

lower than N since the noise term also includes all sorts of distortions in the calculation 

including signal harmonics, timing jitter, differential nonlinearity, and integral 

nonlinearity that comes with the converters [35]. 

 

D. Nonlinearity 

In the C-band, the nonzero CD makes it hard to meet the phase-matching condition for 

the FWM to efficiently happen, whereas in the O-band a large channel spacing is often set 

in the system such that the higher-order dispersion terms contribute to the destruction 

of the PM condition. Thus, fiber nonlinear effects such as SPM and XPM that automatically 

achieve the PM condition have a more significant impact on the system performance. 

However, due to a relatively short transmission reach in the data center network, the fiber 

nonlinear effect is not a major concern compared to other channel impairments given that 

the launch power and the channel spacing are properly configured. On the other hand, the 

system is affected by nonlinearity resulting from the optical and electrical components in 

the system. For instance, the transfer function of an MZM is sinusoidal and the phase 

shifter in each MZM arm does not change linearly following the driving signal. In addition, 

the driver amplifier and the TIA when operated close to the compression region distort 

the input signal and degrade the signal quality. However, it is sometimes necessary to 
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trade signal linearity for higher signal power in order to combat the electrical noise of the 

system.  

 

E. Multipath interference 

Standard organizations also set a limit for the maximum fiber connector return loss so 

that the system performance will not be considerably degraded by multipath interference 

(MPI). MPI is caused by double reflections of the optical signal at any two fiber connector 

interfaces across the entire system. The reflected interferences superimpose with the 

forward propagating optical signal, thereby deteriorate the transmission performance. 

The optical field incident to the PD with MPI can be expressed as follows 

( ) ( ) ( ) ( ) ( )2

1
cos k

N
j tj t

S k k S k
k

E t E t e R E t e φ τφ α τ −

=

= + −∑ ,              (2.6) 

where ( )SE t  is the field of the optical signal, ( )tφ  is the laser phase noise, 2
kR  is the 

reflectance, kα  and kτ  is the relative polarization angle and the delay between the 

optical signal and the kth reflected interference.  

 

2.2.3. Classical DSP algorithms for IMDD transceivers 

A. Pre-emphasis 

As discussed in 2.2, modern IMDD systems are operating at a high symbol rate in order 

to deliver high throughput. The baud is often higher than the 3-dB bandwidth of the 

system, thus resulting in severe ISI if not properly handled. Similar to digital coherent 

detection, equalization algorithms are also introduced in IMDD systems to counteract the 

ISI due to a high baud and the bandwidth limitation. Digital equalizers are applied both at 

the transmitter and the receiver with the former one referred to as pre-emphasis since 

the high-frequency components are enhanced giving rise to a response that resembles a 

partial inverse of the channel transfer function. Without transmitter pre-emphasis, the 
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noise enhancement caused by the equalization at the receiver will be more pronounced 

and leads to more deteriorated transmission performance. Note that there are 

engineering trade-offs when implementing pre-emphasis at the transmitter: a) the signal 

PAPR increases, b) the signal power decreases, and c) the signal SNR decreases [36]. 

Consequently, it is more suitable to pre-compensate only part of the channel low-pass 

response. Due to current optical and electrical device technology, the transmitter 

bandwidth is often much lower than the receiver bandwidth such that a great amount of 

effort has been invested into optimizing pre-emphasis filters to flatten the transmitter 

response [37]. In this case, the pre-emphasis of the transmitter can be schematically 

depicted below 

 
Fig. 2.1. Schematic of pre-emphasis.  

where P(f) is the digital pre-emphasis filter, NQ is the quantization noise and L(f) is the 

low-pass response of the DAC. It should be noted that analog pre-emphasis is also feasible 

based on either optical or RF devices. 

 

B. Pulse shaping 
The received signal can be formulated as  

( )
0

( ) n
n

R t S P t nT
∞

=

= −∑                          (2.7) 

where { }nS  is the transmitted symbols, ( )P t  is the pulse shape, and T is the symbol 

duration. The condition for zero ISI requires that  

( )
0,
1, 0

t nT
P t

t
=

=  =
                           (2.8) 

where n is an integer. This leads to the Nyquist pulse-shaping criterion for zero ISI as 
discussed in section 2.2. A commonly used pulse shape with zero ISI in optical 
communication systems is the raised-cosine (RC) pulse shape, which has the form below 
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( ) ( )( ){ }
( )

( ) ( ) ( ) ( )
( ) ( )

, 0 1 / 2
/ 2 1 sin / 1/ 2 , 1 / 2 1 / 2

1 / 20,
RC

T f T
P T T f T T f T

f T

α
π α α α

α

 ≤ < −


 = − − − < < +  
 > +

   (2.9) 

where α  is the roll-off factor of the RC pulse-shaping filter and controls the excess 

bandwidth beyond ( )1/ 2T . In the time domain, the RC pulse shape is expressed as below 

( ) ( ) ( )
2 2 2

cos /
sinc /

1 4 /
t T

s t t T
t T

πα
π

α
=

−
                    (2.10) 

We can also implement the RC pulse shaping partly at the transmitter and partly at the 
receiver, forming a pair of matched filters, i.e. root-raised-cosine (RRC) pulse shaping 
filters. The matched filter principle requires that the response of the receiver filter is the 
complex conjugate of the transmitter filter in order to maximize the SNR in the presence 
of noise. Thus, the matched filters can be readily chosen as the square root of the RC filter 
as expressed below 

( ) ( )( ){ }
( )

( ) ( ) ( ) ( )
( ) ( )

R

, 0 1 / 2
/ 2 1 sin / 1/ 2 , 1 / 2 1 / 2

1 / 20,

R C

T f T
P T T f T T f T

f T

α
π α α α

α


≤ < −

  = − − − < < +  
 > +

   (2.11) 

 
C. Modulation format  

Numerous modulation formats have been demonstrated in IMDD systems. The pulse-

amplitude-modulation (PAM) formats which consist of multiple levels are the most 

commonly used in IMDD systems due to low implementation complexity. The spectral 

efficiency of PAM signals can be scaled by changing the number of discrete levels per 

symbol. It should be noted that high order PAM signals with high SE also require high 

system SNR to achieve a BER above the pre-FEC BER threshold. However, IMDD systems 

often operate at high baud and have deteriorated SNR due to residual ISI, lower ENOB at 

a higher frequency due to timing jitter, and so forth. The SNR of PAM formats can be 

visualized using eye diagrams. A large eye-opening indicates a good SNR for the chosen 

modulation format.  

It is known that for an AWGN memoryless channel, the channel capacity is achieved by 

transmitting a signal following a Gaussian distribution under a given power constraint. 
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Practical systems use discrete signal levels such as the pulse-amplitude modulation (PAM) 

for information transmission. However, there is no analytical expression for the optimal 

input distribution of discrete-level modulation format under an input power constraint. 

Probabilistically shaped signals often follow the Maxwell-Boltzmann distribution, which 

performs well in the reported demonstrations [38, 39] and has the highest entropy at a 

given signal power. Though it is still debatable whether an IMDD system can be best 

modeled as an average power-constrained system or a peak power-constrained system 

or something in between, the use of PS in IMDD systems allows fine-tuning of the SE. This 

functionality is important for maximizing the system throughput in bandlimited systems 

by optimizing the trade-off between the system bandwidth and the system SNR.  

  The constant composition distribution matching (CCDM) is a common technique to 

implement probabilistic shaping [40]. CCDM maps a fixed length of bits to a fixed length 

of symbols with a desired distribution based on the arithmetic coding. Note that it has an 

entropy loss, i.e. the gap between the actual SE and the entropy of the symbols, which 

asymptotically decreases to zero with the increasing length of the symbol blocks. The 

explanation is that for a given symbol block length, CCDM chooses symbol sequences with 

the same Euclidean distance in Rn, which constitutes part of the boundary of a super 

sphere composed of discrete constellation dots. Nevertheless, a more energy-efficient 

strategy to implement PS at the same SE is to make use of inner dots with shorter 

Euclidean distance inside the surface of the super sphere. However, at a large dimension 

n, the volume i.e. the total number of constellation dots within and on the boundary of the 

hypersphere is approximately equal to the sphere boundary, which is referred to as 

sphere hardening [41]. This indicates that CCDM needs a large block length in order to 

minimize the entropy loss, which increases the implementation complexity and power 

consumption of the ASIC, e.g. very long pipelining.  

  It is also noted that the FEC encoding can disrupt the symbol distribution when 

implemented after PS, whereas the other way around causes burst bit errors that the FEC 

decoder may not be able to correct. Thus, PS is often used within the probabilistic 
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amplitude shaping (PAS) scheme to realize coded modulation as depicted below. The 

information bits are divided in to two tributaries, where β  information bits are mapped 

to 1 half positive PAM symbol, whereas α  information bits are needed to generate 

enough sign bits.  

 
Fig. 2.2. PAS scheme. 

The symbols after distribution matching are labeled based on the binary reflected Gray 

coding which generates the parity bits alongside the α  information bits. The parity bits 

are utilized as sign bits to flip the half positive PAM symbols in order to produce complete 

PAM symbols. As for the generation of coded QAM symbols, we can either perform the 

PAS scheme for the in-phase and quadrature symbols separately or produce symbols in 

the first quadrant first and use the sign bits to select the corresponding quadrant. Given a 

code rate c, the information rate for PAM-N symbol is  

( ) 21 1 logIR c Nα β β= + = + − +                     (2.12) 

D. Equalization  

Distortion of the frequency response broadens the transmitted pulse and induces ISI. It is 

known that with the help of a whitened matched filter (WMF), the received T-spaced 

samples can be modeled based on the following diagram in Fig. 2.3.  

 

Fig. 2.3. Schematic diagram of an ISI channel with AWGN. 
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{ }kS  are the transmitted symbols, F(z) is the effective channel transfer function which 

is monic and loosely causal, Nk is AWGN samples, and { }kY  are the received samples. The 

cascade of a maximum likelihood sequence estimator (MLSE) realizes the optimum 

detection under the maximum likelihood criterion. However, the implementation of MLSE 

is computationally expensive even by means of the Viterbi algorithm. The trellis-based 

algorithm requires that for each received symbol with L post-cursor ISI symbols and an 

alphabet size of M, ML+1 branch metrics need to be calculated and grows exponentially 

with L. Thus, the MLSE is only feasible under a small L and L often equals 1 when actually 

used in IMDD systems in order to suppress the enhanced noise alongside a post-filter 

working as a noise whitening filter [42].  

  Due to the above reasons, linear transversal filters are often used in realistic systems 

owing to low complexity. The outputs of such filters are expressed as  

0

L

k j k j
j

Z c Y −
=

=∑                            (2.13) 

where { }kc  are the taps of the linear filter. A widely known linear filter is the zero-

forcing filter ( )1/ F z  which simply inverts the effective channel transfer function and 

completely compensates for the ISI. The ISI compensation by the ZF filter is accompanied 

by noise enhancement due to a noise PSD expressed as ( ) ( ) 2

0 / j T
NP N F e ωω = . This is 

obviously not the optimum filter since around the null frequency of ( )j TF e ω  the noise 

PSD is infinitely amplified. More commonly used is the mean square error (MSE) based 

linear equalizers that minimize the average Euclidean distance between each transmitted 

information symbol and the symbol at the output of the linear equalizer, which leads to 

the following noise PSD ( ) ( )( ) ( )
22 2

0 0/j T j T
NP N F e F e Nω ωω

 
= + 

 
. Due to the term 

0N  in the denominator, the noise enhancement is relaxed compared to the ZF filter.  
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  It should be noted that the T-spaced equalizer has a stringent requirement of the timing 

phase and has aliased spectrum for non-Nyquist pulses, e.g. RC pulses with a zero roll-off 

factor. Thus, fractionally spaced linear equalizers are often used in optical communication 

systems to enable the compensation of different linear channel impairments including CD 

without spectrum aliasing. In particular, the T/2-spaced equalizer is most often used 

which ensures no aliasing even with the highest excess bandwidth of RC pulses.   

 

2.3. Self-coherent single-sideband direct detection 

systems 

2.3.1. System structure 

Self-coherent (SC) single-sideband (SSB) direct detection (DD) system is a different DD 

scheme widely pursued in recent years due to its capability of extending the transmission 

reach compared to IMDD systems. Both the SC-SSB-DD systems and the IMDD systems 

remove the need for local oscillators (LO) at the receiver compared to coherent detection 

systems and thus are more cost-effective for the data center connections at a shorter 

reach. SC-SSB-DD systems address several major problems that constrain the attainable 

throughput of IMDD systems at a relatively long transmission distance including the 

power fading due to accumulated CD. We describe a general SC-SSB-DD system using the 

schematic depicted in Fig. 2.4.  

 
Fig. 2.4. Schematic diagram of an SC-SSB-DD system. 

 

The transmitted optical signal is an SC-SSB signal which is comprised of an SSB signal and 

a co-propagating CW-tone. The SC-SSB-DD system has the same receiver front-end, i.e. a 
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single-ended PD as the IMDD system. The difference is that in IMDD systems, the 

information bits are encoded onto the modulated signal intensity, whereas in SC-SSB-DD 

systems, the information bits are encoded onto the complex signal field. Consequently, the 

optical signal incident to the PD considering the CD can be expressed as  

( )

( )

2

2

22 Re

CDR t C S H

C S

C C S S

= + ⊗

′= +

′ ′= + +

                      (2.14) 

where C is the CW-tone, S is the signal, HCD is the frequency response of the CD, and

CDS S H′ = ⊗ . Note that HCD does not change the amplitude response of the signal and thus

S ′  remains an SSB signal. It is known that the field of SSB signals can be recovered 

provided a known real or imaginary part. In (2.14), ( ) ( )( )Re ReS S j Hilbert S′ ′ ′= ±  , 

where Hilbert(x) is the Hilbert transform of x, and ±  depends on whether the signal is a 

right sideband signal or a left sideband signal. As a result, the CD can be compensated 

based on the recovered S’ and note that CDS S H′ = ⊗ , which indicates that the power 

fading problem does not exist if the information bits are coded onto the SSB signal and 

larger throughput-distance produced can be obtained. 

  However, we need to also consider the additional hardware complexity involved in 

generating SC-SSB signals compared to IM signals. First, the generation of a CW-tone that 

travels down the fiber together with the signal is an issue. Fig. 2.5 depicts a typical 

transmitter structure for SC-SSB signals. 

 

Fig. 2.5. Schematic diagram of an SC-SSB-DD transmitter. 
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The optical carrier from the laser diode is split into two portions that go to different 

optical paths. The portion in the upper path is modulated by an IQ-MZM, whereas the 

portion in the lower branch forms the CW-tone that recombines with the signal via a 

coupler. Note that a polarization controller (PC) is required to align the polarizations of 

the CW-tone and the signal and a variable optical delay line (VODL) is used to ensure the 

coherence of the split carriers. A variable optical attenuator (VOA) is used to control the 

carrier to signal power ratio that affects the performance of the SC-SSB-DD system.  

There are also other ways to generate SC-SSB-DD signals. For instance, the lower 

branch can be removed by digitally generating the CW-tone which is often called ‘virtual 

carrier’ [43]. In [44], a separate laser is used to generate the tone instead of splitting an 

optical source in two. We will discuss other approaches to cost-effectively generating high 

baud SC-SSB signals in chapter 4.  

2.3.2. System impairments  

As discussed in the last subsection, the power fading problem is avoided in SC-SSB-DD 

systems because the field of the SSB signal can be reconstructed allowing the digital 

compensation of CD. However, the performance of SC-SSB-DD system is still affected by 

the ISI, noise, and device nonlinearity in a similar way as described in 2.2.2. We also need 

to mention that the performance of SC-SSB-DD system is impacted by the signal-signal 

beating interference (SSBI), which is 2S ′  in (2.14). The SSBI, if not handled carefully, 

will overlap with the signal in the spectrum after DD, which significantly degrades the 

system performance under a relatively low CSPR.  

2.3.3. Classical DSP algorithms for SCDD transceivers 

In this subsection, we present commonly used DSP algorithms to mitigate the SSBI in 

SC-SSB-DD systems since other DSP blocks such as pre-emphasis, equalization, and 

modulation can be performed in a similar way as in IMDD systems. Before we discuss the 
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technical details, we need to clarify the field reconstruction via DD for SC-SSB signals. Fig. 

2.6 shows the baseband spectrum of the detected SC-SSB signal. Without loss of generality, 

we ignore the linear coefficients that should be appended to the signal in the figure. It is 

seen that the spectrum of the signal becomes Hermitian as specified by ( )Re S ′  in (2.14). 

The orange triangle represents the SSBI with an increasing power towards zero frequency. 

 
Fig. 2.6. Optical to electrical conversion of SC-SSB signals. 

 

Thus, a quickly seen approach is to keep the signal farther away from the CW-tone, i.e. 

to set a wider guard band, such that the impact of the SSBI is alleviated as illustrated in 

Fig. 2.7. This approach comes at the cost of a higher required electrical bandwidth for the 

PD and ADC, which becomes expensive for systems operating at a high symbol rate.  

 
Fig. 2.7. Optical to electrical conversion of an SC-SSB signal with a wide guard band. 

 

We can also trade complexity for higher electrical spectral efficiency. Fig. 2.8 shows an 

iterative scheme to estimate and subtract the SSBI. Instead of using a wide guard band, 

this scheme gives an SSBI estimate (c) based on a recovered SC-SSB signal (b) affected by 

the SSBI. (c) is removed from the original baseband signal (a) in order to improve the SNR 

of the recovered signal (b). This process is performed iteratively to mitigate the SSBI. 
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Fig. 2.8. Iterative SSBI mitigation algorithm. 

 

It is also shown in [45] that for SC-SSB signals contained between -B and B and 

formulated as ( ) ( ) ( )exp -P t C S t jBt= +  with ( )C S t> , the phase of the signal can be 

extracted in the frequency domain based on the amplitude of the optical signal following 

the formula ( ) ( )( )logHilbert P tφ ω  =   . Expressed in the time domain, the phase 

 ( )
( )log1 lim

R

R R

h t
t dt

t t
φ

π →∞ −

 ′  ′=
′−∫                    (2.15) 

is the principal value of an improper integral. Thus, the signal ( )S t  is reconstructed 

without SSBI based on the retrieved phase and the signal amplitude known via DD and a 

higher ESE is obtained. This approach is called Kramers-Kronig (KK) coherent detection. 

Despite the elimination of iteration, the KK algorithm has its downside. ( )log P t    is 

not bandlimited, thus requiring a higher sampling rate in the receiver DSP. Moreover, the 

Hilbert transform performed in the frequency domain requires a pair of Fourier and 

inverse Fourier transforms. In addition, the low pass response of the PD distorts the 

amplitude response of ( )P t  which degrades the performance of the field reconstructed 

based on KK detection. All these problems of KK detection have motivated the search for 

effective solutions in order to improve the application potential of KK systems [46-48].  
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3 Intensity modulation and direct 

detection systems 
3.1. Overview 
As discussed in chapter 1, the IP traffic has been growing rapidly within the data centers. 

At 400G throughput node, IMDD systems are dominantly used for intra-data center 

communications below 10 km. After the deployment of 400G-FR4 transceivers in 2020, 

standard organizations including IEEE and MSA have been working on specifications for 

the next-generation 800G-FR transceivers [49]. It is also not uncommon to hear 

discussions on potential routes towards 1.6T transceivers recently [50, 51]. Though 800G 

and 1.6T transceivers can be realized by multiplexing 8 or 16 wavelength signals based 

on mature single-lane 100G systems, the component count can be significantly reduced 

by scaling the throughput per lane to 200 Gbit/s, which in the meantime can alleviate the 

yield loss of photonic chips [51]. 200 Gbit/s per lane can be achieved by either increasing 

the symbol rate or using higher-order PAM signals. However, transmitting 107 Gbaud 

PAM-4 signals assuming a 7% overhead hard-decision forward error correction (HD-FEC) 

code will induce a very high bandwidth requirement that is challenging for the design of 

electrical and optical components [52]; on the other hand, higher modulation formats 

such as PAM-8 imposes a stringent requirement on the signal SNR even when the state-

of-art devices and test equipment are utilized. Thus, it is desirable to transmit PAM signals 

at intermediate spectral efficiencies (SE) which is ideally tunable such that a balance can 

be reached between the system SNR and bandwidth and higher throughput can be 

achieved.  

Probabilistic shaping (PS) is widely used in DCO systems for metro and long-haul 

optical communications and can provide flexible control of the signal SE with fine 

granularity. In AWGN channels, PS signals have an ultimate shaping gain of 1.53 dB at a 

given signal power. Though IMDD systems cannot be strictly modeled as average power-
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limited AWGN channels due to device nonlinearity and no optical amplification, shaping 

gain can still be obtained with optimized input symbol distribution [53]. In addition, if the 

signal is clipped to a certain peak-to-average power-ratio (PAPR) the channel is shown to 

approach an AWGN channel [54]. Note that these advantages of PS come at the cost of 

higher implementation complexity compare to the commonly used modulation formats, 

e.g. the bits to symbol mapping based on CCDM requires iterative processing with a very 

long symbol block length in order to reduce the rate loss. Moreover, the optimization of 

the input distribution is often realized based on an analytical system model which is 

challenging to construct and can have significant errors. In this chapter, we will discuss 

schemes proposed to solve these issues and show experimental results that validate these 

schemes in 200 Gb/s per lane IMDD systems. The chapter is organized as follows: in 

section 3.2, we descript the use of CMDM within the PAS structure to realize shaping with 

an ultra-short block length; in section 3.3, we detail a scheme based on a 2-hidden layer 

neural network which optimizes the input distribution for practical IMDD systems. We 

conclude this chapter in 3.3 with a few remarks on the potential impact of the proposed 

techniques. 

 

3.2. Probabilistic shaping for high-speed IMDD 

systems 

3.2.1. Introduction 

As discussed earlier, probabilistic shaping (PS) is a technique widely used in long-haul 

optical communications to approach the Shannon limit. In recent years the use of PS has 

also been reported in high-speed IMDD demonstrations. [55] reports a first 

demonstration of 56 Gbaud PS-PAM-8 over 135-km. Then in [56], an efficient labeling 

scheme was presented for asymmetric PS-PAM signals for unipolar power-constrained 

IMDD systems. High single-lane throughput up to 554 Gbit/s is also reported in an IMDD 
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experiment using PS [57]. These papers all used the constant composition distribution 

matcher (CCDM) to generate PS-PAM signals. However, CCDM achieves the maximum rate 

asymptotically as the block length goes to infinity [19]. Thus, over 100 symbol block 

length is usually required to avoid significant entropy loss, which is challenging to 

implement in the DSP due to the sequential nature of arithmetic coding (AC). In these 

demonstrations [51-53], SD-FEC codes are often used and concatenated with CCDM 

within the probabilistic amplitude shaping (PAS) scheme [58] such that iterative soft 

decoding is needed, which results in higher power consumption, a larger circuit footprint, 

and a higher delay compared to hard-decision (HD) FEC codes. Hence, CCDM-based PS-

PAM signaling with SD FEC codes is not necessarily viable for the intra-data center 

interconnect, where low-latency and low-power consumption are the priorities. 

In this section, we integrate the cost-minimizing distribution matching (CMDM) into 

the PAS scheme assuming HD-FEC codes to enable the generation of PS-PAM signals using 

a short symbol block length in a 2-km IMDD system in the O-band [59]. CMDM was 

developed in the 90s with a variation adopted in the V.34 modem standard to achieve 

shaping gain with trellis codes [60]. In recent years, CMDM was also considered for low-

latency wireless communications [61] and was demonstrated in an optical coherent 

system [62]. Herein, we assume a staircase code with a BER threshold of 5.54×10-3 to 

encode the PS-PAM symbols for error-free decoding [63]. We detail the principle of CMDM 

and presents two different ways of implementation either using look-up tables (LUT) or 

by means of index locating (IL). Next, we transmit single wavelength net 200 Gbit/s PS-

PAM signals over 2 km of single-mode fiber (SMF) using CMDM and CCDM. We found that 

CCDM achieves nearly the same performance yet requiring a much longer symbol block 

length of 70 as opposed to 7 by CMDM. Furthermore, we report in this letter, to our 

knowledge, a first demonstration of net 800 Gbit/s IMDD system over 2 km of SMF using 

a packaged coarse wavelength division multiplexing (CWDM) electro-absorption 

modulated laser (EML) TOSA.  
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3.2.2. Principle of CMDM 

CMDM maps fixed-length bit sequences to fixed-length symbol sequences, which allows 

tunable SE using a short symbol block length while not introducing significant entropy 

loss. Herein the entropy loss (EL) is defined as H(x)-IR, where H(x) and IR are the entropy 

and information rate of the shaped symbols, respectively. In order to avoid burst errors 

resulting from deshaping, we concatenate an HD-FEC encoder after CMDM within the PAS 

structure as depicted in Fig. 3.1 (a). We present two different approaches to implement 

CMDM. One is by using LUTs and the other is by means of IL. Since CMDM enables shaping 

using a short symbol block length as will be shown later, the LUT-based implementation 

does not require a large memory footprint of the digital processor. Below we first detail 

the LUT-based CMDM using a specific example where we generate PS-PAM 6 symbols.  

    

 

 
Fig. 3.1. (a) CMDM integrated within the PAS structure. (b) One-to-one mapping between the 

bits and symbols. (c) BRGC labeling for PAM-6 and PAM-8 symbols (sign bit marked in blue).  
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  Figure 3.1(b) depicts the one-to-one mapping from a set A comprised of bit sequences 

to a set B comprised of symbol sequences. Assume for the moment that we are mapping 

9-bit sequences to 7-symbol sequences, which generates positive PAM 3 symbols at an IR 

of 9/7=1.29 bits/symbol. These positive PAM 3 symbols are labeled by the binary 

reflected Gray code (BRGC) as illustrated in Fig. 3.1(c) and HD-encoded within the PAS 

structure to produce full PAM-6 symbols. Note that the cardinality of set A is chosen to be 

smaller than that of set B to ensure enough symbol codewords for the mapping. We also 

highlight that the IR, i.e. SE, is tunable by choosing different pairs of (k, n), where k bits 

are mapped to n symbols. 

We construct set A and set B by first enumerating all the permutations of binary 9-bit 

sequences and ternary 7-trit sequences, respectively. Note that the 7-trit sequences can 

be easily converted to positive PAM 3 symbols. We sort the sequences in set A and set B 

in ascending order with respect to the sequence weight marked in red as in Fig. 3.1(b). 

The weight for the sequences in set A is simply the value of the 9-bit binary number, 

whereas the weight for the sequences in set B is the weighted sum of all trits as marked 

in red. The trit weights are taken as one for simplicity of explanation but are optimized to 

approach the optimal distribution during implementation. The symbol sequences in set B 

with identical weight are sorted in ascending order based on the value of the 7-trit ternary 

number. Since there are more sequences in set B than in set A (37=2187＞29=512), we 

can ensure corresponding symbol sequences for any given bit sequences. Next, we discard 

1675 symbol sequences in set B possessing higher weights as boxed by the dashed 

rectangular so that we construct a 1-to-1 mapping between set A and B. Note that by 

discarding the higher weight symbol sequences, we reduce the probability of occurrence 

of higher energy-positive PAM-3 alphabets. This ordering-discarding operation produces 

symbols whose probability distribution approaches a Gaussian one, which maximizes the 

mutual information in AWGN channels.  

Apart from resorting to the LUT-based approach, we can also generate symbol 

sequences online without pre-storing the 1-to-1 mapping. The idea is to index the bit 
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sequences in set A and set B and then rely on the indexes to locate the corresponding 

symbol sequence or bit sequence. A natural way to index the bit sequences in set A is by 

converting the binary numbers to decimal numbers. To index elements in set B, we need 

first to know the total number of symbol sequences corresponding to a specific weight, 

which is expressed as 

                            ( ) ( )
1

, , 1
1
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i

n w n bi
N w n b
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+ − −  
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where w is the weight, n is the number of trits in a symbol sequence, and b is the base, i.e. 

3 in this case. Based on (3.1), we are aware of the numbers of symbol sequences for each 

weight and we can determine the corresponding weight w0 for any given index i linked to 

a bit sequence. Note that the symbol sequences are sorted in increasing order at a specific 

weight and we can use the method in [64] to generate the symbol sequence (x1, x2, …, xn) 

online. We detail the algorithm that generates PS-PAM-6 symbols as follows: 
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  set xk=1, and set 
1

0
1

,7 , 2
k

j
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i i N w x k
−
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= − − − 

 
∑ ; 

else set xk = 0. 

 

The demapping from symbol sequences to bit sequences at the receiver can be 

performed in a similar manner and is not discussed here in full detail. It is worth 

mentioning that the IL-based CMDM can extend to any other higher-order PS-PAM 

formats. Moreover, the combinatorial numbers N(w,n,b) can be pre-stored in the 

processor memory to speed up the signal processing.  

  Next, we implement CMDM at various intermediate IRs beyond those available from 

PAM-4 and PAM-8 by selecting different pairs of (k, n). We limit the symbol block length 

of CMDM to no more than 10 and we measure the entropy loss versus the maximum IR as 

depicted in Fig. 3.2. The maximum IR equals IR+1, assuming a zero-noise channel. We also 

include in the figure the entropy loss at different maximum IRs for a PS-PAM-8 signal 

generated by CCDM at a symbol block length of 10. As shown in the figure, CMDM allows 

a number of intermediate maximum IRs whose EL are kept below 0.15 bits/symbol, 

whereas CCDM not only induces a significantly higher EL because of a much shorter 

symbol block length than usually required [19] but also allows much fewer intermediate 

maximum IRs. The inset shows the histogram of PS-PAM 8 symbols at a maximum IR of 

2.625 bits/symbol.  

 
Fig. 3.2. Entropy loss versus the maximum IRs. Inset: histogram of PS-PAM 8 symbols at a 

maximum IR of 2.625 bits/symbol. 
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3.2.3. Results and discussion 

Figure 3.3 depicts the schematics of the experimental setup. After generating the PS 

symbols, a 3-memory length symbol-pattern dependent nonlinear LUT is used to pre-

distort the symbols to mitigate the system nonlinearity. Then the signal is resampled to 

the arbitrary waveform generator (AWG) sampling rate of 120 GSa/s for pulse shaping 

via a raised-cosine (RC) shaping filter. Next, a pre-emphasis filter is applied to the pulse-

shaped signal to flatten the response of the transmitter RF chain. The signal is then clipped 

to a peak-to-average power ratio (PAPR) of 10 dB and quantized before digital-to-analog 

conversion. The four-channel RF signals are amplified using 4 linear amplifiers with a 3-

dB bandwidth of 42 GHz and then drive a packaged four-lane InP EML TOSA that supports 

the QSFP-DD form factor. The optical spectrum of the 20-nm-spaced CWDM signal is 

captured at the TOSA output as shown in the inset of Fig. 3. After propagation over 2 km 

of single-mode fiber (SMF), the received CWDM signal is demultiplexed, separately 

detected by a 40 GHz photodiode with an integrated trans-impedance amplifier 

(PIN+TIA), and sampled by a 63 GHz 8-bit real-time oscilloscope (RTO) operating at 160 

GSa/s. The postprocessing at the receiver is presented in the Rx DSP block in detail  

 
Fig. 3.3. Schematics of the experimental setup, the Tx and Rx DSP block, and the optical signal 

spectrum at the output of the TOSA. 
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including resampling, timing recovery, low-pass filtering, linear feedforward equalization 

(FFE), symbol-to-bit demapping and BER counting. 

Within the PAS structure, the information bits per sign bit γ is calculated as l×c-(l-1), 

where l bits are used to label each PS-PAM symbol and c is the code rate equal to 0.933 

for the chosen staircase code; the information bits per positive PAM symbol β is calculated 

as k/n, where k bits are mapped to n symbols. Thus, the IR for full PS-PAM symbols is γ+β 

and the required symbol rate to reach a throughput of 200 Gbit/s per wavelength can be 

determined for any given IR. Fig. 3.4 shows the BER as a function of IR for the 1311 nm 

channel at a received optical power (ROP) of -3 dBm over 2 km of SMF. Note that the PS-

PAM 6 and PS-PAM-8 signals are both generated using CMDMs at a short symbol block 

length of 7 assuming the LUT-based implementation. The symbol rate at each IR is set to 

achieve a single-lane 200 Gbit/s throughput. As can be seen from the figure, the BER 

increases for PS-PAM-6 signals at lower IRs because higher symbol rates are required, 

thereby resulting in stronger ISI due to limited channel bandwidth; the BER of PS-PAM-8 

signals increases at higher IRs because of limited system SNR. Apparently, neither PAM-4 

nor PAM-8 enables error-free decoding with respect to the pre-FEC BER threshold. 

Amongst all the IRs, PS-PAM-8 at an IR of 2.375 bits/symbol achieves the lowest BER that 

is below the FEC threshold.  

 

Fig. 3.4. BER vs. IR over 2 km of SMF for the 1311 nm channel.  
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Next, we measure the sensitivity gain of the 2.375 bits/symbol PS-PAM-8 signal relative 

to PAM-4 and PAM-8 signals. The BER is plotted as a function of the ROP as shown in Fig. 

3.5. We also include in the figure the curve of a CCDM-generated PS-PAM-8 signal with 

approximately the same IR and same entropy loss using a symbol block length of 70. It 

can be observed in the figure that the two PS-PAM-8 curves are the ones that go below the 

HD-FEC threshold. We also verify that the distributions are similar with the relative 

entropy from the CMDM distribution with respect to the CCDM one as low as 0.0043 

bit/symbol. The CCDM generated PS-PAM-8 signal produces marginal sensitivity gain 

compared with the one based on CMDM, however, at the cost of a much longer symbol 

block length.  

 

Fig. 3.5. BER vs. ROP for the PS-PAM signals, PAM-4 and PAM-8. 

 

Then we operate the four-channel EML TOSA to transmit 2.375 bits/symbol PS-PAM-8 

signal. Fig. 3.6 shows the transmission results. Each of the four TOSA channels is signaling 

simultaneously a net 200 Gbit/s PS-PAM-8 signal. In the figure, the average BERs are 

below the HD-FEC threshold, thereby ensuring the error-free decoding of an 800 Gbit/s 

throughput CWDM signal assuming that the four channels are encoded in an interleaved 

way. Note that the average BER is slightly lower after propagation over 2 km relative to 
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at back-to-back (B2B). More specifically, the BERs of channels 1271 nm and 1291 nm 

decrease after propagation due to the interaction between a negative chromatic 

dispersion (CD) and a positive EML chirp.  

 

Fig. 3.6. The transmission results using the CWDM EML TOSA at B2B and over 2 km of SMF. 

 

3.3. Input distribution optimization for practical IMDD 

systems 

3.3.1. Introduction 

Recent demonstrations of PS in short-reach IMDD systems often adopt the Maxwell-

Boltzmann (MB) distribution, which is conventionally used in long-haul optical 

communications for achieving the highest entropy in AWGN channels. However, the 

AWGN approximation is not a close fit for actual IMDD systems, where the signal is also 

impacted by the device nonlinearity and non-AWGN noise sources including the laser 

flicker noise, clock jitter, and clock leakage harmonics. Thus, the MB distribution is 

suboptimal in practical IMDD systems, and it is desirable to optimize the input 

distribution based on the actual channel properties in a feasible way. Previous papers 

propose solutions that perform either exhaustive search [65] or numerical optimization 
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techniques [66, 67] for the optimization of the input distribution which requires prior 

knowledge of an analytical system model. However, a comprehensive and accurate 

system model is often difficult to build and requires precise measurement of numerous 

system parameters that are coupled with each other. 

  It is known that neural networks have a strong nonlinear approximation capability and 

can be used to build a data-driven model that predicts the performance metrics of the 

system for any given input distribution. In this section, we propose a novel approach to 

optimizing the input distribution of practical IMDD systems using a neural network (NN) 

and the genetic algorithm (GA) [68]. The NN is used to predict the generalized mutual 

information (GMI) corresponding to a given input distribution, whereas the GA is used to 

search the optimal input distributions at desired spectral efficiencies (SE) using the 

trained NN as the fitness function. We first show numerically the effectiveness of the 

NNGA-algorithm in finding near-optimal input distributions that outperform the MB 

distribution in an IMDD system with sinusoidal nonlinearity. Next, we experimentally 

validate the NNGA scheme in optimizing the input distribution of a practical O-band IMDD 

system over 2-km of single-mode fiber (SMF) with a silicon photonic (SiP) traveling wave 

Mach-Zehnder modulator (TWMZM). It is found that the NNGA-optimized distribution 

achieves 23.5 % higher throughput relative to the MB distribution assuming an 8/9 fixed-

rate low-density parity-check (LDPC) code with an NGMI threshold of 0.91 at 80 Gbaud, 

which corresponds to a net data rate of 197.3 Gb/s.  

 

3.3.2. Principle of the NNGA-assisted distribution optimization 

The AWGN channel model for short reach IMDD systems are often not valid due to (i) the 

device nonlinearity resulting from the phase shifter, the modulator, and the trans-

impedance amplifier (TIA); (ii) the colored noise spectrum after equalization in a 

bandlimited channel; (iii) non-AWGN sources such as the laser flicker noise and the clock 
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leakage harmonics. Fig. 3.7 depicts a schematic of the NNGA-assisted distribution 

optimization scheme for a non-AWGN channel. 

 
Fig. 3.7. Schematic of the distribution optimization using NNGA. 

 

  In this scheme, we use a neural network (NN) to approximate the nonlinear 

multivariable function that maps the input distribution D at the transmitter to the GMI at 

the receiver, which is chosen as the performance metric in the PAS scheme [58]. Note that 

symbols of different input distributions D1, D2… are sent at the transmitter to probe the 

channel so that the NN can effectively learn to predict the system performance for any 

given distributions. The trained NN is seen as a multivariable function noted as fNN and is 

fed to a GA module as a second stage which optimizes the input distribution at desired 

SEs, i.e. entropies. Note that this combined NNGA scheme is also applicable to the 

distribution optimization of long-reach channels with low dispersion. 

  Here we send PS-PAM-8 signals in both the numerical and experimental IMDD systems. 

As the distribution of PS-PAM-8 symbols is symmetric due to the PAS scheme, we reserve 

only the probability mass function (PMF) of the positive half PS-PAM-4 symbols to reduce 

the number of inputs to the NN, thereby reducing the complexity of the network. The PMF 

is formulated as D = [P1 P2 P3 P4] and each PMF is created by first generating a 1×4 vector 

of uniformly distributed random numbers within [0,1], whose sum is normalized to 1 for 

a valid PMF. Constant composition distribution matching (CCDM) is used to generate 

symbols following the desired PMFs [19].  
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  Fig. 3.8 shows a schematic of the optimized NN with two hidden layers that contain 16 

and 32 hidden units, respectively. The PMF is taken as the input of the NN, whereas the 

GMI is taken as the output of the NN. We use the rectified linear unit (ReLU) function as 

the activation function in the hidden layers and minimize the mean squared error (MSE) 

between the NN output and the GMI from the training set. We use a mini-batch size of 128 

and the Adam algorithm to optimize the NN weights and biases. The training set, 

validation set, and testing set contain 1000, 250, and 250 PMF-GMI examples, respectively. 

The NN is trained over 1000 epochs. We note that it is important to minimize the error on 

the examples of validation set so that the GA can effectively approach the optimal input 

distribution. Thus, the model parameters with the lowest validation error are chosen to 

predict the GMI.  

P1

P2

P3

P4

GMI

... ...

Input
Layer
4 units

Hidden
Layer

16 units

Hidden
Layer

32 units

Output
Layer
1 unit

 
Fig. 3.8. Schematic of the NN with two hidden layers. 

 

  Fig.3.9 plots a toy model of an IMDD system that we use to evaluate the effectiveness of 

the NNGA algorithm. The sinusoidal function introduces a certain level of nonlinearity 

controlled by k, which is a parameter within [0,1] that controls the swing of a normalized 

signal x. The maximum swing, i.e. from -π/2 to π/2 is obtained at k=1. A 20 dB AWGN 

source is cascaded after the nonlinear module to simulate the overall system noise.   

sin( kx )Tx AWGN Rx
 

Fig. 3.9. A simplified model for short-reach IMDD systems.  
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  Note that this simplified model is used to assess the effectiveness of the NNGA scheme 

in order to optimize the distribution of a short-reach IMDD system with nonlinearity. In 

actual systems, the material nonlinearity of the phase shifter, the saturation of the TIA 

also contribute to the overall system nonlinearity. After training, the NN is seen as a 

multivariable function fNN, and finding the PMF that maximizes the function output, i.e. 

GMI at a certain entropy is equivalent to an optimization problem formulated as follows 
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Fig. 3.10. (a) GMI and NGMI as a function of k for the MB and NNGA-optimized distributions. (b) 

PMF histograms of the MB distribution and NNGA-optimized distributions at different k. 
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Since this is a nonconvex nonlinear minimization problem, we use the genetic algorithm 

to search for approximated solutions by setting -fNN as the fitness function and performing 

mutation, crossover, and selection of the encoded input distributions. Fig. 3.10 (a) plots 

the GMI and NGMI as a function of k for both the MB and the NNGA-optimized 

distributions at entropy of 2.6.  

  The figure shows that the GMI of the MB distribution decreases sharply when k is 

greater than 0.6, whereas the GMI of the NNGA-optimized distribution decreases in a 

much slower rate. The NGMIs also show a similar trend for the MB and the NNGA-

optimized distributions. As rate-adaptive FECs are costly, a fixed-rate FEC combined with 

PS is more desirable in practical systems to enable the rate adaptation. It is observed from 

the figure that the NNGA-optimized distribution with a higher NGMI indicates a higher 

bound of the allowed code rate of practical FECs when k is greater than 0.6. Fig. 3.10 (b) 

shows the corresponding PMF histograms of the MB distribution and the NNGA-

optimized distribution at k of 0.3, 0.6, 0.9 at entropy of 2.6. It is observed that as k 

increases, i.e. with stronger nonlinear effect, the NNGA scheme determines that the 

probability of the outermost symbol level needs to be reduced to mitigate the impact of 

the MZM nonlinearity. 

3.3.3. Experimental setup and results 

We experimentally evaluate the performance of the NNGA-optimized shaping in an IMDD 

system in the O-band. Fig. 3.11 depicts the experimental setup. The carrier at 1302 nm is 

coupled into a SiP-TWMZM with a 3-dB E-O bandwidth of 45 GHz. The TWMZM modulates 

the carrier with an amplified RF signal generated by a 120 GSa/s arbitrary waveform 

generator (AWG). After propagation over 2 km of SMF, the signal is detected by a 

photodiode (PD)+TIA with a 3-dB bandwidth of 45 GHz and sampled by a 62 GHz real-

time oscilloscope (RTO) for the post-processing. The transmitter and receiver DSP are 

also shown below the setup in the figure. 
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Fig. 3.11. Experimental setup and DSP blocks. 

 

The NN is trained following the procedure as described earlier. We transmit 80 Gbaud PS-

PAM 8 signals to assess the performance of the NNGA-optimized shaping in this setup. Fig. 

3.12 shows the PMF histograms and eye diagrams of the MB distribution and NNGA-

optimized distribution, respectively, at entropy of 2.6. For the MB distribution, it is seen 

that the eye-openings close to the outermost levels are almost indiscernible due to the 

system nonlinearity. By contrast, the NNGA distribution has much more distinguishable 

eye openings and thus a 1.2-bits/symbol higher GMI. 

 
Fig. 3.12. PMF histograms and eye diagrams of (a) the MB distribution, and (b) the NNGA 

distribution at entropy of 2.6. 



 
 
 
 

46 

Fig. 3.13 plots the GMI and NGMI versus a varied entropy for both the MB distribution and 

NNGA-optimized distribution. The figure shows that the NNGA-optimized distribution 

leads to a higher GMI than the MB distribution at the same NGMI, i.e. the code rate of an 

ideal FEC.  Assuming a practical 8/9 LDPC code with an NGMI threshold of 0.91 [69], the 

NNGA-optimized distribution allows a 0.47 bit/symbol higher information rate. This 

translates to 23.5 % higher throughput at 80 Gbaud and corresponds to a net data rate of 

197.3 Gb/s. 

 

Fig. 3.13. GMI and NGMI as a function of the entropy. 

 

3.4. Conclusions 
We verified both numerically and experimentally that probabilistic shaping is an effective 

scheme to achieve 200 Gb/s throughput per lane. We propose two techniques to address 

the practical challenges that the potential implementation of PS faces in IMDD systems, 

i.e. (a) realize the shaping and deshaping using a short block length distribution matcher, 

(b) identify the optimal input distribution in practical IMDD systems. We conclude this 

chapter with a few remarks on the potential impact of these two techniques: 

• The integration of CMDM into PAS enables the generation of PS-PAM signals with 

a short block length and allows almost continuous tuning of the IRs beyond those 

available from standard PAM formats. Moreover, we show the distribution is 

tunable by changing the weight assigned to the symbols, which can provide 
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additional coding gain when compared to the MB distribution for non-AWGN 

IMDD systems. We also present the two different ways to implement CMDM, i.e. 

the LUT-based method and the IL-based method. At a relatively shorter block 

length, the LUT-based method is more suitable as a small memory is required, 

whereas at a longer block length, it is preferable to generate the shaped symbols 

online using the IL-based method to avoid the need for a large memory footprint. 

By using the CMDM-based PS, we report, to our knowledge, a first net 800 Gbit/s 

IMDD system over 2 km using a CWDM TOSA in the O-band.  

• We also show the effectiveness of the NNGA based method in approaching the 

optimal input distribution for practical IMDD systems at a given spectral efficiency. 

The NN has only two hidden layers, which is well-suited for deployments in 

practical IMDD modules requiring a low power consumption. We show that in an 

O-band IMDD setup, the NNGA-optimized distribution achieves 23.5% higher 

throughput compared with the MB distribution over 2 km assuming an 8/9 LDPC 

code. We note that the proposed NNGA scheme can also be extended for other 

transmission systems including the long-haul DCO systems with the NN and GA 

modified accordingly to improve the modeling accuracy and the searching 

efficiency. 
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4 Self-coherent single-sideband 

direct detection systems 
4.1. Overview 

As discussed in Chapter 1, DSP is available to enhance the performance of optical 

communication systems as the processing speed of CMOS integrated circuits catches up 

with the data rate of optical interfaces [70]. For phase-diverse detection schemes such as 

the homodyne coherent detection, the signal field can be fully reconstructed at the 

receiver and mapped to the electrical baseband such that we can digitally compensate 

for various link impairments including CD and PMD. Due to this, coherent detection 

systems possess a greater throughput-distance product compared to IMDD systems and 

are substituting IMDD systems for the data center interconnect from 40 km to 120 km as 

the capacity demand grows at an exponential speed. Nevertheless, DCO systems are still 

expensive for optical links below 40 km, where the dense deployment of optical modules 

on rack switches is required and a tight limit on power dissipation is imposed. 

Though IMDD systems are dominant for short-reach connections below 10 km in the 

data center network, their throughput is constrained by (a) one-dimension modulation, 

i.e. intensity modulation and (b) retrieval of only the field amplitude with all the phase 

information lost. As a result, the electrical spectrum of the received signal shows multiple 

notches due to the power fading effect as detailed in Chapter 2, which limits the attainable 

reach of IMDD systems since the throughput is significantly degraded at a longer 

transmission distance beyond 10 km. 

 We show in chapter 3 that at a distance less than 10 km where the link impairment is 

marginal, probabilistic shaping is an effective technique to improve the system 

throughput by achieving an optimal trade-off between the system bandwidth and the 

system SNR. At a reach from 10 km to 40 km, we can greatly improve the throughput of 

IMDD systems by replacing the intensity-modulated signal with a field modulated signal 
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having a co-propagating CW tone. More specifically, the CW-tone is located outside of the 

signal spectrum with a minimal guard band configured to maintain high signal SE. This 

type of signal is referred to as a self-coherent (SC) single-sideband (SSB) signal. The SC-

SSB-DD system has a distinct advantage compared to the IMDD system: using the same 

single-ended DD receiver, the incident optical signal beats with the CW tone, giving rise 

to a linear term from which the signal field can be reconstructed. A DD system with such 

a signaling scheme can digitally compensate for the channel impairments similar to DCO 

systems at the receiver. Thus, the SC-SSB DD system as an advanced DD system can 

achieve higher throughput at a longer transmission reach.  

Numerous papers can be found in the literature proposing a variety of approaches to 

remove the SSBI as detailed in Chapter 2, which is a nonlinear interference that could be 

present within the signal spectrum and degrade the system performance. Apart from this, 

another major problem is to generate wideband SC-SSB signals with an image band that 

is effectively suppressed without significantly increasing the cost and power consumption 

of the system [71, 72]. For this, it is desirable to use only one DAC channel, since more 

DAC channels in the transmitter subsystem increase the hardware complexity and power 

consumption, e.g. additional driver amplifiers and power sources, which makes it more 

challenging to realize a compact low-power optical module. In this chapter, we describe 

two different approaches to address this issue with experimental results showing up to 

800 Gb/s system throughputs. In addition, we present a polarization multiplexing scheme 

for SC-SSB-DD systems to further improve the throughput per wavelength. We show 

experimentally that a low complexity DD receiver can detect beyond 300G net data rate 

dual-pol SC-SSB signals. 
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4.2. SC-SSB signal transmitter based on a quadrature 

hybrid  

4.2.1. Introduction 

A conventional way to generate SC-SSB signals requires two DAC channels that provide 

the in-phase and quadrature signals, respectively. The CW tone can be generated by either 

shifting the bias of the modulator from the null point or split the optical carrier into 

another branch, which recombines with the modulated carrier part at the output of the 

transmitter. An alternative approach that attracts extensive interest in recent years uses 

a band-rejection filter to rejects a sideband of a real-valued double-sideband (DSB) signal, 

thus enabling the generation of SC-SSB signal using one DAC channel. This generation 

scheme creates a vestigial sideband signal (VSB) [73] due to the limited band rejection 

ratio of band-rejection filters. A typical VSB system is depicted in Fig. 4.1. 

 

Fig. 4.1. Schematic of a VSB system and the optical signal spectrum. 

  

In the figure, a single DAC channel drives a series push-pull Mach-Zehnder modulator 

(SPPMZM) biased at the intensity quadrature to modulate a real-valued DSB signal onto 

the optical carrier. The DSB signal is transformed into a VSB signal by optical filtering and 
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can be reconstructed after detection by different means including the Kramers-Kronig 

(KK) algorithm [45, 46, 74, 75]. However, this scheme has three problems: 

(a) This scheme requires an optical filter with a steep rejection slope, which is both 

demanding and costly to realize in current optical filter technologies. A slow rejection 

slope results in a strong residual signal sideband which results in power fading that 

degrades the system performance.  

(b) The high insertion loss of the optical filter (normally around 5 dB) entails the use of 

EDFAs to ensure enough received optical power, which increases the power 

consumption of the system.  

(c) A third problem is the laser wavelength drift due to temperature change or laser aging. 

Thus, without precise wavelength management, the wavelength misalignment 

between the laser and filter can lead to either over suppression of the LO tone or 

ineffective rejection of the signal image band. However, the need for wavelength 

control requires thermoelectric cooling systems which can significantly increase the 

power consumption of the system. Otherwise, uncooled lasers can be used in CWDM 

systems with a wide spacing between ajacent wavelengths. 

It is known that dual-drive MZMs (DDMZM) biased at the intensity quadrature can 

generate SSB signals when driven by a pair of Hilbert transform signals [76, 77]. Alongside 

the generated SSB signal, this transmitter scheme also produces a CW tone because of the 

bias at the quadrature point. Instead of using two separate DAC channels to provide the 

in-phase and quadrature signals, we can use a wideband quadrature hybrid (WQH) to 

convert a single RF signal from one DAC channel into a pair of Hilbert transform signals. 

As a passive device, WQH does not incur additional power consumption and thus is well-

suited for the data center application with a stringent power consumption constraint. 

Moreover, this transmitter configuration allows for SC-SSB signals with adequate signal 

power which is favorable for amplifier-free transmission over 40-km in the C-band. The 

challenge with this signal generation scheme, however, is to mitigate the modulator 
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nonlinearity and maximize the system capacity under a colored noise spectrum and a 

bandwidth limit of this WQH. 

In the first section of this chapter, we describe a C-band SC-SSB DD system having 

beyond 100 Gb/s throughput over 40-km and 60-km of reach enabled by a wideband SC-

SSB transmitter consisting of a quadrature hybrid and a DDMZM [78]. We analyze the 

performance impact of the modulator nonlinearity and discuss different mitigating 

approaches including a symbol-pattern-dependent nonlinear lookup table that pre-

distorts the transmitted symbols. The SC-SSB signal is detected by a single-ended PD and 

recovered by the KK algorithm for the post-CD compensation in the receiver DSP. The SC-

SSB DD system based on this SSB generation scheme removes the need for an optical 

amplifier due to a strong CW-tone, requiring only a single DAC channel, an MZM, a PD+TIA, 

and a single ADC. We discuss the results of a parametric study where the impact of critical 

system parameters are evaluated including the regenerated DC component of the 

photocurrent, the driving voltage, and the launch power. Next, we characterize the power 

sensitivity improvement by performing nonlinearity pre-compensation and SSBI 

mitigation. We experimentally demonstrate the transmission of single-wavelength 

155.14 Gb/s and 104.67 Gb/s SSB-PAM-4 signals over 40-km and 60-km of SSMF below 

the HD-FEC threshold of 3.8×10-3, respectively. Due to the colored channel SNR within a 

bandwidth of 40 GHz limited by the WQH, we approach the capacity limit of our set-up by 

transmitting probabilistically shaped multi-subcarrier (MSC) signals. 175 Gb/s 

throughput is achieved over 40-km of SSMF assuming a practical SD-FEC having an NGMI 

threshold of 0.88. We also note that the proposed scheme is cost- and power-efficient in 

the C-band at 100 Gb/s throughput using DD and could be an attractive candidate for the 

data center interconnect below 40 km of reach. 
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4.2.2. Source of performance degradation 

We analyze the main sources of degradation for the SC-SSB DD system using the proposed 

SC-SSB transmitter and discuss suitable approaches to mitigating these performance 

degradations. Fig. 4.2 is a schematic of the SSB transmitter. A real-valued signal is 

generated by a DAC channel, linearly amplified, and then sent to the input of a WQH, which 

is denoted as 2s  in the figure. The WQH splits the signal into two portions with equal 

power and creates a relative wideband phase shift of 90o between the two signal portions 

within an electrical bandwidth of fs. For analysis simplicity, we ignore the absolute phase 

delay caused by the WQH and denote the generated pair of Hilbert transform signals as 

ˆ,s s . The signals ˆ,s s  drive the DDMZM biased at intensity quadrature to imprint an SSB 

signal onto the optical carrier. The field of the incident optical carrier is expressed as 

j t
cE e ω , where cE  is the carrier amplitude, ω  is the angular frequency.  

 
Fig. 4.2. Schematic of the SSB transmitter. 

 

The output electric field from the modulator is expressed as: 

                       
ˆ1 ,

2

j s j s
V Vjwt

out cE E e e jeπ π

π π 
= +  

 
                   (4.1) 
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where Vπ  is the half-wave voltage of the modulator. Based on the Taylor series of xe , 

(4.1) can be expanded as 
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Assume that the system bandwidth is mainly limited by the transmitter which is usually 

the case due to the current DAC technologies and we apply a pre-emphasis filter to flatten 

the transmitter response in order to alleviate the impact of ISI. By setting the term 

/ 2j t
cE e ω  as one for simplicity, we can express the signal after propagation as 

            ( ) ( )
2

2 2
2ˆ ˆ1

2CD CDj j s js h s js h
V Vπ π

π π
+ + + ⊗ − + ⊗ +，          (4.3) 

where hCD is the transfer function of CD.  

Note that the high order nonlinear terms are complex-valued DSB signals, thus giving 

rise to a faded power spectrum upon direct detection. Though it is possible to digitally 

alleviate the impact of these nonlinear terms at the receiver, we cannot fully linearize the 

signal since the field of these DSB nonlinear terms cannot be fully reconstructed at the 

receiver. In short-reach data center communications which faces a tight power constraint, 

it is desirable to implement a simple nonlinear LUT to pre-distort the transmitted symbols 

as opposed to resorting to high complexity Volterra equalizers. Moreover, we can 

complement this with appropriate attenuation of the RF signal power, e.g. using variable 

RF attenuators or adjusting the gain of the driver amplifier, such that the high-order 

nonlinear terms become negligible compared to the first-order linear term. We stress that 

the attenuation should be adjusted carefully. Otherwise, the modulation depth will be too 

small such that the system performance will be severely degraded by the receiver noise 

from the PD and the ADC.  
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After square-law detection, the linearly approximated signal is expressed as  
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Eq. (4.4) can be rewritten and regarded as the square-law expansion of a signal 

expressed below  

                ( )
2

CDˆ2+exp ,
4

j s js h
Vπ

π π  + ⊗ 
 

                   (4.5) 

which contains a real-valued DC term 2  and an SSB signal with a constant phase shift 

of ( )exp / 4jπ , which is removed during the linear equalization. Since a PD+TIA is used 

in our setup to achieve the best sensitivity possible without optical amplifiers, the DC 

component of the photocurrent is blocked and therefore not sampled by the ADC. Thus, 

the DC component needs to be regenerated in the postprocessing DSP if the KK algorithm 

is used to reconstruct the field of the signal. Alternatively, the SSBI can be ignored if the 

signal-carrier beating term is significantly stronger such that a simple Hilbert-transform 

operation suffice to reconstruct the field of the signal. 

In short-reach DD systems, the SNR is often colored with a lower SNR at higher 

frequencies due to sources including the equalization-enhanced noise, and the frequency-

dependent effective number of bits (ENOB) of the DAC and ADC because of timing jitter. 

In our system, the response of the WQH also affects the SNR at higher frequencies. Note 

that as the frequency increases, the relative phase shift of the WQH tends to deviate from 

90o and the amplitudes of the two outputs become more imbalanced. This incurs stronger 

image signal components at higher frequencies that destruct the ideal SSB form of the 

signal and reduce the signal SNR at higher frequencies. Thus, to approach the capacity 

limit of the system, we can use muti-subcarrier (MSC) signaling and load each subcarrier 
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with appropriately optimized entropy based on probabilistic shaping (PS) to best exploit 

the channel margin [79].  

 

4.2.3. Experimental setup and DSP deck 

Fig. 4.3 shows the experimental setup and the DSP deck. As seen in the figure, a PRBS 

sequence is first generated and Gray-mapped to PAM-4 symbols. Then a symbol pattern-

dependent nonlinear look-up-table (NLLUT) is used to pre-distort the symbols to mitigate 

the impact of the nonlinearity from sources including the modulator, driver amplifier, and 

TIA. The symbols are then resampled to the DAC sampling rate of 120 GSa/s for pulse 

shaping by use of a raised-cosine (RC) pulse shaping filter with a roll-off factor of 0.01. 

Then a pre-emphasis filter is applied to the signal to flatten the RF channel including the 

DAC and the linear amplifier. We clip the signal to a peak-to-average power ratio (PAPR) 

around 10 dB that is tuned accordingly at different symbol rates. Finally, the signal is sent 

to the memory of an 8-bit DAC for the RF signal generation.  

 
Fig. 4.3. Experimental setup and the DSP decks of the transmitter and receiver. 
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The signal is amplified by a linear amplifier with a 3-dB bandwidth of 60 GHz and fed 

to a WQH that generates a pair of Hilbert transform signals. The WQH has a functioning 

frequency range from 2 to 40 GHz. The amplitudes of the outputs are more imbalanced 

and the relative phase shift between the outputs deviates from 90o near the edge of this 

frequency range. RF attenuators are cascaded after the WQH outputs to reduce the swing 

of the RF signal in order to mitigate the modulator nonlinearity. Since variable RF 

attenuators are not available, we use discrete attenuation values, i.e. 3-dB, 6-dB, and 9-dB, 

and measure the system performance. 6-dB attenuators are found to be the optimal trade-

off between the modulator nonlinearity mitigation and the modulation depth. The 

attenuated pair of signals drive the DDMZM with a 3-dB bandwidth of 37 GHz to modulate 

a carrier produced from an external cavity laser which operates at 1550.22 nm.  

 

 
Fig. 4.4. Optical spectrum of the signal measured at the output of the DDMZM. 

 

Fig. 4.4 is the measured optical spectrum of an 80 Gbaud PAM-4 signal at a roll-off factor 

of 0.01 out of the DDMZM by use of an optical spectrum analyzer (OSA) with a resolution 

of 0.05 nm. As indicated in the figure, there is a 20-dB rejection ratio at a frequency gap of 

35 GHz from the optical carrier, indicating a negligible image sideband signal. Note that in 

the figure the rejection ratio is lower for frequency components closer to the carrier which 

is attributable to the limited resolution of the OSA.  
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After propagation over fiber lengths of 0, 40, and 60-km, the optical signal is directly 

detected by a PD+TIA with a 3-dB bandwidth of 40 GHz and sampled by an 8-bit 160 GSa/s 

ADC with a brick-wall low-pass filter response of 62 GHz. In the Rx postprocessing DSP, 

the DC term blocked by the TIA is regenerated such that the signal can be linearized using 

the KK algorithm after digitally resampled to 3 samples per symbol. Then the signal 

samples are resampled to 2 samples per symbol for the subsequent CD compensation and 

linear equalization using a feedforward (FFE) equalizer. Finally, the symbols are decoded 

and the BER is computed. 

4.2.4. Results and discussion 

In this subsection, we present the experimental results by first discussing the 

performance impact of the critical system parameters. Fig. 4.5 plots the BER as a function 

of the regenerated DC voltage for an 80 Gbaud and a 56 Gbaud SSB PAM-4 signals 

transmitted over 40-km at a received optical power of -3 dBm. The figure shows a similar  

 
Fig. 4.5. BER versus the change of the regenerated DC term for an 80 Gbaud SSB PAM-4 signal 

transmitted over 40-km SMF. 

 

trend at both symbol rates. As the added DC voltage increases, the BER decreases till 

reaching a minimum point before turning to a gentle increase with a mild BER variation 
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within 1×10-3 for the DC voltage less than 25 mV. We regard the DC voltages that minimize 

the BER as a proper estimate of the filtered DC component by the AC-coupled PD and 

further estimate the carrier-to-signal power ratio (CSPR) based on two different ways 

described in [80, 81]. The two methods provide very similar CSPR estimates of 18.5 and 

21 dB for the 56 Gbaud and 80 Gbaud signal, respectively. Hence, the SSBI is marginal 

compared to the carrier-signal beating term at both symbol rates, which explains this mild 

increase of BER after the DC voltage surpasses the value that minimizes the BER.  

Next, we change the number of active DAC quantization levels to study how the power 

of the driving signal impacts the performance of the system with the 6 dB attenuators at 

the transmitter. To keep the impact of the varied quantization noise low, the number of 

quantization levels is merely changed from 8 bits to 7.5 bit corresponding to 256 and 180, 

respectively. Fig. 4.6 plots BER as a function of the measured root-mean square of the 

driving voltage VRMS for an 80 Gbaud SSB PAM-4 signal transmitted over 40-km. It is seen 

in figure that a 2.5×10-2 BER decrease is observed even the number of active quantization 

level is reduced by merely 0.2 bits. This indicates that at this level of driving voltage, the 

mitigation of the modulator nonlinearity is less important compared to increasing the 

voltage swing at the receiver. Thus, it is more suitable to use the full quantization levels 

to achieve a higher modulation depth so that a stronger carrier-signal beating term can 

be obtained at the receiver. This increases the signal SNR considering the presence of Rx 

noise sources including the thermal noise of the PD+TIA, and the distortion and 

quantization noise of the ADC.  

We also measure the BER change with the launch power by means of a variable optical 

attenuator (VOA) with the results shown in Fig. 4.7 for an 80 Gbaud SSB PAM-4 signal 

transmitted over 40-km. In the figure, the BER decreases with increasing launch power. 

The explanation is that the fiber nonlinearity is marginal for a 40-km of reach and a higher 

launch power leads to a higher received optical power (ROP) when no EDFAs are used. 

Note that the BER does not show a kink point in the figure since the ROP is not high enough 

to induce severe saturation of the TIA. 



 
 
 
 

60 

 
Fig. 4.6. BER as a function of VRMS for an 80 Gbaud PAM-4 signal transmitted over 40-km SMF. 

 

 
Fig. 4.7. BER versus launch power for an 80 Gbaud SSB PAM-4 signal transmitted over 40-km 

SMF. 

 

Next, we experimentally study the sensitivity impact of the system nonlinearity and 

demonstrate transmission of beyond 100 Gbit/s throughput SSB PAM-4 signals over 40- 

and 60-km of SMF. Fig. 4.8 plots the BER as a function of the ROP for a 56 GBaud and an 

83 GBaud SSB PAM-4 signal over 40-km SMF at an ROP of -3.12 dBm, respectively. Note 

that the symbol rate of 56 Gbaud is chosen to attain a throughput of 100 Gb/s considering 

the 7% HD-FEC and the 5% Optical Transport Network (OTN) overhead; whereas 83 
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Gbaud symbol rate is found to reach the maximum throughput below the HD-FEC 

threshold of 3.8×10-3. As the CSPRs are high at both symbol rates, the launch power is 

mainly determined by the tone and was measured to be 6.37 dBm for both symbol rates 

with a small variation beyond the resolution of the power meter. The span loss was 9.39 

dB over 40-km reach. We first characterize the sensitivity improvement due to the SSBI 

mitigation by means of the KK algorithm as shown in the figure. It is seen that there exists 

a 2.6 dB sensitivity gain at the HD-FEC threshold of 3.8×10-3 for a 56 Gbaud PAM-4 signal, 

whereas a marginal sensitivity gain is seen at 83 Gbaud by KK. The explanation is that as 

the symbol rate increases, the modulation efficiency decreases because of a reduced 

driving voltage swing applied to the modulator and an increased RF Vπ, which leads to 

decreased SSBI. Therefore, the removal of the SSBI by the KK algorithm at 83 Gbaud does 

not provide a significant sensitivity gain compared to the case with a 56 Gbaud SSB PAM-

4 signal. Note that at 83 Gbaud, the signal also suffers more from the uncompensated low-

pass response of the PD+TIA that results in less effective mitigation of the SSBI based on 

the KK algorithm [82]. Moreover, there is stronger in-band thermal noise at 83 Gbaud due 

to a higher signal bandwidth which could dwarf the impact of the SSBI. 

 
Fig. 4.8. BER versus ROP for a 56 and 83 Gbaud SSB PAM-4 signal transmitted over 40-km SMF, 

respectively. 
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Next, we test how the nonlinearity compensation improves the sensitivity by means of 

NLLUT with a 3-symbol memory length. Fig. 4.9 shows the NLLUTs for the 56 Gbaud and 

83 Gbaud SSB PAM-4 signals at an ROP of -3.12 dBm, respectively. The NLLUTs are 

obtained by averaging the symbol error for each of the consecutive ternary symbol 

combinations at the receiver and are applied at the transmitter to pre-distort the symbols. 

As in the figure, the peak-to-peak symbol error of the 56 Gbaud signals is much higher 

than the 83 Gbaud signals, indicating a stronger nonlinearity. At a higher symbol rate, the 

modulator driving voltage is lower, the RF Vπ is higher, therefore the system is less 

impacted from the modulator nonlinearity, and the TIA is less saturated due to a lower RF 

swing, all leading to reduced nonlinearity. This is in agreement with our observation of 

the curves with and without NLLUT in Fig. 4.8, where a 0.5 dB sensitivity improvement is 

seen for the 56 Gbaud signal, whereas the sensitivity improvement for the 83 Gbaud 

signals is almost negligible, indicating a weak nonlinearity in this case. 

 
Fig. 4.9. The NLLUT for 56 and 83 Gbaud SSB PAM-4 signals transmitted over 40-km SMF. 

 

We also study the attainable reach of our set-up using the proposed scheme by 

extending the transmission reach to 60-km of SMF. It is found that a 56 Gbaud SSB PAM-

4 signal can be successfully transmitted with a BER below the HD-FEC threshold. The 

launch power and span loss are measured to be 6.37 dBm and 13.64 dB respectively. The 

BER versus ROP curve is shown in Fig. 4.10. It is observed that the SSB PAM-4 signal with 
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NLLUT has a slightly improved sensitivity and goes below the HD-FEC threshold of 3.8×

10-3 at an ROP of -7.27 dBm. 

 

Fig. 4.10. BER versus ROP for a 56 Gbaud SSB PAM-4 signal transmitted over 60-km SMF. 

 

In order to explore the attainable capacity of this setup, we assume the use of an SD-

FEC encoder with a higher coding gain at the expense of an FEC overhead of 

approximately 20%. However, due to the limited bandwidth of the WQH, only a slightly 

higher symbol rate of 88 Gbaud results in a BER above the SD-FEC threshold of 2×10-2 

for an SSB PAM-4 signal over a reach of 40-km. This is due to the strong image frequency 

components outside of the 40 GHz bandwidth of the WQH. In addition, it is found that the 

system SNR can only support up to a 60 Gbaud PAM-8 signal with a BER below the SD-

FEC threshold with even lower throughput. Thus, within the bandwidth limit of 40 GHz, it 

is desirable to use intermediate spectral efficiencies to best exploit the link margin. 

PS is a technique that allows flexible tuning of the spectral efficiency and outperforms 

uniformly distributed signals such that lower SNR is required to reach the same 

throughput in IMDD systems [55]. This technique is well-suited for the WQH-based setup, 

whose relative phase shift is maintained within a certain bandwidth. We transmit PS-

shaped SSB signals and discuss the experimental results in the sequel. 
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In the experiment, PS is performed within the probabilistic amplitude shaping (PAS) 

architecture and a constant composition distribution matcher (CCDM) is used to map the 

bit to symbols following the Maxwell-Boltzmann distribution [19, 58]. We transmit a 

single carrier 40 Gbaud PS-256-QAM SSB signal over 40-km of SMF and plot the NGMI as 

a function of beta as shown in Fig. 4.11, where beta is the average number of bits used to 

generate a positive 8-level symbol. The signal spreads from 0 GHz to 40.4 GHz and the 

launch power and span loss are characterized to be 6.37 dBm and 9.37 dB, respectively. 

Note that no nonlinear compensation is performed in this section since the nonlinearity 

is negligible as we try to squeeze out extra throughput from the system by transmitting a 

wide bandwidth signal. We use a sufficiently long block length with a negligible rate loss 

and a practical FEC to assess the system performance which is formed by an SC-LDPC as 

the inner code and a BCH (8191,8126,5) as the outer code with altogether a combined 

code rate of 0.8402 (19.02% overhead) and an NGMI threshold of 0.88 [27]. 

 
Fig. 4.11. The NGMI and throughout as a function of beta for a single carrier SSB PS-256-QAM 

signal transmitted over 40-km SMF. 

 

The average number of information bits used to generate a sign bit of a real-valued 

symbol is expressed as: 

   ( ) ( )21 1 1 log 16 0.8402 1 0.3608gamma m c= + − = + − =         (4.6) 
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where c is the code rate, m is the number of bits to label the PAM-16 symbols using the 

Binary Reflected Gray Code (BRGC). The throughput is calculated as: 

                 ( )2Throughput Beta gamma baud= × + ×                  (4.7) 

As can be observed in Fig. 4.11, the NGMI of 0.882 above the NGMI threshold is obtained 

at a beta value of 1.765. This corresponds to a throughput of 170.11 Gb/s with the 

distribution of the real-valued symbols after distribution matching and the received 

constellation shown in Fig. 4.12. Due to a very small probability at the outermost symbol 

levels and a limited symbol block length, these levels are not activated as shown in Fig. 

4.12, thereby partially relieving the burden on the DAC ENOB. Note that additional 

truncation of the symbol levels could also help improve the system performance yet at the 

cost of extra DSP complexity. Note that WQH’s outputs are also more imbalanced below 2 

GHz out of the frequency range and we also tested whether setting a 2 GHz guard band 

would help improve the system throughput. However, we found that the 2 GHz guard 

band leads to a lesser throughput of 167 Gbit/s. The explanation is that the guard band 

causes the signal to be more impacted not only by the WQH imbalance at higher frequency 

but also the low-pass filtering of the system which results in higher ISI. Thus, it is desirable 

to set a very small or even zero guard band. 

 

Fig. 4.12. The histogram of the symbols after distribution matching at a beta of 1.765. The inset 

shows a colored map to indicate the point density distribution. The point density decreases from 

red to blue. 
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However, even within the bandwidth of the WQH, the relative phase shift is found to 

deviate from 90o and the WQH outputs are more imbalanced approaching 40 GHz, thus 

giving rise to frequency-dependent SNR. It is known that the throughput of a colored-SNR 

channel can be improved by loading appropriate entropy onto each subcarrier depending 

on its SNR. We transmit a 4-subcarrier SSB PS-256 QAM signal with constant water filling 

over a 40-km SMF with the baseband spectrum schematically plotted in Fig. 4.13 versus 

a single carrier signal. Each subcarrier operates at 10 Gbaud without a frequency gap in 

between or from the zero frequency. Note that a greater number of subcarriers and even 

digital multitone modulation are applicable yet at the cost of increased peak-to-average 

power ratio and higher implementation complexity.  

 
Fig. 4.13. Schematics of the single-carrier signal spectrum versus the 4-subcarrier signal 

spectrum. 

 

 The entropy of each subcarrier is tuned to be greater than the NGMI threshold 

assuming separate decoding. Table 4.1 shows the NGMI, beta, and throughput of each 

subcarrier with an aggregate throughput of 176.1 Gb/s, which is 5 Gb/s higher than the 

single carrier case. The launch power and span loss are measured to be 6.37 dBm and 9.39 

dB, respectively. Fig. 4.14 (a)-(d) shows the constellations of subcarrier 1 to subcarrier 4 

(SC1 to SC4), respectively. As indicated in the table, the beta of SC4 is lower than the other 

subcarriers since the relative phase shift deviation from 90o is larger for the frequency 

components contained in SC4.  
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TABLE 4.1. The NGMI, beta, and net rate of each subcarrier. 

 SC1 SC2 SC3 SC4 

NGMI 0.881 0.880 0.881 0.881 

beta 1.953 1.998 1.915 1.594 

Throughput 45.562 46.432 44.811 38.494 

 

 

Fig. 4.14. (a)-(d) The constellations are shown in a colored map to indicate the point density 

distribution for subcarrier 1 to subcarrier 4, respectively. The point density decreases from red 

to blue. 
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4.3. SC-SSB signal transmitter based on a pair of time-

misaligned differential signals and an offset WDM 

grid  

4.3.1. Introduction 

We present in section 4.2 an SC-SSB transmitter that generates wideband SC-SSB signals 

by converting an RF signal from a single DAC channel to a pair of Hilbert transform signals 

using a wideband quadrature hybrid. However, further scaling of the system throughput 

per carrier in this scheme is constrained by the limited bandwidth of the quadrature 

hybrid [78]. [83] shows that by using a strong Volterra equalizer, an image band 

suppressed by a notch in the spectrum allows the transmission of a 38 Gbaud PAM-4 

signal over 80 km of SMF. However, at a higher symbol rate, the power fading becomes 

more severe due to an image band with a higher bandwidth, which could prevent this 

system from operating at a higher baud as required to attain a single-wavelength 

throughput of 200 Gb/s for the data center communications. Moreover, it is desirable to 

devise novel SC-SSB generation schemes that are readily compatible with a WDM system 

having a throughput of 800 Gb/s or 1.6 Tb/s over 40 km of reach as required in the future.  

In this section, we describe an SSB generation scheme that is suitable for the generation 

of ultra-wideband SC-SSB signals within a WDM architecture [84]. This scheme utilizes a 

pair of time-misaligned differential signals from a single DAC to create a notch that 

suppresses the low-frequency image band components, and complementarily the 

passband filter edge of a WDM multiplexer (Mux) to suppress the high-frequency image 

band components. This joint approach lifts the bandwidth limit faced by RF SSB 

generation techniques while not increasing the hardware complexity of the system. With 

this WDM-SSB transmitter, we achieve net 823 Gbit/s probabilistically shaped (PS) PAM-

8 signals over 40 km of SSMF in the C-band assuming a 20% overhead (OH) practical SD-

FEC with an NGMI threshold of 0.88.  
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4.3.2. Delay assisted WDM-SSB transmitter with an offset WDM grid 

Figure 4.15 depicts a schematic of the WDM-SSB transmitter (Tx) and the optical spectra 

at the output of the modulator and the DWDM multiplexer, respectively. The Tx 

architecture uses one DAC and a balun to produce a pair of differential signals, one of 

which is delayed by τ. When the time-misaligned differential signals drive a DDMZM, the 

output field has a notch within the image band as shown in Fig. 4.15(b). An analytical 

expression of the field Eo(t) at the modulator output in the Fourier domain 

is 𝐹𝐹𝐹𝐹𝐹𝐹{𝐸𝐸𝑜𝑜(𝑡𝑡)} = 𝐶𝐶 − 2𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 𝑠𝑠𝑠𝑠𝑠𝑠(𝜑𝜑 + 𝜋𝜋𝜋𝜋𝜋𝜋)𝑆𝑆(𝑓𝑓), where C is the CW-tone, 𝜑𝜑 is the phase 

shift in each MZM arm induced by a voltage bias, and S(f) is the Fourier transform of the 

non-delayed driving signal [83]. This equation shows the tunability of the notch size and 

position by means of the modulator bias and the delay between the differential signals. In 

this scheme, we intentionally tune the notch close to the CW-tone to suppress the low-

frequency image band components and leverage the DWDM Mux to complementarily 

reject the high-frequency image band components by offsetting the Mux grid such that the 

signal center wavelength is aligned with the edge of the Mux passband. This cost-effective 

combination of optical and RF image band rejection results in a spectrum shown in Fig. 

4.15(c), where the image band is substantially suppressed. 

 

Fig. 4.15. Schematic diagrams of a) the WDM-SSB transmitter, b) the spectrum at the modulator 

output, and c) the spectrum at the common port of the Mux. 
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4.3.3. Experimental setup and DSP deck 
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Fig. 4.16. Schematic of the 4×200 Gbit/s DWDM experimental setup and the DSP deck. Inset: 

optical spectrum of the Tx signal.  

 

Fig. 4.16 shows the 4-channel DWDM experimental setup and the DSP deck at the 

transmitter and receiver. The 4×1 DWDM Mux has a bandwidth of 125 GHz with the 

passband center wavelengths ranging from 192.98 THz to 193.58 THz with a 200 GHz 

spacing. Four tunable external cavity lasers (ECL) generate 4 optical carriers, whose 

wavelengths are shifted to the passband edge to suppress the signal image band. We use 

an 8-bit 120 GSa/s DAC at the Tx to generate the RF signal preprocessed with Tx DSP 

including upsampling, pulse shaping, and pre-emphasis. The channel under test (CUT) 

utilizes the time-misaligned differential outputs of one DAC channel (Ch. 1) to drive the 

two arms of a DDMZM with a 3-dB E-O bandwidth of 30 GHz. Due to the lack of a high 

bandwidth RF Balun, we use the differential outputs of this DAC channel. More specifically, 

the temporal misalignment is realized by delaying one of the two RF outputs using a 

variable RF delay line. RF attenuators are cascaded after the amplifiers to optimize the RF 

signal power in order to mitigate the modulator nonlinearity. In the WDM emulator, the 

optical carriers from the other three ECLs are combined, bulk modulated by an MZM, and 

multiplexed with the CUT by means of a 3×3 coupler and a 4-channel DWDM multiplexer 
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with a 200 GHz spacing. To equalize the power of the four DWDM channels in the WDM 

emulator, an EDFA is used to compensate for the insertion loss resulting from the power 

combiner, 3×3 coupler, and DWDM Mux. The WDM SSB signal is then propagated over 40 

km of SSMF, pre-amplified, filtered by an 0.8 nm OF which emulates a demultiplexer 

(Demux) and detected by a photodetector (PD) without a TIA. Note that the pre-amplifier 

EDFA is enlisted because of a high insertion loss of 9 dB from the Mux and OF used in this 

setup. Given that Mux/Demux pairs with insertion loss per lane limited below 3 dB and a 

PD with TIA are used in the setup, the pre-amplifier could be eliminated over a 

transmission reach of 40 km. The signal out of the PD is sampled by an RTO operating at 

160 GS/s and processed offline for the performance evaluation. 

4.3.4. Results and discussion 

We offset the WDM grid to partially reject the sideband of an SSB signal and measure 

the optical and electrical signal spectrum with and without an optimized RF delay 

between the differential driving signals. Fig. 4.17 shows the optical spectra of an 85 Gbaud 

PAM-4 signal propagated over 40 km of SSMF using a 0.05 nm-resolution optical spectrum 

analyzer (OSA). 

 

Fig. 4.17. Optical spectra of 84 Gbaud PAM-4 signal transmitted over 40 km of SSMF with and 

without an optimized RF delay. 
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The figure shows that without an RF delay, the residual image band is not effectively 

suppressed due to the limited edge roll-off of the multiplexer. By contrast, the image band 

is suppressed more completely with an optimized delay. This is in agreement with the 

electrical spectra as shown in Fig. 4.18 below. 

 
Fig. 4.18. Electrical spectra of 85 Gbaud PAM-4 signal transmitted over 40 km of SSMF with and 

without an optimized RF delay. 

 

As observed from the figure, strong spectrum notches are present when no RF delay is 

applied since a stronger residual image band is more affected by the power fading. By 

optimizing the RF delay, the notches are substantially mitigated, which is due to improved 

suppression of the image band at a lower frequency.  

In Fig. 4.19 we plot the BER of an 85 Gbaud PAM-4 signal of the CUT as a function of 

the launch power at a received optical power (ROP) of 8 dBm, with an offset WDM grid. 

Kramers-Kronig (KK) algorithm is performed to extract the field of the signal and a linear 

feed-forward equalizer (FFE) is used to compensate for the ISI. The figure shows that 

without an RF delay, the transmission performance is considerably worse due to a 

stronger residual image band at a lower frequency. In comparison, with an optimized 

delay, the BER decreases with an increasing launch power and then saturates at a launch 

power greater than 8 dBm due to the fiber nonlinear effect which gets stronger. Thus, the 
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launch power is set to 8 dBm. Moreover, a CSPR of 15 dB is found to perform best at this 

symbol rate, which is tuned by controlling the swing of the MZM driving signals.  
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Fig. 4.19. BER vs. launch power for an 85 Gbaud PAM-4 signal transmitted over 40 km of SSMF 

at an ROP of 8 dBm. 

 

Next, we plot BER versus ROP in Fig. 4.20 for the same transmitted signal. In the case 

with an offset Mux grid, the signal without an RF delay has a more pronounced image band, 

thereby leading to more substantial power fading and a much higher BER compared to 

the signal treated with an optimized RF delay. It is also found that the signal with an 

optimized delay reaches below the 3.8×10-3 pre-FEC threshold of an HD-FEC with a 7% 

overhead. The curve without a Mux grid offset and with an optimized delay is also 

included in this figure for comparison, which shows much higher BER due to the image 

band components at higher frequency without any suppression. 
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Fig. 4.20. BER vs. ROP for an 85 Gbaud PAM-4 signal transmitted over 40 km of SSMF. 
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Next, we transmit PAM-4 symbols at different symbol rates and show the results in Fig. 

4.21. For the CUT, PAM-4 signals up to 87 Gbaud can be detected without error assuming 

the HD-FEC. This corresponds to 162.6 Gbit/s throughput, which is still lower than the 

target throughput of 200 Gb/s due to the system bandwidth. PAM-8 signals are also 

transmitted to evaluate the achievable system throughput assuming a 20% SD-FEC with 

an NGMI threshold of 0.88 which has a higher coding gain given the lower noise tolerance 

of this modulation format. It is found from Fig. 4.21 that PAM-8 signals cannot reach the 

NGMI threshold for a 200 Gbit/s throughput due to the requirement of high SNR.  

75 80 85 90 95

Symbol Rate (Gbaud)

2   

4   

6   

10  

B
ER

10 -3

0.7

0.75

0.8

0.85

0.9

0.95

N
G

M
I

HD-FEC threshold

SD-FEC threshold

PAM-4

PS-PAM-8

PAM-8

 

Fig. 4.21. BER and NGMI of signals with different modulation formats transmitted over 40 km 

of SSMF at different symbol rates. 

 

Thus, we transmit PS-PAM-8 signals with intermediate SE following the Maxwell-

Boltzmann distribution in order to push the throughput limit of the system. An 

information rate of 2.26 is found to achieve 200 Gbit/s with 88.8 Gbaud PS-PAM-8 signal 

for this channel. The attainable throughputs of the other channels are summarized in 

Table 4.2. All four channels can achieve net 200 Gbit/s data rate with NGMIs above the 

NGMI threshold, which leads to a total throughput of 823.5 Gbit/s. It is found that a symbol 

rate of 88.82 Gbaud and a CSPR of 15 dB achieves the best transmission performance for 

these channels. 
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Table 4.2. IBPS and Throughput of each channel. 

 Ch 1 Ch 2 Ch 3 Ch 4 

Information rate 2.33 2.26 2.33 2.35 

Throughput 207 200.75 207 208.75 

 

4.4. Direct Detection of polarization-division 

multiplexed SC-SSB signals 

4.4.1. Introduction 

As discussed in the overview of this chapter, the transmission performance of IMDD 

systems is severely degraded by CD-induced power fading in the C-band beyond 10 km of 

reach [71, 85]. This throughput constraint can be relaxed by transmitting an SC-SSB signal 

which allows the field reconstruction in the receiver DSP and digital compensation of the 

link impairments such that higher throughput can be achieved at extended reach [73, 86-

88]. Polarization-division multiplexing (PDM) doubles the spectral efficiency such that 

fewer wavelengths are required to reach the same aggregate capacity when PDM and 

WDM are used simultaneously. This prospect could facilitate high-capacity transceivers 

with a compact footprint and has motivated the effort to realize PDM-SC-SSB systems [89]. 

One approach widely pursued in recent years uses the Stokes vector receivers (SVR) to 

demultiplex the dual-pol SSB signals [89-94]. In [89], the Kramers-Kronig (KK) algorithm 

is introduced into a PDM-SC-SSB-SVR system to retrieve the field of X-Pol based on |X|2 

obtained from the Stokes parameters S0 and S1. The field of Y-Pol is obtained by dividing 

the field of X-Pol from the beating term XY* obtained from S2 and S3. [90, 91] proposed an 

alternative scheme that implements the KK algorithm after polarization de-rotation to 

recover the field of the PDM-SSB signal based on the intensities |X|2 and |Y|2. Later in [92], 

the SSB signal in the Y-Pol in [89] is replaced by a complex DSB signal to improve the 
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spectral efficiency. However, PDM-SSB-SVR systems are complex in terms of the 

hardware, and an extra overhead from the data is required to train a de-rotation matrix. 

[95] reported a filter-based alternative for PDM-SSB signal that employs a pair of filters, 

PDs, and ADCs at the receiver. This scheme requires filters with a sharp slope (800 dB/nm) 

and iterative DSP to mitigate the inter-polarization signal-signal beating interference 

(SSBI) [87], which constrains the throughput of the digital signal processor. 

In this section, we present a novel DD scheme for PDM-SC-SSB signals. The scheme has 

a simple receiver subsystem consisting of a single optical filter (125 dB/nm), two single-

ended PDs, and two ADC channels [96]. We refer to this scheme asymmetric direct 

detection (ADD) in this section. The ADD scheme improves the spectral efficiency 

compared to [95] by assigning a guard band only in the X-Pol as opposed to a guard band 

in both polarizations. In addition, the DSP developed to linearize the received PDM-SSB 

signal does not require an iterative algorithm, and thus is more suitable for high 

throughput signal processing. At the receiver, the signal is split into two parts with one 

part being filtered before detection, whereas the other part is detected without filtering. 

The Y-Pol interference in the X-Pol is removed by exploiting the PD current difference, 

whereas the X-Pol SSBI in the Y-Pol is removed by a non-iterative estimate based on the 

intensity of the recovered X-Pol signal. The Y-Pol signal can be subsequently 

reconstructed by KK recovery. We first study the impact of system parameters on the 

performance of ADD at 40 Gbaud in the B2B configuration. We then demonstrate the 

transmission of a 52 Gbaud PDM 16-QAM signal with a BER below the soft-decision 

forward error correction (SD-FEC) threshold of 2×10-2, which corresponds to a 

throughput of 346 Gbit/s (raw data rate 416 Gbit/s). We also conduct a numerical study 

on the effectiveness of a 2 2×  multiple-input-multiple-output (MIMO) equalizer in 

mitigating the linear crosstalk resulting from the non-orthogonal PDM-SSB signals 

induced by the polarization-dependent-loss (PDL), which is often not negligible especially 

for the potential on-chip implementation of the ADD scheme [97-100]. 
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4.4.2. Principle of the ADD scheme for PDM-SSB signal 

The working principle of the ADD scheme is illustrated through a spectrum block 

diagram in Fig. 4.22. Figure 4.22(a) shows the optical spectrum of the transmitted PDM-

SSB signal with orthogonal offset carriers assigned on the opposite edges of the signal 

similar to [95]. The signal can be generated via a dual-pol IQ modulator (IQM) driven by 

the amplified RF signals from a four-channel arbitrary waveform generator (AWG) as in 

[91, 95, 101, 102]. Compared with [95], the spectral efficiency of the PDM-SSB signal for 

ADD is improved, since a guard band is assigned only in the X-Pol between the signal and 

the carrier as opposed to a guard band in each polarization. The generated signal is split 

into two copies at the receiver, where one copy is optically filtered to attenuate the X-Pol 

offset carrier, whereas the other copy is detected without filtering as depicted in Figs. 

4.22(c) and 4.22(b), respectively. When the X-Pol carrier power is negligibly low after 

filtering, the baseband spectra after square-law detection are schematically shown in Figs. 

4.22(d) and 4.22(e), respectively. The subtraction of the photocurrent between Fig. 

4.22(d) and Fig. 4.22(e) helps remove the interference from the Y-Pol, retaining only the 

linear term of the X-pol signal as shown in Fig. 4.22(g). Figure 4.22(g) is used to recover 

the X-Pol signal as well as estimate the X-pol SSBI shown in Fig. 4.22(f). Then Fig. 4.22(f) 

is removed from Fig. 4.22(e) to create the signal containing only the intensity of the Y-Pol 

signal shown in Fig. 4.22(h), which can be recovered by the KK method. 

 
Fig. 4.22. The transmitted signal spectrum and the Rx signal spectrum evolution in the 

linearization DSP. 
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To best describe the feasibility of the scheme, we formulate the transmitted signal as 

below 

( )

X

Y

jw t
XX X

T j w t
YY Y

nT e E
E

nT e E−

 +  
= +   +   

                       (4.8) 

where TE  represents the transmitted signal as a Jones vector, XE  and YE  represent 

the field of the X-Pol and Y-Pol, XT  and YT  represent the carrier of X-Pol and Y-Pol, 

respectively, XW and YW  represent the upconversion frequency of the X-Pol carrier and 

Y-Pol carrier, respectively, and Xn  and Yn  represent the in-band noise associated with 

XE  and YE , respectively. After square-law detection (Fig. 4.22(b) to Fig. 4.22(d)), the 

photocurrent generated by the unfiltered signal can be expressed as, 

( )( )
( )( )

2 2
1

2 2
1

2 Re

2 Re

X

Y

jw t
X X X X X X

jw t
Y Y Y Y Y Y Th

I T E n T E n e

T E n T E n e n

−= + + + +

+ + + + + +
              (4.9) 

where 1Thn  represents the combined electrical noise produced from the corresponding 

PD and ADC channels. Similarly, after square-law detection (Fig. 4.22(c) to Fig. 4.22(e)), 

the photocurrent generated by the filtered signal can be expressed as 

( )( )
( )( )

2 2
2

2 2
2

2 Re

2 Re

X

Y

jw t
X X X X X X

jw t
Y Y Y Y Y Y Th

I T E n T E n e

T E n T E n e n

α α −= + + + +

+ + + + + +
               (4.10) 

where 2Thn  represents the electrical noise produced from the other PD and ADC 

channels, and α  characterizes the amount of residual carrier after filtering. The 

subtraction of 1I  from 2I  gives 

( ) ( ) ( )( )22
1 2 31 2 1 Re Xjw t

X X X X ThI I T T E n e nα α −− = − + − + +          (4.11) 

where 3Thn  represents the electric noise after subtraction. The subtraction removes the 

common-mode signal of the photocurrents including the Y-Pol signal intensity 
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( )( )2 2 2 Re Yjw t
Y Y Y Y Y YT E n T E n e+ + + +  and the X-pol SSBI 2

X XE n+ , therefore leaving 

only the desired linear term XE  and the direct current (DC) term which can be removed 

to recover the field of X-pol. 

The Y-pol signal recovery DSP depends on the sharpness of the optical filter. When a 

sharp optical filter is used, the linearization DSP can be further simplified with α  set to 

zero such that the X-Pol SSBI can be estimated using the recovered X-Pol signal and then 

removed in Eq. (4.10) for the subsequent processing of YE  using the KK algorithm. When 

a slow roll-off filter is employed, α  needs to be optimized to estimate and remove the 

undesired linear crosstalk ( )( )2 Re Xjw t
X X XT E n eα −+  in Eq. (4.10). Moreover, the overall 

signal-to-noise ratio (SNR) of the PDM-SSB signal degrades as α  increases. This is due 

to the decreased linear term of XE  relative to the dominant PD and ADC noise 3Thn  in 

Eq. (4.11); this further leads to reduced SNR for the recovered XE  signal. The SNR of YE  

is reduced as well since the estimate of the X-Pol SSBI 2
X XE n+  in Eq. (4.10) depends 

on the SNR of XE . 

The impact of the distributed component PDL is often not negligible if the ADD scheme 

were to be implemented on a silicon photonics (SiP) chip, since the orthogonal transverse 

electric (TE) and transverse magnetic (TM) modes are subjected to different propagation 

losses and insertion losses due to the asymmetric silicon waveguide cross-section [97-99]. 

The presence of nontrivial PDL depolarizes the PDM-SSB signals, thus penalizing the 

system performance. The non-orthogonal PDM-SSB signal can be formulated as 

    
( )( )

( )( )

w t

w t
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sin

X Y

Y

jw t j
X X Y Y X

T j
YY Y

T e E T e E n
E

nT e E
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θ

−

−

 + + +   = +   +   
           (4.12) 

where θ  represents the angle between the depolarized SOPs. 

By denoting ( )( )( t)cos Yj w
X Y YE T e Eθ −+ +  as XE′ , Eq. (4.12) can be reformulated as 
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( )( )( )sin

X

Y

jw t
X X X

T j w t
YY Y

T e E n
E

nT e Eθ −

′ +  
 = +   +   

                 (4.13) 

which has a similar form as (4.8). Thus, the linear crosstalk between XE′  and YE  can be 

resolved by means of a 2×2 MIMO equalizer. We conduct a numerical study to investigate 

the effectiveness of a 2×2 MIMO in mitigating the inter-polarization linear crosstalk in 

section 4.4.4. 

4.4.3. Experimental setup and DSP deck 

The digital generation of the offset carriers requires the perfect match of the signal 

amplitude and phase between the I and Q channels at the carrier frequency, which is over 

30 GHz in the experiment. Otherwise, the presence of the image carriers creates extra 

interference terms that degrade the SNR. Due to the limited transmitter bandwidth of 14 

GHz in our set-up, the suppression of image carriers beyond 30 GHz is hard to tune due to 

the imbalanced loss and phase difference resulting from the RF chains and child MZMs at 

higher frequencies. We follow to use separate lasers to generate the offset carriers in the 

experiment. Figure 4.23 shows the experimental setup and the DSP with the polarization-

maintaining components shown in blue including the patch cord, power splitter, and 

power combiner. The IQ MZM biased at null point is driven by the linearly amplified RF 

signals from two channels of an 8-bit AWG to modulate the 1550.12 nm optical carrier 

from an external cavity laser (ECL). An EDFA follows to boost the signal power for CSPR 

control. Next, the SOP of the signal is aligned with the SOP of two separate lasers that 

generate the orthogonal offset carriers. The PDM signal is created through a polarization 

emulator comprising a power splitter, a variable optical delay line (VODL), a variable 

optical attenuator (VOA) and a polarization beam combiner (PBC). The decorrelation 

delay between the orthogonal SOPs is tuned to an integer number of symbol duration. 

After transmission, a pre-amplifier and a VOA are used to optimize the received optical 

power before electrical to optical conversion. At the receiver, the signal is split into two 
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branches by a 50/50 power splitter. The signal in the upper branch is filtered by a Santec 

OTF-350 filter with a 125 dB/nm edge roll-off and then detected by a 50 GHz 3-dB 

bandwidth single-ended PD without a trans-impedance amplifier (TIA). The signal in the 

lower branch is attenuated by the same amount of power equivalent to the insertion loss 

of the filter in the upper branch before the PD. Finally, the waveforms are sampled and 

stored by a 160 GSa/s 8-bit real-time oscilloscope (RTO) with 62 GHz bandwidth for 

offline DSP processing. 

 

Fig. 4.23. Experimental set-up and DSP of the proposed scheme. 

 

The Tx DSP generates 16-QAM symbols which are upsampled to the AWG sampling rate 

of 88 GSa/s for pulse shaping via a root-raised cosine (RRC) filter. Then a pair of pre-

emphasis filters are applied to compensate for the low pass filtering of the transmitter for 

both quadrature channels. Next, modulator non-linearity is compensated before the 

signal is quantized and sent to the AWG memory for digital to analog conversion. 

At the receiver, the sampled waveforms are resampled to 3 samples per symbol. Next, 

the PDM-SSB signal is linearized jointly following the procedure described in section 4.4.2, 

downconverted to the baseband and resampled to 2 samples per symbol. After 
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compensating for CD, the frequency offset (FO) is compensated based on the 4th-power 

method [103]. The signal is then matched-filtered and synchronized for time-domain 

equalization. A phase-locked loop (PLL) interleaved single-input and single-output (SISO) 

feedforward equalizer (FFE) is employed to compensate for the ISI and the phase noise 

simultaneously. The equalizer filter contains 71 T/2-spaced taps, where T is the symbol 

duration. Finally, the symbols are determined and decoded for BER counting. 

4.4.4. Results and discussion 

We first conduct a parametric study at 40 Gbaud in the B2B configuration on the impact 

of various system parameters including the CSPR of each SOP, the roll-off factor of the RRC 

filter, and the guard band size. First, the CSPR is swept for each SOP with the roll-off factor 

and the signal-carrier guard band set to 0.1 and 13 GHz, respectively. Herein the CSPR is 

defined as the carrier power to signal power ratio per polarization. The optical filter is 

tuned to attenuate only the X-Pol carrier as much as possible without filtering the X-Pol 

signal. This helps improve the signal SNR as discussed earlier. The optical spectrum 

before and after filtering is shown in Fig. 4.24(a), where substantial attenuation of the X-

Pol carrier is observed. Figs. 4.24 (b)-(d) shows the BER as a function of the Y-Pol CSPR 

when the X-Pol CSPR takes 11.85 dB, 14.24 dB, 16.39 dB, respectively. It is consistently 

found that the X-Pol BER increases with the Y-Pol CSPR, which is due to the increased 

inter-polarization crosstalk in the X-Pol due to the limited polarization extinction ratio of 

the PBC. By comparison, the Y-Pol BER reduces as the Y-Pol CSPR increases due to 

improved satisfaction of the minimum phase criterion for the KK algorithm. Despite the 

divergence of the X-Pol and Y-Pol BER curves, the average BER is the figure of merit which 

should be kept below the FEC threshold for error-free decoding given that the bits of the 

two polarizations are interleaved and decoded together using one FEC decoder. Among 

the three different X-Pol CSPR values, it is found that 14.24 dB corresponds to the 

minimum average BER. A lower X-Pol CSPR causes the X-Pol signal more vulnerable to the 

Y-Pol crosstalk, whereas a higher X-Pol CSPR degrades the signal SNR because of the 
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decreased signal power after optical amplification due to larger proportion of the carrier 

power. 

 

Fig. 4.24. (a) signal spectrum before and after optical filtering, (b) (c) (d) BER as a function of 

the Y-Pol CSPR when X-Pol CSPR equals to 11.85 dB, 14.24 dB, and 16,39 dB, respectively. 

 

With the X-pol CSPR and Y-pol CSPRs set to 14.24 dB and 10.47 dB, respectively, we 

measure the BER change versus the RRC filter roll-off factor with the X-Pol carrier set 

away from the zero frequency by 35 GHz. Figure 4.25 plots the BER as a function of the 

RRC filter roll-off factor. It can be observed that as the roll-off factor of the RRC filter 

increases, the average BER increases and the X-Pol BER and Y-Pol BER diverge. This is 

caused by the increased filtering of the signal when the roll-off factor increases. As the 

signal has a higher excess bandwidth, the signal is more affected by the band-rejection 

filter. This not only detrimentally affects the effectiveness of the Y-Pol interference 

removal through the subtraction of the PD photocurrents but also degrades the X-Pol SSBI 

1549.5 1550.0 1550.5 1551.0
-80

-60

-40

-20

0

 

Po
we

r (
dB

m)

 

 

Wavelength (nm)

 Before filtering
 After filtering

10.5 11.0 11.5 12.0 12.5 13.0 13.5 14.01.0x10-3

1.0x10-2

1.0x10-1

Y-Pol CSPR (dB) @ X-Pol CSPR = 11.85 dB

 BER X Pol
 BER Y Pol
 BER Average

9.5 10.0 10.5 11.0 11.5

5.0x10-3

1.0x10-2

1.5x10-2

Y-Pol CSPR (dB) @ X-Pol CSPR = 14.24 dB

 BER X Pol
 BER Y Pol
 BER Average

7.0 7.5 8.0 8.5 9.0 9.510-3

10-2

10-1

Y-Pol CSPR (dB) @ X-Pol CSPR = 16.39 dB

 BER X Pol
 BER Y Pol
 BER Average

(a) (b) 

(c) (d) 



 
 
 
 

84 

estimate. Hence, it is desirable to select a small roll-off factor for the ADD scheme and we 

proceed with a roll-off factor of 0.1 for the remainder of the following study. 

 
Fig. 4.25. BER as a function of the RRC filter roll-off factor. 

 

Next, we study the tolerance of the system performance to a narrow guard band. Figure 

4.26 plots the average PDM signal BER as a function of the guard band size. The two curves 

in the figure correspond to the coefficient α  in Eq. (4.11) set to zero and an optimized 

value, respectively. For both cases, the average BER decreases with an enlarging guard 

band, since the X-Pol carrier is more suppressed, and the undesired signal filtering is 

relaxed. A steep BER decrease is observed when the guard band increases from 1 GHz to 

8 GHz. For a guard band greater than 13 GHz, the BER levels off. It can also be observed 

that the average BER with optimized α  is slightly smaller compared with α  at zero, 

which is attributable to the removal of the linear X-Pol crosstalk in addition to the X-Pol 

SSBI while recovering the Y-Pol signal. However, the BER improvement is negligible with 

an optimized α , which indicates that the X-Pol SSBI is the dominant crosstalk in this 

experiment. This means that α  can be set to zero with trivial penalty which simplifies 

the DSP. 
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Fig. 4.26. Average BER versus the guard band size when α  is set to either zero or an 

optimized value. 

 

The pre-amplifier and VOA are then used to find the optimum incident optical power 

(IOP) to the single-ended PD at B2B. Figure 4.27(a) plots the BER as a function of the PD 

IOP of the unfiltered branch at B2B. It is shown in the figure that as the PD IOP increases, 

the BER decreases with more converged performance between two polarizations. This is 

due to the more dominant signal power relative to the power of the electrical noise 

produced by the PD and ADC, which improves the signal SNR. As a result, the IOP is 

selected as 7.4 dBm for the remainder of the following study. 

 
Fig. 4.27. (a) BER as a function of IOP in B2B; (b) BER as a function of launch power after 80 

km. 
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Next, a transmission experiment is carried out over 80 km SSMF to optimize the launch 

power. Figure 4.27(b) plots the BER as a function of the launch power. As shown in the 

figure, the lowest average BER is obtained at a launch power of 8 dBm. Higher launch 

power will exacerbate the fiber nonlinear effects, while lower launch power will 

undesirably increase the noise from the EDFA. Therefore, 8 dBm is chosen as the optimum 

launch power. 

Then we scale up the baud to explore the maximum throughput of the ADD-based 

system over 80 km of SSMF. The X-Pol carrier is fixed at 35 GHz away from the zero 

frequency for all the symbol rates. We cannot set the carrier to higher frequencies for 

symbol rates beyond 52 Gbaud due to the 63-GHz brick wall bandwidth of the RTO. The 

matched filter roll-off is 0.1, and the CSPRs of X-Pol and Y-Pol are fine-tuned around 14.24 

dB and 10.47 dB respectively to achieve the minimum average BER with the optimized 

IOP and launch power.  

 

Fig. 4.28. BER versus symbol rate. 

 

Figure 4.28 plots the BER as a function of the symbol rate. As the symbol rate increases 

from 20 Gbaud to 55 Gbaud, the guard band decreases from 24 GHz to 4.75 GHz, which 

introduces extra SNR penalty at higher symbol rates. By using an interleaved FEC encoder, 

the system with ADD can operate up to 52 Gbaud over 80 km SSMF with the average BER 
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below the SD-FEC threshold of 2×10-2, corresponding to a throughput of 346.6 Gbit/s (raw 

bit rate 416 Gbit/s) after removing the 20% overhead. 

We also perform a numerical study of a 2×2 MIMO equalizer in mitigating the linear 

crosstalk resulting from the non-orthogonal PDM-SSB signals induced by PDL. Herein a 

lumped PDL emulator with constant PDL value is used in the simulation at 40 Gbaud at 

B2B. Figure 4.29(a) plots the angle deviation from 90o as a function of the PDL value when 

the angle θ  between the SOPs and the main axis of the emulator equals to 0o, 15o, 45o. 

Since the angle deviation from 90o for a specific PDL is symmetric over 45oθ = , the curves 

with θ  larger than 45o are not plotted in the figure. In addition, 45oθ =  corresponds to 

the largest angle deviation from 90o. Figure 4.29(b) plot the aggregate PDM signal SNR 

after SISO/MIMO equalization as a function of the angle deviation from 90o. It can be 

observed that the signal SNRs decrease with enlarging angle deviation for both SISO and 

MIMO equalization, but the MIMO equalization leads to higher signal SNR over the SISO 

counterpart with more than 6 dB SNR gain for angle deviations over 50o. This 

demonstrates the effectiveness of the 2×2 MIMO in mitigating the linear crosstalk for a 

single carrier PDM SSB signal. Taking the constant PDL as the worst PDL instance with an 

occurrence probability of 10-5, the MIMO and the SISO equalizer have the 1 dB SNR penalty 

tolerance to mean PDL of 1.33 dB and 1.02 dB, respectively [104].  

 
Fig. 4.29. (a) Angle deviation from 90o versus PDL. (b) Aggregate SNR versus X-Y angle 

deviation from 90o. 
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4.5. Conclusions 
In this chapter, we present two approaches to generate wideband SC-SSB signals. The 

WQH-based approach converts a signal from a DAC channel into a pair of Hilbert 

transform signals, which drive a DDMZM to generate an SC-SSB signal. Based on this 

approach, we demonstrate the first amplifier-free transmission of a single-carrier net 100 

Gb/s data rate over up to 60 km of SSMF. Moreover, we scale the net data rate to 176 Gb/s 

using MSC signaling and entropy loading over a reach of 40 km. To lift the bandwidth limit 

resulting from the WQH, we present another approach that uses a pair of time-misaligned 

differential signals and a WDM mux to jointly suppress the image band. Since the edge of 

the mux passband can effectively remove the high-frequency components of the image 

sideband, this approach can generate SC-SSB signals with a higher bandwidth compared 

to the WQH-based approach. An additional benefit is an inherent compatibility with a 

WDM architecture. Based on this approach, we demonstrate net 4×200 Gbit/s SSB PS-

PAM-8 signals over 40 km of SSMF using only a linear equalizer. This cost-effective SSB 

signal generation scheme is attractive for realizing high-speed SC-SSB-DD systems for 

data center communications beyond 40 km of reach.  

In order to further improve the capacity of SC-SSB-DD systems, we propose a 

polarization-division-multiplexed SC-SSB-DD scheme using a DD receiver referred to as 

ADD. The ADD receiver has a simple architecture, consisting of one optical filter, two 

single-ended PDs, and two ADC channels. The ADD scheme allows non-iterative signal 

linearization by exploiting the current difference to remove the inter-polarization 

interferences. We verify the feasibility of this scheme in a proof-of-concept experiment 

and achieve 416 Gb/s raw data rate (346.6 Gb/s net data rate) over 80 km of SSMF with 

an aggregate BER below the SD-FEC threshold of 2×10-2. We also find that a 2×2 MIMO 

equalizer can effectively mitigate the linear crosstalk induced by PDL in the system. 
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5 Self-coherent double-sideband 

direct detection systems 
5.1. Overview 

As described in Chapter 1, DCO systems are entertained for 400G data center 

interconnects beyond 40 km due to higher throughput and spectral efficiency compared 

to IMDD systems [105-109], whereas IMDD systems are dominant for shorter reach 

connections, e.g. intra-data center communications below 10 km because of the simplicity 

and cost-efficiency. The lower throughput-distance product of IMDD systems is due to 

one-dimension modulation and the CD-induced power fading. As the required link 

capacity grows, the power fading effect becomes more severe due to a higher signal 

bandwidth such that more optical lanes are enlisted to reach the same aggregate 

throughput compared to DCO systems beyond 10 km of reach. This makes it challenging 

to meet the specifications of optical modules in terms of footprint and power consumption. 

Thus, as the link capacity grows, the lack of phase diversity of IMDD systems will constrain 

their deployment to an increasingly shorter connection distance.  

 In Chapter 4, we discuss an advanced DD scheme, i.e. SC-SSB-DD scheme, which 

attracts interest in recent years [87, 102, 110-116]. SC-SSB-DD schemes require a 

continuous-wave (CW) tone to co-propagate with an SSB signal in the fiber channel. After 

detection, the signal field can be retrieved from the signal-tone beating term. This scheme 

eliminates the need for a local oscillator (LO) at the receiver compared to DCO systems. 

Considering a CWDM configuration with wide wavelength spacing, the removal of the 

receiver LO can allow for uncooled lasers with lower cost and power consumption.  

Moreover, the DSP complexity is also reduced without a need to perform carrier phase 

recovery and frequency offset compensation. As detailed in Chapter 2, one major 

challenge of SC-SSB-DD schemes is the mitigation of the SSBI, which could appear within 

the signal band and compromise the signal SNR. Schemes proposed earlier use a guard 
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band as wide as the information-bearing signal to accommodate the SSBI at the expense 

of reduced electrical spectral efficiency (ESE) [111], defined as the ratio between the 

signal throughput per unit electrical bandwidth (bit/s/Hz). Note that ESE is used to 

characterize the efficiency of the use of the receiver electrical bandwidth. The guard band 

can be reduced by removing the SSBI in an iterative manner [87, 110]. Alternatively, the 

Kramers-Kronig (KK) coherent detection handles the SSBI via the KK relation such that 

the guard band is eliminated provided that the CW-tone and the SSB signal satisfy the 

minimum phase condition as described in Chapter 2 [45, 117]. Note that SC-SSB-DD 

schemes can down-convert the full optical information to the electrical baseband, thereby 

enabling the digital compensation of CD and allowing for an extended transmission reach 

[46, 118]. Nonetheless, these SC-SSB-DD schemes have an inherent capacity limit: the CW 

tone is at the edge of the signal spectrum and no information is encoded in the image band. 

The unused image band not only constrains the ESE but also degrades the signal SNR since 

the optical noise in the image band beats with the CW tone after detection and contributes 

to the in-band noise.  

Doubling the ESE without substantially increasing the complexity in DSP and system 

hardware is thus an appealing objective that requires novel DD schemes to reconstruct 

the field of complex double-sideband (DSB) signals [23, 119-121]. Otherwise, more optical 

lanes are required for SC-SSB-DD systems to achieve the same throughput at a given 

receiver electrical bandwidth, which requires more lasers and more stringent wavelength 

management. In [121], a time-domain interleaved scheme allocates the CW-tone and 

signal to different time slots and relies on two matched signal copies and a conventional 

coherent receiver to extract the in-phase and quadrature components of the electric field. 

However, the ESE is not improved compared to SC-SSB-DD schemes, because only half of 

the time-domain waveform carries a signal. In [23, 120] the carrier-assisted differential 

detection (CADD) is proposed, which restores the signal field by adding an extra PD to 

detect the intensity of a delayed signal copy in addition to the receiver structure in [121]. 

The ESE improvement is achieved using five PDs (2 BPDs and 1 PD) and three ADCs, which 
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significantly increases the hardware complexity compared to SC-SSB-DD systems. 

Another approach utilizes two band-rejection filters to reject the opposite sidebands of 

an SC-DSB signal such that two PDs at the receiver detect an SC-SSB signal, respectively 

[119]. However, schemes based on band-rejection filters (BRF) are sensitive to the laser 

drift and make it more challenging to stabilize the wavelength. A sharp filter edge is 

required for BRFs to effectively reject the sideband, which is costly and difficult to 

fabricate in current filter technologies. 

In this chapter, we propose a novel DD scheme for SC-DSB signals, which can increase 

the ESE by a factor of two compared to the SC-SSB-DD systems discussed in Chapter 4. We 

refer to this DD scheme asymmetric self-coherent direct detection (ASCDD) [75, 122]. The 

ASCDD scheme enables the field reconstruction of SC-DSB signals using two single-ended 

PDs and ADCs. Each PD detects a portion of the received optical signal that experiences 

different optical transfer functions via an optical filter having a configurable response. We 

derive equations to reconstructing the field of SC-DSB signals, such that link impairments 

including CD can be digitally compensated in the receiver DSP. Furthermore, we analyze 

the properties of the spectral singularities of the ASCDD scheme and discuss suitable 

signaling schemes in order to mitigate the impact of these singularities. Next, we discuss 

experimental results of two variations of ASCDD schemes based on a CD-filter and a BRF 

in section 5.3 and section 5.4, respectively. In section 5.5, we assess the impact of the filter 

response on the SNR of the reconstructed signal and show that the optimal filter is an all-

pass filter whose phase response consists of an even part having a notch at 0 GHz. We 

discuss a different ASCDD scheme in section 5.6 where a Mach-Zehnder interferometer 

(MZI) is used in the receiver such that the two signal portions interfere with each other. 

We show that the MZI-ASCDD scheme also allows the field reconstruction of SC-DSB 

signals. Finally, we conclude this chapter by comparing the hardware complexity of 

different self-coherent direct-detection schemes in section 5.7 . 
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5.2. Principle of asymmetric self-coherent direct 

detection  
Fig. 5.1 shows the architecture of the ASCDD scheme. The received optical signal is divided 

into two portions, which are detected by two single-ended PDs, respectively. The receiver 

of the ASCDD scheme has two branches, where two signal portions experience different 

optical transfer functions due to an optical filter (OF). The OF is configured in a way such 

that additional information can be obtained from the detection of the filtered signal 

portion. In order to maximize the SNR of the reconstructed signal, the filter response 

needs to be optimized.  

 

Fig. 5.1. Architecture of asymmetric self-coherent receiver. OF: optical filter. 

 

The photocurrents after square-law detection are denoted as i1(t) and i2(t), which are 

expressed as follows: 

( ) ( ) ( ) ( )( ) ( ) ( )2 22
1 1 12 Rei t T s t n t T T s t s t n t= + + = + + +             (5.1) 

( ) ( )( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( ) ( )

2

2 2

2 2
2= 2Re

i t T s t h t n t

T h t T h t s t h t s t h t n t

= + ⊗ +

⊗ + ⊗ ⋅ ⊗ + ⊗ +
       (5.2) 

where T is the CW-tone, s(t) is the complex DSB signal, h(t) is the transfer function of the optical 
filter, 𝑥̅𝑥  represents the complex conjugate of x, n1(t), and n2(t) represents the noise. For the 
simplicity of the following analysis, we assume the noise terms to be uncorrelated white Gaussian 
noise, which has the highest entropy at a given noise power. Equations (5.1) and (5.2) both 
contain a DC component, a real part of the signal, and a signal-signal beating interference (SSBI). 
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By denoting ( ) ( ) 2
1r t s t=  and ( ) ( ) ( ) 2

2r t s t h t= ⊗ , we express the photocurrents in the 

frequency domain as follows:  

                ( ) ( ) ( ) ( )1 1 1 1- 2I R TS Nω ω ω ω= +                            (5.3) 

( ) ( ) ( ) ( ) ( ){ } ( )2 2 22 Hermitian 0I R T H S H Nω ω ω ω ω− = +         

(5.4) 

where the DC components are ignored, I1, I2, R1, R2, S, N1, N2 are the Fourier transform of 

i1, i2, r1, r2, s, n1, n2, respectively, subscripts I and Q denote the real and imaginary parts of 

the terms, respectively, Hermitian(x) denotes the part of x that equals its complex 

conjugate. Since it is more convenient to analyze the filter transfer function in polar 

coordinates, we express ( )H ω  in polar form as follows, whose amplitude and phase 

can be decomposed into even and odd parts denoted by the subscripts E and O, 

respectively.  

( ) ( ) ( )( ) ( )( )
( ) ( )( ) ( ) ( )( )( )

exp 0 1

expO E O E

H A j A

A A j

ω ω ω ω

ω ω ω ω

= Φ ≤ ≤

= + Φ +Φ
              (5.5) 

Note that ( ) ( )0 0 0O OA = Φ =  due to the property of odd functions. Without loss of 

generality, we set ( )0 0Φ = , insert (5.5) into (5.4), and derive the equation below:  

( ) ( ) ( ) ( ) ( ) ( )( ) ( )2 2 22 I QI R T S Q S P Nω ω ω ω ω ω ω− = − +             (5.6) 

where Q(ω) and P(ω) are expressed as follows: 

( ) ( ) ( )( )
( ) ( )( )
( ) ( )( )

cos
0 exp

sin
E E

E O
O E

A
Q A

jA

ω ω
ω ω

ω ω

 Φ
 = Φ
 + Φ 

           (5.7) 

( ) ( ) ( )( )
( ) ( )( )
( ) ( )( )

sin
0 exp

cos
E E

E O
O E

A
P A

jA

ω ω
ω ω

ω ω

 Φ
 = Φ
 − Φ 

          (5.8) 

Thus, we derive the equations of the real and imaginary parts of the received DSB signal 

in the frequency domain:  

                      ( ) ( ) ( ) ( )1 1 1

2 2I

N I R
S

T T
ω ω ω

ω
−

+ =                    (5.9) 
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( )

1 2

1 1 2 2

2

2

Q

N Q N
S

TP

I R Q I R
TP

ω ω ω
ω

ω

ω ω ω ω ω
ω

+
+

− − −
=

          (5.10) 

SC-DSB signals can be reconstructed from photocurrents I1 and I2 based on (5.9) and 

(5.10) with the impact of the noise and SSBI moved to the left side of the equations. 

However, observing that ( )QS ω  recovered based on (5.10) is impaired by a noise term 

as a function of ( )Q ω  and ( )P ω , ( )H ω  should be optimized in order to maximize the 

signal SNR. In addition, the ASCDD scheme can be extended to a dual-polarization 

configuration by use of a controllable polarization rotator concatenated with a 

polarization beam splitter (PBS), which ensures that the CW tone is equally split between 

the two output ports of the PBS [123, 124]. There are also other ways to realize a dual-pol 

ASCDD scheme, which is beyond the scope of our discussion. Fig. 5.2 depicts a schematic 

of the SSBI mitigation process by means of a recursive feedback algorithm. During a first 

field recovery based on (5.9) and (5.10), the SSBI terms R1(ω) and R2(ω) are set to zero. 

The restored signal field S(ω) is utilized to estimate R1(ω) and R2(ω), which are fed back, 

and removed from the photocurrents I1 and I2 according to (5.9) and (5.10). Thus in the 

section iteration, the estimate of S(ω) has improved accuracy due to alleviated SSBI terms. 

The SSBI cancellation is implemented iteratively until the impact of SSBI is marginal 

compared to the system noise.  

 

Fig. 5.2. Schematic of the recursive SSBI mitigation algorithm. 

 



 
 
 
 

95 

In addition, it is found that ( ) 0P ω =  at 0ω =  regardless of the design of the filter 

frequency response and the ASCDD scheme inherently loses the information of the 

imaginary part at 0ω =  based on (5.6). This incidates that the noise in the imaginary part 

of the signal as expressed in (5.10) has a singularity at 0ω = . Thus, the transmitted signal 

requires a guard band in order to mitigate the noise enhancement around this singularity.  

 

5.3. ASCDD systems with a chromatic dispersion filter 
In this section, we describe the numerical and experimental results of an ASCDD scheme 

based on a CD-filter in the receiver. Compared to the carrier-less signaling scheme 

reported in [125], thousands of iterations are not required since the field recovery is 

performed using the equations (5.9) and (5.10) derived in the last section. There is also 

no need to set the receiver electrical noise to zero due to the finite difference 

approximation in [126]. Another advantage of the CD-filter-based ASCDD scheme is the 

availability of mature CD components including dispersion-compensating fiber, and 

grating structures. This scheme is also compatible with a WDM architecture as displayed 

in Fig. 5.3, where the CD filter can be shared by multiple optical lanes to reduce the 

component cost. There are also other different filter transfer functions which can enable 

field reconstruction based on the ASCDD scheme, which will be detailed in the next section.  

 

Fig. 5.3. Schematic of a WDM architecture compatible with the ASCDD scheme. 
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First, we characterize the performance of the CD-based ASCDD scheme. Based on (5.9) 

and (5.10), the reconstructed field is expressed as follows: 

 ( ) ( ) ( )1 1ˆ
2I

I R
S

T
ω ω

ω
−

=                                         (5.11) 

( )
( ) ( )( ) ( ) ( ) ( )( )

( )
2

1 1 2 2 2

2
2

cos / 2ˆ
2 sin / 2Q

I R L I R
S

T L

ω ω ω β ω ω
ω

ω β

− − −
=        (5.12) 

where ( )ˆ
IS ω  and ( )ˆ

QS ω  represent the estimates of the imaginary and real parts of the 

signal in the frequency domain, respectively, 2β  is the second-order derivative of the 

filter’s propagation constant, and L is the length of the filter. The system configuration in 

the numerical analysis is as follows: a self-coherent DSB signal pulse-shaped via 0.1 

raised-cosine filter is propagated over 80 km of single-mode fiber. The fiber channel is 

assumed linear, lossless with a CD coefficient of 17 ps/nm/km. AWGN is linearly added to 

the signal to simulate the amplified spontaneous emission (ASE) noise in order to 

investigate the theoretical performance of the ASCDD scheme. In addition, the electrical 

bandwidth of the PD and ADC is simulated using a brick-wall filter for which a minimum 

bandwidth is chosen to pass only the tone-signal beating term and reject the out-of-band 

noise and interferences. The postprocessing DSP includes signal field recovery, CD 

compensation, synchronization, linear equalization, and BER counting.  

Based on the analysis in section 5.2, the ASCDD scheme has a singularity at 0 GHz 

regardless of the filter response, which results in noise and SSBI enhancement in the 

recovered signal field. Thus, the transmitted self-coherent DSB signal is composed of two 

independent signal sidebands, each with a guard band between the CW-Tone and the edge 

of the signal spectrum. Each sideband carries a single-sideband PAM 4 signal at 28 Gbaud, 

which leads to an aggregate symbol rate of 56 Gbaud.  

Fig. 5.4. plots the BER as a function of OSNR for the CD-based ASCDD scheme at varied 

CD values. Note that the power of the CW-tone is considered as part of the ‘signal power’ 

for the OSNR calculation. The CSPR and guard band are set to 11 dB and 2 GHz, 

respectively. 4 iterations are implemented to mitigate the impact of SSBI. It can be 
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observed from the figure that the BER only depends on the absolute value of CD. In 

addition, the lowest BER is achieved at an absolute CD of 350 ps/nm among three 

different CD values. The performance difference at varied CDs is due to the changed 

profile of the noise and the SSBI which are enhanced by multiple singularities of ( )1/ P ω  

due to the use of a CD filter. To visualize this more clearly, we show in Fig. 5.5 the noise-

SSBI spectra of the reconstructed signal based on (5.9) and (5.10) at two absolute CD 

values of 200 ps/nm and 500 ps/nm. 

 

Fig. 5.4. BER as a function of the OSNR at varied CD for the CD filter-based ASCR. The 

performance of the optimal filter is also included as a reference.  

 

 

Fig. 5.5. Noise spectra at different CDs of 300, 350 and 400 ps/nm. 
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It is seen from Fig. 5.5 that the CD-based ASCDD scheme has multiple singularities, 

which enhances the noise and the SSBI. Furthermore, at a higher absolute CD of 500 

ps/nm compared to 200 ps/nm, the separations between the singularities are reduced 

and the enhanced noise and SSBI are less pronounced around the 0 GHz singularity. Thus, 

at an absolute CD higher than the optimal value, e.g. 400 ps/nm used in Fig. 5.4, the 

second-order singularities moves within the signal bands and enhances the noise and the 

SSBI, whereas at an absolute CD lower than the optimal value, e.g. 300 ps/nm, the 

enhanced noise and SSBI around 0 GHz are more pronounced, which also leads to 

deteriorated performance. Due to the above reason, the absolute CD should be optimized 

to properly accommodate the signal bands within the frequency intervals separated by 

the singularities in order to minimize the noise-SSBI enhancement. Note that the 

requirement of an optimal CD can be relaxed by sending an SC-DSB signal with multiple 

digital subcarriers, each loaded with an appropriate information rate. This modulation 

format offers more flexibility such that the frequency intervals at higher frequency can be 

utilized, which is advantageous for achieving a higher aggregate symbol rate. 

As described in section 5.2, the SSBI is mitigated iterativly. Since more iterations 

increase the implementation complexity of the algorithm, it is important to determine the 

minimum iteration number required to effectively mitigate the SSBI. In Fig. 5.6, we plot 

BER as a function of the iteration number at varied OSNRs. It is seen in this figure that the 

BER curves first decrease and then level off when greater than 4 iterations are performed. 

More specifically, as the OSNR decreases from 33 dB to 27 dB, the iteration number 

required to reach the BER floor decreases from 4 to 2. This is the consequence of a 

stronger ASE noise power at a lower OSNR such that the impact of the residual SSBI 

becomes already marginal after fewer iterations 
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Fig. 5.6 BER change as a function of the number of iterations at different OSNRs. 

 

The effectiveness of the iterative SSBI cancellation algorithm can be visualized from Fig. 

5.7, where the noise spectra after 4 iterations are plotted against the spectra without SSBI 

cancellation. Note that both the noise and residual SSBI are enhanced in Fig. 5.7 due to the 

singularities. The figure shows a significant noise power reduction after 4 iterations of 

SSBI cancellation, which explains the performance improvement in Fig. 5.6. 

 
Fig. 5.7. Change of the noise spectra after iterative SSBI cancellation at different OSNRs. 

 



 
 
 
 

100 

Next, we characterize the performance impact of the guard band and CSPR with the 

iteration number and CD configured to the optimal values accordingly. Fig. 5.8 shows the 

change of the BER as a function of the CSPR at an OSNR of 30 dB and the guard band is 

varied from 1 to 3 GHz. It is found that all the curves are convex, because at a lower CSPR 

the SSBI removal is less effective due to inaccurate SSBI estimates, whereas at a higher 

CSPR, the ratio between the effective signal power and the ASE noise power is reduced 

since the CW-tone also contributes to the total signal power. In addition, we find that a 

slightly wider guard band can significantly improve the transmission performance, which 

is attributed to the alleviated impact from the enhanced noise and SSBI near the 0 GHz 

singularity. 

 

Fig. 5.8. BER vs. CSPR at varied guard bands from 1 to 3 GHz. 

 

Next, we experimentally validate the principle of the ASCDD scheme based on a CD filter. 

Fig. 5.9 depicts the experimental setup and DSP blocks of the transmitter and receiver. 

The self-coherent DSB signal is generated from a dual-drive Mach-Zehnder modulator 

(DDMZM) with a 3 dB E-O bandwidth of 30 GHz. The DDMZM is biased at the intensity 

quadrature such that a CW-tone is produced to produce a self-coherent signal. Two 

channels of an arbitrary waveform generator (AWG) operating at 88 GSa/s are used to 
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provide the in-phase and quadrature driving signals. After propagation over 80 km of 

single-mode fiber, the optical signal is pre-amplified by an EDFA before impinging upon 

the CD-based ASCDD. The CD filter is realized by a tunable dispersion compensation 

module (DCM). Note that two PDs with trans-impedance amplifiers having a 3-dB 

bandwidth of 35 GHz are used to detect the two parts of the split optical signal, 

respectively, which are subsequently sampled by 62-GHz ADCs with a sampling rate of 

160 GSa/s. A brick-wall filter with a 17.4 GHz bandwidth is used to limit the electrical 

bandwidth of the receiver for a 56 Gbaud PAM-4 signal with a 2 GHz guard band per 

sideband. The two variable optical attenuators (VOA) are used to adjust the launch power 

and the incident optical power to ASCDD, respectively. In the transmitter DSP, two 

independent PAM-4 signals are pulse-shaped via a raised-cosine filter with a roll-off factor 

of 0.1, transformed into SSB PAM 4 signals, and subsequently up-converted to an 

intermediate frequency to accommodate a guard band for the 0 GHz singualrity. Pre-

compensation of the modulator nonlinearity is performed based on [127], and followed 

by a pe-emphasis filter to flatten the response of the transmitter RF chain. In the receiver 

postprocessing DSP, the field reconstruction is implemented based on the derived 

analytical solution. After synchronization, MIMO equalization is performed to remove the 

ISI and linear crosstalk due to imbalanced PD responses.   

 
Fig. 5.9. Experimental setup and DSP decks of the transmitter and receiver. 



 
 
 
 

102 

Note that the DDMZM nonlinearity needs to be carefully handled; otherwise, the 

transmission performance will be significantly compromised. In order to generate a SC-

DSB signal of the form ( ) ( )( )expa t j tϕ , the driving RF signals V1 and V2 that pre-

compensates the nonlinear transfer function of the DDMZM are expressed as    

( ) ( )( )1
1 sinVV t a tπ ϕ

π
− = +                        (5.13) 

( ) ( )( )1
2 sin / 2VV t a tπ ϕ π

π
− = − +                   (5.14) 

respectively, where Vπ  is the voltage to induce a π  phase shift in one DDMZM arm, a(t) 

is the amplitude of the signal and ( )tϕ  is the phase of the signal. Since the AC-coupled 

driving signals in our setup has a limited swing, a relatively high CSPR of 17 dB is needed 

in order to invert the nonlinear transfer function of the modulator based on (5.13) and 

(5.14). Note that the CSPR can be reduced by use of driver amplifiers with a higher gain 

or the transmitter structure in [120] where an IQ-MZM with moderate nonlinearity is 

utilized. However, since a single EDFA is used in the proof-of-concept experiment, the 

performance impact of the ASE noise is marginal despite a relatively high CSPR. The 

launch power, filter CD, incident optical power to the PDs are optimized to 6.2 dBm, -320 

ps/nm, and -1 dBm, respectively. Fig. 5.10 shows the BER change as a function of the 

iteration number for a 56 Gbaud PAM 4 signal with a 2 GHz guard band per sideband. Note 

that the DDMZM nonlinearity needs to be carefully handled; otherwise, the transmission 

performance will be significantly compromised. Pre-compensating the DDMZM 

nonlinearity requires a relatively higher CSPR due to the requirement of zero-DC driving 

signals and a DDMZM biased at the intensity quadrature. In out setup, 17 dB CSPR is found 

to optimize the system performance. The launch power, CD of the DCM, incident optical 

power to the PDs are optimized to 6.2 dBm, -320 ps/nm, and -1 dBm, respectively. As seen 

in the figure, merely 1 iteration is sufficient in alleviating the impact of the SSBI, achieving 

a net 112 Gb/s data rate with a pre-forward error correction (FEC) BER below the hard 
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decision (HD)-FEC threshold of 3.8×10-3. Remarkably, the small iteration number could 

benefit the high-speed parallel implementation of the field recovery DSP.   

 
Fig. 5.10. BER versus the number of iterations for a 56 Gbaud PAM 4 signal. 

 

Fig. 5.11 shows the change of the system BER as a function of the incident optical power 

to the PDs with or without the transmitter nonlinear pre-compensation (NLPC). As seen 

in the figure, NLPC is required to attain a pre-FEC BER below the HD-FEC threshold of 

3.8×10-3 in our setup. Further, it is found that the enhanced noise and residual SSBI can 

be effectively mitigated for SSB PAM 4 signals by use of a post-filter (PF) cascasded with 

a maximum likelihood sequence estimator (MLSE), which achieves much lower BER.  

 
Fig. 5.11 Sensitivity improvement by means of the nonlinear pre-compensation (NLPC) and a 

post-filter (PF) combined with a maximum likelihood sequence estimator (MLSE). 
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Fig. 5.12 characterizes the impact of the guard band on the transmission performance 

with or without PF+MLSE in the postprocessing DSP. We can observe that there exists an 

optimal guard band and therefore a BER minimum for both curves when the signal is 

neither severely impacted by the 0 GHz singularity or the second nearest singularity. 

Furthermore, the use of PF+MLSE significantly reduces the BER because of better 

suppression of the noise enhancement near 0 GHz.   

 
Fig. 5.12 BER change as a function of the guard band. 

 

  To explore the attainable throughput of the CD-based ASCDD system, we scale the 

symbol rate and assume the use of an ideal SD FEC with a code rate of 0.91. One iteration 

is performed to mitigate the SSBI. Table 5.1 shows the raw bit rate with the CD and guard 

band optimized accordingly. 200 Gbit/s raw data rate can be achieved over 80 km of SSMF 

in the C-band. By excluding the overhead, the net data rate is 182 Gbit/s. 

 

Table 5.1. Raw bit rate and the optimized CD and guard band. 

Raw Bit rate (Gbit/s) Optimal CD (ps/nm) Optimal guard band (GHZ) 
140 -250 1.1 
160 -200 1.3 
170 -160 1.8 
180 -135 3.4 
200 -100 4.5 
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5.4. ASCDD systems with a band-rejection filter 
In this section, we present a different realization of ASCDD scheme based on a band-

rejection filter (BRF), which is a zero-phase filter that suppresses a sideband of the 

received dual-sideband DSB signal [75]. Fig. 5.13 is a schematic of the BRF-based ASCDD 

scheme. SC-DSB signals with two independent sidebands are transmitted and detected by 

the receiver shown in the figure. The SC-DSB signal is split into two portions with the 

signal portion in the lower branch in the figure filtered into a VSB signal via the BRF.  

 

Fig. 5.13 Schematic of the band-rejection filter-based ASCDD scheme. The boxes display the 

spectra of the signal seen at different positions.  

 

We assume an ideal BRF filter with a step filter response for the field reconstruction 

expressed as follows: 

( )
0, 0
1, 0

H
ω

ω
ω
<

=  ≥
                           (5.15) 

Thus, the real and imaginary parts of the signal can be expressed in the frequency domain 

based on (5.9) and (5.10) , respectively: 
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where ( )EA ω  and ( )OA ω  are shown below 
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Alternatively, the left-sideband (LSB) signal can be reconstructed by means of the KK 

algorithm, whereas the right-sideband signal can be achieved by subtracting I1(t) from 

I2(t). The cross-sideband beating interference can be mitigated in a similar manner as 

described in section 5.2. However, note that the optical filter is not ideal rectangular, and 

the frequency responses of the PDs are not identical in a practical transmission system, 

and there remains linear crosstalk in the recovered LSB and RSB signal after the iterative 

SSBI cancellation. This remnant crosstalk is resolved by means of a multi-input-multi-

output (MIMO) equalizer in the receiver DSP.  

Figure 5.14 shows the experimental setup to test the BRF-based ASCDD scheme. As 

shown in the transmitter DSP block, two independent sequences of 16-QAM symbols are 

upsampled to two samples per symbol for pulse shaping via a root-raised-cosine (RRC) 

filter with a roll-off factor of 0.1. Next, the shaped signal is resampled to the DAC sampling 

rate of 88 GSa/s and up-converted to an intermediate frequency with a guard band. After 

pre-emphasis, the in-phase and quadrature signals from the two DAC channels are 

amplified in order to drive an IQ modulator based at the null point. An external cavity 

laser (ECL) generates a carrier at 1550.12 nm, which is split into two portions at the 

transmitter. A variable optical delay line (VODL) and a variable optical attenuator (VOA) 

in the lower branch are utilized to match the phase of the two carrier portions and tune 

the carrier-signal power ratio (CSPR), respectively. A polarization controller is used in the 

upper receiver branch to align the polarizations of the signal and the carrier. The launch 

power is optimized to 8 dBm by use of an EDFA and a VOA. 
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Fig. 5.14. Experimental setup and DSP decks of the transmitter and receiver. 

 

The signal is propagated over 0/80 km and a pre-amplifier along with a VOA are used 

to adjust the received optical power impinging upon the receiver. The signal is split by use 

of a 50/50 power splitter and fed to two branches as shown in Fig. 5.14. In the upper 

branch, the signal goes through a tunable optical filter (Santec OTF350) with a measured 

edge roll-off of 125 dB/nm in order to remove the RSB. The measured signal spectra 

before and after the optical filtering are shown in Fig. 5.15. After optical-electrical (OE) 

conversion, the photocurrents are digitally sampled by a two-channel 8-bit 160 GSa/s 

real-time oscilloscope (RTO). VOA4 is used to attenuate the optical signal in the lower 

branch in order to equalize the power into the PDs due to the insertion loss of the optical 

filter. In the receiver DSP, I1 and I2 are resampled to three samples per symbol for the field 

reconstruction. After down-conversion and down-sampling, the rest of the receiver DSP 

is implemented, which includes CD compensation, matched filtering, synchronization, 

MIMO equalization, and BER calculation.  
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Fig. 5.15. The optical spectra before and after optical filtering. 

 

First, we study the impact of different system parameters in the back-to-back (B2B) 

configuration. The transmitted signal contains two sidebands each carrying an 

independent 20 Gbaud 16 QAM signal. Since the intra and inter-sideband SSBIs are 

mitigated in an iterative manner, a processing delay is incurred which increases with 

more iterations performed and thereby constrains the throughput of the digital circuit. 

Thus, we measure the signal SNR versus the iteration number as shown in Fig. 5.16 to 

determine a suitable number of iterations. It can be seen in this figure that the SNR of the 

RSB signal increases with an increasing number of iterations due to improved mitigation 

of the SSBI terms, whereas the SNR change of the LSB is relatively moderate. Assuming 

that the bits in the LSB and RSB sidebands are interleaved and coded together, the average 

SNR of the LSB and RSB signal serves as a performance metric. It is seen in the figure that 

the average SNR initially increases and then levels off when greater than four iterations 

are performed. Thus, four iterations are used to post-process in the subsequent 

measurements.  
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Fig. 5.16. The signal SNR versus the iteration number. 

 

Next, we change CSPR by tuning VOA1 to study how the signal SNR is affected by varied 

CSPR. Here the CSPR is defined as the ratio between the carrier power and the power of 

one signal sideband. Fig. 5.17 plots the SNR as a function of CSPR. It is observed that the 

SNR of the LSB, of the RSB, and the average SNR increase with increasing CSPR and tend 

to saturate for CSPR greater than 15.8 dB. The increased SNR of the RSB signal at higher 

CSPR is attributed to a more accurate estimate of the SSBI terms since the linear term as 

part of the detected RSB signal is stronger compared to the SSBI. On the other hand, the 

increased SNR for the LSB signal is the consequence of the improved mitigation of the 

linear crosstalk by use of a MIMO equalizer due to the higher SNR of the RSB signal.  

 
Fig. 5.17. The signal SNR versus the CSPR. 
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To investigate the achievable spectral efficiency by this approach, we characterize the 

impact of the roll-off factor of the pulse shaping filter and the size of the guard band on 

the average signal SNR in Fig. 5.18. As seen from the figure, the average signal SNR 

increases with an increasing roll-off factor when the guard band size is less than 4 GHz. 

The explanation is that the excess bandwidth of the signal increases with increasing roll-

off factor, thus leading to wider frequency spacing between the LSB and RSB signal within 

the Nyquist frequency. This contributes to an improved rejection of the RSB signal due to 

a limited edge roll-off of the optical filter, thus improving the SNR of the reconstructed 

LSB signal. However, at a guard band size greater than 4 GHz, a greater roll-off factor 

cannot improve the average signal SNR. This is due to increased ISI induced by the limited 

bandwidth of the channel and a twin SSB signal with higher bandwidth due to a wider 

guard band. 

 
Fig. 5.18. Average signal SNR versus the guard band size. 

 

After characterizing the performance impact from different system parameters at B2B, 

we conduct a transmission experiment over 80 km of SSMF to explore the attainable 

capacity using this set-up. Fig. 5.19 shows the measured BER versus the aggregate baud 

of the 16-QAM twin-SSB signal with the roll-off factor and guard band optimized for each 

baud listed in the table. CSPR is tuned accordingly to obtain the lowest BER at each baud. 
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It can be seen in the figure that an aggregate 66 Gbaud 16-QAM signal with an ESE of 

6.03 b/s/Hz is transmitted over 80 km below the 0.875 rate HD-FEC threshold. This 

corresponds to a net data rate of 231 Gbit/s.  

 

Baud (Gbaud) roll-off factor Guard band (GHz) 

56 0.2 2 

60 0.2 0 

62 0.2 0 

66 0.1 2 

Fig. 5.19. BER versus symbol rate with the roll-off factors and the guard bands listed in the 

table. 

 

We also numerically study the tolerance of this scheme to the relative wavelength shift 

of the optical filter, which could be caused by the laser drift or the instability of the filter 

stabilizer. The parameters in the numerical analysis are chosen according to the 

equipment used in the experimental setup.  

Figure 5.20 plots the average signal SNR as a function of the relative frequency shift Δf 

of the optical filter for a 16-QAM signal with an aggregate baud of 66 GBaud at B2B. As 

shown in the inset, a trapezoidal filter is employed in the simulation platform with an edge 

roll-off of 125 dB/nm as the OTF 350 used in the experiment. It is seen in the figure that 
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the curve has a convex shape and the average signal SNR change is within 0.15 dB with Δf 

varying from -6 GHz to 0 GHz. This result indicates that the signal SNR is resilient against 

the frequency drift of lasers, which is normally within 1 GHz for ECL. 

 
Fig. 5.20. SNR versus Δf. Inset: relative frequency shift of the trapezoidal filter. 

 

5.5. Optimal filter response in ASCDD systems 
We have discussed two variations of ASCDD schemes based on either a chromatic 

dispersion filter or a band-rejection filter. In this section, we analyze the impact of the 

filter response on the reconstructed signal and derive the optimal filter response that 

maximizes the signal SNR.  

As discussed earlier, the reconstructed signal has a 0 GHz singularity regardless of the 

form of the filter response. At 0ω ≠ , the power spectral density (PSD) of the noise in (5.10) 

is given as follows  
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=                        (5.20) 

where the PSD of N1 and N2 are taken as 0 / 2N . To minimize ( )F ω  is equivalent to 

minimizing 
( )
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, which is denoted as ( )G ω . ( )G ω  is expanded as follows  
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( )
( ) ( ) ( )( ) ( ) ( )( )( )
( ) ( ) ( )( ) ( ) ( )( )( )

2 2 2 2 2

2 2 2 2 2

0 cos sin 1

0 sin cos
E E E O E

E E E O E

A A A
G

A A A

ω ω ω ω
ω

ω ω ω ω

Φ + Φ +
=

Φ + Φ
         (5.21) 

We can observe that ( )G ω  is not affected by the odd part of the phase response, i.e. 

only the even part of the phase response should be attended to when designing the filter 

frequency response. In addition, it can be readily shown via a simple partition of (5.21) 

that ( )0 1EA =  minimizes ( )G ω  for 0ω ≠ , which suggests that it is desirable to have 

an amplitude response of the filter that does not attenuate the CW-tone. We found that 

( )G ω  has a lower bound of 1 as shown in the appendix. This lower bound is attained if 

and only if 

( ) 1A ω =                                   (5.22) 

( ) ( ) ( ) ( ) 0
2

0 0

O
O E

kπω π ω
ω ω ω

ω

Φ + + ≠Φ = Φ +Φ = 
 =

，

，

,            (5.23) 

where k takes any integer number. This transfer function indicates that an all-pass filter 

whose phase response having an even part with a notch near 0ω =  is optimal in 

minimizing the noise in the reconstructed signal. For instance, one of the optimal phase 

responses is  

( )
0

0 0
π ω

ω
ω
>

Φ =  ≤

，

，
                           (5.24) 

which is a step function that inverts the sign of the signal in the positive frequency. 

The lower bound of ( )G ω  is proven as follows: 

Proving that  

( )
( ) ( )( ) ( ) ( )( )( )
( ) ( )( ) ( ) ( )( )( )
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2 2 2 2

cos sin 1
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sin cos
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= ≥

Φ + Φ
       (5.25) 

is equivalent to proving that 

( ) ( ) ( )( ) ( )( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
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cos 2 1 0
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From the definition of the amplitude response, we have the following inequality at 0ω ≠   

                             ( ) ( )0 1E OA Aω ω≤ + ≤                      (5.27) 

                            ( ) ( )0 1E OA Aω ω≤ − + − ≤                     (5.28) 

Due to the property of even and odd functions, (5.28) is equivalent to  

                            ( ) ( )0 1E OA Aω ω≤ − ≤                        (5.29) 

The addition and multiplication of (5.27) and (5.29) leads to the bounding conditions as 

follows 

( ) ( )2 20 1E OA Aω ω≤ − ≤                      (5.30) 

( )0 1EA ω≤ ≤                           (5.31) 

Thus, ( ) ( ) ( )( )2 2 1 0E OJ A Aω ω ω≥ − − + ≥  and ( )G ω  is lower bounded by 1. The equality 

is achieved when ( )( )cos 2 1E ωΦ = − , ( )2 1EA ω = , and ( )2 0OA ω = , which leads to the all-

pass filter response expressed in (5.22) and (5.23). 

 

5.6. ASCDD systems based on Mach-Zehnder 

interferometers 
 

In this section, we discuss a different ACSDD scheme based on Mach-Zehnder 

interferometers (MZI). Similar to the ASCDD schemes discussed earlier, the ACSDD-MZI 

scheme allows the field reconstruction of SC-DSB signals using a cost-effective DD 

receiver having two branches. Note that the optical filter is eliminated due to the use of 

an MZI in the receiver. The incident SC-DSB signal in an ACSDD-MZI scheme is split into 

two parts, one of which is delayed and beats with the other part when detected at the 

cross and bar outputs of an MZI. We will show in the sequel that the sum and difference 

of the two tributaries of photocurrents can be exploited to reconstruct the complex field 

of complex DSB signals. In addition, we will discusss a modified ACSDD-MZI scheme, 
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referred to as ACSDD-AUX due to an auxiliary DD branch used to improve the SNR of the 

reconstructed signal. 

In order to illustrate the principle of the ACSDD-MZI scheme, we depict in Figure 5.21 

a schematic of a symmetric DD receiver with two PDs and an MZI. The PDs detect the cross 

and bar outputs of the MZI, which is biased at the intensity quadrature. An incoming SC-

DSB signal as shown in the figure can be formulated as ( ) ( )E t T s t= + , where T is a CW-

tone, and s(t) is a complex DSB signal. Based on the symmetry of the receiver structure 

and the conservation of energy, the sum and difference of the photocurrents are 

expressed as follows: 

           ( ) ( ) ( ) ( )( ) ( )( )2 22
1 2 2 Rei t i t T s t T T s t s tη η+ = + = + + ,           (5.32) 

                           ( ) ( )1 2 0i t i t− = ,                            (5.33) 

where η  is the responsivity and set to 1 in the following analysis without loss of 

generality. Thus, the real part of the signal can be extracted from the Tone-signal beating 

term ( )( )2 ReT s t  based on (5.32).  

 
Fig. 5.21. Schematic of a symmetric DD receiver based on an MZI. 

 

In order to extract the imaginary part of the signal, we break the symmetry of this 

structure by adding a delay element in one of the MZI arms and refer to this new structure 

as the ACSDD-MZI scheme. Fig. 5.21 shows a schematic of the ACSDD-MZI scheme. Since 

the PDs detect the beating between a signal and its delayed copy, the photocurrents 
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difference is nonzero, which provides additional information for the retrieval of the 

imaginary part. 

  

Fig. 5.22. Schematic of an ASCDD receiver based on an MZI. 

 

The photocurrents i1(t) and i2(t) can be expressed as follows 

                

( ) ( )( ) ( )( )
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( )( ) ( )
( )( ) ( )( )( )

2

1

22

22

1
4

2 Re
1 2 Re - -
4

2Re

i t T s t j T s t

T T s t s t

T T s t s t

T s t j T s t

τ

τ τ

τ∗

= + + + −

 + +
 
 = + + + 
 − + + − 
 

,              (5.34) 
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,               (5.35) 

where τ  represents the delay in the ACSDD scheme. Adding i1(t) and i2(t) results in the 

sum  
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,           (5.36) 

where ( )1u t  denotes the signal-signal beating interference (SSBI) term ( ) 2
1 2 s t . It is 

found from (5.36) that the sum of the photocurrents can still be exploited to extract the 
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real part of the signal despite a different form compared to (5.32). Due to the introduced 

delay in the MZI structure, subtracting i1(t) from i2(t) leads to a nonzero difference below  

( ) ( ) ( )( ) ( )( )( )
( ) ( )( )

( ) ( )
( ) ( )( ) ( )

1 2

2

2

-Re

Im

Q Q

i t i t T s t j T s t

T T s t s t

s t s t

T s t s t u t

τ

τ

τ

τ

∗

∗

∗

− = + + −

 + + −
 =
 + − 

= − − +

,          (5.37) 

where ( )2u t  denotes the SSBI term ( ) ( )( )Im /s t s t Tτ∗ − . Based on (5.36) and (5.37), 

the real and imaginary parts of the signal can be reconstructed in the frequency domain 

as follows 

( ) ( ) ( ) ( )
( )

( )2
1 2 12

1I j

I I T U
S

TT e ωτ

ω ω π δ ω ω
ω

−

+ −
= −

+
,          (5.38) 

( ) ( ) ( ) ( )
( )

1 2 2

1Q j

I I U
S

T e ωτ

ω ω ω
ω

−

− −
=

−
.                     (5.39) 

Thus, the signal ( )S ω  can be expressed in the frequency domain as ( ) ( )I QS jSω ω+ . 

Note that (5.38) and (5.39) contain the transfer functions ( )( )1 1 exp -IH jωτ= + , and 

( )( )1 1 exp -QH jωτ= − , respectively, which results in a sequence of equally spaced 

singularities located at /kω π τ= in the reconstructed ( )S ω , where k takes any integer 

numbers. In addition, we can observe from (5.38) and (5.39) that the singularities of IH  

do not enhance the SSBI term ( )1U ω , whereas the singularities of QH  enhances the 

SSBI term ( )2U ω . 

In the ACSDD-MZI scheme, the SSBI is mitigated iteratively similar to what is described 

in section 5.2 except that the SSBI terms take different forms. A schematic of the iterative 

SSBI cancellation scheme is depicted in Fig. 5.3. The first iteration reconstructs S(ω) 

without mitigating the SSBI terms. The signal estimate is fed back for the SSBI estimates, 

which are subtracted from the sum and difference of the signal. Thus after a second 
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iteration, the reconstructed signal has improved SNR due to alleviated SSBI. This 

algorithm is performed iteratively until the impact of the SSBI is marginal compared to 

other sources of SNR degradation in the system. 

 
Fig. 5.23. Iterative SSBI cancellation algorithm. 

 

We proceed to assess the transmission performance of the ACSDD-MZI scheme. Fig. 

5.24 shows the magnitude response of HI and HQ with a 16 ps delay. The singularities are 

equally spaced in the spectrum such that the signal bands need to be allocated within the 

spectral intervals partitioned by the singularities. Thus, the delay in the ACSDD-MZI 

scheme needs to be optimized to suitably accommodate the signal in order to minimize 

the performance penalty resulting from the singularities. 

 

Fig. 5.24. Magnitude response of HI and HQ at a delay of 16 ps. 
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First, we numerically assess the performance impact of the critical system parameters. 

We assume a relatively simple signaling scheme where the signal is comprised of two 

independent sidebands (ISB), each of which carries a 25 Gbaud 16 QAM signal. A CW-tone 

co-propagates with the signal over 40 km of SSMF, which is assumed lossless and has a 

dispersion coefficient of 17 ps/nm/km. AWGN is linearly added to the signal to simulate 

the additive spontaneous noise (ASE) for the performance evaluation. After direct 

detection, electrical noise from the PD and the ADC is added to the signal quantitatively 

based on the definition of the electrical signal-to-noise ratio (SNRe) expressed as 

( ) ( )( ) ( )
2 2-s t s t n t , where x  represents the time-domain average of x, s(t) is the 

signal, and n(t) is the electrical noise. SNRe is set to 30 dB by adding AWGN to the 

photocurrents. In addition, brick-wall filters are used to simulate the electrical bandwidth 

of the PDs and ADCs in the receiver, which is configured to pass only the tone-signal 

beating terms in (5.34) and (5.35) while rejecting the out-of-band noise and interferences. 

The SSBI enhancement due to the singularities of HI and HQ can be visualized from the 

SSBI spectra in Fig. 5.25 at two different delays after reconstructing the signal based on 

(5.38) and (5.39), and subsequently removing the signal. It is seen from this figure that at 

a 16 ps delay, the spectral enhancement at 0 GHz due to HQ is much stronger compared to 

the spectral enhancement at 31.25 GHz due to HI. The explanation is that HQ enhances the 

SSBI term at 0 GHz, whereas HI enhances only the electrical noise at 31.25 GHz. At a 

shorter delay of 10 ps, the frequency interval between the 0 GHz singularity and the 

nearest singularities, i.e. k = 1, increases, which allows signal bands with higher 

bandwidth. However, the enhancement caused by the 0 GHz singularity is more 

pronounced at a shorter delay in the MZI, which requires a wider guard band in order to 

alleviate the impact of this singularity.  
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Fig. 5.25. Spectra of the SSBI after reconstructing the signal and removing the signal at delays of 

10 ps and 16 ps, respectively. 

 

Due to this, we study the impact of the delay on the system performance. The CSPR is 

set to 9 dB, and the guard band between the edge of the signal sideband and the CW-tone 

is set to 2 GHz. Fig. 5.26 shows the BER versus OSNR at different delays. As seen from the 

figure, 16 ps delay achieves the lowest BER among all delays. A higher delay of 18 ps leads 

to a substantially higher BER because the singularities corresponding to k=1 move within 

the signal sidebands. When a delay lower than 16 ps is applied in the ACSDD-MZI scheme, 

the system performance deteriorates due to a stronger enhancement of the SSBI near 0 

GHz as explained earlier. 

 
Fig. 5.26. BER vs. OSNR at varied delay of 10, 12, 14, and 16 ps. 
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Next, we investigate the number of iterations required to mitigate the SSBI terms. Since 

the algorithms are often implemented using pipelined sequential logic circuits for a high 

circuit throughput, more iterations incur higher circuit latency and require more registers, 

which leads to higher power consumption. Thus, it is desirable to determine the least 

number of iterations required to effectively mitigate the SSBI. Fig. 5.27 plots the BER as a 

function of the number of iterations at varied OSNRs. It can be seen from the figure that 

the BER decreases and then levels off as more iterations are performed. Moreover, the 

number of iterations to attain the BER floor increases as the OSNR increases. At a lower 

OSNR, a fewer number of iterations are required to render the residual SSBI marginal 

compared to the noise, whereas at a higher OSNR, more iterations are needed in order to 

mitigate the residual SSBI more sufficiently. As a suitable trade-off between the BER and 

the digital processing delay, we use 4 iterations to mitigate the SSBI in the following 

postprocessing DSP.  

 
Fig. 5.27. BER vs. number of iterations at varied OSNRs. 

 

At an OSNR of 29 dB, we plot the spectra of the SSBI in Fig. 5.28 after different iterations 

of SSBI cancellations. The figure shows that as the number of iterations increases, the SSBI 

is mitigated progressively. This is in agreement with the principle of the iterative SSBI 

cancellation algorithm discussed above. In particular, the enhanced SSBI near 0 GHz is 
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significantly suppressed after 4 iterations of SSBI removal, which allows for signal 

sidebands with a narrower guard band and higher ESE. 

 

Fig. 5.28. BER vs. number of iterations at varied OSNR values. 

 

  Next, we study the impact of the CSPR and the guard band at an OSNR of 29 dB. Figure 

5.29 plots the BER as a function of the CSPR at varied guard bands. The figure shows that 

as the CSPR increases, the BER decreases till reaching a BER minimum and then increases. 

The inflection points are due to the trade-off between the SSBI mitigation efficacy and the 

signal SNR. More specifically, at a lower CSPR, the SSBI estimates are less accurate because 

the reconstructed signal is more degraded by the enhanced SSBI. On the other hand, at a 

higher CSPR, the signal is noisier at a given OSNR because the CW-tone power is also part 

of the signal power in the calculation of the OSNR. Thus, the BER minimum is reached 

when a proper balance is achieved for this trade-off. In addition, we observe from the 

figure that the size of the guard band affects the optimal CSPR for the BER minimum. A 

lower CSPR is preferred at a wider guard band, because the signal is less impacted by the 

enhanced SSBI near 0 GHz and a higher power margin is allowed for the signal. It is also 

found that a slightly wider guard band can significantly reduce the BER. 
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Fig. 5.29. BER vs. number of iterations at varied OSNRs. 

 

Next, we show that the performance of ACSDD-MZI can be improved at the expense of 

a slightly more complex receiver structure. Fig. 5.30 depicts the modified ACSDD-MZI 

scheme. An auxiliary DD branch is introduced to recover the real part of the incident 

signal and we refer to this modified scheme ACSDD-AUX. In addition, the two PDs in the 

ACSDD-MZI scheme are connected in series for balanced detection and cancel the 

photocurrents without a need for digital subtraction. Thus, only one more PD is required 

in terms of the hardware complexity compared to the original ACSDD-MZI scheme.  

 

Fig. 5.30. Schematic of the ACSDD scheme with an auxiliary DD branch.  

 

The photocurrents i3(t) and i4(t) can be expressed as  
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Thus, the imaginary and real parts of the signal can be expressed as follows 
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Equation (5.42) and (5.43) for the signal reconstruction has a simpler form compared to 

(5.38) and (5.39) since the transfer function HI is eliminated, and the allocation of the 

signal band is determined only by HQ. Thus, the singularities of the ACSDD-AUX scheme 

are distributed at 2 /kω π τ=  with a doubled spacing compared to the ACSDD-MZI 

scheme at a given delay. Fig. 5.31 compares the transfer function HQ at 16 ps and 32 ps 

delay, respectively. It follows that stronger SSBI enhancement near 0 GHz should be 

induced by HQ at 16 ps of delay compared to HQ at 32 ps of delay.   

 
Fig. 5.31. Magnitude response of HQ at delays of 16 ps and 32 ps. 
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In order to compare the enhanced noise and SSBI between the ACSDD-MZI and the 

ACSDD-AUX schemes, we plot the SSBI spectra as shown in Fig. 5.32. It is seen from the 

figure that the SSBI enhancement is less pronounced for the ACSDD-AUX scheme near 0 

GHz due to a higher delay of 32 ps. However, the singularities of HQ induce stronger SSBI 

enhancement at 31.25 GHz compared to HI because HI only enhances the electrical noise 

from the PD and the ADC. 

 
Fig. 5.32. Spectra of the enhanced SSBI after a first signal field reconstruction for the ACSDD-

MZI and ACSDD-AUX schemes. 

 

We also compare the spectra of the residual SSBI after 4 iterations of SSBI 

cancellation in Fig. 5.33. As seen from the figure, ACSDD-MZI has stronger SSBI 

enhancement near 0 GHz due to HQ with a lower delay, whereas at the other two 

singularities, the two schemes achieve close enhancement in the spectrum because HQ in 

the ASCDD-AUX scheme has a higher delay, whereas HI in the ASCDD-MZI scheme does 

not enhance the SSBI. Thus, the figure indicates that the ACSDD-AUX scheme is less 

affected by the enhanced SSBI near 0 GHz compared to the ACSDD-MZI scheme due to the 

auxiliary DD branch. 
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Fig. 5.33. Spectra of the noise and the residual SSBI after 4 iterations of SSBI cancellation. 

 

Next, we compare the OSNR sensitivity of different self-coherent direct-detection 

schemes in the back-to-back configuration (B2B). Fig. 5.34 plots the BER as a function of 

the OSNR for the ASCDD-MZI scheme, the ASCDD-AUX scheme, and the CADD scheme at 

varied guard bands with optimized delays to accommodate the signal. 4 iterations of SSBI 

mitigation are implemented for these SC-DSB-DD schemes. Note that the SSBI estimates 

are obtained from the reconstructed signal field as detailed in section II, which is different 

from the approach adopted in where the SSBI estimates are based on clean symbols 

determined after equalization at the expense of higher complexity. In addition, we include 

the OSNR sensitivity of the KK scheme in this figure. For a fair comparison, we transmit a 

50 Gbaud single-sideband 16 QAM signal in the KK scheme and an aggregate 50 Gbaud 

dual-sideband 16 QAM signal in the ASCDD schemes, and the CADD scheme. Due to the 

spectral expansion induced by nonlinear operations used in the KK scheme, a relatively 

higher sampling rate of 200 GSa/s is set for the KK scheme, whereas a lower sampling rate 

of 100 GSa/s is set for the SC-DSB-DD schemes. In addition, brick-wall filters are used to 

simulate the electrical bandwidth of the PDs and ADCs and are configured to pass only the 

tone-signal beating term in all schemes considered. Note that no electrical noise is added 

at the receiver in the OSNR sensitivity analysis. Due to the trade-off between the ASE noise 
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and the SSBI, the CSPR is optimized at each OSNR. In order to relax the requirement for 

the remote wavelength management and even allow the use of uncooled lasers, no narrow 

bandpass optical filter is used after demultiplexing in the CWDM system to remove the 

out-of-band ASE noise of the optical signal. 

 

Fig. 5.34. OSNR sensitivity for different self-coherent direct-detection schemes. 

 

The figure shows that the ASCDD schemes and the CADD scheme can achieve lower BER 

compared to the KK scheme at sufficiently wide guard bands used to effectively mitigate 

the enhanced SSBI near 0 GHz. The worse OSNR sensitivity of the KK scheme is due to the 

ASE noise from the image sideband that beats with the CW-tone after detection, thus 

resulting in degraded SNR of the baseband signal. We also note that the SC-DSB-DD 

schemes discussed here require approximately half of the electrical bandwidth relative to 

the KK scheme. At the same guard band of 2 GHz, it is observed that both ASCDD schemes 

achieve significantly lower BER compared to the CADD scheme. The explanation is that 

the power of the SSBI term ( ) ( ) ( ) ( ) 2
3u t s t s t s tτ τ∗= − − −  in the CADD scheme is 

stronger compared to ( ) ( ) ( )( )2 Imu t s t s t τ∗= −  in the ASCDD schemes, which can be 

visualized from the spectra of these two SSBI terms in Fig. 5.35. Since ( )2u t  and ( )3u t  
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are enhanced by the same transfer function ( )QH ω  near 0 GHz, the residual SSBI in the 

CADD scheme is more pronounced after the iterative SSBI cancellation and leads to lower 

OSNR sensitivity when the same guard band is used. It is also found that the ASCDD-AUX 

scheme performs slightly better than the ASCDD-MZI scheme, achieving the lowest BER 

among the three SC-DSB-DD schemes. In terms of the hardware complexity, the ASCDD-

AUX scheme eliminates the use of two extra PDs and one ADC compared to the CADD 

scheme but requires one more PD compared to the ASCDD-MZI scheme. 

 

Fig. 5.35.  Spectra of the SSBI terms u2(t) and u3(t). 

 

5.7. Discussion and conclusions 
In this chapter, we discuss various types of ASCDD schemes that increase the ESE by a 

factor of two compared to SC-SSB-DD schemes. We show both numerically and 

experimentally that the ASCDD scheme can use either a band-rejection filter or a CD filter 

in the receiver subsystem to reconstruct 200 Gb/s SC-DSB signals. We find that the 

optimal filter response is an all-pass filter whose phase response consists of an even part 

having a notch at 0 GHz. In addition, we show numerically that an MZI-based ASCDD 

scheme can enable the field reconstruction of SC-DSB signals based on the beating of a 

signal and its delayed copy. We note that both the ASCDD and the ASCDD-MZI scheme 
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combine a cost-effective and phase-diverse DD receiver with a high ESE approaching that 

of the homodyne coherent detection in a single-polarization configuration.  

In order to evaluate the hardware complexity of different SCDD schemes, we consider 

the bandwidth of PDs and ADCs, the number of PDs and ADCs, the need for LOs as the 

major cost metrics. This is due to the following reasons: (a) high-speed PDs and ADCs are 

costly, (b) using more PDs and ADCs requires a higher received optical power to the 

receiver and a larger footprint, and (c) the need for a LO requires more stringent remote 

wavelength stabilization and the implementation of carrier phase recovery DSP, thus 

increasing the power consumption and system complexity. Table 5.2 compares the 

hardware complexity of different coherent detection schemes assuming a signal with the 

same bandwidth B. 

 

Table 5.2. Hardware complexity of different detection schemes in a single-polarization 

configuration. 

Schemes PD/ADC 

bandwidth 

No. of ADCs No. of PDs No. of LOs 

KK B 1 1 0 

CADD ~B/2 3 5 0 

ASCDD ~B/2 2 2 0 

ASCDD-MZI ~B/2 2 2 0 

Coherent B/2 2 4 1 

 

The table shows that the KK receiver requires the highest receiver electrical bandwidth 

B among all the detection schemes considered due to an unused image band. Though 

CADD reduces the bandwidth of PDs and ADCs by a factor of 2, the scheme requires an 

additional optical hybrid, two more ADCs, and 4 more PDs (2 BPDs), which significantly 

increases the receiver complexity and requires higher received optical power. By 

comparison, both the ASCDD and the ASCDD-MZI schemes use the least number of PDs 
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and ADCs and require an electrical bandwidth close to half of that required by the KK 

scheme. Furthermore, the band-rejection filter and CD-filter-based ASCDD schemes can 

be implemented using mature optical components. Sharp edge band-rejection filter can 

be realized using cascaded ring-resonators, whereas grating-based devices can serve as 

CD filters, which can provide the required CD for multiple channels [128-130]. We also 

note that the ASCDD-MZI scheme is simple to implement by use of a delay line MZI in a 

two-branch DD receiver such that the beating between an SC-DSB signal and its delayed 

copy is available for the signal reconstruction. To summarize, the ASCDD schemes 

discussed in this chapter combine the high ESE and phase-diversity of homodyne 

coherent detection with the cost-effectiveness of DD systems, which holds potential for 

high capacity short-reach data center communications up to 40 km. 
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6 Conclusions and future work 
6.1 Summary 

The fast development of data-intensive services such as video streaming, cloud 

computing, and enhanced reality fuel the growth of the IP traffic in the data center 

network. An explicit trend in the development of high-capacity transceivers for data 

center communications is the adoption of a compact form factor, i.e. QSFP-DD because of 

the advantages of backward compatibility and a high port density. Though the 

compactness of QSFP-DD is favorable for rack switches to achieve high throughput, a tight 

power consumption limit is imposed in the system design due to the constraints of 

thermal cooling techniques. DCO systems have high throughput and high spectral 

efficiency as manifested in metro to long haul optical communications and are migrating 

to application use cases at increasingly shorter reach. However, the high power 

consumption that comes along with the superior performance of DCO systems renders it 

debatable to deploy pluggable DCO transceivers for less than 40 km of distance. On the 

other hand, DD systems are attractive for short-reach data center connections due to low 

cost and power consumption. The main deficiency of conventional DD systems is much 

lower throughput compared to DCO systems and the challenge to fulfill use cases beyond 

10 km of reach especially at higher baud, which can be readily reached by DCO 

transceivers. Despite a trend to simplify DCO systems for shorter reach connections, there 

is also the motivation to combine the advantages found in DCO systems with the cost-

effectiveness of DD systems, forming advanced DD systems discussed in the thesis for the 

intra- and inter-data center connections up to 40 km of reach. More specifically, we have 

presented the following content in this thesis. 

In chapter 1, we provided background and context for the problem addressed in the 

thesis. Next, we defined the boundary of the problem and outlined the approaches that 

we took to design advanced DD systems having high throughput and spectral efficiency 
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for the data center connections up to 40 km. We also described the organization of the 

thesis and highlight our contributions in each chapter. 

In chapter 2, we presented the fundamentals of the thesis, i.e. concepts, techniques, and 

underlying physics that the subsequent chapters are built upon. We mainly reviewed two 

DD systems, i.e. the conventional IMDD systems and the SC-SSB-DD systems that recently 

emerged. We covered most of the important knowledge of these two systems required to 

understand the following chapters. 

In chapter 3, we discussed how probabilistic shaping, a technique widely used in DCO 

systems could be appropriately integrated into IMDD systems. We detailed the 

integration of a short-block length distribution matcher CMDM into IMDD systems for 

power-efficient and low-latency probabilistic shaping. Using CMDM, we reported a first 

net 800 Gb/s CWDM system over 2 km in the O-band using an EML TOSA. We also 

presented a neural network-based method to optimize the input distribution of PS 

symbols in practical IMDD systems for 800 G intra-data center connections. 

In chapter 4, we focused on a DD system, i.e. SC-SSB-DD systems having greater 

throughput-distance than IMDD systems. We described two different approaches to 

generating wideband SC-SSB signals having a negligible image band for 800 G connections 

beyond 40 km of reach based on a pair of RF signals with a constant phase difference. A 

distinct advantage of such signal generation schemes is the potential to remove the optical 

amplifier for reduced system power consumption. In addition, we detailed an approach 

to realize polarization multiplexed SC-SSB-DD systems and achieve > 300 G throughput 

per wavelength beyond 40 km. 

In chapter 5, we introduced novel DD systems referred to as ASCDD systems for the 

reception of SC-DSB signals that increase the electrical spectral efficiency by a factor of 2 

compared to SC-SSB-DD systems. We characterized the theoretical performance of the 

proposed systems and validated its working principle in a test bench having > 200 Gb/s 

throughputs over 80 km. We also discussed other variants of ASCDD systems having a CD 

filter or an MZI in the receiver subsystem. 
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6.2 Future work avenues 
Though the objectives of the thesis are fulfilled, we identify some research 

opportunities extending from the presented work while reflecting on what has been 

discussed in the thesis.  

More specifically, for IMDD systems, we show in chapter 3 that shaped signals can 

improve the system throughput since an optimized trade-off can be achieved between the 

system bandwidth and SNR. It is known that in long-haul DCO systems, shaped signals 

have an ultimate shaping gain of 1.53 dB due to the use of EDFAs such that the system is 

power-limited. However, it is unclear whether shaped signals can have a certain level of 

shaping gain in amplifier-less IMDD systems over a short reach for the intra-data center 

connections. These amplifier-less IMDD systems cannot be oversimplified as peak power-

constrained systems since a) the driving signal could be much lower than the Vπ , e.g. in 

the case of SiP modulators and b) the driving signal is often clipped before digital-to-

analog conversion due to a high CSPR caused by some of the transmitter DSP block 

including pre-emphasis and near-Nyquist pulse shape. Thus to have a sensible discussion 

of this issue, assumptions need to be made to define the field of discussion and 

experiments should be carried out to corroborate an analysis with insightful results. 

Moreover, it is also unknown what is the optimal input distribution of such systems and 

what are appropriate distribution matching techniques to realize these optimal 

distributions. These newly developed techniques should be compared against benchmark 

tools to assess their performance. 

  For SC-SSB-DD systems, we show two approaches to generate wideband SC-SSB signals 

for large capacity systems beyond 40 km. While testing proof-of-concept systems based 

on the proposed approaches, we found that the modulator nonlinearity is the major 

performance-limiting issue that needs to be handled. We are interested in finding a 

nonlinear pre-compensation equalizer that can effectively invert the nonlinear response 

of the modulator while also being realizable using one DAC channel for cost-effectiveness. 



 
 
 
 

134 

It seems that an analytical form of such an equalizer is difficult to build and it looks more 

prospective to resolve this problem using numerical tools such as machine learning. We 

anticipate the nonlinear equalizer to further improve the throughput of amplifier-less SC-

SSB-DD systems over 40 km of reach, which have more potential for short reach 

connections of the kind such as data center interconnects and mobile fronthaul 

communications. As for the polarization-division multiplexing scheme, it is interesting to 

think of a different signal generation subsystem apart from what is used in the 

demonstration and the all-digital generation scheme. Though the latter scheme is simple 

in terms of the system hardware, the generation of the side carriers degrades the signal 

SNR and thus reduces the achievable throughput.  

  In chapter 5, we discuss the ASCDD system in the entire chapter. Despite the high ESE 

in a single polarization compared to SC-SSB-DD systems, there is a lack of a 

straightforward approach to realize dual-pol ASCDD systems. We presented in chapter 5 

a potential way to achieve polarization-division multiplexing. However, a feedback 

control circuit is required to keep monitoring the intensity difference between the PDs, 

which increases the complexity of the system. Another potential method is to use a pair 

of orthogonal carriers near the zero frequency having a small frequency gap between the 

carriers such that high ESE is retained. This method comes with the difficulty to generate 

such carriers. There could be other practical approaches to realize dual-pol ASCDD 

systems which can double the throughput of the ASCDD system per wavelength in order 

to meet the ever-growing bandwidth demand. Moreover, the proposed ASCDD scheme 

could be implemented on an integrated photonic circuit. For instance, the MZI-ASCDD 

receiver can be realized by concatenating a Y-branch, a spiral waveguide, a multimode 

coupler, and two photodiodes. When combined with an SSB SiP modulator, the entire 

system can be built based on the silicon-on-insulator platform, which could be a low-cost 

solution for short-reach data center connections by harnessing the established CMOS 

process.  
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