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Abstract 

The problem of fault diagnosis in digital circuits is composed of two sub-problems: 

Fault detection (identifying that a faldt is present) and fault location (identifying the 

failure responsible for faulty hehaviour) Test., using randomly or pseudo-randomly 

selected input stimuli have been suggested both as a means of reducing the costs asso­

ciated with gellerating deterministic tests and as a means by which circuits could test 

themselve:, (built-in self-test). The majority of research into random testing has dealt 

only with its fault detection properties. Fault location nas typically been treated as a 

dictionary search prohlem, or ignorèd altogether. 

This dissertation proposes a new approach to fault location in randomly or pseudo­

randomly te:,tcd digital circuits. Faults will he isolated by a hierarc:hical seqaence of 

steps, each of which identifies fi particular property of the fanlt which has occurred. 

The method uses availahle circuit information t.o aid in locat.ion. The advantages of 

this method include greatly reduced dictionary generation costs, the ahility to locate 

a fault withüut searching an entire dictionary, and the ability tü partlally characterize 

unrnodelkd faults In additIOn, a hierarchical approach allows dictionaries to be con­

structed in a demand-driven fdShion, avoiding unnecessary work fOI faults which do not 

occur in practice, and leducing the costs of changes ln the test set. 

Sample applications of the proposed location techmque are given, for use in both 

random compact testing and huilt-in self-test Experimental results are presented to 

demonstrate the performance of the method. 

ii 



Résumé 

Le diagnostique de défauts dans les circuits digitaux se divise en deux SO'i" ;:,roblf>n!cs 

la détection des défauts et leur identification. Des méthodes qui ut.ilisellt It'~ ellll{'('~ 

aléatoires ont été proposés comme façon de réduire les coûts assocIés à la genfratloll 

des patrons de test et pour faciliter le test intégré. La plupart des recherches reli{>c~ 

aux tests aléatoires ont seulement considéré la détection des défauts L'identification 

des défauts a été considérée comme un problème de recherche ('n dictionnaire ou tout 

simplement ignorée. 

Ce document propose une nouvelle approche à la question de l'identification des 

dpfauts dans les circuits digitaux vérifiés à l'aide de patrons de test aléatoires. Les 

défauts sont isolés par une séquence hiérarchique d'étapes où chacunf' identifie un at.­

tribut particulier du défaut qui est présent dans le circuit. La méthode utilise les car­

actéristiques connues du circuit pour faciliter l'identification des défautc;. Les avantagf's 

de cette méthode sont entre autre une grande réductIOn des coûts de génération de dIc­

tionnaire, la possibilIté d'isoler un défaut sans la recherche complète du dictionnairf' pt 

l'abilité de caractériser partiellement les défauts qui n'ont pas été model~ De plus, uru' 

approche hiérarchique permet aux dictionnaires d'être construits sur demande évitant 

ainsi des efforts inutiles et réduisant les conts associés aux modifications du test 

Ce mémoire contient quelques exemples des applications envisagées ainsi qu'unt> 

évaluation expérimentale Je la méthode proposée. 
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Claim of Originality 

The author daims originality for the following contributions of the dissertatIon' 

• Chapters 1 through 4 are largt'Iy revi('w, although th('y ar(' origin al in thf' Sf'nSt' 

of providing a unified background 1.0 the field of fault diagnosis ln randomly-test.('d 

circuits employing dat.a compadion (signature-test('d circuit.s). 

• Chapter 3 includes a description of the a..<;ymmetric error model which wa..'l proposed 

for buHt-1ll self-test by the author. 

• Chapter 4 includ'2s a novel set of criteria to be used when evaluating fault location 

methods for signature-tested circuits. 

• Chapter 5 develops a new model for fault coverage curves, which permits the esti­

mation of the relative effort required in fault simulation when faults are dropped 

after detect.ion or simulated over an entire test set 

• Chapter 5 proposes a hierarchical methodology for fault location in signature-tested 

circuits. The methodulogy involves a succession of reduction steps on an initial fault 

set and rt'presents a marked departure from previous efforts in this area. 

• Chapter 5 also suggests new signatures for random testing wtuch contain useful 

fault location information, and develops a new technique for evaluating the location 

capability of these in the context of demand-driven fault diagnosis. 

• Chapter 6 suggests drcuit structur€'s to implement these signaturf's. TIH'i'lf' adap­

tations arc novel, with the exception of the partial sequence matchmg method 5Ug­

gested for reJucing haldware overheaJ. whi( h ha'> bt'PII dpplit',] 1" f'ViOlIsly to , 1((> 

output data modlficatlOlI technique of built-1Il self-te!:'t. However. il rH'W algorrlhm 

for producirtg a partial matching is developed 

• Chapter 7 gives a detailed descrrption of application techniqu{'~ lor hH'rdrchl< al 

fault diagnosis, including expressions for expected values, variance, and aliasinv; 
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Claim of OngUluht 

prohahilit.y of signat.ures. Together, these new methods are suitable for a wid· 

variety of signature-tested circuits. 

• Chapter 8 con tains a detailed cost comparisoll between the proposed hierarchical 

fault location method and two other methods previously proposed for fault location 

in signature-tested circuits. To the author's knowledge, such cost evaluations have 

Hever been reported for either of the previously-developed methods. 

• Chapter 9 provides extensive experimental verification of the performance of the 

hierarchical fault location technique. Sinee the techniques are new, the evaluation 

is also novel. 

• Appendix A gives exact and asymptotic expressions for the aliasing probability 

of the wt>ight counting BIST technique for both the independent and asymmetric 

error modcls. Standard combinatorial techniques were used to derive these, but the 

expressions themselves are new. 

xiv 
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Chapter 1 Introduction 

This dissertation develops a new method for perforrning faul!' diagn()Ris in combi­

national digital circuits tested with random or pseudo-random input Vf'rtors Faull. 

detection is accomplished using signatures from output da~a compaction, and fault lo­

cation is performed hierarchically using each signature 1,0 reducc the fault set. l'Il(> 

major contributions of thi~ method mc\ude the development of signat ures whIC h (()n­

tain useful circuit information, th(' abIilty 1.0 use tlllS InformatIOn for dlagnosls, and 

the potential to implement the diagnosis hardware on the chip or module b('ing test('d. 

These properties allow the proposed rnethod to overcome what has has previom;\y heen 

a major drawback to the use of data compaction technIques In tault diagnosls --- the 

difficulty of performing fault location. The vocabulary of fault diagnosis as weil as a 

brief introduction to the field are given in the following section. 

1.1 Definitions 

A typical digital circuit contains inputs, internallogic, and outputs. Digital signais, 

represented by a set of binary 1s and Os called an mput vector or mput pattern, are 

applied at the mputs, and the internai logic's response, correspondingly referred 1,0 as 

an output vector or output pattern, is read at the outputs. If the output fUll( tion of LIu' 

circuit is determined solely by its present input vector, the cirCUit is (allf'd combtnatzonal 

If, on the other hand, the output functIOn IS determined by t h(' 'iequ('nc(' of mpu t v('( tors 

applied, then the circuit contain~ memory and is t~rmeJ .<,cQurlltw{ 

Manufacturing digital circuits is a ('omplex prOCf'~S, dIld. a~ ri [(''-,\llt, sO!TH' of tll!' 

clrcui ts produced are fault.y A fa tilt IS definE'd as th (' caus(' of Hl( orn'( t (1 TC 1I1 t. !>pha v lOtI r 

Fau/t dwgnosls for digital circuits can be defined a."i answenng thE' qUP'-,tloll "\lVIlJ( h, if 

an y, faults are present in this circuit?" Fault diagnosis entornpasses the tpsting of digital 

circuits, and is in fact composed of two subproblems: fault detectlOn, "Is there any fault 
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present in this circuit?" and lault locatIOn, "Which of the many possible faults is (are, 

responsible for the incorrect belu'.Viour of this circuit?" 

Fault diagnosis is needed du:ing the manufacturing of digital circuits - whether 

the systems (computcrs and other machines) themselves, or the boards, cards and mod­

ules of which they are comprised, or the integrated cirçuits (les) or "chips" which in 

tu.n _nake Pp the boards. This distinguishes fault dlagnosis from the problem of de­

sIgn tlcnficatwn, which answers th(' question "Docs this design perform the function 

it is inl.ended ta pClform?" Testing aSSUIlles thal. desigll veliflcat.ion has already !>een 

performed,80 thal. if the cirçuit con tains 110 faLlts it will implement the correct functi()~. 

Th<' goal of fault diagnosis, naturally, is to find faulty circuits as (larly as possible 

In the manufaçturing proce~s. The LOSt. of d fdult increases by approxlITlately aI~ ordE'r 

of magnit.llde al, e(lch sj,<'p of th(' proc('ss from silicon wafeI' tu chip ta package 1.0 board 

to system to slupped product [Wi183] The complexity of modern CIrcuits has increased 

the diffinllty of fault diagnosis ta such an extent that testing 1l0W accounts for about a 

third of the cost of an le IBha89). 

The faults 1.0 be diagnosed may be {oglcal, which cause changes in a faulty circuit 

output function known as error,9, or parametr:c, which cause sorne paranwter of circuit 

operatioIl, su< h a.s voltage levrl, timing, or capaCltance, 1,0 degrdde beyond the sprufied 

minimum levellOJ the design. Faults may be permanent, tranSIf'nt (occurring only once), 

or mtermlttent (rccurring). Faults may be either combinational or sequential in nature, 

independent of the circuit under test. Faults can 1 "sult from either phY5icai defects or 

electrical failures within the manufactured circuits. A circuit without any such faUures 

is said to be fault-Iree. 

The failures, or àefects, are caused by a variety of physical phenomena: Many 

of today's chips contain elE'ments which are smaller than 1 /-Lm - one millionth of 

a meter -- across. These can have their properties altered by minor imperfections 

in the silicon, be destroyed by microscopie dust fragments, or be obliterated by tiny 

misalignments in the "masks" uRed 1.0 create them. Additional defects, sllch as f'xtra or 

missing connectIOns, can occur when the chips are packaged, and still more are possIble 

when the chips are installed on circuit boards.* Not aIl defects result in faults, only 

those which cause sorne sort of erroneous Circuit behaYlOur. t Fault dlagnosls attempts 

to discover such behaviour and pin point its cause 

• FOI mOle mformatlOlI on le defetts, sel' IRav8111McC871 

t Certam faults, called redun,dant Jaults cause 110 observable cha.nge 1Il ClfcUlt output on therr OWII, but 
lllay cause t:rrors if they occur togethel with other faults IFri67J. 
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This dissertation is primarily concerned with the diagnosis of permanent lo~i( Il 

faults in combinational circuits. Where thf' results obtained may lit' applit'd t.o ot.hl'r 

fonns of diagnosis, the faet is noted, but the primary focus remains. 

1.2 Overview of Problem 

As integrated circuits have increased in complexity, testing has Decorne a signifi( an 1. 

production expense, and now represents on the order of one third of tht> tot.al ('os!. of 

an le. The expense arises from both the hardware required to perforrn tilt' tc~U" .tlld 

the effort needed to develop them. The primary focus for fault diagnosis strategie!> hdS 

been deterministic test pattern generation (DTPG) techniques, wherf' t,('st stimuii an' 

designed expiIcJtly to detect (and possibly locate) mode lied faults 

In an effort to avoid the costs of DTPG, random test pdtterns hav(' bec Il propmwd dt> 

an alternate testing method. A randorn or pseudo-random source gt'nerat.es input. st.imuli 

for the circuit under test, and faults are detected irnplicitly A sufficiently long random 

test will contain test patterns which deted ail faults detected by its deterministically 

generated equivalent. Random test sets are often considerably longer than deterrnini:,til 

test sets. 

Data compaction techniques arc often used in random testmg m ordf'r LO rf'duce t.he 

amount of data resulting from the large number of input pattern:;. Data compact ion 

and random test stimuli can greatly simplify test generation and hence redllc(' t,rflt. 

development costs. ln addition, the hardware reqUired by the methods IS simpler than 

that needed for deterministic testing, so test application fOsts may he reJuced, and test 

hardware may be inciuded as part of the circuit under test. This last approach is known 

as built-in self-test (BIST). When the hardware is external, the techn ique is referrrd t.o 

as random compact testing (ReT). 

One failing of buth BIST and ReT has Leen that while fault dett'( Lioll is ~tfdightJof­

ward, fault location in the presence of data compaction has heen difficult and f'XI)Pn~iv(' 

Fault locatIOn 15 required for repairable or fault tolerant sye;tpms. (lIld dbo to (>valuatp 

and improve the rnanufacturing process for conveIltioIldl l If( uih :-;('\,('T <1 1 t('( hnique<, 

have been suggested prevlously. but none of thec;e le; ahl(' ln <.;all'-./\ ail 1 he f('(jllIrenwllt" 

of such methods. ThiS dissertatIOn proposes data compact Ion t(l( lin 1 <jl]('<' and " fault 

location method wlllch meeh the::.e criteria, dllO 111 addltloll (dll f('dtH(' I()(,tlioll pfiorL 

signitlcantly over the previou& approaches 

The essential feature of the proposed method is its hlerardwal natl1fr: th(' set of 

possible faults is reduced over a sequence of steps to include only those taults consistent 
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with the vaflous observed circuit behaviours. The data compaction proces!> ensure 

that useful information about faults present in the circuit is readily available - a result 

which has not been possible with conventional approaches. 

1.3 Outline of Dissertation 

The remainder of this dissertation describes the hierarchical fault diagnosis mcthod 

in detail, and is organized as follows: 

Chapter 2 provides a brief h:story of fault diagnosis, reviewing the literature on the 

subject as it ha..c; evolved and giving a general background to the field. 

Chapter 3 reviews builL-in self-test of circuits, and includes sections on error mod­

elling and data compaction techniques, which apply to both self-t('sting and randomly­

tested circuits. These techniques provide a basis for the signatures proposed in this 

dissertation. 

Chapter 4 reviews the methods wh ,ch have been proposed previously for locating 

faults in a signature testing environment, which includes random input vectors and 

output data cornpaction. The chapter exawines their relative advantages as weIl as 

their shortcomings, and condudes with set of criteria which must be met by any fault 

location method employing data compaction. 

Chapter 5 introduces the hierarchical fault location method which is the focus of 

the dissertation. It also provides a formaI methodology for analyzing and comparing 

fault location techniques. This is used to show the benefits of the hierarchical approach 

with a variety of possible signatures. In addition, a model for calculating the fault and 

compactor simulation effort required by dictionary construction is developed. 

Chapter 6 discusses the physical structures necessary to observe the circuit pa­

rameters mentioned in chapter 5 as potential signatures Tradeoffs betwE'en potential 

diagnostic r('solution and the amount of hardware overhead are investigated. 

Chapter i uses the signatures examined in chapter 5 and the structures of chapter 6 

to dE'velop sample applications of the hierarchical fault locatIon method The techniques 

apply to both random compa<,t tE'stmg and bU!lt-lil self-test and arE' exammed ID detall. 

Means of calculating expected values for each sIgnature given an error model and fault 

detection probabilities are shown, and the uses of ('ach of the sarnple applicatiom, are 

discussed 

Chapler 8 compares the costs (including start-up and run-time costs in terrns of tirne, 

spart' and hardware complexity) of the hierarchical fault location method with those of 
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the techniques reviewed in chapter 4. The superiority of the hierarrhiré'.1 approarh 1 

demonstrated for a variety of cost criteria and potentiaJ applications 

Chapter 9 outlines sorne experim('nt~ conducted to validate the performance projec­

tions of earlier chapters. The circuits used belong to a standard set Gf cO!";i!,inat.ional 

benchmarks. 

Finally, chapter 10 concludes the dissertation and outlines open problems in th(' 

area. 



,( 

Chapter 2 A Brier History of Fault Diagnosis 

Most Iiterature on f(lult diagnosis is concerned with permanent logical faults. Para­

metric testing is important and has not been entirely ignored (see, for example, [Zas85] 

[MaI88] [Nig90]). Similarly, intermittent faults have been considered (e.g. [BaI69] 

[Yen69] [Kam75] [Sav80b]), but nonetheless the trend remains. This chapter reviews the 

progress of fault diagnosis in digital circuits throughout the last thirty years, showing 

the changes in methods and in the perception of the issues involved as circuit complex­

ity has increased from logic gates constructed from vacuum tubes to today's ultra-large 

scale integration and heyond. 

2.1 Early History 

Initially, fault detection and fault location were essentially the sarne process. A 

circuit was given a test, which consisted of applying an input vector (for combinational 

circuits) or sequence of input vectors (for sequential circuits), then comparing the output 

vector(s) with sorne expected results. Each test would check for a particular possible 

physical failure [Tsi62] [Cha65]. However, many input vectors are able to test for several 

faults, ev en In simple cIrcuits. So, lists were created, showing for every possible input 

vector the corresponding effect that each fault would have on the circuit output. These 

Iists are callE'd fault dictlonanes. (The earliest reference appears to he [Tsi62], which 

refers to them as "maintenance dictionaries") These dictlonaries were originally issued 

as books, and the indlVlduals performmg the tests \'\'ould SCdn through thcrn to diagnose 

any faults in the system they were observing. Even the earliest didionaries were large 

- [Dow64] oE'scribes that of [Tsi62] as heing 1200 pagE'S long 

As circuits became more cornplex, such dictlonaries became impractical. A record of 

ail possible faulty output values for aIl possible inputs is almost always an excessive and 

unnecessary amoun t of information for the diagnosis process. Throughout the 19608, 
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work continued on reducing, or better, minimizing, the required dictionary size (lSt>sC,2j 

[Ses65) [Cha6S) [Arm66] [Kau68]). Fault diagnosis was frequently trealed as an extenslOll 

of the well-known boolean function minimization probl('m [McC56). Such tr('atmellt 

required that the full dictionary bE' known, E'vpn if it was not physically prndu( <,d ft.!-. 

construction was assumed to be straightforward. as evidenced by this offhand rt'mark 

in [Kau68]: "One has no difficulty in imagining that an analysis of Ithe circuitj has 

been conducted in orcler to determine the effect. that each of vanous hypotlt(>LI( ,t! r(lIl1t.~ 

has on its output." Today thls is beyond imagination, ev en for cornbinatlOnal circuIts 

Circuits with 75 inputs are not uncommon. Such a circuit has a total of 275 possiLk 

input combinations. If one billion of these combinations could be analyzed every second, 

it would take more than a million years to complete the dictionary Each additional 

input would double both the generation time and the storage required 

2.2 Test Sets 

The excessive cost of calculating a complete dictionary led to a search for approaches 

other than minimization to the problem of generating smaller dictionaries. The smaller 

dictionary would list faulty responses only for a subset of possihle input cornhinat.iow, 

called the test set. The vectors in a test set should both detect each potential fault and 

permit fault location. When developing a test set, both a circuit and its potential faulta 

may be considered at various hierarchical levels of abstraction. 

2.2.1 . Hierarchical Levels of Circuit Description 

There are two main classes of circuit descriptions: functwnal anù structural. A fUf\f­

tional description of a computer register, for example, could contain a list of tr,e variolls 

operations possible on it (load, store, add, etc), while a structural model could "fit th<' 

transistors which made up the register and the intercollnet tlon.., dllÙ !-.Iglldb IwLw(,(,1I 

them. Various of levels of d('scription ar(' possihle for hoth fllTHIIIlIl,J! rlTlr! "tru<lllral 

models. Registers may be combined mto modules "iurr cl" Tllf'lllOfI('<' or dl'coTIlp,)sf'd 

into their constituent elements, called latches or flip-ftop~ TranSI'Jtol" llld'r be ~rour)(,d 

together to form gates performing logic function~ such a~ AI"O. OR ctIld NOT, or df'­

composed into the stlicon and metal laycrs whlch form them The hlerardllcal natuff' 

of these models is shown in figure 2.1. More information on digital circuIt deSIgn may 

oe round in [Man79] [Mea80j and [Wes85]. 

7 



------~------------------------_t 

2.2 Test Sets 

Figure 2.1 Hlerarchy of Structural and FunctlOnal ('\fCUit Models 

2.2.2 Hierarchical Levels of Fault Description 

The fault description depends on the circuit description. The idea of reading ill 

incorrect address within memory has no direct meaning at the transistor level, and 

an electrical short between a transistor input and gr01',nd is similarly without direct 

meaning at the register transfer level, although both may describe the same physieal 

fa il ure, Test sets are designed to detect particular sets of faults which are deterrnined 

by a fault mode/. 

Most test sets are developed at the structural level rather than the fundional level 

[Bha89j, sinee structural tests are 1:>elieved to be mueh more thorough than functional 

tests. The fault model most frequently used is the gate-Leve! stuck-at model. 

ln the gatf'-level stuck-at fault model, inputs or outputs of logic gates within a 

circuit may he "stuck-at", i.e. permanently set to, E:ither ° or 1, which is analogous to 

LelIlg shorted to either ground or power respectivelv, Table 2 t show:-. the behaviour 

of somf' (ommon loglC gat€'s lI1 t,h(' pr€'st'nc€' of stuck-at fault,> Th", <;tuck-at modpl 

was IIltroducpd by Eldred in IEldS9] as a suggested tault model for test mg 10gIe gates 

comprised of vacuum tubes and diodes While smh gates have long sinee passed into 

hist.ory. tht' model rpmains. \'dfious authon, hav€' sinn' qu€'stlOned its applicabliity, p g 

[Cle71] [Susn] [Mei74] [Wad78a] [GaI80] [Wil83] [She8S] [McC87], and additional models 

have been proposed, among them bridging faults [Mei74j, where lines are shorted to one 

8 

j 



2.2 Te!"t Set.s 

f AB C AIO Ail BIO B/1 CIO 1 Clt 

AND 00 0 0 0 0 0 0 1 

01 0 0 0 0 1 0 1 

10 0 0 1 0 0 0 1 

11 1 0 1 0 1 0 1 

OR 00 0 0 l 0 1 0 1 

01 1 1 1 0 1 0 1 

la 1 0 1 1 1 0 1 

11 1 1 1 1 1 0 1 

XOR 00 0 0 1 0 1 0 1 

01 1 1 0 0 1 0 1 

10 1 0 1 1 0 0 1 

11 0 1 0 1 0 0 1 

Table 2.1 Gate BehavlOur III the Presence of Stuck-At Faults 

anothcr, CMOS stuck-open [Wad78a[ and transition [aults [She85J, based on extra or 

missing connections at the transistor level, and crosspoint faults [Smi79j, which result. 

from connectivity errors in PLAs. Nonetheless, the stuck-at model, and in particular 

the single stuck-at model, where at most one fault is assumeri to occ~r wlthin a circuit, 

remain the most popular [Bha89]. The most common Justification for the continued use 

of the model iR that complete tests for single stuck-at faliits tend to bf' excpllpnt. t.PSt.H 

for other types of faults as weIl IWil83] [Raj85] [Jac86j. 

2.2.3 Quality Measurements 

With the preponderance of methods available for generating test sets, it is necesRary 

to have sorne means of comparing them. Besides the obvious criteria of test length and 

test generation time, the quality of the methods can be compared 

2.2.3.1 Falllt Cov{'rag{' 

The fault detection capabilit). or fault ('overage of.1. t('~t s('t I~ Ilsuall) d('firl<'d a.'1 

Fault coverage 
Faults df'tf'ctf'd hJ t(lc;t ",('1 

Total rnodelled fault", 

Confusion over the number of modelled faults (mcludmg or not mdudmg equlvalent 

faults, redundant faults, dominated faults, etc.) can affect the fault coverage value 
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1 Aga80]ICox88], but the measure remains useful.· A test set is considered to he complete 

with respect to a fault model if ail irredundant faults within the model are dp.tectecl. 

2.2.3.2 Diagnosability 

The fault locatIOn ( apabiiity of different test generatIon methods can also be com­

pared. The size of the fault dictionary, complexity of creating it, and the resolution of 

the rnethocl are ail important comparison criteria. Mandelbaurn fMan64] has suggestecl 

using the ent ropy fUllctlOn of communicatIOn theory [Sha48] for resolutlOn comparisons. 

This is the functlon used in this dissertation. For a diagnosis rnethod which potentially 

divides the faults into N classes, the diagnosahîlity fUIlction is given as: 

1 N 
R = -logh Lg(t)log(g(t)) 

t=1 

where 
h total number of moclelled faults 

g(1) * x number of faults in class t 

and the indeterrninate 0 log 0 is defined to be O. 

This function has minimum value 0 when ail faults are in the same class, and 

maximum valUe 1 when each forws its own class. 

2.2.3.3 Relationsllips with Circuit Yield 

The number of faulty circuits released for sale is exponentially affected by test 

quality, according to Williams and Brown [Wil81], who give the defect level, DL, of a 

group of manufactured circuits as: 

DL = 1 _ yl-T 

where Y is the yield of the manufacturing process and T is the fault coverage of the 

testing process. lIigh [ault coverage is clearly an important prorwrty of any test set, 

l'articulally when process Yleld is low For the formula to IH' d( (urat.f', il l~ important 

that the figure T be the coverage of actual faiJures. not necessarily the toverage figure 

from a particular fault model 

• Ot.h~l f.mlt cuve •• Lge llledSUIe:o- bd.8ed plllllaJily UpOIl CUCUIt. tupulu!(y <111<1 likely fdiltlle pOlllt" h,Lve 

beell proposed, e.g IWad78bj, but their technology-dependent nature 11<18 kept them from common 
use 
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2,3 Aspects of Automated Test Pattern Gt>ueralloll 

2.3 Aspects of Automated Test Pattern Generation 

In order to make the testing proces~ more scientific, rnethods have !>een propŒwd 

to produce a test set automatically for Cl glvell CIrcuit Two classu al t.echniql1(,s for 

this aulornated test pattern gt~ncratw71 (ATPC) wert> (ltarrl( teriznl a~ lest pattern gt'II­

eratlOn and fallit insertIOn by Sllsskind in ISus73) Tn curr('nt. tf'rminoIog}, t1H'S( ar,' 

deterrnlnlsflc test pattent generatlOtl and random te8t pattern genuafwft r('sl'('( t.1\'( Iy 

Despitc the fad that rnost rnallufad ureel urcults contalll sequentml ('Ielllent~, Bill( h 

research has gOBe into invf'stigating ATPC methods for (omhinational cin uits. 'PH'r<' 

are two reasons for this: F irst, test generatlon for combinational cil< \lits is an easier 

problem, and second, scan techniques (see section 26) can convert a sequential cirCtlit 

1.0 a combinational olle for the pllrIJose of testing. 

2.3.1 Deterministic Test Pattern Generation 

Deterministlc test pattern generation (DTPG) does not requlre (l, physical irnple­

mentatioll of the drcuit. Instead, d test set is derived digorithrnically based 011 a circuit 

descriptbn and a fauit mode!. The fault coverage of this test set may be verified 

analytically or by simulation. The DTPG techniques investigated apply pnrnarily to 

combinational Lirc liits. 

2.3.1.1 DTPG Methods 

Deterministic test pattern generation using the gate-Ievel stuck-at model has ex­

isted since the early 19608. The idea of path sensitization was reportedly in existence 

III 1961 [Arm66]. The D-Algorithm [Rot66] (and its extension to sequentldl circuits 

in [Bou71]), hnolean difference [SeI68], PODE;1 [c-;oe81], FAN )FujS:{), critical pat.h 

tracing [Abr84], Socrates [Sch88], and CAMP IRaj90] are just some of the t.est pattNn 

generation strategies developed over the years. 

2.3.1.2 Complexity of Test Pattern Generation 

Th(l dpvelopment. of new te"t pattern gf'neral ion "dwnlf''i 1" largply dl'VOt.fld 10 dp­

veloping heunstic methods. Test pattern generatlOn for a smgle fault has been shown 

[lba75] [Fui82! to bclong to a class of problems known as "NP-Complete" IGar781, wtllch 

are believed to inherentlv requin:, an exponent.ial numher of :-.t Pp:-. t 0 :,01, (' \11 t1IP wor'\t 

case, written O(2n ),* where n refers 1.0 the size of th" prograrn Illput, III t III.., (ft..", t.l1f' 

* A function f(n) 1S said to be O(g(n)) Iff fIn) :::; kg(n) for ail n :::'. nO, wher!' k and nO ;trl' ('()!\qt;tllt-

II 
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number of circuit inputs. Thus, adding a single input to d circuit can potentially double 

the arnOUJJt of tim(' requireJ to generate test patterns for il. The source of the complex­

ity is reconvergent fanout. Lines called fanout stems branch and then later reconverge, 

causing correlation between gate input values 

2.3.2 Random Test. Pattern Geu(lration 

SelC'ctmg test vertors at random has been proposed as a means of reducing the 

cORt,~ of of'l,errninist.i< t,eRt pattern geTlnat.lon. The original 11Re of ranoom t.est Rtimllli 

in automated test pattern gener ation was in fauit IHsertWTl. Fault insertion [Susn] 

involves physically inserting failutes in a replica of the circuit to he tested, then running 

various inputs and notmg when responses change. Thif, of course reqUlres physical 

access to the potentiai falllt sites. There is tYPIcally no such acce'3S inside an le '" Fault 

insertion for les reqUires the circuit to be modelled by a collection of simpler packages, 

usually TTL chips, each containing only a few transistors and implementiIlg a small 

part of the rircuit. A circuit such a,c; Intel's i860 RISC proce~sor [Per84] contams over 

1 million trallsistor~. The logistics ol producillg a fault-free TTL version, let aiùIle 

inserting faults into it, are dlfficult to compreht'ud. Furthermore, important factors 

sllch as circuit. tIming oft.el1 (annot be ôllplicatf'd in a lai gf'-srale 1''1'1, rnodf'1 For 

this rea!.>en, physical fault insertion b no long(~r a practIcal meLhod of devdoping test 

sets. The concept remains, however. in random test pattern generation (RTPG) [Bre71] 

[Agrï2] [Agr75] 

RTPG IlI11IlICS fault lIlsertioIl by USlflg feml! tnJedlOr! coupl('ù with fault SImula­

tIOn. A list o! Lw Its is gener dted using SOlDe [au II. model. These Me injected into a 

circuit desuipt.IOIl whose behaviour is tJ;en sirnulated over a set of randomly selected 

input vt'etor" ThIS simulation 18 USf'd tü sec which, if any. faults are detected hy each 

succeSSIve pat tCI n, and only t11ost' pat terns whie h ddect a prevlOusly undetectcd fault 

are rctained 'l'Il(' opt'rat.ion (an t,f'rminate whell d desin,J level of fault coverage has 

lwen achievt'ô, or OIHP a lirnit on the amount. of ('ffOlI ln Le expendpd has lwel1 ex­

ceedet! Dp~plte a reC(>llt daim that RTPC; h.v 110 \alue [Abr891, tlIPH> remail1~ a dass 

of fau/ts fOI which determini~t ie tests are diHicult tü generate. \ et can ue detected easily 

.) .) 

Tllus J(n) ~ ~tl~ + :ln + ,1 I~ O(y(n)) whele yIn) = n~ S1l1ee f(n) ~ lOy(n) fOl ail Tt .:' 1 

'" Elcetloll beum t ('st CI ~ (set' fOI ex,lluple 1 Ya1l87] [Lee89]) offe! phVSllùl observat WB of 8111 face :31tes 

011 a slhlOIl d11p, but do 110t off"" the potentlal to t.empOlaJily lIlselt fadUles 1I1to ,\ wOlklI111: cHeuit 
One manufacturer now offers mdlvldual site aecess as part of Its gate aITay deSign [Swa8UI, but such 

eff0fts are rare and probably excessive 

12 
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by randomly-selected patterns. ATPG is orten accomplished by using RTPG initi"lIy, 

followed by DTPG on the remaining undetected faults. 

2.3.2.1 Fault Simulation in RTPG 

In simulation, circuit behaviour is determined algorithmically from a circuit descrip­

tion. Simulation of a fault-free circUit is known as CIrcUIt sImulatIOn, while simulation 

where a fault has been mject<,d into a circuit description is called fault .mnu/atllHl SIIII­

ulators have progressed l'rom ruùimentdfy palalld fault simulation [St''''~~!' W!WH' ail 

faults are simulateù in parallel for a given Input pattern, through d 'ductiv:' SIITIUlcl­

tors [Arm72] and the related concurrent slmtIlators [Ulr74], where dlverg~'nc{'s hf'tW{,(,Il 

faulty and fault-fre(' values are ùeJuced loglcally, tu parùllel pattern singlp tault ~1l11-

ulators [Wai85], where the word lcngth of the slmulating proccsbor is used ta obtùlll 

a reduction in t.hf' sim1llation tirrlt', t,f) thosp employing stem rf'gions [MaaRR] [Maa90j, 

which take advantage of circUit structure in order to speed executioll. 

2.3.2.2 Complexity of Fault Simulation 

Simulating one fault for one input pattern is believed to 1 eqUlr(' O( c 2 ) stcps \Il 

the worst case [GoeRO] [Har87],t where G here refers to t.}l(' numLer of gat.es wit.hin a 

circuit. As in section 2.3.1.2, the source of the complexity is reconvergent fanout whiIe 

doubling the number of circuit gates can quadruple simulation tlIlIe. 

While this worst case complexity is retained by ail simulator~, a( tuai sirrllllati()fl tiIlH' 

can vary immensely between TIwthods The U!'(' of heuristics, pal dll(·IÎc,T!l, and (Îr< 1111 

information ail aid in reducing cxecu tion tirne. The f astest t-iirn Il JatOI S ,11 e 1 1}()~1(' wh 1(' Il 

are designed exclusively for cornhinational circuits and stllck-at faults [Wai85] [MaaHHj 

An expandNllrllllt model or SImulation ove! ~f'quent.tal CIrCUits requlf('~ other algoflthm~, 

such as those hsted above, which t(>nd 1.0 b<> sloweI !Il combinatlOnal ~lmulatlOn 

Fault simulatIon has become so expnlsiv(> that special purpo:w (Omplltcr~, ('all('(] 

hardware a('ce!erators, have been developed for the expre~~ purpO'ie of pArforming sim­

ulations. OvervieW5 of these are given in [Bla8'il and Itv1uE9Uj 

2.3.3 Deterlllil1ist ic Fault Loc a tion T{>c hllifJul's 

t Il. is shawn III [H,"8ïj th,,( if fanlt SlII11l!;JtlfJlI (oHlr! tH' pprfOfllwr! 111 11111'<11 t1l1l!' (()U:)), th"l' tli .. 

product of two m "Hl matnces could be obtallled IJI O(m2 ) tlll\(' Ail rOllllllülI ,dgontlllll' f'JI tlllc, 

operation [Aho74j are O(m3) complexlty No knawn algotithlll I~ O(m 2 ) 
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a primary goal over fault location. This shift :!1 perspective resuits from manufacturing 

consideratioIls. In terms of producing a fault-free product, manufacturera are typically 

inter(>sted In locating failures down only to the smallest replaceabl(> component, usually 

an IC ISus73] IBat76], while remaining able to deted any fa il ure which may occur. 

Individual failure location within an IC is less important for immediate production and 

shipping of circuits than it is for improving circuit d~sign and the manufacturing process 

Itself by providing sorne feedback about weak points. Once these have been identified, 

corrective action may be taken and process yields can improve. Such feedback between 

the design and production divisions of a circuit manufacturer charaderiz(>s a "living 

process" according to Parker [Par87], who states that such processes are more profitable 

than conventional statie processes. 

Although lIluclt re!>edf<..h effori is devoted to fauit detection, fduit location I1ùnethe­

less remains an impol tant. topie. An important example of the Ileed for reliable fault 

location is the Thermal Conduction Packaging techniqu,:-, where large numbers of die 

are mounkd on a ~lI1gle wafer IBlo82] The entire Thermal Conduction Module (TeM) 

behaves a.'1 a large comhinational ciIcuit during test mode [Cur83]. Fault location is re­

quired for both moollie r('palr (by replacing faulty silIcon die) and for tracking rf'petitive 

failure ffi('chanisms. Both problems can be solved simultaneously by locating faults t.o 

individual cil< nit ele!l'ents ICur83]. While TCM circuits hdve the cornple:xity of boards, 

conventional hoard diagnosis methods cannot be appIied to them. Fault diagnosis in 

such systems 18 a major motivation of this dissertatIon 

Fault dictionaries have bcen proposed by many authors as reasonable tools for fau1t 

locat.ion However, dictionary rnethods (an fail when a multiple fauit model is used. 

Consider, for (>xample, a circUIt witl! L lines NegledlIlg fault equivalence, there are 

2L possible single stuck-at fnults within the circuit. In a multiple stuck-at [ault model, 

every line can be in one of three states: fault-frce, stuck-at 1, or stuck-at O. The total 

number of multipl(' stuck-at faults is thus 3L - 1 This number 18 completely beyo;.d 

comprehension for circuits with thousands of Imes. Hayes 1 Hav71] showeà that fault 

equivalence reduces this numlwr to less than 28
• where 8 is the total numbcr of inputs 

t.o ail the fanout-free <;uhsect Ions of th(' circuit. hut even t hl" numlwr j" Ilsually fal' 

beyond enumeration ability. 

Thus, no fuult dictlOnary cun be constructed to Inc\ude ail multiple fuults. Smce 

multiple fault!> call mask the behaviour of SIngle fault!>. a SIngle fault Jtctionary, ev en 

if lists every failing pattern for every [ault, may not always be useful. When multiple 

faults can occur in circuits, a fault location technique should provide sorne means of 
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dealing with them. A variety of such methods have het"11 proposed. 

Sorne authors have attempteù to ùeterrnine IIlultiVle fault <.ovelag(' throu~h (.'11 1I­

meration, for exarnple by solving boolean equations resulting from test data [noû '1 
Eventually, however, the sheer number of faults will rpnder such techlliqups unusabk 

It is possible to reduce the complexity by ignoring faults with greater than a (ert(lIll 

multiplicity. This approach has intuitive appeal, sillce circuits containing lTlor(' t !t ,1 Il 

a few faults have failed catastrophically - knowing which lines are responsibl<, m.ty 

not be overly beneficial Of course, the definitlOn of "ff'w" will depend on t})(' sizf' of 

the circuit, its fault-tolerance, and the frequency \.Vith which such catastrophic failurf'!-. 

occur. A problem with any such explicit enumeration is that the number of faults in 

the dictionary is likely to be far greater than the number actually obs('rved Hl pradl( (' 

ùuring the <-in,uit's lifetime. In a sense, the effort expenùed to ueate the uIlwwd ('Iltl \('~ 

has been "wasted" [Abr80] 

Another approach is that advocated by Abramovlci ana Breller! A hrRO] alld mor!' 

recently by Rajskl and Cox [Raj87], of irnplicit multiple fault diagnosis by id('I1ttfYlIIg 

lines which can be shown to be fault-free. The faults are then isolated to the remaining 

lines. The basic premise of the methods :s that any line WhKh can be showll 1.0 h,\v(' 

had a transition is knowll to be neIthcr stuck-at 0 nor stuck-at 1 The CERB8RUS 

system of [Raj8ï] extends the ides, to includ(' multiple stuck-open and d<'lay f<lults, br 

noting, for example, that, If a 0 -, ] transition (an he Rhown to have occtlrr"è, t.}u'll t.h(> 

line cannot have a slow-to-rise fault While the methods of hot.h [A br801 and [Il aJR7] 

are pessimistic, in that they may not locate ail fault.-free lines, they are able to give a 

set of Hnes which is known to contain any modelled faults whidl have occurrcd. 

Ali the methods in this section ale fault model dependent. Most employ only t.lw 

multiple stuck-at fault model. CERBERUS [Raj87] adds stuck-open and delay fault.s 

ta its basic fault set. None of the models includes brIdging faults (since any Imp could 

be bridged to any other, the number of multIple bridging fault::. could })(', d('ppndlllg 011 
.) 

symrnetry and transitivity constraints, as grpat. db O(2(L-I}~) ) O[ illtf-'rrllit,t.P/lt frl.\Jlb, 

whose presence could invalidate conclusions as to presence or ab"PI}( f' of Ltult~ 011 givf'1l 

lines. 

The use of layout-depE.lldent fault models may I)('rrllit a c,lllgl<' fault rrwd('1 1.0 tH' 

retained. This is the approach of Inductive Fault AnalYf>Îs [SheR:;I. PI()P()~ed hy Slu'/1 

et al. as an alternative to the layout-independent fault, rnodeb not.('d pr('vJol/~ly ln lhi~ 

technique, silicon pomt defects are slmttlatecl to dd,f>fmm(' thplr ('Hect on t.h(' plp( t,qC<l1 

characteristics of their surroundings. Those which cause faulty behaviour are r('ta;/\('<1 
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2.4 Use uf Exhaustive Testil1g in FaulL Diagnusis 

in a fault list. This Iist is collapsed to eliminate as many duplicates as possible. The 

number of defects which collapse into a particular faulty behaviour is used as an in­

dicator of the relative probabiIity of that failure occurring. Since single point defects 

can manifesf. themselves as multiple stuck-at or stuck-open failures, Shen et al. claim 

that their single defect analysis is sufficient for most failures. A fault dictionary could 

be developed using this method, providing a circuit-based and th us potentially more 

accurate diagnosis 1.001. 

Expanding the fault model permits diagnosis of more potential faults, b1Jt at an 

incrcased cost. Tradeoffs betwl'en the costs of fault location and the benefits of increased 

potential resolution must be evaluated. In sorne cases, a simpler fault model with fast, 

inexpensive diagnosis may be preferable to a more costly, but complete, model, while 

in other cases the reverse may be trae. 

2.3.4 Testing Equipment 

As circuit complexity has increased, so has the complexity of circuit testing equip­

ment. Testers have become more and more expensive as they have progressed from ad 

hoc devices assembled for a given circuit design, to internaIly developed general test­

ing devices, to a wide variety of commercially availabl(l models which now form their 

own industry. A good history and general description of these is available in [Par87]. 

Circuit testers suffer from two major problerns: expense and performance. Testers can 

cost millions of dollars, yet can never match the state of the art in component speed, 

since the t.ester is an "old" design by the time it reaches the market. The performance 

factor is usually offset by differences in device technologies. For example, CMOS, a 

common device technology, tends to be much slower than ECL, so CMOS testers are 

often implemented in ECL. 

2.4 Use of Exhaustive Testing in Fault Diagnosis 

AIl exhaustive test is guaranteed to detect aIl combinational faults in a circuit (not 

necessarili sequential faults, such as stuck-open or delay faults) For this reason, sorne 

authors, e g !Sed79) [McC~ 1), have suggf>sted the uISe of these 1 est sete; ln tault diagnosls. 

Since exhaustive tests are not feasiLle for cIrcuits with more than about 20 mputs, 

pa: t,itioning t('chniques 1.0 allow exhaustive excitation of subcircuits have been devel­

oped. Sorne examples of these pseudo-exhaustIve techl1lques may ue found III [Boz80] 

[MeC81] [Ude88]. The bibliography in [Ude88] provides a good overview of research 

efforts in exhaustive and pseudo-exhaustive testing. 
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An exhaustive or pseudo-exhaustive (also known as a venficatlOn test [McCRï]) can 

require extremely long test lengths, on the order of millions of test vt'rtors As a r('sult" 

sOllle form of output compactioll is requireù. Methoùs of perfolllling Lhi~ (Oll1pa,( t.iol\ arp 

investigated in section 3.5. Exhaustive testing avoids thE' costs involv('ù in determtnlllg 

the quality of test sets and allows for simpler testing equipment than ATPG, but at the 

expense of aùùitional test Lime. 

2.5 Use of Randorn Vectors in Fault Diagnosis 

Selecting patterns at random has been proposed as a way ta avoiù bath the eXp('IIHt' 

of generating deterministic test patterns and the exponential test lengths of cxhaust.ivt' 

testing [Bre71] [Agr72] [Bas73] [Sus73] [Agr75] [Dav76]. In most cases patterns arf' 

selected in sorne pseudo-random (ashion, * both for ease of generation and in arder to 

avoid repeats. Two common pseudo-randoIn generating techniques arc lincar fcedback 

shift register (LFSR) sequences ~Pet72j [GoI67] and cE'llular aut.omaton (CA) SE'qUt'ncf'S 

[WolS3] [HorS9j, each of which can generate, in a deterministic but apparently randorn 

order, a maximal sequence of input patterns [Pet72] [SerSS].t Two options are available 

when random or pseudo-random input patterns are employed: One, RTPG, retains 

only those patterns which detect a previously undetected fault and has already been 

examined (s'-'e section 2.3.2); white the other applies ail patterns and proviàes the basis 

for random pattern test. 

2.5.1 Random Pattern Test 

In random pattern test (RPT), the test is made sufficiently long to detect a high 

percentage of faults with high probability. (Savir et al [Sav84] suggest detection of 

98% of the faults with 99.9% probability. The confidence level cornes from thp use of 

testability measures, which are discussed in section 2.5.3) Fault coverag(' of individual 

patterns is not determined, resulting in a reduction in fault ~irnlllat,on ,ost at t.IIP 

expense of adàed test application time. When an LFSR or (' A ,<.., u<..,pd t,o g(>I\prat f' th(' 

input patterns. sorne of the complexity of standard tcsters IIl<l\ bp ;1\ OId('d. W,thout 

simulation, however, the fault coveragf' of the test set ((li' olll) he ('~t'!IItlt.I'(L no f,t1llt 

,. Pselldo-randolll Vt'Ct.OIS are ahlt' tn pass sOllle tests fOl ralld(JIllIlI'~Ç, hut ,lit' (hara(tf'llzf'd hy I)l(' 

repeatability of the seqllelj('~, and ofteIl by a lack of repetltlOlI III 1 he patt "III' t )"'III"")Vf''' 

t A maximalseqllellce of n-bH, veet,ors IS of length 2n -1, Silice t he ail () pat t('11I fOflll:- Il ~ OWII "f',!III'II( l' 

Addmg the ail U pattern to a maXImal sequence produces an exh,\ustlVe sequ<'lIce Some methnd· of 
adapting LFSRs to produce exhaustive sequences are glvell III 1 McC8GI allJ 1 W dll8ül 
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dictionary can be construt::ted, and fault location cannot be performed. (Simulation 

over a fraction of the fault set has Leen proposed as a means of estirnating coverage 

with reduced effort [Jai84]). These random pattern test sets tend to be longer by sf'veral 

orders of magnitude than their deterministic equivalents [Sus731 [Chi871, although this 

additional length may allow them to detect sorne unmodelled faults that would be 

missed by a shorter deterministic test set. Recent experiments by Maxwell [Max89] 

have documcnted the existence of such faults in actual manufactured circuits. 

When RPT is used, several choices are available for analysis of the circuit output. 

The results may simply be compared against the fault-free response (from simulation), 

a reference or go Id Unit may be used [Dav76] [She77],· or finally the output may be 

compacted into a more manageable size [Los78J. This last alternative is known as 

random ~ompacl teslmg. 

2.5.2 Random Compact Testing 

Ranclom compact testing (RCT) employs data compact ion, a process which records 

sorne attribute (or set of attributes) of an output seq'lence. This attribute is known as 

the sequence's signature, and is typically orders of magnitude smaller than the original 

sequence, e.g., a 32 bit signature for a sequence sever al million bits in size. 

The RCT environment consists of a psuedo-random input generator, the circuit 

under test, a response compactor, and a comparator to match the observed signature 

with its expected (fault-free) value. This set-up is shown in figure 2.2. 

olroult 

PASS!FAJL 

Figure 2.2 The ReT EnvlloulIlent 

The input generator is typically an L"f.'SR. but potentially a cellular automaton 

(CA) or stmilar structure, or may be a pseudo-exhaustive structure, such as a counter or 

* Of course, the use of a reference uuit begs the question of how such a device is kllown to be fault-free 
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maximal length LFSR or CA. The RCT environment is also used in another tedmiqlw, 

referred to as built-in self-test. Mor(=' information 011 data compadioll tpchniqu('s is 

given in section 3.5. 

2.5.3 Fault Detection Probability 

When testmg is performed with randomly or pseudo-randomly selected test patt{'rns, 

test length is determined hy the detectzon probabllity of the faults in question. Thi:" 

prohahility can he df'fined for a given fault, Jas: 

PI = P{Randomly selected pattern detects f} 

If eath pattern has equal probahility of being seleded, the fault's delection plObabilit.y 

is thus: 

where Nj patterns detect the fault and l is the number of circuit inputs. 

The test length required for a random test can be determined from a fixcd nOIl­

detection probability threshold Pnd for the "hardest" fault - the one with the smallest 

detection probability. David [Dav76] suggests choosing test length, n, so that the "de­

tection uncertainty", Pnd or the probability that the hardest fault wlthin the flrcuit 

will escape detection, of the circuit is reduced to sorne desired value. Thus, given 

Pmtn = min(p f) 
aU f 

and a fixed threshold Pnd, test length can be determined from 

so 
log(Pnd) n > ---'--'~:'::-:"-

log(1 - Pf} 

The use of pseudo-random, rather than random. vectors cornplIcate~ the problem ~OTIH'­

what [Chi8i] [Wag8i], although the overall test length 1" ofteIl rf'd1lïf'd 

Detection probabIlity is important m R'l'PC; as weil. SII1CC the tpst l('ngth III nl'T 1" 

roughly equivalent to the number of patterns likfd, to oe slInulatcd bcfore a complete 

test set is found. Detf'ction prohability is onf' of nll!lwrOIl" fl'.,,(abtllfv HlI'(l8!lrf'." wh\( Il 

have been proposE'd, e.g. [GoI79] [Brg84] [Set8S] [Kri8G] [Sf'UW]. Tf'stabdlty m(,d"IH(,~ 

are intended to give sorne idea of the amount of effort which will be required for te~t 
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genpration, without actually generating any test. Circuits which are lahelled difficult 

to test may then be redesigned in order to make them more easily testable. As has 

been pointeù out in [Agr82) anù [Sav83], testability measures may be of limited use in 

deterministic test pattern generation, but they remain important in ail facets of randorn 

testing (olle tcstabIlity measure, test countmg [Ake89], is clairned by its authors to be 

more useful in ùeterrninistic test generation than in randorn testing). Most of these 

rncasurefi ('an h(' converted to detection probability in a straightforward manner, so no 

further distmction wIll be made between them. 

Calculation of exact detection probabilities for each fault is a time consurning op­

eration. Il ha.s in rad Leen shown to be a #P-complete problern [Kri86). >1: The rnethod 

described in [Par75a] [Par75b] gives exact results, but a fault may require exponential 

time in the worst case. 

The difficulties involved in exact calculation of these probabilities have led to a vari­

et y of approxirnate methods. Reconvergent fanout again is the source of the complexity, 

(without it., cornput.ing detection probabilities is a linear algorithm in the nurnber of 

circuit lines, L), and is handled in different ways by different algorithrns. The simplest, 

COP [Brg84], ignores it entirely, and has O(L) complexity as a result. The algorithrn 

in [Kri86] uses repeated applications of a slightly modified cap strategy to eliminate 

the first-order effects of input reconvergence. Other algorithms attempt to eliminate 

the reconvergence through the use of "supergates" [Set85] [Set86], which treat fanout 

regions as individual gates, perform exhaustive analysis on them, and use the linear 

algorithm everywhere else. Such algorithms give exact results but retain the worst-case 

exponential time complexity. The "cutting algorithm" in [Sav84] provides bounds on 

detection probability, although these can be very weak [Gae86]. Statistical rnethods 

have also been de"eloped, whether with fault simulation [Wai85] [Bri86], or without 

[Jai84]. More compreht>nsive reviews of these methods may be found in [Hui88] aud 

[Pat90]. 

Throughout this dissertation it is assumed that random-pattern detection probabil­

ity, whether exact or estimated, is available for each fault. 1\10 atternpt is made to add 

to the wealth of information already available on its ca\culation 

• SlIlIilaJ 1,0 NP-complet e problem~, only the number of solutIOn:;:, rat her t han t he existence of a 
solut.iou, lB sought IGar781 Sincc the number of solutIOns ma)" be exponeutial, guesslllg these III one 
step would still Ilot help, as the time lequired to ver if y them would remain at least O(2n ) usillg 
known algorithms 
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2.5.4 Random Pattern Resistant Falllts 

There are certam types of faults which have very small detection probabIlitH's. and 

hence require long random test lengths. Thcsc arc known as random paffrrn r(,81stant 

faultl). Totton and Shaw [Tot88] give four main CaUSf'5 of landulIl IMttl'f11 f<'Sistdll( (' 

• Redundancy: These fault.s cannot he detected hy any t.est pattf'rn, and h{,I\(,(' hav{' 

detection probability O. 

• Reconvergent fanout: Fault effects on reconvergent. paths can cancel one dllUthpr 

out. 

• High fan-in: It may be difficult to set values whlch wtll permIt propagatlOll 

• Test vector quality. Correlation between successive patterns, espe( ially fWIlI ail 

LFSR, may make detection more difficult. 

Sinee random pattern test length is usually determined by the lowest detect,lon 

probability in the circuit, random pattern re.3istant faults are a serious prohlem On(' 

potential solut.ion is biasing the randum selection algorithm. 

2.5.5 Weighted Random Patterns 

Detection probabiIity of random pattern resistant faults, and consequently th(' 

length of a pseudo-random test sequence, can be altered through the use of hiasf'<! 

or weighted random patterns [Sch75] [Sav84j [Wun87j [Wai88]IMuFOO]. These changf' 

the selection probability of each input .... ector in an effort tü make the hard('st faults 

more easily testable. The weighting algorithms typically focus On individual mput", 

giving a fraction of the time for which each input will be 1 (this fraction wIll be ~ fOf 

an unbiased input). These biases can be utled by the methods of section 2.5.3 to obtalll 

estimates of detection probability. 

Weighted random patterns offer other advantages III additIOn to shortt-'r tt'st 1f'lIgt Il'i, 

notably the potential to detect faults more frequently than they wou Id be detected b)' 

an unweighted set. Varying degrees of success have been ff'portf'd f(>cf'ntly (WunRij 

[Wai88], and althoagh to date no provably optimal strat('gy for 'i('\p< t mg 1 h(' hla"lllg 

method ha& been reported, the use of blas('d vedors can f(,dU( (' r,llldo!ll \(,..,1 1('T1gth~ bv 

several orders of ma.gnitude lM uF901 

2.5.6 Fault Location with Randolll Vertors 

Fault location when pSf'udo-random test vectors ar(' pmploYfl<! ha" long I)('t-'II (011-

sidered a difficult problem [McA87j. This dissertation propose~ a solution, which i<; 
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discussed in later chapters. A brief overview of the problem is given here - a detailed 

review of previously proposed techniques for fault location in the random compa.ct test­

ing environment is given in chapter 4. 

When simulation is not performed to validate the performance of a test set, no 

diftionary is gf'neratf'd. Creating one is an expensive process, again with effectiveness 

and cost factors in the choice ot fault models. Faults can bE:' diagnosed by performing 

circuit analysis or simulation after the fact in an effort to construct the dictionary 

f'ut.rit's for the fault(s) observed [Arz81]. Without excellent search techniques, there 

will he little saving in simulation time over the initial generation of a fault dictionary 

for the entire fault set and ail input patterns, e8pecially if data compact ion is used. 

Whether the fault dictionary is constructed in advance. or in a demand-driven fashion, 

fault simulation is the largest cost component in fault location in the ReT environment. 

2.5.6.1 Complexity of Fault Simulation 

The major exppnse in generating complete fault dicti< laI ies for use with random 

test mg 18 fault slTIlulatton Th~se dlCtlonaries, espeClally in RCT, require the generation 

of t'very output bit for every fault. As mentioned in section 2.3.2.2, fault simulation 

is believed to inherently require O( G2 ) steps, where G is the number of gales in the 

circuit, for one input vector and for one fault. For an n vector test on an m output 

circuit, the cornplexlty for h distinct faults and n input vectors is certainly not less 

than O(hmn). This requirement of full fault simulation to produce complete output 

functions eliminates many of the "tricks" used by fault simulators in an effort to reduce 

simulation tIme. 

For example, one of the fastest combinational circuit simulation methods available 

is that used by Tulip [Maa88] [Maa90]. When the simulator is used for RTPG, time is 

saved by fault-dropping, or eliminating faults from consideration after they have been 

deteded once. Additional savings are obtained by dropping fault .. free simulation of 

<>ntirf' r<>gions of the circuit, once aIl the fault:=; within them arp detected Nonp of the 

gains from either of thes2 ls available when the faulty output fundion must be produced, 

since each fault must be simulated tü each output for each pattern 

ln comblllatlOllal fault sImulatIon. a fi.'Ced speedup related ta the machine word 

length may be übtaincd by slmulating several patterns simultancously for a given fault 

[Wai85j. Be< ilWW this spt'edup is by a constant factor, however, the (omplexity of the 

operation lS not reduced Further, the bits must be "unpacked" from the word in order 

to produce a usable output function for signature calculation. 

22 

1 

J 



In order to make the results in this dissertatioll relatively ind<,pendent of t.he fault 

simulation tools used in aetual diagnosis, the follow1J1g assumptlon is mad<, 

Assumption 2.1lf the effort required to simulate a giv<,n circlllt for 011<' input V('ctOI 

in order 1.0 produce ont: output vector for olle fault is :r, thell the siIlllllatioll effort 

required to produee k output veetors for one faillI. is k:r and th, effort rt'<]uireo to 

produce one output veetor for each of ft faults is hx. 

This assumption is an approximation of rcality for sorne sirnulators, but it pro\'ld('~ 

a good hasis for comparison of effort Furthf'f, it.s (l(,(,lIfélCy is likt,ly to improv(' whC'1l 

sequentlal maehllles sueh as signature analyzers are lllcluded 111 the Simulation, pr<,clud­

ing parallel-pattern methods fOl at least part of the circuit. The assumption ignores the 

start-up and overhead costs of simulators, but if the simulation tools Wer(' !)('ing IIs('(l 

frequently enollgh, they could be adapted so ac:; to reduce these costs (by remammg ln 

memory, for instance). 

2.6 Design for Testability 

The expense of test pattern generation and tauIt simulation, eoupled with thf' ltl­

creasing cost of circuit testers, has left manufacturers with two choices: risk shippiIl~ 

more defective products, or attempt to lower the costs through sorne form of d('sign fOf 

testability (DFT) [WiI79] [W!l8:~I.* Whet.her these techIllques are ad hor ~Ilgg('stlon~ 

sueh as reducing or eliminating wired-OR configurations, or a rigid set of design rules, 

such a..'l those imposed by IBM for level-sensitive scan design (LSSD) [Eic78j, their goal 

is to reduee the costs of fault diagnosis. A recent defillitiop of deSign for testah!lity 

given by Agrawal [M uE90] is mueh more restrictive, statmg that anything addt'd dft(>r 

the (.Ore of a design is complete, including built-in self-test and scan methodologib, 

cannot be considered part of design for testability. This latest definltloll Illlght perhapc:; 

be better termed synthesis for testability, and this dissertation will use the ongmal, 

broader definitlon. 

Of the structured DFT techniques, scan design is prohahly th(' hest -known Mo~t 

fault diagnosis mf'thods apply to combinational Clrc11lts. \\ h d(' t h(' maJ0rtty of art liai 

designs are sequelltial Scan design (,Ollvert~ the !'>f'llllen!I<t1 PIPIIl(>llh of d (Il( IIi! (l<tt< Iwc, 

or Bip-flops) into primary inputs and outputs fOl t1H' purpo"e of 1('<.,' iTlfl, l'hi" ha." t tlP 

effect of changing a sequentml circuit mto a pUfely cornhmat I<mal OTU' for t ('<;t {>llrpo<.;('<;, 

and allows direct observation and cont roI of th(' mt('I nal ~t(l1l' (Jf ,hl' ( II ( 1111, 

* Williams' aud Pal ker'8 SUl vey pl oVIdes ail excelleut Sta.l tlllg pUlIlt fOI dUy htudy of DFT 
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'2 6 Design for Teloltablht,y 

A variety of scan techniques have been proposed, e.g. [WiI73] [Fun75] [Ste77] [Eic78] 

IAnd80], (overviews in ifuj85]ILaI851IMcC85]), each with its own design rules and latch 

design5, but the overall principle remains roughly constant. A good history of scan 

design techniques is available in fFun89] Sorne examples of scan methods are LSSD 

IEic78), scan/set design [Ste77) and random access scan [And80). Of these, sorne forrn 

of LSSD is perhaps the most common. 
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A typical scan implementation is shown in figure 2.3. t There are two modes of 

circuit operation in a scan design, normal and test. In normal mode, the additional 

scan hardware IS transparent, and the circuit behaves normally. During test mode, 

input vectors are serially loaded into the latches via thE' scan chain. The circuit is 

then permitted one cycle of operation in normal mod,~, and th en the output vectors are 

shifted senally out through the scan chain and observed 

The use of scan design requires that the sequential elements be redesigned to per­

mit the two modes. This results In additional silÏ<'on area overhead for the test mode 

interconoect (mcludmg scan cham and test clock(s)), the more complex latches, plus an 

additional multIplexer at the input to each latch so that input values may be selected 

from either the cornbinational logic or the scan chain. Thi~ Idl1ltiple:...er also adds t.o 

power consumptlOn and introduces a tlme delay lIlto the ,Îrnllt'c; normal mod(' WhlCh, 

wlllie not S('Vf>re, can be ~Iglllficant enough 1,0 sim\' clown a !ugh-pcrforrnance deSIgn. 

Finally, sorne funrtional testing is necessary, sinee timing faults cannot usually be de­

tected hy a scan tf'st Thf'f,f' overheads continue to detf'f sorne companif's from usmg 

t Figure courtesy of Fadl Mal\man. 
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structured DFT over ad hoc approaches [Fe189]. 

One form of DFT which is gaining Ïrl popularity is huilt-in self-test (BIST) where a 

circuit is responsible for tCflting itself. These self tests are desrriht>d in chapt,N :~ 

2.6.1 Board-LeveI Approa,::hes 

Scan techniques su(h as LSSD operate al. the chip levfll In onl('r 1.0 tak(' advanta~p 

of sorne of the benefits of s,an design at the board level, boundary scan has heen vro­

posed (see, for example, [Mau87] [Glo88] [Has88]). In a boundary scan, the Inputs and 

outputs of every chip on a board cah be configured into <1 ~LdTl dlClin lor tt'st purposf':, 

The boulldary scan chain can bYï>ass a given ehip for ail or IMl t 01 t he test Th!' pra( 

tical irnplementation of sueh a teLhnique reqUIres a ('ert.alTl amollllt of ~télndaldIZéÜI()1l 

in chip architecture among rnanufacturers This consensus has he('l1 sough1. by d (OIl1-

mit tee known aS thè Joint Test Advisory Group (JTAG). and is likely to result in IEEE 

standard P1149.1 [FitOU]. 

A boundary sedn provides for a hierarchical design-for-testahilit.y approa( h A .... 

board complexities increase, the controllability and observabilit.y of dllp llIput~ dp­

creases. Convention al approaches (see [Par87] [Gra891), such as bed-of-nalls 1,(,8t fix­

tures together with overdriving of cornponents, are no longer applIcable SUI facf'-mount 

technology blocks access ta a bed-of-nails tester, and ove_driving can damage df'vÎcf's 

when test tunes are long. Boundary scan elirninates these problems and hclps to pro­

vide an integrated test scheme for testing boards whose component part~ are suppli('d 

by different ,rendors, 

Not ail research is directed toward such structured techniques. Ad hoc approaches 

for board-Ievel tests continue to he suggested [Tur89J [VaN89] as alternatives to the 

potentially more costly and still unfinalized boundary scan me1.hods TIH'st' are 1.ypl­

cally suggested as "stop-gap" measures, to be used until boundary scan is universdlly 

availahle. 



Chapter 3 Built-In Self-Test and DJata Compaction 

An important. c1ass of design for t.estahility methods invo\ves incorporating t.est 

circuitry on the chip itself. In such Built-In Self-Test (BlST) techniques, a chip tests 

itself and reports the results of the test to the outside world. There are two major 

types of BIST: prograrnmed and structured In th(~ first, a ROM stores a program 

for gl'Ilprating tpSt5 and unalyzillg rl'sponses, while in the second, stanùarùizpd (ircuit 

structures for test pattern generatioIl and output response analysis are included on-chip. 

A t.hird pOSSIble mcthod, where input and expected output vectors are stored on-chip 

in HOM has /lever been lIlvestlgated in depth because of the large hardware overhead 

anticipated in most cases. 

Self-testmg offers numerous advantages over convention:!l approaches, including: 

• The complexity of external test hardware can he dramatically reduced over conven­

tional met hods, allowing a corresponding cost decrease. 

• Longer test leIlgth~ can be run efficiently. 

• The random vectors often used in a self-test have the potential to detect many 

unmodel!€'d taults 

• Tests can frequently he run at closer to circuit speeds (although not in scan designs). 

Such henetits are not achieved without cost. The additional area overhead of the 

BIST circuitrv can lower yield. ln addition. the test circuitr"\" can reduce circuit per­

formanre if it is prf'scnt in C"rttJral paths, and Uw fanlt rov('ragl' ohtainf'd with RIST 

is Ilot ahVél}S known NOIH' of thes(' problems 18 tn<.;urmollntahlp. 1!00\'{·\(·r. rlll'I HIST IS 

emerging as a useful rnethod in fault diagnosis [Bar8iJ. 

TIl(' hierarrhical nH'thod of fault location proposed lT1 this dissertation if, ablf' 1,0 

aIlevlate a final problern wlth the data compact ion techIllques used by both BIST and 

random compact testing (see section 2.5.2): Fault 10catioTl has heen difficult, if not 

impossible, in signature-testE'd circuits [McA87]. The proposed hierarchical method is 
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described in later chapters. First, however, a review of BIST practkes and proposais is 

given. 

3.1 Programmed BIST 

Programmed 13181' is usually applied to microprocessors, although store and gen­

erate BIST [Aga81] lBar87] rnay be thought of as a prograrnrned rnethod. A small tpst 

prograrn can be siored in ROM This prograrn, when run, will generat<' t.est vpc\,ors and 

analyzc responses, comparing them wit.h expcrtcd values. Such self (,('sts art' b(·( OIIl­

ing cornrnon lKub83j [Ge186j [Fe189j [lIar89] as part of the manufaduring proces& for 

microprocessors, and have been made acressiblf' 1.0 the user to allow additional t,f'st.ing 

during the ffilCrOprO( essor's hfetIme [Kub83]. Examples of functlOnal test prograrns for 

microprocessors <an be found in [Bra84]. Th(' fault coverage and diagnostic resolutioll 

of progranillled BIST depends on the quality of the test program. ProgralIlIIleo BIST 

will not be considered further in this dissertation. 

3.2 Structured BIST 

Struclured BIST uses the random compact testing environrnent described in sp( 1,1011 

2.5.2 and shown in figure 2.2, with al! hardware (input generator, omput cornpactor and 

comparator) Jocated on the rhip or board with the circuit under test (eUT) itself Oe­

cause of their sirnilar environments, many of the results of the following sections also 

apply to random compar testmg. BIST has bccn proposcd for both rcgular struc­

tures, such as mernories [Sun84] and PLAs [Tre85] [Ser87], and so-callf'd randorn logje. 

This dissertation investigates only the latter. The methods given rnay he appljed to 

structured circuits, but only the more general circuits are considered explicitly. 

3.3 Performance Measures of BIST 

Because of the large number of test vectors reqUlred by BIST tprlllllqucs, lull fallit 

simulation may not be performed. As a result. actual fault cüveragt' of the "H'th()d~ 

frequently remains unknown Instead, the techniques arf' oftpn rornparpo in tl'fm,; of 

their alzasmg or masktng probabdlty - the probabdlty that the "lgn,lIl1r<' nf cl I.lllit y 

circuit will be identical to that of the fault-free circuit Whde fault roveragt' III mo~t 

testing schemes is a monotonically increasing function, dl(' information loss possihl(' in 
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3.4 Error Mode\s 

data compact ion rneans that adding another test vector can potentially reduce fauit 

coverage, a."l shown in figure 3.1. 

Performance measures for BIST have been divided into two classes [Iva88b]: Those 

ba.ged on fault ('overage and those based on error caverage In t.he former, the actual 

behaviour of faults within sorne fauit model are considered, while in the latter fauIts are 

ignored in favour of sorne means of modeiling the behaviour of fault ettects or errors in 

thf> output vectors. These models are known as error models and are the basis of results 

in aliasing probabihty. Examples of performance measures based on fault coverage can 

be found in [Sav80a] [Mar81] [Mi183] [Mil84], while sorne based on error coverage may 

be found in [Fro77] [Smi80] [CaJ82] [Aga83] [Has84] [Sav8S] [WiI86] [Muz87] [Dam88] 

IGup881 [Iva88a] [Wil88] and [Ait88a]. 

In addition to mathe ... natical predictions of aliasing, fault coverage measures may 

also be obtained by simulation. Examples of simulation experiments to determine fault 

coverage may be found in [Ait86] [McC87] and [Xav89]. Experimental analysis is also 

helpful for determining the validit.y of error IIlodels. Without. such information, confi­

dence with regard t.o aliasmg behaviour is limited 

3.4 Error Models 

A variety of error modeb have been proposed for modelling faults and their aliasing 

affects with various BIST techniques. Most of the proposed models have their origins 
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in coding theory (see for example [Pet 72] [Sha48]). Sorne authors hav(' gonf' so far a~ 

to eschew error models entirely [CaJ82], but most have used one of those given below' 

3.4.1 Uniform Error Model 

The original and sirnplest of the error models, the uniform model assumes that in 

the presence of a fault, every output pattern has precisely the same chance of occurrlIIg. 

While t.his model makes for straightforward calcuiatiolls [Fro77] [Smi80] [Sav85]. ils 

connection with reality is Iimited at heRt The us(' of this rnodf'1 implif'R thf' df'Jljal of 

any circuit information whatsoever, which seems unlikely to increase the accuracy of 

performance projections. 

White some authors have supported the uniform model ILos78) [Hsi84], othcrs have 

argued against it since its inceptio? [Smi80] [CaJ82] [CaW82]. Experiments questionmg 

its validity have been performed [Ait86], but the model's use appears ta hav(' })('('n 

perpetuated by the lack of a better alternative. 

3.4.2 Burst Error Model 

Derived frorn co ding theory, where it was meant to model bursts of noise on com­

munication channels, the burst error model has received sorne attention in thp RIST 

literature [Smi80] [Sax87] [lva88b]. In the context of BIST, a burst error is defined as an 

error sequence where sorne dependencies exist in the positioning of erroneous bits, which 

are usually restricted to positions spaced by sorne power of 2. For suc h dependenc i .. s 

to exist on the outputs of a circuit, they must clearly also exist on its input stimult, 

so the burst error model is probably only applicable to cases where circuit input!:> are 

generated by a counter, rather than pseudo-randomly by an LFSR or a CA. Since th!' 

fault location method described in this dissertation requires sorne randomness i'1 Îts 

input generation, a counter is not an appropriate input device, hence burst f'rrors will 

not be considered f urther. 

3.4.3 Independent Error Mode} 

The mdependent error model. first applied to BIST In a gencral wa) by W tIlIaIllé> 

et al in [Wil86], although David used it in a specifie case in (DavROI. IS ba.,('d on the 

binary syrnmetric channel ln codmg theory. Errors In an output stream (rpspolI"(''-, ,11 

a given output of a Circuit) are assumed to occur randomly and independ('ntly with 

sorne fixed probability p. This p is equivalent, ta the randorn patt.ern detectahility of th!' 

'1.'/ 



3.4 Error Models 

fault (section 2.5.3), so the independent error model presupposes random, or at least 

pseudo-random, input patterns! Note that the uniform model may be considered a 

special case of the independent model where P = ~ for ail faults. 

The inùepenùent error moùel takes sorne circuit information int,o consiùeration, 

and hence intuitively looks more promising than the uniform model in terms of its 

performance. Experiments reported in this dissertation and others in IXav89] tend to 

conflrm this improvement, although the model is still Ilot without its performance fiaws 

[Ait88b] [Ait89bl. 

3.4.4 Asymmetric Error Model 

The asymmetric error model IS an extension of the independent error model in the 

same way as the binary asymmetric channel is a generalization of the binary symmetric 

channel. While communication channels may he physically altered to eliminate asym­

metric behaviour [Pet72], such freedom is not readily available when developing random 

tests for a given circuit. The asymmetric error model for BlST was first described in 

IAit88b] and may be summarized as follows: 

As noted previously, the independent error model employs the probahility, p, of 

detecting an error on a given circuit output. ln the asymmetric error model, this 

probability varies, depending on whether an error is a 1 ~ 0 change (fault-free to faulty) 

or a 0 ~ 1 change. These two changes were characterized as D and D respectively in 

[Rot66], the original reference on the D-algorithm. 

Let event e denote the occurrence of an error on output line x which has fault-fr(;e 

value X. The random pattern detectabiIity of a fault, p, may then he written as: 

p = P(e) = P(eIX = 1) . P(X = 1) + P(eIX = 0) . P(X = 0) 

The asymmetric probabilities are defined as: 

PD = P(eIX = 1) 

P- = P(eIX = 0) 
D 

• Some comments Oll the differences between the use of random patterns (sampling wlt,h replacement) 
and pseudo-r anclom pat.terns (samphng without replacement) may be lound III ISan601 and [Chi871. 
ThE' E'lft'ct~ of the~t' diffE'rences on BIST are diseussed in IAit88el 
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where Sx is the fault-free signal probability of line.c. The independent error modd 

assumes that PD = PD and thus may be viewed as a special case of the asymmetric 

error moùe!. 

3.4.6 Generalized Error Model 

The fieneralJzed error model allows each bit of an output sequence to havf' a uniquf' 

error probability, say Pt for the tth sueh bit (1 ::; t :S 11). The aSylIlIllt't.rk prror 1110.11,1 

and hence also the independent error model are special cases of this mode!. The model 

was used in IIva88b] in the development of aliasing probability for signature analysis. 

Clearly, the assignment of individual error probabilities is the most. daunting task WIWll 

using this mode\. 

3.5 Data Compaction Techniques 

Data compaction refers to the process of ohtaining a signature from an out.put 

data sequence. The signature is typically smaller by orders of magnitude than the 

output sequence: e.g. a 32 bit signature for several million output bits. The process 

has also been referred to as data compreSSIOn, but since the signature must. contam 

less information than the original output sequence, data compaction will be ut!(·ù III 

this dissertation. A data compactioll techniquE must satisfy several conditions 1,0 1)(> 

useful in BIST or random compact testing (RCT): It must be implemcnt.able with a low 

hardware overhead, it must be compatible with DFT rules, and it must have low alia..'ling 

probability. A brief overview of somp. of the best-known data compact.ion techniques 

follows (additional information is available in [McC85) and IBar87)): 

3.5.1 Signature Analysis 

The most common of ail data compartion schemes, sIgnature analysls if; oft,pn ron­

sidered to be virtually synonymous with BIST IGra89) A ~Igndtur(' analvzpr, a~ ddill('d 

by Frohwerk in IFr077j, is a polynomial divider implemented tn a [Ir/Far fcedbark shtfl 

reglster (LFSR) (see IPet7Z] IGoI67]). TIl(' charactenstl< pol~ nomléll of 1,11(' LFSH i~ 

called the feedback polynomral For a single output circuit, signaturp analy':ils trE'at~ 

the output stream as a polynoIllIal, performs polynomial dl\'I~lon o\'('r thl' (;alol~ li<'ld 

GF(2) on this polynomial, and leaves the remainder in tll(' LFSR a...., the ~igllatun'. For 

multiple output circuits, a similar structure, known as a mu/tl-mput sIgnature reglstrr 
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(MISR, pronounced "miser"), is used. Figure 3.2 shows an LFSR and a MISR.* The 

first proposai for a signature analyzer is given in [Ben 75] Sinee then, numerous others 

have appeareJ, e.g. [Fro77] [Koe79] [Dav80] [Dav86] [Kra87]. A good review of the 

technique is available in [Bar87]. 

1 2 S 

IOSR 

OUT 

OUT 

Figure 3.2 Signat,ure Analyzers, Feedback polynomial' x 4 + x + 1 

Signature analysis has been combined with scan design techniques (see section 2.6) 

to produce a structure known as a Built-In Logic Block Observer (BILBO) [Koe79]. A 

BILBO may he used as a test pattern generator, signature analyzer or scan register. 

Another proposed DIST structure based on signature analysis is circular t'elf-test 

[Kra871IKim88] [Pra88J, where the same LFSR is used as both a pattern generator and 

signature analyzer simultaneously. 

Polynomial dividers are not the only structures proposed for signature analysis. 

Another linear finite state machine, the cellular auto maton [WoI83), has âl~o been sug­

gestcd [Hor881. This wou Id use a Cellular Automaton Loglc Black Observer (CALBO) as 

a test. structure. Lmear cellular automat a have been shown t 0 havf> fwttf'r randomness 

propertics than LFSRs 1 Hor89j and are potentially better test pattern generators. Their 

behaviour as single-input signature analyzers is identical [5er88]. but recent results im-

.. FI!(ure 32 shows ~Illft re!(lster8 kllo~n as "type II" Tlm type do('~ not contalll the precISe remamder, 
hut 1" i!lOIllOi phic ISlIli801 1.0 "type 1", whose exclUSive-or gates ale between titI' st.ages White type 
1 LF8H~ leave the exa,t remalIIder after dIVlt'lOll, type II are sllupler to llnplement In hardware See 
ISII1I80) or IBa187) for mOle delalls 
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ply that multiple-input cellular automata (MICA) may have b('t.ter aliasing prop('rti{'s 

than MISRs [MiI89]. Overhead differences between BILBOs and CA LHOs are dlsc\lsspd 

in [Hur88]. 

3.5.2 Transition Counting 

TransitIon counting, suggested by Hayes in [Hay76aj, takes as a signature the numbN 

of 0-1 and 1-0 transitions on an output stream. Thus, the stream 

0101011010111 

con tains 10 transitions, while 

0111000111110 

contains 4. Unlike the other methods described in this sect.ion, transition cOllllting 

will not always detect a single-bit error. Very few results on transition countiIl~ arp 

available; sorne of these are [Hay76a] [Red77] [Hay78] and [Sav85]. Ali of these works 

apply to transition counting on single-output circuits. 

A method of fault location using transition counting is discussed in IHay78], but. t.ht' 

exponential test lengths required make it essentially impractical. 

3.6,3 Weight COlmting 

Welght countmg, also known as one '8 countmg and syndrome te8tmg, consists of 

summing the weight (number of 18) in the output sequence. The terru welght countmg 

is introduced here to avoid the exhaustive test connotations associated with syndrOHl<' 

testing [Sav80aj [Bar81] [Mar81] [Sav81] as weIl as confusion with tlw colling th('ory 

definition of syndrome [Pet72]. An additional benefit is that test hardware for a weight 

cou nt may be referred to as a "weight watcher". Most references to w('lght countlflg 

discuss only single-output circuits [Hay76b] [Los78] [Sav80a], bllt a gt'T1eraltzat.ioll of 

syndrome testing LO multi-out.put. circuits has !Jeell proposf'd [Rar~q 1 ISf'r~HI Tlti~ I~ 

weighted syndrome surns, where the signature is a weightpd c;urnmall0n of inl!lvlIlual 

output syndromes. The hardware overhead assoClatert \VIth thic; !PChrllqIH' t('nd~ t,o lH' 

large, especially when compared with a MISR 

3.6.4 Parity Testing 

A variety of signatures based on the concept of panty have been proposed [Ca W8Z] 

[Ake88] [Muz88] [Dam89]. Parity coefficients are based on the Reed-Muller ('anonical 
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form of a function [Kum81] [Hur87] [Muz88] [Dam89], and it is possible to select a set of 

them which detects ail faults within a given circuit, without resorting to an exhaustive 

test [Muz88] [Dam89]. Nonetheless, extensive computational effort is required to com­

pute these sets [Muz88], although the rnethod in [Ca W82] suggests circuit modifications 

and exhaustive testmg as an alternative. 

3.5.5 Sp(>ctral Testillg 

Spectral testmg encompasses both syndrome testing and parity testing. Excellent 

reviews of the subject are available in [Kar85] and [Hur85]. Spectral techniques map a 

boolean function iuto its cquivalcnt in another coefficient system. The most frequently 

invf'stigated ha.., been the Rademacher- Walsh spectrum [Sus81] [MiI83] [MiI84] [IIsi84], 

although th~ Reed-Muller expansion (see the preceding section) and the Arithmetic 

~xpansion [Hei87] have also been employed. The interplay between the various spectra 

is described in [Hur87]. Because of the nature of the spectral coefficients, many signature 

techniques employing them require exhaustive tests. In addition, precise ca\culation of 

Walsh coefficients requires exhaustive simulation. Pseudo-random methods to ca\culate 

approximate coefficients have not been investigated in detail, with the exception of 

weight counting versus syndrome testing and the approximate technique of [Hsi84] 

3.5.6 Output Data Modification 

Output data modIficatIOn (ODM), initially proposed by Agarwal and subsequently 

improved by Zorian, has been suggested as a method of reducing the aliasing probabil­

ity of built-in self-test by orders of magnitude [Aga83] [Zor84] [Zor86] [Aga871IZor87]. 

The technique, a diagram of which is given in figure 3.3, combines signature analy­

sis and weight counting in an interesting fashion. The multiple outputs of a cir('uit 

are compacted mto a single-bIt quotient stream by the MISR. This sequence IS then 

exclusive-or'ed with a similar sequence, known as a modifier sequence and generated 

within the modifier block, which matches sorne fraction of the quotient stream bits. 

Various tradeoffs ar(' possible between the degree of matching and the rf'sl.ltmg aliasing 

probahility, wlth h('ttf'r matdllIlg<> yleldmg lower aliasing, but at tuglH'r overhead The 

go dl i~ t,o redu( e th(:' weighl of the IIlodified ~equeIlce d~ IIluch d!:i IJo::;siLle, silice low 

weight sequences have smaller aliasing probability. 

3.5.1 Oth('r T{'d~niques 

Anot.her BIST rnethod which has been proposed is Accumulator Compression Test.-
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Figure 3.3 Output Datn Modifica.tion Setup 

ing [Sax86], where the weight count after each test vector is added in an accuITIulator 

to give a final signature. A performance analysis of the method is glven in [MuzX7] 

Other suggested methods include linear combinat ions of spectral coefficients [Muz871 

and hybrid methods combining the signatures of one or more other BIST methods, e.g 
!Has84] [Rob87] [Rob88]. 
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Chapter 4 
Fault Location in Random Compact Testing 

and Built-In Self-Test 

The most immediate problem in production testing is to determine which chips are 

faulty and which are not. This, together with the fact that random compact testing 

(ReT) and built-in self-test (BIST) techniques which employ data compaction are ap­

plied in most cases to a single chip, have resulted in a scarcity of research and results 

in the area of fault location properties of data compact ion schemes. Nonetheless, there 

are good reasons to perform individual fault location when data compaction is used, for 

both ReT and BIST. 

In any repairable system, fault location is clearly necessary. For example, a faulty 

module or board can be repai.ed by replacing faulty chips. Similarly, man y fault­

tolerant systems can be reconfigured to bypass faulty components, but reconfiguration 

cannot occur without fault location. Although these examples do not directly require 

resolution to an individual fault, when a fault has been isolated to a particular gate, 

al! the hierarchical grouping.:i of which the gate is a part are also known to be faulty. 

Finally, when a particular chip or subcircuit is found to fail frequentIy, the cause of 

this failure must be found b('fore the problem can be soived. As was noted in section 

2.3.3, Thermal Conduction packagi:ag technology [81082] is a prime example of a system 

requiring good fault location. 

The same reasoning applies to faulty circuits found during manufacturing test. Cir­

cuits with unacceptdbly lo\\' or ('ven zero yields rf'quire design or procp..,,,, (hanges, and 

these III turn reqUlre fauit location informatIon. Such a failure analysis lS important 

both during the start-up phase of production, Rnd later in the Iife cycle, when analysis 

of failed chips from the field cali provide mformatioll about wedk pOlIlt1:> 

This chapter reviews the current state of the art in fauit location in the random 

compact testing environment, outlines the nature of the problem itself, and shows the 
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limitations of previously proposed solutions. As with most of the data compactioll 

literature, published results in fault location tend to revolve around siJl;nature anal\'­

sis [McA87] [Wai87] [Sav88] [Wai89]. In addition 1.0 the straightforward signdt,uft' by 

simulation scheme, the efforts are divided into two methods mtermedaatc SlftrwtUrt' 

collectIOn and algebrmc analysls. 

4.1 Signature by Simulation 

The brute force scheme for fault location with data compaction is to cOllstrud cl 

fault dictionary containing the signature of each modelled fault. Fault location using 

such a dictionary is straightforward, and aliasing behaviour can he determitled dlred Iy 

The rnethod has several drawbacks, however. 

First, sorne physically distinct faults with different output behaviour may shar<> t.lH' 

same signature - the chances of this occurrence depend on the compaction schenw 

used - and checking for this equivalence involves a sort. at every proposed test length 

and uitimately guesswork in deciding when faults are equivalent. 

Second, if an unmodelled fault occurs, this method can only report that no causp 

could he determined. No information as to the nature of the fault can be obtairl('d 

Since dictionaries including aIl possible multiple faults are generally too large to be 

c1'eated (see section 2.3.3), this approach cannot hope to locate multiple failures 

FinaIly, there is the amount of fault simulation required. The construction of a 

signature dictionary involves a full circuit simulation for each fault with every input 

pattern. Since test lengths when pseudo-random input vectors are employed tend to 

be longer than those in deterministic sets, such a construction could prove imm('nsely 

expensive. Furthermore, dictionary construdion must lH' perrorrrwd aftpr thl' dl'~igll I~, 

finalized and before any diagnosis is att.empt.ed, wlllch could placf' it 011 thf' critilal pat.h 

for circuit production. Th2 tirne and expense could void the cost savings whlch just tfi(·d 

the ReT or BIST in the first place 

A demand-dflven approach ot constructmg t Il(' chctlofllln .1'> It W.lc, Jl(,l'cI(·d IIllght 

appear to be a method of avoldmg the cntlCal path problelll III '11]( Il cl C,clH'IlH. C,IIIIII­

lat ion would be performed untii a fdult which r(:'!:>ult~d III ct "iglldl\lH' !lldt ( II W<lc, IO\llld 

Without any information about the !ault w!mh occurrpd, and If ('a( Il fallit ha~ d 1l1lIq\\1' 

signat.ure, for the first diagnosis (asSllfTllng a ITlod<:>llf><! fault occllr<;) abclllt half tll!' tot.d 

number of faults will have to hl" simulated on avel age Lefore a mdt( Il b foulld ~tdl ci 

daunting task, and still potentially in the critical path. 
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4.2 Intermediate Signature Collection 

The failings of the signature by simulation method result from the fact that the 

value of the signature is largely ignored. The signature con tains information about the 

faulty output sequence, information which is potentially valuable iIl fault iocatioll. Not 

using if, makes fault location morf' difficult and time consuming than if, need he. 

Potentlal sol utions to the immense amount of effort required to construct a full 

dictionary in advance include simulation over a smaller test set, and simulating for 

a smaller fault set. Intermediate signature collection is primarily concerned with the 

former. 

4.2 Interrnediate Signature Collection 

In intermediate signature collection (ISe) [Wai87] [Wai89], MISR signatures are 

taken every L patterns (L = 256 in [Wai87] [Wai89]) * During the test, failing signatures 

are noted (the MISR is reset after every L patterns, so errors are isolated to within a 

L pattern block), and the entire output sequence of L vedors for a failing block is 

stored. According to [Wai89J, only a "few" of these sequences necds to be stored. Only 

those faults which could have caused the observed behaviour ale retained III the list of 

potential faults, and these are simulated on the set of L patterns within each failing 

block. Once the test is complete, a revised list of potential faults is available. (Further 

simulation is presumably avoided if the faut: IÎst is reduced to a single fault). The 

scheme lS shown in figure 4 1. 

Wakukauski et al [Wai87] [Wai89] suggest a variety of methods to eut down on the 

size of the potential fault Iist, and hence the amount of simulation to be performed: 

There must be a path from the fault to the output on which it was observed. 

The fault path to the output must have correct parity for the failing pattern. This 

will eliminate one of the stuck-at 1 and stuck-at 0 fauits at a given fault site, provided 

that no reconvergent fanout paths of different parity exist. 

The fault must be detectable at !ts fault site by the input pattern with which the 

error was observed. 

If a failure was observed on more than one output. the faultil considered mURt satisfy 

tilt> ahovp COli st ralllt'i on fla( h Llilmg olltput 

Ali of the above heuristiu, reqUlre exact circuit output informatioIl, henre the out­

put storage are a in figure 4.1. Further, sorne of thern seem to resemble parallel fault 

simulation, in that path tracmg m the presence of reconvergent fanout is Dot an easy 

• The MISR used by the method lS loaded 111 panllel at the prmlUry outputs, thell, for scan ClICUII,s, 

loaded !lei .. tlly ~ au LFSR wlth the scan out.puts 
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Figure 4.1 Intermedlate Signature CollectIOn 

task. Waicukauski et al suggest using critical path tracing rather than parallel fault 

simulathn. As a result, their heuristics may be of limited use in eliminating faults on 

fanout stems from consideration. 

The authors assume three fault models. The first is a standard single stuck-at 

model. Such failures must account for every failing pattern and every passing pattern 

in their simulation (which simulates only single stuck-at faults) The sf'cond modt'I IS 

single-site non-stuck-at faults. These fauits arp a~sumed to behave as sl1lgle stuck-dt 

faults at the affected site for failing patterns, but not necessarily for passmg On('8 Thl~ 

model cara locate single transition faults and mtt'rIllItt!'nt slIlglt· "t II< k-d t f(t1Ilt~ Th,· 

final model is a limited multiple fault model TIll!., a~~\lllle" t h,l! 110 ( II( tlit ollt put 1" 

affected by more than one fauIt on any giyen test pattern Tt]/' \ ,dldlf\ of t hl" model i" 

questionable, but It should explam more failure" thun pit !wr of t ht' fir"t t wo 

Th(=' requirement for storage of actuul output un'dS means that t 1)(' i~(: srlH'rrH' (an­

not be entirely located on-chip. Thus, the seheme doe~ Ilot dir{'( t 1) ,,(,h t' t Ilf' pro!,If>1I1 

of locating faults in circuits with BIST. Rather, it is a rneans of changing th{' prohlf>Tr1 

of fault location in circuits with random compact testmg to one of faul, locatIOn wlth 

'If) 
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known faulty output sequences 1 II ,h l"~ context, the scheme elllploys well-known princi-

pies Again, tht' lise of Cl. MI .j('nt.ify faiIing regions is almost. irrelevant, sinee any 

Thus, any information present in the tvllSR signat.ure, 

lldt the signature is not the expected value, is ignored. 

signature coult! havé 1. 

besicles the obvie 

Th(' ~){)t l ,l' J.!,lIostic resolution of intermedlate signat ure collection i~ good, pro-

vided t il. .lIple failing blocks are observed. (The one experiment reported in [Wai87) 

c:.;t.tI, :ldt failures were always resolvable to the single fault injected into the circuit). 

Ill1w(>vcr, the ovcrh<,ad reqlJircd by the method is large: storing the fault-free MISR 

::>Ignatures requlJes L -lm'n uit~ of lIlfOrlllc1l1011 for an 11 vedol test on a clIolit with m' 

prirnary (not scan) out.puts, and each <;et of L OUllJut v(,ctors stored requires anot.her 

mL bits, whert' m is the total Humber of outputs in scan mode (m > m'). The amount 

of simulation required at each step depenus on the ability of the heuristics tü eliminaLe 

faults. ln the worst case, ail faults must. lH> simulated over at least one inierval for 

each diagnosls, but thlb IS unlikely III l'! actice. The improvemcnt OV/5 the WfJrst-casC' 

will d<>pcn(: tü a largC' extent on the amount of f('convergent fanout in the drcuit The 

resolution of the method and t he Humber of bloc ks t.o be simuiated will be relatt'd to 

th~ ability to distinguish equivalent faults, since Ilot ail such faults can he determined 

through trivial identificéltion schemes (e.g. the input and output of an AND gate stuck­

at 0 die eqlliv<l.ll~llt faul!s) ln ctÙdILIUII, the paIity alldly:sis and pdth traciIlg algor Jt 1 II ilS 

must. be less complex th an fault simulation if the)' arC' Lo be of any value. 

It is interpsting that ISe as proposed ln [Wai87] and [WaI89] do es not advocate 

ret.aining ref;ults ln 3. tallIt dl<-t,ionary Im,t('ad. il fraction of d dlctionary is construded 

at each diagno::.is and then discardeJ. H IS nut st.ated directly whet her tLis practice 

is berausf> t.h€ storage ft>quir('ments of a dictionary are too large or whether the effort 

required for ;ndlvidual dJagnmw<) 15 vit'wed as acceptahle without a dictionary, although 

the rcstricted multiple fauU. mode! lillplies the former. 

Ur.fortunately, neither IWai8ij nor [Wai89] gives any examples of experiments show­

ing thp P('1 c)rmanre of Ise on any benchP1ark CIrcuits, f.iUch as thosC' of [Brg85], or an 

lIldKdtlOll of the performancE' Improvements gamed by the hE'Uflstl(:S Wlthout the~e 

hcuristlLS, onl\' the fault-free signatures \Vould haH tü be stof(~d. and an on-clllp irnplc­

mentat.ion could be possiLle Th€ performance of ISe under these ronst.raints has been 

evaluated. and the results are giv€n in chapter 9 

A final dldwback io intermediate signature collection. a5 described III IWai8ï) and 

[Wai89). AS that it cannot be applied to non-scan design sequential circuits, since these 

circuits cannot have their internai states reliably reset to the fault-free value every L 
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patterns. For this reason, only combinational circuits and full-scan sequent ml «f,Ulb 

are amenable to ISe. 

4.3 Aigebraic Analysis 

This section describes a signature-based fault location rnethod which attt'lIlpl~ lu 

locate a failing pattern before performing any simulation. In algebraic analysis [Mc AHi] 

[Sav88] the dictionary size can potpntially felIlalfl srnall, SlnCe' tlH'rp are ('It.h(,f 0111' 

[McA87] or a few [Sav88], signature::, per fault. Tbe melhod plopo::,e::, to dt'tPllllill(> Pli 01 

patterns which ('ou Id cause a given signature, then equate these to a rault Ht>sollltioll 

to a single fault may not be possible, since several faults may hav<, the sarn(' Rignat IIf(' 

In essence, the method proposes to l'un an LFSR in reverse in order to arrive at a 'id 

of possi Lie f ail UI e::, 

The first pappr on algebraic analysis, [Mc A87J, suggests using an LFSH wit Il il 

primitive feedbark polynomial. The LFSR should have astate sparf' grpatf'r than tlH' 

test length: thdt is, for an Tl vector test. tbe LFSR length, say), :,hould \'(' glt'at(>1 

than llogz Tl J. McAnnèY and Savil' then suggest cornputing a slgnaturp for ('aell of tl\(' TI 

possible singl(l-bit ('rrors. WIth the prpvlous r<,strictlon on ttH' LFSH, parh of t,}H's(' ('rr()r~ 

will produce a dlfferent signature. The ob~erved signature Ih t h(:'11 d..",:,ulIl('d 1.0 1)(, cl hlllgl(·­

bit error and faults are simulated tn sec which are df'tprt.ed hy t1H' d.%IInIPd PrfOlh'OIlS 

pattern. If a uilique diagnosis cannot be made, the process f'~~',cntlal\y (kgenerates IIlto 

the signature by simulation method of section 4.1 Further, If a UTllquc diaJl;Ilosl<:> I~. 

made, there is no guarantee t.hat il is correct, SlTlCt' thp signat urf' may hav(' n( t.ua \Iv 

resulted from several failing bits. Thus, for faults WlllCh cause l'lOn? than a slllgJ<. \1I1 

error, algebraic analysis on an LFSH IS difficult, time-consummg. and, for largf' numlwr 

of errors, amounts tü signature by simulation 

In a modified proposaI [Sav88], Savlr and McAnnpy prnpo<,p using (ychng f('gi<,! ('r', 

[Dav80]. Through the USf' of 3 of thesc \'Vith rf'latlvely prime length", IIp ln SO (>rror', 

in a 5equence of 220 Lib (dI! Le didgIlohPÙ wlth lea~Olldbl(> (1( (1I1d( \ W.III/!, ri "Iglltlt III" 

with totallength of about 300 bits Note, though, tb.t 300 bl(<- !H'I f,uIl( (oille! f(,"I!ll III 

a fairly large dictlOnary Even sa. loeatmg a fault \\ hI< h '<1U'·(", hlllldr(>d', or 1 hOll',alld' 

of errors m the output stream rcmalIlS IIlfeaslble \\Ilh algc'brdl( dllrlh"'I..,. c1Ild (\( 111l~ 

registers are believed 1,0 have mu ch poorer aliaslflg (hrlrd( (l'II<-! If <- 1 Il,111 !lfllllit Î\ f' LI-''' Ih 

[WiI86]. In ail cases, a slIlgl(' [d1llt IIlodt>1 le; ,'xph( Itl~ dS)lllIlf'd. ,,() lo( ,dlllg 1.11111< III 

the presence of multiple taults IS ab lIlfeaslble as It IS wlth t Il(' <'Ignatllf(' b:. "llIIulall011 

technique. Finally, the technique has so far been propo~ed onl)- for 'iÎngle out.put (IreUII<, 

11 



1 
44 Reql1lremellts for li'alllt Locat.1011 III t.he ReT Envi! on/lH' lit 

Each additional circuit output compounds the problem, so analysis of MlSRs seems 

virtually impossi ble using the algebraic analysis techniques proposed so far. 

4.4 Requirements for Fault Location in the ReT Environment 

It appears that the greatest advantage of signature analyzers for data compaction 

is their greatest dlsadvantage in fault location: The relationship between faults and 

signatures is essentially random. 

The discussions of the previous sections have shown that fault location when data 

compaction is used revolves around simulation. The reason for this is that the compacted 

output, the signq,ture, contains little, if any, directly usable location information. The 

Algebrak Analysis method [McA87] [Sav88] is not applicable to multiple-output circuits. 

and its performance dcgrades as the number of errors increases The Interrnediate 

Signature Collection method [Wai87] uses signatures only as indicators of blocks of 

failing patterns - the signature value itself does uot aid in the locatioll process. 

A solution to the problem of fault location in the ReT environment must possess 

the following features: 

1) Ability to extract location information from its signature(s). 

2) Srnall fault dictionary size. 

3) Resolution to a single fault equivalen('e class. 

4) Potential for demand-driven dictionary construction. 

S) ApplkabiIity to multiple-output cornbinational circuits. 

6) Ability to use pseudo-random input vectors. 

7) No requirement to store actual output vectors. 

8) Potent.ial hardware implerner.tation. 

The reason: for these goals are as follows: 

1) Whcn the signature contains information m:eful for fault location, a hicrarchi­

cal approach becornes possible. Fault location with this approach bec ornes a series of 

reductions on the original fau!t set, which allows faults to be characterized by their out.­

put b('havlOtlf. ln addition to t111s and other mhercnt bcncfits of hlcrarchlcal dlagnosls, 

there IS the ('sthetlc benefit of not ''\..,astmg'' the informatIon prf'él('nt 111 the sIgnature 

2) If an eutry to the fault dlctlonar~ is too large. there wtll lJe little justification in 

rf:'tamlng thE:' valu€'~ onct' a diagnosis has been made This wIll result ln unnecessary 

repettt.lOIl of effort. If Hl(' samE:' fault reeurs. 

3) A selleme cannat do bettei than to resolve faults to a ~lIlgle equivalence das~ (sucil 

a class illcludes any faults with identical behaviour over the test sequence). Resolution 
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cannot be improved beyond this, since the number of faults within th('se da.<;s('s is a 

function of the fault model and the test set, not the location schenw NOIH'thelt,ss, li! 

most CaBPS, falllt,s within thesp Sf'ts will be f'quivalf'Ilt. fRuits TI1Is Ipvpl of rt'solut.lon, 

termed "single-fault resolution," is the goal of ail fault. location mctho(h,. 

4) If the fault dictionary must be constructed in advance, the critieal path probkm 

of its gf>neration on·urs. Generating a complete dictionary is a horrf'ndous prohlf'm for 

large circuits tested with conventional methods, as simulation tools will speml inorol­

nate amounts of time finding signatures for thousands of f[lults when ('arh reqllircfi a 

simulat.ion over hundreds of thousands of vpct.(m;, 

5) This is a minimum requirement. This will permit fault location on full-st ail 

design sequential circuits and purely combinational circuits. A method whieh wou Id 

work on ail multiple-output sequential circuits would be more general and hcn('c Illon' 

useful. 

6) The use of (possibly weighted) pseudo-random input vcctors permits a str(light.­

forward test pattern generator which may even be included on-dli l ). Bxhaustivf' or 

pseudo-.exhaustive sequences are too long for many circuits, and df'termiTllst.i(' v('ct.ors 

cannot be stored on-chip. 

7) When output vectors need not be stored, the overhead requircrncnts of th(' Il\(,thod 

are greatly reduced, again allowing the possibility of on-chip implemf'nt.at.ion. Fllrt.her, 

data compaction is used to reduce the amount of output data Stormg output vectors, 

especially those which are error-free, ls contrary to this end. 

8) Potential hardware implementation follows from 6 and 7, and allows devf'loprnellt 

of diagnosis methods as natural extensions of BIST techniques 

The methods outlined in sections 4.1 through 1.3 do not meet r.:rIteria 1 through 

8. Signature by simulation does not meet criteria 1 and 4. Intermediate signature 

collection, as proposed by [Wai87] and [Wai89], fails criteria 1. 2, 7, and R, alt.hollgh it 

could conceivably be adapted to meet 7 and 8. Finally, algebralc analysis [ails crit(,fla 

3 and 5, as weil as criterion 2 for the impkmentation suggested in [Sav88! 

With thesf' goals in mind, a new fanlf. locatIon Inf't hod j.., propmf'd III IIH' IIf'xl 

chapter. This method meets ail 8 goals. and is the slIbJP( t of tllf' rpmatrlopr of 1 lm 

dissertation. 



Hierarchical Fault Diagnosis: 
Chapter 5 

Theory and Background 

This chapter proposes and outlines the beneflts of a hierarchical method as a solution 

to the problem of fault location in testing schemns which use data compaction. This 

method, which is the subject of the remainder of this dissertation, uses information 

contained within the signature as a reliable aid to fault location. Such an approach 

treats diagnosis as a sequence of steps, each of which provides sorne information about 

which, if an y, of the modelled faults may be present in a given circuit under observation. 

This differs from the conventional approach, where diagnosis is considered to be a 

one-step global dictionary search. lt is shown that circuit behaviour can be used to 

characterize faults and eliminate sorne modelled faults frorn consideration because of 

inconsistencies between observed and predicted behaviour. As an additional benefit, 

the average amount of work performed can be reduced over that of convention al global 

techniques. 

Potential benefits of a hierarchical approach include the ability to construct a fault 

dictionary m a demand-driven fashion, and thus arnortize the start-up cost of dictio­

nary construction over a product's lifespan, or alternately, use dictionary methods of 

diagnosis even w hen a complete dictionary is too large to construct or store nther 

advantages are a diagnosis method whose resolutlOn can be tatlored to a user's necds, 

partial characterization of unIT10delled faults, and the abilit\ to e\'aluate fault modeb. 

Final!). 01('re is the esthet ie br nefit of using avaiJable inforIlldt JOIl Li bou ( (Irt uit~ as part 

of thclr diagnosis. 

The constraint with the hierarchical approach to fault IOtatlon wlth datd eompaetJOn 

is identical to that wlth the all-or-nothing approach. Fault lo( atlOII i~ to IH' perforIlled 

after thE' test is complcted, so the acfual output sequence is no longer available, only 

its compacted form as a signature. The choice of signature is clearly important. In 
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addition, sorne form of fault simulation is also almost certaillly requin'd ~iIl( {' thi" 

simulation is expen,3ive (see section 2.5.6.1), it must Ilot tH' t1S('d il\(hscriminat,t'ly. III 

the ideal case, its use would not be required at aIl. 

The chapter is ordered as follows: First, an overview of the hiprarchiral I1wthod of 

fault diagnosis is glvenj second, the theorctical foundatlOlls of this hicrarchtcal method 

are provided; and finally, the complexitlcs of both dt'termiIllJlg dlagnofiis paranwtt'n> 

from fault,y circuits and calculating paraIIletprs f,om ll1od('lIed fallltR arC' altalyz('d. 

5.1 Outline ofProposed Technique 

This section outlines the basic properties of the hierarchical fault diagnosis method 

proposed in this dissertation. 
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Figure 5.1 Potentlal Faults, Pass/Fall Signature 

Consider a circuit which has produced a faulty signature dUflllg its test If tlw 

signature is éi~ mere binary indicator (pass/fail). then there i~ no information availabh· 

about which fault actually occurred The situatIOn IS a'1 df'plct ecl !Tl hgurp f) 1 On 

average, about hait of the total nurnber of fault<. \\111 ha\(' tn IH' 11l\I'..,tl~dtf'd f,pfop> t/H' 

fault respollsible for the errolleou~ ~Igllature 1;, IOl,tled 

Suppose, on the otller hancl. that th(' slgndtllf(> Wei'"- Ilot ..,llllp]: d 1)III<lry 1111\)( atm, 

but also gave sorne Idea as ta a c1ass of faulty Clrculte:: WillCh was rf'c:ponsi "If> V\' It li 

a suitably chosen classification scheme, many faults could be nnrnedlately dlIlll/ldled 

from consideration without simulation. In other words, the signaturr would provld(' a. 
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Figure 5.2 Potential Faults, ACter Coarse Resolution 

form of coarse resolution for the faults, as shown in figure 5.2. The classification scheme 

chosen must clearly require simpler calculations than a full fault simulation. An example 

of such a scherne is randorn pattern detectability, as discussed in section 2.5.3. So, a 

signature which was able to indicate a. property such as the random pattern detectability 

of the fault which occurred would provide coarse resolution to a fault location scheme. 

Figur(l5.3 Pot.entlal Fanlts, Aftt>r Furtht'I Renllctlol\ 

Nonetheless, many faults might have similar detection probabilities, so sorne means 

wou Id still be necessary to distinguish between these. Suppose that an additionaI circuit 
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parameter was available from the signature. FOI f'xaIIlple, in addItion lo (lt·l.t·( (ioll 

probability, the number of the first input pattern which rt:>sulted in an crror, t.ht' fir,~t­

fat l, might al80 be available. ln this case, simulatIOn to the full test \{'ngth would Ilot 

have to be performed to compare a modelled fault to the observed Oll(' whellt'vN a 

discrepancy in the flrst-fail values ocrurred lsimulatioll (an st.op art.pr Ollt' has r,ll\t'd 

and the other has not). The re~;ult would be a further reductioTl in t.h(· lluTlIhpr of 

potential faults. This situation is shown in figure 5 3. 

+ 

+ + + 
+ + + 

+ + 
+ + 

+ + + + + 

+ + + 
+ 

+ + + 
+ + + + + + + 
+ + 

T 
... 

+ + + 
+ 
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Figure 5.4 Potentlal Faults, Fmal Dlagnosls 

Additional parameters could continue to be added until the remaining fault spi 

was sufficiently small. At this point, a final parameter, such as a conventlOTlal LFSH 

signature, could be added to provide fine resolution to the scheme full simulat.loll 

wou Id only be performed on a smalt fraction of the total number of faults, and ~i!lglt'­

fault resolution would result, as shown in figure 5.4. 

This is the hierarchical method proposed iIl this dissertation. Th<' mt'thod i~ 111-

tended for circuits tested with random or pseudo-random test veriors. SOTTIe advantages 

of the method are' 

• Fault classes can be dcvcloped which characterize faulu, by partlCular attribute:-. of 

their output behavlOur 

• Fau] t dic tionaries can be lonstruded in a demanJ-o r i vell r a~h iOIl. f('IIlO\' 1I1~ tlll' 

dictionary constructIOn proccss from the critical path III ClfCUlt production 

• The logistics and complexities of searching a full dictionary can 1)(' avoi(kd 
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5.2 TheoretÏlal Allalysis 

• If f!torage if! a prohlem, a complete fault dictionary need nev('f he constructed. 

Instead, the necessary parts can be generated with every diagnosls . 

• If no unique diagnosis can he made, or if an observed fault is not accounted for by 

the chosen fault, model, some characterization of the fault is still possible. 

Numerous implementations of .. he scheme are possible, depending on which at­

trihlltes are seleded for obsNvation. It is shown that those mentioned ahove, detection 

probability aud first-fail, are just two of the possibilities. Usillg the hierarchical ap­

proach, fault location becornes feasible with signature-based testing schemes. 

5.2 Theoretical Analysis 

This sedion provides theoretical justification for usmg a variety of circuit obser­

vations in order 1.0 improve the ~emand-driven construction of a fault dictionary. It 

expands formally on the advantages of the hierarchical rnethod introduced last section. 

5.2.1 Preliminary Definitions 

To begin with, formai definitions are provided for sorne terms in fault diagnosis. Let 

Bk represent the set of binary vectors of length k; that is: 

where 

bt E {O, 1} VI; 1::; l :::; k 

The set Bic is isornorphic to the set of aIl integers between 0 and 2k - 1 inclusive. 

This set is now used to deRne sorne terms needed in analyzing the performance of fault 

diagnosis methods. 

Definition 5.2.1: The output functwn, G, irnplemented by a given cornbinational 

circuit A is defined as a mapping from B l to B m , where 1 is the number of circuit 

inputs and m is the number of circuit outputs. 

Thus, G maps every input vector v ~ BI is to a correspondmg olltpllt vector 0":::' B m . 

Definition 5.2.2: A test sequence. ~', for A con:"l<;t ... 01 d. <"equenu: 01 lIIput v('<.. tor~ 

(VI, vz, .", t'ni wlH're each v) t-:= Bi. 1 ~; l ~ n 

Dpfinit.ion S.2.2a: A random (pSfudo-random) te8t 8equenrp for A Îs él t.est s('qllf'nce 

where each vector IS selected at random from BI wlth (wlthout) replacement. 

Definition 5.2.3: The expected output response, 0, for a glven test sequence V and 

output function G is defined as (Ob 02, ".,on) where Dt == G(vt ), 1 ::; i::; n. 
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Definition 5.2.4: The fault set of A, FA is defined to be a set {fI, il., "' h }" 
Associated with each fault ft E FA and test sequence V is a fauJty output lunctlon 

<Pt which is a fixed mapping from V to B m " The set of ail Ruch faulty output 

sequences forms the faulty output set, <I> A V" , 

Definition 6.2.4a: A fault sequence is a fixed ordering of a fault ~wt Snnil,lIlv. ,\ 

faulty output sequence is a fixed ordering of a faulty output :o.et 

In most cases it will be clear from context as to whether a glven object i~ bt'ing 

referred to as a fault sequence or a fault set, hence the same symbol will often 1)(' IlSPO 

for both. 

Each element of cI> A V represents the output function WhlCh results hom a partltul,t( , 
physical failure within A when it is tE'sted with vector .,et V Any pprlIldllPIlt. dPL('r­

ministic circuit failures, including stuck-at, stuck-open, transition. and bridKing f<lult.s 

may be represented using this notation. 

The concept of the fault set IS now used to define certain attriblltes dnd types of 

faults (In the following, <P A,v -= {<pJ, 1 ::::: t S h is a faulty output set of ICllgth ft 

whose elements correspond to faults in the set FA when tested wlth V. ri. test ~equt'Il( t' 

of length n. 0 is the expected response from C, the fault-free output fllnctlon of A)" 

Definition 5.2.5: A given fault ft, l S t S h is detected by a test st'quencf' V wit h 

expected output response 0 if and only if (iff) there exists], l ~~ J '-- Tt such thal 

<Pt ( V J) f-= 0 J' 

Definition 5.2.5a: The jirst fallmg pattern. r, for fault ft is defined as the sIIlall('~t 

J, 1 S j :::; n such that <Pt (V J) f-= 0]" If ft is not detected by v', then r l is defined 

to be n + 1. rt rnay also be wntten r!l). 

Definition 5.2.5b: The kth fmlmg pattern. r(k), k > l, for fault ft is defined as the 

smallest), r!k-l) < ) :::. n such that <pt(V
J

} =1= 0)' If no such] exists, then r~k) I~ 
defined to be TL + 1. 

Definition 5.2.5c: The last [mlmg pattern. r(oo). for tault J, 1<; oelined as the lar~e"l 
J, 1 :.:; J :.:; n such that rP1 (v J) t:- 0J If f 1 is not detected b, \', then r,(:>C) i" d"firH'd 

ta be O. 

Definition 5.2.5d: The [a"!T1I1 uutput hel. ;: = ':1. ':2. • - rrz • I~; <I('llIIl'd l(Jr "lultv 

output fllnctlon rPl sllch lhat:.;, 1'; 1 If tlwrp P,(I~\'S k ';Il<h t\J,tI, I,'},(I/_) (liffpr., [rolll 

Ok at bit]. and ::.) 1<; 0 nt hprwI<;p 

Definition 5.2.6: A glven Illult JI' t 1 < Il l~ dctccrablr tif t IWH' (;,{I~t') ,l t<·~,t 

SE'quence \/ and cl vector t' ~ V ~ Ut h that cPt (v) -i- (.' ( v) 

Definition 5.2.1: A fault is redundant iff it is not detE'ctable 
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5.2 Theoretical AllalY8is 

Definition 5.2.8: Two faults ft and fJ' 1 S i, J S h, i =1= j, are equwalent iff there 

does not exist test sequence Vi sueh that 4>t (11) =F 1>J (v) for sorne v F: Vi Faults 

ft and f) are equlvalent over test sequence V iff 1>t (v) = 1>J (v) \:j v EV. 

Lemma 5.2.1: Two faults ft and f l which are equivalent over test sequence V cannot 

be diffcrentiated by examining the effect of their output functions 1>t and 4» over vectors 

III V. 

Proof: Follows from definition. 

Definition 5.2.9: The Jrredundant fault coverage, C, of test sequence V with respect 

to fault set FA of size h is given by 

where 

and 

St = { 1, 
0, 

ft = { l, 
0, 

if fault ft is detected by V; 
otherwise. 

if fault ft is detectable; 
otherwise. 

Definition 5.2.10: A test sequence IS complete when Its irredundant fault coverage 

is 1.* 

Notice that a test sequence can only be complete with respect to a fault set, whÎlh 

is in turn derivf'd from a fault model. The definitions above are now used to examine 

the behaviour of fault diagnosis methods. 

5.2.2 Classes of Hierarchical Observations 

Thcrc arc two ways in which ohserved behaviours can he used to hierarchically 

reduce the set of potential faults. In the first, a fault sequence can be ranked as a 

result of sorne observation. 50 that the more likely a given modelled fault is to be the 

cause of the observed behaviour. the earlier it appears In the sequence. In the second, 

,t predictcd fault will posses~ a known \alue for partlctllar attribut\:' FdUlts (an bp 

groupf'd bv ,tltnhutp dlld \alup. ctllowmg edbV Identdira(loll qf !>otPJl(lal faults when 

the attflbut("s value IS obserw'd on an actual circuit. Thes(' tf'chnlqucs. known as fault 

rankmg and fa tilt partztlOnznq respectlvely. are no\\ C'xplallled more formally 

• Most 01 t hl' tallit dl.l~1I0S1~ htpl <lI IIrl' t.:!lves coverafl:e v<llues III peTlent<lges, 50 a complete tt'~t 8('(IUl'nfe 

has 100% irredundant lault covenl~e The rneasure 18 referred to as trredundant fault covera~e, smee 

bult COVt'lap;e 011 Its OWII lS typlcally expre8sed as the ratIO of detected faults to lIlodelled faults 
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5,2 TheUlctll,ll AII.l!vt:<tt< 

Definition 5.2.11: A fauit rankmg step, \II, for fanlt Rf'quenc(' F is a ranking, or 

reordering, of F, 

Definition 5.2.11a: A random fau/t rankmg step, 'l'r, for fault Sf'quenc(' F IS d 

ranking of F randornly selected from the set of ail possible rankings 

Definition 5.2.11b: A probabillstlc fault rankzng step, \li x' for fault sequenc(' ft' 

and observation X is a ranking of F subject to the probability 01 ('ach fault givPII 

an observation X. 

A probabilistic fault ranking step can be thought of as an ordering of faults from \.1](' 

most Iikely to least likely to have caused a particular observed behaviour. For example, 

if sorne number of errors has been counted at a faulty circuit output, fault detedioll 

probability at that 01ltput could bp lIsed in a fault ranking st.f'p, as shown hf'low' 

Definition 5.2.11c: An expected count fault rankmg, \}I(E) for fault sequence F 01 

length h and output sequence X where w errors have been counted is defin<,d as 

a ranking of F 
(El _ 

\}IX (F) = ,'lj;1,v-'2" .. ,tfJhl 

such that given t/lt and t/lJ in IJ!~), Z <.. J implies that P(ct = 10) :::: P(c] -:::: w) 

where P( ck = w) refers to the probability that the coun t, for the kth fault is 111 

This ranking is not guaranteed to be unique, but it IS clear that olle exists for ev('ry 

fixed w and F where probability values can be obtained. 

Definition 5.2 .. 12: The ranking probablilty vector. q = (ql, q2, , ,(jhl associat(ld 

with ranking \li and observation X is defined such that 

_ P(X 1 y = ft) 
qt = 

Pt 

where Y is a randomly selected fault frorn FA and 

h 

Pt == L P (X 1 y= f]) 
J-=1 

Each element qt of the ranking probability vector IS thus th(' rf'I,.üiH' probabIlity of 

fault l given observation X. The sum of ail thf' (j,S is 1 

Definition 5.2.13: A fault part!tlOr/mq stcp. l , lor fault <;('f F 1<; <l partltlortmg ql 

F mto disJoint subsets FI' Fl.' ,Fs 

Tu Le useful in prd<tl<p. d {,lUit p,t/(,ltIOl\lllg "".'1' ..,I!ould group 1,1111,.., b,twd Oll.t 

fixed and predictable behavlOur. ThIs will al\ow the 5ubsf't (ordalllin!! ;\(1 obsPf\'pd faillI, 

to be identified inunediately. .\n exarnpl" of sl1ch a cntcnon for a tault partltloTltng 

step is the first failing pattern in a ter,t sequence 



5.2 Them etlca.l Analysis 

5.2.3 Diagnostic Performance of Hierarchical Observations 

This st:'dion shows how fault diagnosis using fau/t partitioning and fault ranking 

techniques can identify a fault with fewer comparisons than would be rcquired otherwise. 

Definition 5.2.14: A fattlt Identlji('(J.tlOn btep, l, applied 1,0 two faults fa dl](} fi, 

will determme whether or not flL dnd fi, are equivalent over test sequence V. 

During fault diagnosis. a fault identification step will be used to determine whether 

or not. a predidcd rault plf'cisely models an ohservt'd fault IL is as5umed that the 

lime required for a tault IdentificatIOn step between any two faults in a fault set will be 

roughly constant for a gi ven test sequence V 

D(lflnition 5.2.15: The falLlt Id,~ntlficatlOn lime for fault ft in fault sequence F is 

defined 1,0 be 1" the position of ft wlthin F 

For a fault Sf'qUf'flC(, F which (Ontalfls no faults equntalent over test sequence V, the 

fault ident.ificatioll timp (an bt' thought of as the Humber of fault identification s!t'p" 

required. given an unknown fauJt ft "- F. to locate. by simulation for example, f
2 

wlthin 

F, assuming that locatIOn begins wlth the tirst fault in F. If each fault identification 

step IS assuIIled to take a constant arnounL of tune. th(' fauIt identification time glves an 

estimale of the average total effort required to identJfy the [ault responsible for a given 

output sequence in the absence of any other information. 

Definition 5.2.16: The expected fault ;denttjicatwn ltme, tav, for a fault sequence 

F is defined as: 
h 

tav(F) == L t· P(Y = ft) 
t=l 

where h is the size of F, and Y is a randomly selected fault from F. 

Definition 5.2.16a: The expected fault identification tlme of a fault set FA is 

defined to be the expected fault identification time of a random ordering of FA 

Definition 5.2.16b: The expected fault identification time of a ranked fault sc­

quenc(> \li X (F) related to an observation X is defined as: 

h 

t .. lUt \li x( F)) == = 1 (J, 

1=1 

where q -- \<Jl, q'2.' . </1,' is the rankmg probabihtv \"?ctor assocmted with \li \" and 

.\. and h 18 the size of F 

In the case of a random tault rankmg, .\ and \li X are independent. sa each P( X 1 y _ 

fJ is t'quai (0 P(X), Pt i~ hP(X). dIHl eadl qt = * 
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5 2 Theoretlcal An.ll\'~I' 

Definition 5.2.16c: For a partitioned fault set r(F), tau is defined as the w('ightpd 

SUffi of the individual partition values: 

N 

tau(r(F)) = L ',i/tav(I;;) 
2=1 

where r(F) = Fil F2, ... , FN is Ct [ault partitIOn step 

Lemma 5.2.2: The expected fault identification time of a random fault ranking steJ.! 

for fault sequence F is 9 where h is the size of F aJ1d ail faults are equiprobable. 

Proof: Follows from definitlOn. 

Lemma 5.2.3: t l1v (I'(F)) ~ tav(Fmax) where IFmaxl ~> IFtl V t, l :.:: 

faults in F cire equiprouablc. 

Proof: Follows from definition. 

Lemma 5.2.3a: tavll'(F)) :::; tmax where tmax :::: tav(.F~) VI, 1 < 1', IV 

Proof: Füllows frO!Il definiLion. 

N w here ail 

Lemma 5.2.3a states that. the expected fault identification time of a partitioned fault 

sequence is less than or equal tü the largest tauit Idt'ntIficatlon tml(' of ally ~i1lbs('qll('n( (' 

Definition 5.2.17: A tault ranking step or a fault partition step is c,...lled ci predlctor 

for a fault sequenc(> F with size h if its expected fault identifkat ion tlTTle is less 

than h1 1 . A sequence ot such steps IS callcd a predlCtmg seqILenff' If ItS ('XIH'( t.pc! 

fault Identificat.lon time jc, less than ft-lI 
Definition 5.2.18: Tht> ,.,peed-up of ci sequence of fault rdllkillg C,tpph ,L1ul rctult. 

partition steps applied to an initiai fault sequenre F of 'iize h i'i (h-'fiIH'd t 0 lw tl1(' 

ratio of ht l ta the ('xpected fault identificatIOn tlme A predictlllg sequenCt' thlls ... 
has speed-up /> 1. 

A predicting sequence permlts fault location tü take place with fpwpr lault IdC'nt 1-

fication steps than would be reqUlrC'd If the predicttng sequencp WeT(' not tlsed SlIch il 

sequence is useful because it allows the hierarchi~al rtductIOn of the prublem of lault 

location. Ranking steps \li and partltioning steps r should hl:' simplt'I 'hall dl(' idf'llttfi­

cation steps they replace, and any parametprs they requlrE' "hould b(' rpaddy ohtatnaolC' 

from a given urcuit Ollt;Hlt sequence. ~ü that the tot LI tlme t,II-.Vll lot rll,lgllU<"'IC, Ihllig ,l 

predicting sequence will be lower thdn \Vault! bt' IcqullPd \\ Itll'Jllt It 

Several well-known attflhntes of faults ran be ...,hown 10 OP prpc!lctorc; \l'ilT1g thl' 

following theorem. 

Theorem 5.2.4: Any IdUIt PdltitioIling step r \\Illlh c11\ idp:, ,1 (ctltlt '-,"qUt'Il<" F fil 

size h mto at least 2 non-empty sets is a predictor. provlded that aIl faults IJI F arp 

equiprobable. 
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5 2 Theoretlcal Allalysis 

Proof: Lpt r partition F into FI, F2, ... , FN. Assume, wlthout loss of generality, 

that these are ordered sueh that IFII 2 IF21 2: .,. ~ IFNI Since IFII, IF21 > 0 and 

IFII f-1F21 =-- h, it IS c1ear that IFII < h. By Lemma 5.2.3, tav(r(F)) S tav(Fd, and by 

Lemma 5.2.2, ta,,(Fd --= IF1{+1 Thus, tav(r(F)) < ~ and r IS a predictor 
w ~ 

Theorern 5.2..1 states that any identifiable property of a randomly ordered fault 

sequence FA is a potcntial predictor. Several cxamplcs are now given. 

Corollary 5.2.4a: The tirst failing pattern Ta of faults fa t: FA is a predictor providcd 

tltat there eXlst land J sueh that Tt -:f:. T]. 

Corollary 5.2.4b: The kth failing pat.tern ràk
) of fnult::; fa 1-..: FA IS a predictor 

provided that ther!:' f'Xlst land J such that T(k) f r lk ). 
l J 

Corollary 5.2.4c: The last failing pattern r~loo) oi faults fa 1:: FA 15 a predictor 

provided that there eXlst t and] such that T!oo) ci:. r~oo) 
Corollary 5.2.4d: The nrst (Iast) failing pattern IS always a predictor f( r a test 

sequence "dl1('h is ('ompletc with respect 1,0 output stuck-at faults. 

Proof: Follows From the fads that no test vector can Jetect an output line stuck at 

both 0 and land that both sueh [aults must be deteeted by a complete test sequence. 

Corollary 5.2.4e: The fading output set IS always a predictor for a circuit of 2 or 

mort' out.puts ,lIld il t('~t Sf'qIH'Ilce which IS complete with respect to output stuck-dt 

faults. 

Corollary 5.2.4f: The detection probability Pa of faults fa E FA is a predictor 

provided that there exist land] sueh that Pt t- p)" This will be true when one output 

has a signai probabd1ty dlfferent from 0.5 and the test sequence lJlc!udes both stuck-at 

fault8 for that output (This condition 18 sufficient, but not neeessary) 

Clearly, corollarv 5 2 4f will apply regardless of the manner in which deteetion prob­

ability 18 calculated: I.C., on lJldivldual outputs or combinatlOns. although it assumcs 

exact results. Metho(ls of dealmg wlth approxunations Will be analyzed later. 

Corollary 5.2.4g: A signature .s( f(l) of faults fa f-:: F.\ Îs a predietor provided that 

t here eXlst land) Bueh that 5UI) +- 81 f 7 ) 

Ali of tll(' ~lglldtUH'., dl:'!)(rtbed III 1I1dptpr :3 "'dtISf\ tltp IPqtll(f>((}('llt.., of (oroliaiv 

,'>.2 -tg for IIJost rtrrults Illldpr ('ommonh lI<:;eo faillI, mor]pl<; ln addition. "-lgnatufP val· 

ll{,S lor t hese Circuits are readtly a\'atlable tram taortcat('o Circuits \\ Ith t<lIr1y Simple 

hardwalt' 1 IOW('\(lf. the fl'qulrement~ tor predlctor.., <1\-'0 lIlclude complexlt'v of (al­

cu\(üion as compared wllh fault identification. Sect ion 1,1 <;hows t hat t his rnav 1)(' a 

prohlp!ll 

[Il addition to the predictors listed aGove. any other technique which IS able to 
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eliminate sorne faults from consideration without a fuult id<,ntification slt'p is ct prt'dl< tO[ 

Methods SIK h as t.he "f'ffect-c il.llse" analysis of [A brHOl fall int.o th is (rlll'gory 

Rankings made mdependently of circuit mformation are III generdl not prf'dlt (01'" 

A specifie ordering may be a predictor for a given circuit under test. Ollt ils predl( IllIg 

capabilities rnay not apply 1.0 the n('xt llIllt obscrvpd. III ctdùitioll. <l "udl (Mr!,llloll 

where the fault is not isolated to a known partition 1" Ilot ,t prf'dl< tOI \tO'it (il( 11It 

attributes are prcdictors bccause they provide ~ornc locatioll information. WI!f'r!'M, .1 

random search uses none. In addition to preùiction fapability, spf'(·d-lIj) 1:-' ,UI f([l(lOl t,ull 

attribute in practical irnplementations Speed-ups should l)f' rneasuft'd III or<lt'[ ... of 

magnitude, which WIll eliminate sorne potentml predictors trom praclital WIlSldPratioll 

For example. if a partition mg step divides the faults into 1000 groups of approxlmat,('lv 

equal size. a spef'd-up of at Ipast 500 will 1)(' ohtalJlf'd 'ln avpragp. This spf'pd-lIp Illftkt,:-. 

the particular partitIon more attractive than one which dlvlded tilt-' fctldt:-, 1III00llh 

10 equal-sized groups. even though both are predictors. SCftion ;) 1 ('I,t!)()ral{'s 011 thi:-. 

point 

By denmtion 52 16, the expected fault IdentIficatIon t IIne of d 1 rlllk .. d fclltlt <,pt 1'-, 

related to the probability of occurrence for cach fault. If a ranking IS Illad(· as 1 he r('sult 

of sorne observation such that the probability of faults carly in the fdldt list !.<·IIc!S t.o 

be higher than those later ln the fault lis!, 1 hen th!' ranking wtll hf' ct prf'dl( lor Titis 

concept is forrnalIzed in the followlIlg 

Definition 5.2.19: A reductwn perturbatwn. R( q, L.). b). transforlJl!-l IL prob,d,ili tv 

vector q -=- I,QI,q2,. 17hl, into another probabiltty vl:'ctor rl' 'lUt il Ihrit 

for 1, J: 1::::: t <- J ..s h and \v herc hil = i. {ih = Ji =~ t l' for fix('d h 

qh - Ob 2: 0 and ql + fla S 1 

o slIch th,lf, 

Lemma 5.2.5: Given a rankmg probabiiity vector q - !JI, Q2 •.. tjh" ri rpduftloll 

perturbation R{q,1.J,8) of q implies that t,w(q') t.w(q). 

Proof: Let 

fi, 

for 7.): 1 "- l .', ) ~_ Il where 0'1 -- ;. Of. - ~. lor II" .·d r o. ,lIl(l 1('1 

iav(q') - Itlv(q) It is necessan to sr.ow that the perturbatlOll Illlpllt><, t11d.1 (J !-rom 

the definition of f rlt , it follows that 

l, 

= bilL k ohL ft 
k=l ~-~J 

, , 



5 2 Theoretical Analysls 

which reduees to 

t=~(l+l- 1 (h(h+l)-J(J-l))) 
2 h-J+l 

To Rhow that t -: 0, it is thus necessary 1.0 show that 

(1 + I)(h-J + 1) < h(h + 1) -J(J-1) 

or 
Cl ,) 

h~ - J~ + 2J > Ih - 1) + 1 -r 1 

If J = h, the above is obvious by inspection, sinee t <. J which implies that h ;> 1. If 

J < Il, then the prevlous mequality may he demonstrated hy showing 

(h +- J) (h - J) > 1 (h - J) and 2J ~ l + 1 

both of whlch are clear by inspection. QED 

Definition 5.2.20: A well-formed rankmg is a ranking \li where the probability 

vector q asSO( iated with 'li and sorne observation X is sueh that qi 2. q2 2. ... ':.:: f/h 

and ql " %. 

Lemma 5.2.6: The expected count ranking is a well-formed ranking. 

Proof: Follows from definiuon. 

Lemma 5.2.1: Every well-formed ranking lIt can he formed by a sequence of reduetion 

pNturhatlOns Irom ,1I1 rqual probabiiIty vector 

Proof: L('t q Iw the probahility vector associated with 'li and X. and let q be tlte 

f'qllal pn"',îhilitv vpctor (* ... , t) Define D.q sueh that D.qk = qk - (h and rhoose 1 

and J "'ll~ d t hat :'J.qt lS the smallest positive element of ~q and ~qJ is the smallest 

negative element of b.q. Clearly, l <, ). If f:lqt <: -2lq], then apply reduction ranking 

H(q, 1,j,lD.ql) giving vector q'. The elements of q' are as follows: 

for k -S 1. 

for l ~ k ~ ]. 
for k ~ J. 

wht'It, (l/ - h,~<j; 1 ";llTlIldflv. Ir ':::"q, __ -':::"q). dPply If'du. tlon f,wklIlg 11'(1/.1\ J. (II 

) j 1) ~q 7)' glymg q' ",hose clements are 

, 
I[/ç -...:: 

for k ~ 1. 

forz<.k<-j, 

for k .:::: J \ 

'iG 



t 

-(h- J+l)Aq 
where bu -:: ), ln both cases, q' is well-forrncd. The process is contllltH'd, 

t 

letting i:::.q = q - q' untll q = q', whlch will occur in less than h stcps QED 

TheorPlIl 5.2,8: A wf'll-formf'd ranking IS a prf'didor 

Proof: By Lemma 5.2.7, every w~ll-formed ranking \11 (dB IH' !ofl[lPd br a Sl'quPII( (' 01 

reduction perturbations from an cqual probabilitv Vf'ctor By Lcrrmlù .') ~ .ri. ('\'l'n' "111 Il 

perturbation redncès tuv, dnd sÎn('e il. pred i, tor ha..,> tat· ~malkr t han ,\lI t'qllal prolh\hlill \ 

vector it follows that every well-formed rankmg IS a prethctor 

Corollary 5.2.8: The cxpcctcd cou nt ranking is <l prcdictor 

In fact, the previous theorem is rf'strictlv!'. A well-formed rdllkillg I~ "lIm[ Il'111. ,t~ ,\ 

predictor. but far from necessary, as shown by the next theorf'ITl 

Theorem 5.2.9: If and only if the correlation between the clements 01 cl proballll­

ity vector G = (Qi, G1. . .... qh) and its index clements Is IIcgatlve. tlH'n tlH' ranklllg \11 

represE'ntf'd hy q 1<; a prf'rllCt.or 

Proof: Correlation p oetween X and}' 15 defineJ cUJ. 

h 

P = _1_ ~(Xt - !J'(X))(}'t !J'O')) 
h - 1--

t=1 

which in this case is: 

1 hl) 
P == - \' (q - - (l 

h-lL.... t h 
t" 1 

__ h + 1 ) 
2 

silice E(qt) == * and E(z) ::: hi1. Because h " 1. only tlte SIHlllll,üiofl (7 -- /Itl! 1) 

needs ta be considered in determining whether or not p < O. Expanding this SlIrnmatloll 

ylelds 

l, the above reduces to 

h 

(1 == ',>' qt? 
"--" 
1=1 

h 

--, ni - 'II --:=1 

Since pvery qt __ 0, a :: 0 if and onl! 

h + 1 
- --

2 

" -~ l 
') 

If 

'1 

\---- (1 1 
_1 

l~ 1 

ft + 1 

2h 

h+ 1 
1---

2 

il , 1 

'2 

which is precisely the df'finition of a predlctor QI~D 

h+l) qt-
2
-

li ~ 1 
- --

') 

" 



.5 J ('onstI"alJlts 011 Parameter ObservatIOn 

5.3 Constraints on Pararneter Observation 

So far, IL has !wen shown that detectlon probabllity may be used as a predictür 

boLI! directly, by pMtitiofll/lg t!H' f"lUlt spt, alld indirectly, through the expected COll1\! 

ranking. While a partltioning step is more deslrable. lt I~ now shown that it IS likely 

tü be infcasiblc ID practlce. The tollowing lemmas show that exact values cannat be 

oulailleu by ob~en iIl~ d urcUll't; output tlequence for lIon-exhautlLIVe tests. 

Lemma 5.3.1: Glven a descriptIOn of circUIt A. ralculation of exact detectlon prob­

ability is a #- l'-Complete prohlem ln the Humber 01 Inputs tü A. 

Proof: See II\fl861 

Lemma 5.3.2: Let a. b. c, d and e be lixed positive constants. Given a polynomial­

f>ized circuit A with 1 input::, (!AI is O(la)). if exact deLection probability values ldIl 

h(' ohtainrcJ hy any polynomial-timf' operat ion (O(lb)) on t 11(' 01\tput sNluenc{' X of a 

possibly faulty CltCUlt il when the length of test sequence V is of polynomial order (I.e .. 

the length of the te~t sequence. Tl. i5 OW)) then P - "ttP. where P and #P are as 

defined in ICari81 

Proof: An output sequence X for a glven fault can be produced in polynomlal time 

with resped to Tl and lA: (O(ndIAn), and hence l (since n is G(lC) and A is 0(l(1)). 

hy simulat.ioll lf pxart c!d,(lctinn probahility could h(l obtainro hy som(' operat.ioll 

01 cornplexlt v ()(l'') OH X. tbeH the f'Jltlre complexlty of calculating f'xact df't,PrtIOJl 

probabilitv would be O(ltlbcde). This operation is polynomial iü i, which would show 

that "# P -= P by L('mma 5.3 1. Such ;>. conjecture is generally regarded as highly unlikely 

!l;ar7~1 QI..;l) 

\Vhile exact calculation of detection probability from a given output sequence re­

mainR a difficult and open problem, its value can be readily estimated from a given prror 

sequence, llsmg the ratio of errors to sequence length Estimated detectlOIl probabdity 

values could then be used to create an expected count ranking. IIowever. tlus ranking 

has hf'en shown lo bf' wpll-formt'd only whf'n accuratp dptectlon prohability values arr 

lIsed. Whpn only an estlmate 1<; avatlablf'. the re'3ult'i could bp rtlfected <'''tmewhat. 

LTsing ll\,LC( urate \,tlues tor detection probabtli\\ jo producp .Ul (''(P(~ct()d ('OUllt 

ranking «(luld r('~ult III '-OrTlf> félulb bf'tng pl,HE'G Illto dl(' fallit Il,,t afl\'f ntheT'i \Vlt.h a 

IOWN probabdlt \' of ('aU~Ing a glven ()b~(,T\'at Ion l'luc, \\!I1 flot atfe( t the r .UlI\IHg <, ahdlty 

a..') a pr('dICtot. pro\'l(!<'d thdt th(, !wgatl\'(' corr('lat IOIl !JP!\\('(>ll artual proba~)ilitv valurs 

.1l1d tlH'ir (orrpspond1l1g lllr1e \\lthin tlw t,wlt Il:-,t 1<., Iflél.IIlléllll('r! Clp<l'!\ I.hf' gr('al.pr 

the spf't'd-up of the :-ankmg {the further t,lt' IS trom ~). thf' smaller the chance that 

1l1accuracJes III detection probability estlIuates will eltmillate the predictmg propertlt's 
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of the ranking. 

While detection probabilities cannot be observed exactly, the other predICtors fl1<'ll­

tioned in this section, including counts for approximate detectlOll probabdity (an ail bl' 

readily observed from either the output function of the circuit undl'r t<'st. or il<. ('rror 

functlOn (output functlon excluslve-or'cd wlth its fault.-fret' \'alllt') l'otpllllai pIPdH lor" 

which IIlvolve circuit internais, such as the IIlternal line or ~t't of ltlws 111 vol"l·d III Il l,lUit, 

may be difficult to observe directly from output functions, ('specictllv ill Ihl:' pl(,~H'll( l' 

of reconvergent fanout. Methods surh ?S those of 1 Abr801 and IHaJH71, \\ 1mb '.hm\' 1 Il!' 

absence of faults on glven lines may be useful as predlc LOrs, depemllI1g 011 t hl' (olllplpXlt! 

of their calculations, particularly in the case of multiple fdult lIIoJ,'b 

5.4 Complexity of Predicting Observations 

In sec Lion 5.2 it was shown that many Circuit propertles are potentlal predlctol" 

The purpose of predictors is to hierarchicallv reduce the cornplc'(itv of fullit dl'lJ!;IlO"I'-. 

by reducing the number of potcntlal faults at each stf'p of tJI(' dmgno'>lc; pro(!'')" ('''IIlg 

a predictor thus reduces the number of fault identification steps 

In order for this reduction to be userul. ldkulating the predldlllg l!dl ,UIlPt pr rIllI"t 

be less complex than performing the fault identification 'lteps otherwic;f' f<'quin·d Flrq 

then, the complexity of fault Identification is shov,'1l 

Lemma 5.4.1: Glven a test sequence ~'. dl1d fault" output fundloll,) (!J! ,~lld (b)' tll\' 

worst-case complexity of showing that IP I and rP] are equivalent ov('r \. 1" \ l( 111111' \\ IH'rp 

m is the number of circuit outputs and n 15 the If'ngth of \' 

Proof: Every output functlOll (faulty or fault-Iree) of~' '()n~I~u, ut 1/ Il!-llIt \l'( tOI') 

Any two such functions CPl and rJJ} can c1early bp compared II! mn ')1(>1''' ~ow. fP, ,tlld 

<p] could differ by only a single bit. Since thls bIt cannat. lH' known a prIOri. (',l( fI of t hl' 

mn steps may be required 111 the worst case tü ~how equalltv, and Ill( (olllplf'XII\ [(><'Illt 

follows, 

50, if a predicting parameter 18 to be useful. It should tH' pO'lslhl(' tf) (,tI( III.dE' II IrI 

f('wpr than O(mn) qt{'pc; Th{' parampt('ro:; lo('ntln('d <10:; pr('(ll( tor, ITl tf]/' [ITI'\ I()I]', ,('( t lOf! 

dre HOW ct Il dl \' zeù 

The experted count PPflTllll atlon IIS(-,<'; d(Jtp( t Ion probdhIllt \ wltl( It 1I1c1\ fil' '·>.,lltrlcll"" 

usmg the methods .('slrIhf'd In ::,t:'ctlOn :.!,3 :L For [0asoJ1tibl0 \ .t!IJ(''-, of ln .uld TI (.d, tl 

lation of deteCtioIl probabdlty \\I111il' IllUlh 'ilIllpler than fclUlt IdcntIfI(iltloll 

* A fUllctlolJ f 13 l1(gln)) IffOl PVf'ry h <\I,h that f I~ ()(h(nJ), <) I~ ()(h(n)) 
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LelllIlla 5.4.2: UivelL an ouLput funcLion, (jJ, the lornplexity of lalculating a pararn­

eter ,<; whose valu(l can be affected by k bits of cP i'3 O(k) when examining each bit 

operation IS n (1) 

Proof: Follows directly. 

Corollary 5.4.2a: Civen l1>il' the complexity of calculating the first failing pattern rf1 

fOf falllt Ja ,~ FA 15 D( mra). 

Corollary 5.4.2L: (;iven $([, the lOIIlplexity of cdlculatillg the kth failing paLLem 

r~k) for fault flL ,_ FA is O(mr\k)). 

Corollary 5.4.2c: Given $(l, the complexity of calculatmg the last failing patt(lrn 
(oc) . ( (oc))) r il fOf fault J,t '.:: FA 15 n( 1,1 n - r'l . 

Corollary 5.4.2tl: Civen (/Ja, the complexity of calculating th(l failing output f'et fOI 

fault Ja '-:- FA OVN test sequence V IS D(mn). 

Corollary 5.4.2(': Given r]J'l, the complexity of cakulating a slgnatufC' whlch d('pends 

Oll ail output bits for fault J'l'= F.\ over test sequence ~. is O(mn) 

These results are now exammed in detall. 

5.4.1 Failillg Pattern Measurements 

Corollarics 5.1.2a through 5.4 .2c show that the complexity of calculating failing 

patt.f'rn n!C'él...'Hlr(lTnrnls for glven output functions is no worse than prrforming faillI. 

Identification ThiS section wIll show that on average it can be much less For simplicitv, 

only the first f.llling pattl'rn wIll be lOIlsldered. lt is demonstrated m chapter 8 that 

the oUler values t('nd 1,0 follow from It. 

Idt>nt.lfying wht>tlH'r or Ilot a pattt>rn has failed mvolvt>s a comparIson wlth f'ac h 

of the fault-free output bits, lor a total of m comparisons. Thus, m will be a common 

factor in ail values MId will be ignored. The focus will instead be on r and n, specifically 

tn ,j('rnonst.rat(' t!tell rra:" n 

Conslder thc sl't 01 [irst fdtlmg patterns, {rl}' each cleIllent 01 wlllch correspond3 

to a particular fault JI ; F ~. Let F be a sorted fault sequence suc h that glven fI and 

JI in F, 1 J IIllpllrs tllat r, r Tllesf' (an tlwn hr plottpd a" "hOWTl h~ trlP t\IWéll 

examplp III ftgUff-' f) j \otICf' tllat thl'3 figure "110\\<'; tault (Il\pragp ct" Il \éHIP'i \\ Ilh te..,t 

I(,Ilgth The aH'a <J!Jo\'(' thl' clln'C' corresponds to thl' Il111nber of output IJl! (OmpdIl..,oll'i 

r('(1111[('<1 10 (,deul,If,(' th<' fîf"t L1IlIng p.lttprn fOl ('\pn f'llllt. ',\hIle t h<' aIra of the l'IItlr0 

graph COff(lSponds ln t lH' number r('qulfed for completf' fault IdentifIcation The relatlvP 

areas also rl't!t'd the arnount of fault simulation reqUlred m each case (see sectIOn SA..! 

for mort' details) The average rcd uction is clearly viSible. 

hO 
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Figure 5.5 Flrst falll11g Pattern 01 Fault. ('overa~e ('urv!' 

Several key observations may he made about fault coverage curves, 

• The curve increases monotonically and asymptotically to 100% irredundant (OVPf­

age.· 

• The area above the ('urve 15 small in comparison wlth th(' are a h('low It 

• The ratio of area above the curve to area below the curVf: decreases dS tP'1t It'flgth 

increases. 

These observations indicate that the amount of fault simulation requirpd 10 Crd( tllatl' 

the first failing pattern for ail faults IS a small fraction of thp allloullt f(>qulrt'd to Ob!,11I1 

a complete signature fur ail faults. dIal that the larger the tpst Ipllgth. the !>lIIallPr 1 hl.., 

fraction will be. This IS now dcmonstratcd by moddling the tault coV<'ragc ( IlfV('. 

The characteristic shape of the fault (ovprage (urve 15 remllliscent of the afCt.rillJ!;l'lI! 

function in terms of its asymptotic approach to Irredundant fallit coveragf' of 1 BI'( rill"''' 

of this slIIlilanty, the following model is propospd' 

') 1 
(' .:! t dB 1 ( fi f] ) ï. ) 

fT 

where 1/ IS test length. ft --'OIS a real «(lfl~t,Ult and Il 1 .... ri pO"'III\(' Il1lq~('r \0 pl1\o',\(dl 

justificatIOn for thls model 1<' jHOVHied. "111((' Il 1 .... 11IPfPh OffPTP,j d" d '-,rtrrlpll' (1Ir\'I' fil 

• Redundallt f<lults add a constant flactlOn 10 the total \ fT"lt 1. If l' l "l,dl f.l.tlt- .11" Il ,111110\"111, 

,l constant 1((', vfthe totall'(raph i11t'ù .... dllw ,1./0\ .. <1 t" lit.' to!.t! fil "t-Lllh"K J>,Hl'IIII,,-f 111'1".1'1111( 

rav At some test length, thls effort wtll ue lI;reatel thall Iha.1 1.,<tlllIf'd hv il ,lelelllllllL.~tH rp<lIlIl<l.III' v 
Idf'utlfiel (e g ISch88!) 10 e11l11111,lte Ihe ledundant laulto h/)l1\ t11\> I.lull h~t 

• 
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Figure 5.6 Arctallgellt Model of Fault Covel age 

y for knee b 0: 

> 0.95 1 12 
x 

0.85 - 0 95 2 lï 
l 

0.75 - 0.85 3 21 
x 

Table 5.1 Deterllllllmg coetficlellts for arctan llIodel. kllee at (x, y) 

lnstead, examples are given in figure 0.6 to show the variety of fault coverage curves 

which can be generated using the mode!. 

Using th<> arctangent model, the value of rrw can be obtained as follows: 

r,w = ~ {cm tan ( ;c) dc + (1 - cm)n 
a Jo :2 ' 

where 11 is the ma.ximum test length and Cm is the fault coverage at 11. SO 

(tn-=-~tdIl l ((r1l1lt) 
.\ glven tault coverag~ curve can be approxlmated b\ thls model as shown \Il tablC' 

!) 1 (;iven a knec ctt IH>SltIOII (r.y), (' g (GOO.O.O,'j) III figurr fi:J. the lopmcient~ n dllel 

h cali h(' dpterlIlllled from tltp ctpprOpfl1tl:' (OIUrnIl'i For figurl:' i >. (1 -= 002 aIld il - 1 

The curve and its approximation are shown ln figure 5. ï. L'sing nonintegral values for 

b permits closer fits, but makes analysls more difficult. 

02 
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Figurt' 5.7 F'it.tmg an arrt.anRent. curve to fallit rovera.:!' 

Evaluating the arctangent function for a few values of b ylelds the fo!lowlIlg. 

Case 1: (b = 1, function is very random testable) 

2 (2 1 ) T"u ~ -In(o:n) +- 1- -tan- (an) n 
orr rr , 

As the coverage of the test sequence approaches 100%, the loganthmic term will dOIll­

inate, showing that Tau is O(lnn) while fault identification is O(n), assuming t.hat. 

rf'JundancÎes are eliminated in advance. 

Case 2: (b = 2, function is somewhat random testable) 

2 - ( 2 1 --) Tau ~ -V'o:n + l - -tan- /o:n n 
07r 7r 

As the coverage of the test sequence approaches 100(~, the square root t~rm will JOllll­

nate, and again Tau is O( fo) while fault identification is O( TI) 

Case 3: (b = 3, functlOn 18 not partlCularly random Ir'itablr) 

1 ~ 
T (l t' ;::;:: -- ( () 11) ~ . (1 

OlT 
:~tOln l(((lrll

d
))// 

1 

As the coverage of the test sequence approache~ 100 1 i. the tirc..t t('rm \\ i11 d0ll1lllclt0. "lO 
l 

that T,lU IS O( n ~) whde bult I(lentlficatlOfI 1" ()( TI) f',\'f'I1 III t !w, (,l'>!'. \\ 1]I'rf> r.llldolll 

vectors are very slow to deteft faults. the ratio of T,LU ta 71 ..,tlll tf'nds !'o (J as TI !('!lel.., 

to infinity. Naturally, practical tests cannot have infiIllte h'ngth, but lIuIIPl!J('lp,>..,. tllf' 
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amount of effort requlred ta calculate first failing measurements is much less than that 

needed for signatures which require full simulation cver ail vectors. 

In conclusion, the use of failing pattern signatures lias two rnaJor advantages over 

full simulation First, in demand-dnven appltcations. large speed-ups ean be obtained 

on average. Second. 1Il dictionary applications, t.he h)tal amount of effort will be grcat Iy 

reduccd. In both cases. the cost savings will increase with test length. 

5.4.2 Failing Output Measurements 

The complexity of calculating the failing output set for a given fault and test se­

quence is equivalent ta d fault identification step. Thus. this measure is not practically 

useful as a predictùr. However. a similar measure may be calculated much more simply 

This m('asure IS known as the potential fading output spI, and is defined rl.'l follows' 

Definitiol1 5.4.1: The polet/tlal fmlmg output set. }'l -= 'Yl,Y2, .... Yrn), is defineu 

for fault ft in F.\ such that YJ is 1 iff there is a path from ft ta output J of A 

Note that the potentlal failing output set does not require that the path be active, 

or even activatablf'. Ail that is necessary is that there be a physical connection present. 

Clearly Zt ( }~ where Zt is the failing output set for fault ft Now}~ can be calcu\ated 

for a glven fault fI '-:- FA III one pass through A of complextty O( L) where L IS the 

Humber of lines !Il the circuit. This complexity is equivalent ta one simulation pass 

through the circuit. 

Jn additIOn. theorem 5.2,4 can be applted to state the followmg: 

Corollary 5.2.4h: The potential failing output set is a predictor for a circuit of 2 or 

rnor{' outputs where there exists faults ft and fJ such that Yz =t:: YJ' 

Thus the potpI1ttal fat/mg output set IS a practical predictor for test lengths greater 

than the number of lines l1l the ClrcUlt. Such test lengths are typical with random or 

pSf'udo-random t,('st vpctors 

5.4.3 Fix .. d L('ugth Signatures 

lh- ('oroll.lf\ ~) t 2<>, the complexlt\" ot calculatmg a ~lgnat.ur(' \\ hlCh depends on ail 

output L'lt~ 1::- 0(11/111 \Ilv practlcal signature must potentIalh depeIld 011 ail output 

bits. sillC<' It 1'" .!!-,,>uIlleu that d !ault may potentialh he detectpd by anv \'('etor. .\11 

'>Ignaf,urf's "IlIch are pa~~I\f' ITI nature - those , ..... hICh ah\av<., rpqulrt> th{' '3arne llumbN 

of Vp( tor.., -- (dwct~~ lequire TrIn bit operatlOIls to cdkuldte Examples of thi~ t,\ pe of 

compactioll method are: 

n4 
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• Signature analysis schemes. mrluding MlSR, MICA. single or mult Iple LFS It, slIlgle 

or multiple CA, and BILBO . 

• COllnting S{'h(lfiWS, induding wpight and t.ransition {'ount.ing, sTwrt.rnl (opIHril'l1ls. 

parity, output data compaction and 'lccumulator compression test lIlg 

In fact, the only schemes not inc\uded are those such as circular mST dlld the lailinl!; 

pattern methods of section 5.4.1. In circular BlST the t<,st s('t its('lf <I(>I)('(\(is 01\ t hl' 

fault. The complexity of this method will depend on the termlllat IOn condition lISt'd, 

but will be at least O(IN) where l is the length of the shift rCRlster and S is llH' lellgt.h 

of the test. 

Comparing these complexities to those obtained for failing pattern O!('asurem('nl.s, 

it is apparent that conventional signatures cannot match the performance gains 01 tlt(, 

failing pattern methods. in either demand-driven or dictiolldrv-based diagnosls. Furth(>r. 

the pffort involvpd in obtaining slgnaturps is vlrtually f'qlllvalprlt. In t.hat. f(>qllll'pd for 

fault identtfication. making thetr performance as predlctors less usetul 

5.4.4 Cost Effect of Fault Simulation 

Throughout this section results have been obtained assuming thal output lunctlon!1 

<Pt were avaîlable for each fault ft. The complexity of obtaininl!; tlH'SP h.t<; Ilot 1)1'1'11 

addressed, however In section 2 5.6.1 it was observed that the complexitv of ::,illlul,tf illl!, 

h distinct faults and n input vectors for an m output Circuit is certainly Ilot I('ss than tIlt' 

complexity of fault identification. O(hmn). since each of the mn bits must b(' generat.l'd 

for each of the h fatllts This observation resulted in Assumption 2 1 If t hp ~jrnlllati()11 

effort reqUlred to obtain one output vector for one fault is x. then tlw dfort r(>(!lllrpd 

to pro duce k output vectors for one fault lS kx and the effort requlred 10 produ( e olle 

output vector for t'ach of h faults IS hL. Under thls assumptlon, tI\t' Il'ldlIVf' (0..,'" III 

signature calculation remam the same whether fault simulation costs arp IIlduJpJ ln 

not. 



Chapter 6 St.l'uctures for Observing Circuit Parameters 

Chapter 5 outlined a variety of potential signatures for use with a hiNarchical ap­

proach to fault location. Obtaining these signatures requires certain physical structures. 

the construction of which is the subject of thls chapter. In light of the reqUirernents 

outlined in chapter 4. implementatlOn of the structures as part of the chip or module 

being tested, and hence in the presence of hardware overhead con:::traints. i8 a slgnificant 

concern. 

This chapter develops methods of producing the error stream (ohserved strE'am 

t'X( lusive-or'ed wlth the fault-free stream) required by the error weight counl, failing 

pattern, and failing output signatures. Recall that the complexity of calculating these 

signatures was shown to be much less than that reqUlred by convention al signatures. 

and that tlH'se signatures were shown to he pledictors The chapter also demonstrates 

how error st.rearns can be generated, how the size of both the streams and the gt'Ilerating 

unit <'-:-10 be reduced when space for tcsting hardware 15 at a premmm, and describes 

the hr .. cdware used for calculatulg the signatures themselves. 

ln hierarchical fault diagnosis. the signatures themselves contain useful diagnosis 

information. This information is applied sequentially to reduce the set of potential fail­

ures from the entire [ault set to a more manageable amount using observations known 

as predictors. Thp t'xlwlted count {H'rmutation WéU> shown JfI the previo1ls chaptt>r t.o he 

a useful predictor If it is ta be used !Il a hierarchical reduction. detection probabilities 

ate reqmreo. tlnd tht>ir values must be e'3timated \ISIng sorne error model The ulllform 

('rror lIlodt-1. \, ... her(' al! ~tlch probalnlItll's are a"islIllled 1n \W (Oll'itilllt and () "i. 1'1 dt'arly 

lIlappropriate This llI!:>sHtatioll ~h()ws how both the 11Iul:>pendent and dSVITlIIletrt( PI_ 

ror mod('ls (sec sectIOn JI) ma\' 1)(' used. and ucmonstrates good corroboratIOn wlth 

('xperimentdl 1 eSlllts for both 1110upb (l hapter y) 

Three (oncerns must he adùrt>~sed oefore anpiI( allOns of the Illerarchical lault 10-

('ation techniques can be discussed: First, a multiple output clfcuit contains multiple 



1 streams, whereas the signatllrf'S of chapter fi require a single strf'aln. S('\olld. dll 1'1 ror 

stream is not directly available. Finally, physical structures to calculate the signaturt's 

hav~ not yet been described. These concerns are addressed in the foliowinR sections. 

6.1 Parallel to SeriaI Conversion 

A numuer of optluns are avadable for \onvertlllg the m outputs of a CirCUit mto 

a single bit stream. These are divided iuto two categories: Treating a single output 

vector as m bits within a seriaI seque'1ce, termed senai streammg, and combining tllP 

m outputs mto a Single bit wlth sorne IIllttal compact ion step, termed parallel to ",errai 

compact% on. 

6.1.1 St>rial Streaming 

In seriai st,rearning, the m outputs of a circuit are loaded into a parallel-Iocld slllft 

register with each test vectol'. then ~erially shifted out to be analyzed The advantag(l~ 

of treatmg a smgle output vector as part of an output stream are obvlOus: :"Jo inlor­

mation is lost. and the failing output set can be directly observed. TIH'lc are pot,('JJtlal 

disadvantages to t.llP rnethod, how\-'v\-'r The amo\lnt of data to IH· IflVP"t Igatf'd III rlll 11 

vector test IS mn bits. ln addition. the test cannot be run at CIrcuit speed bt-'taus(' of t hp 

continuai shifting of output bits. The latter may not be a serions problcm in scan-design 

circuits. sinn' the shifting II1l1st h(' perfornwd m any rase (altho\lgh rnultipIP sran challls 

may Cduse proulems If Ilot treated mdependently). 

Computing the detection probability of a fault in seriai streamtng is ~tralghtforward. 

since the stream rnay he nmsidf'H'd 1.0 comprise m independell t. stn'arns, ('d( Il \\"11,11 

detection probability e!.{uivalent to the value al. Its associated circuit output Thi., applip.., 

to bath the independent and asymmetnc error models. The detectlon prob:l.bility 01 t1H' 

en tire quotient stream with the independf'Ilt crror model mav l)(' dditll'd a~ t.ll(' avpr,tg(' 

detection probahility on the m substreams 

0.1.1.1 Overhead Considerations 

As desnlbed above. seriai stI eammg rpqulff"i t hat 1 h{' l'nt H(' lalllt-In't' 01ltput hf' 

matched with the output 01 the ""dIl chain fOI ri. 1(l'cll,,1 rr/1/ Ilfl.., ot illlolJJlilllol! \\'11"(' 

the benefits 01 prCClse SIgnature!:> al p avarlable. th('lr \ alHe ilia\' ... t dl flot )11,;111\ 'Ill'; IlIgh 

storage cost In an effort to avold this overhead whrJe r('tammg mu< h 01 t h(' valu(' 01 

the fdiling output III forma t 1011 , the followtll!!, hylJlld lllethod l'. p!()po~ed 



(j 1 PaJallel t,o ~t'JJall'ol\vt'J!'JOI\ 

SPflal streammg will be performed on the lirst few vertors. say nI (al, most a few 

hundred), after which a selective parity signature on the scan chain will be obtained. 

This parity signature comprises multiple parity bits, each of which is obtained as follows' 

The .,can chain is .,h1fted mto an LFSR. and also through a parity UI11t. WhlCh contams 

K püfltv chcckers Thesr arc divided inlo two groups 01 KI and ]{ 2 l'dCh. such t ha t. 

KI and 1\2 cil(, r<'latively pnme. The ttlt paritv checkcr in group 1 r{'cords crrors on 

bits 1 Sllch that 1 - J rnod KI + 1 for 1 r:: {1.2} This scheme wtll cletect ail Od(l 

erfors on a given pattern. dll double errors which do not occur al spaces of KIK2. and 

the vast rnaJonty of other even errors. If KI and K'2 are set to be greater than \/ m. 

dOllhl(' f'rrors (annot. ,ansp ,ancf'lIation Splitt.ing 11.- into three or mort> blocks will 

(urther rpdu( (' ('aIl('(lllatlOfl, Lut al a higher cast. Two blacks have Leen chosen as a 

C~]{lprOmlse. The entirc schcme is shawn in figure 6.1. 

IN 

OUT 

FigUfP 6.1 P:mty Block fOI ~PrI<l1 "tl" lllllllg 

FigulP () 1 shows a rIng (ountpr IIrJplpITlPntation I3Jndf\' C()UnlPIS and dpTTlultiplp'wrs 

coulcl also b{' usrd. bllt are likely te) be more comple\: The clock signais are not shown, 

but 01\(' 18 Ilt'eued pel Illput pattern tü increment the counter l!l the SELECT UIUt, 

anoth<'f is r('quired to shift the scan c:tain (IN) and the ring countcrs. and finally a 



Il' l'al allel ln Sellai l '''IIVt'l '1(\11 

third is required to shift out the panty umts after each 1l1put pattern (one(' 11 \ peLttt'fIl" 

have been applied) 

Whcn mct,hods other than f>tatlstical sampllllg an' u:->ed \'0 l alru\a\'(' tlelt'ct rOll pro\, 

ability in Hus technique, thele may be ~,ome It'')ultlIlg lIlaccuracy ht'( au"!' ni lOI ll'lelt 1(111 

between circuit outputs. Keeping related outputs on separate parity (h,till~ ("PlU ('d dt 

multiples of neither J( 1 nor J('l outputs apdrt) is the {'cl~lest 50lutioll to tlll~ plOblt'lll 

Aside frorn statistical sarnpling, detect IOn prohabi 1 i ti("; lor t h(' s('lec t i V(' pa ri t ~ S Ignat tlrl' 

may be calculated using, for cxamplc. algonthm 6 1 • 

{ prob[t] is detection probability of Ith parity bit. 

p[Jl is detectiün probability on circuit output) } 

for l = l to K do 

probltl :.= 0.0. 

for J -= 1 to ni do 

bitl = J mod /(, + 1; 

problbitll -- problbitll + plJi -:2 le PU] • problbit l'. 

bit2=JmodK'2' KI + 1; 

problbit2] c= problblt2) + pl)] -- 2 " plJI ,. problblt'Li. 

Algorithm 6.1 Example panty detectlOlI probahlhty IIldepf'nd"llt PI lOI I\II,d.,1 

6.1.2 Parallel to SeriaI Compactioll 

In parallel tü seriai (P /S) cornpaction. a group of TH outputh IS ïornhinC'd 1111,0 Il 

single bit stream The term cornpaction is used to reHect potential illfoflllalioll 10'-,'-, III 

this cornbination. One potential method for performlng PiS compactlOn 15 a paflty t rpp 

which has been suggested prcvlOusly, c g. fRob871. as a rncans hv whlCh count tC'chrlJfI'H''-, 

could \)(' appl!<>d Lo multiple-output Circuits l'nfortuoatt'Iy, IIIforlllatlOI1 lo~~ 1" III( urrf'd 

which could prevf'nt detecl10n of d IdIge numlH'r ot falllte; Thl" IS (du~ed by (orr"l,tllo!l 

b('twecn circuit outputs, as pxpmphfipd l,\, tll(' ( ln 1I1t 0( figllTl' h :; 

A fault onlint'l. or any (dtdt \\luth ]>/Upügdtt'" onl) tll!Ollgl1 / I\dlll/'I('! lwdl'l('(tt'r! 

with cl pant\ tree. since tll\' two rOIIlplplllt'II1<1I\ 111ltpll!- " ,I! 1 <1 Il ",1 l',ldl ()Ih('r Ollt 

Although this is an CxtICIIH' (',\ümp!('. corn'lallo!l 1)('1 1\ ('('ll OU1]JUU, (dll havc damaglllg 

* Algonlhm Cl liS!'!' Ihl' lIIdepPI\(lput 1'1101 III"d,·1 dlld l' \, l'I'ol "11 1 (,\ HI v,1Î'11 !I IfJlllpj,'Xlty l' 

O(m) The a5Ymmetllc müdd Il\<lY ,d~() lw I\~ed, a" 1\I,l\' "thel t~"'t,\blhty ,dl!;<Jrttilll\B will' h m,lY 1,.. 

better .ble to account for any colrelatlOn III 1'1 J 01 hlt 3 re~lIltllllo( trol1l lhp paIllY dlf'( kl'rc 
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"--r-'~ lin 1 
I~ e 

circuit 

Figure 6.2 E.nlllple F.ltdt 

('ffeets on deteetio/l 01 other laults. rnaking a parity tree too vulnerable a structure for 

l'/S cornpactlOIl 

Allother pot(,11 (ial metltod for performlIlg P,' S (ompac tioll I~ a I\IIS R. a', lI~eu 1 Il 

OlltpUt data modification (5e(' s('ction 3.5.6). A ivIISR. howf'vf'r. tends to ('Iimmate' ally 

distinctions between detection probabdity, as shown by the following theorem: 

Consider aIl rn-output circuIt. to be tested by Tl mput patterns. Each fault hdS ail 

,\BSO( iat.pd l'let. of de(p('jÎoll probahilitie'S {Pl 1 < 1 <: rn}. where f'ach Pt is t.hf' df'tf'rtion 

probabiltty of the fault 011 output l • 

Theorem 6.1: The random pattern detection probability of a fault on the quotient 

output of a MISR with feedback tends 10 ~ with increasing test length provideu that 

t hcre exists at least one Pt -t 0 or 1. 

Proot: 'l'hl' random pattC'rn dC'tcctlOn probability of a fault on the quotIent output 

of a MISH t~ 1 II(' ..,àIIlt' ct...., tlte probability of the last fltdge 01 t1H-' MISR being 1 in LIu:' 

prror domaill. The results givell III IIva88al ilva88bl !\\'1I89J and [Mil89\ show that this 

lattf'f proh.t bIilty tC'nd~ to -1 \\'Ith l[1creasmg test length provlded that there exists at 

least Olle JI, ; 0 Of 1 

~il\«(' dt>t('cIIO!l prohabilIt\ le, tn fw used as a distmgu\::,lllng attribute. It 1.5 necessary 

10 !)f(':wrvc ddt'cII01l pronabdltlcs through thl' P S «()lTlpartor Notp that thporem b.l 

fequires that tilt' i\tlsn have fC'edback. If the kedbark IS remo\'f'd. th(' tlleort'm no longer 

~ \ltholl~h the IIldt'!H'IHlt'llt t'111l! IIwdt'll~ ,1~~II11lt'd hel!' ,1 ollndal It'"tllt (:ln 1", ol!t;llned lOI tht' 
.l~vmllletll( ,'lH l l mode!. 1I~11I1l: the llIethods 01 11va88hli0l tlte geneI ahzed t'uor lIlode! descnbed III 

"e\-lIOH .3 l [; 

iO 



applies. In this case. the MIN SR (l1lultlpl(' Input Ilon-fppdback shift r('gl~l('r. pl 01101\111 t·t! 

"mincer") olvides by the degpneratp polynonllal rr1l. dnd th<, dett-'ctloll p!ohahrlll\' (lf 

any fault on the quotient stream may be ca1culated III a stralglltlorward f,tt,hlOlI. gl\'t'Il 

detection probability values for each output 

1 2 5 m 

Figure 6.3 ~lINSR Stl Uttur~ fOl P S ('UJIl!JULllUII 

The detaded t\UNSR structure IS shown ll\ flgurp (j:~ By md.killg I\~\' of Ill\' 1.\( 1 

that successive CIrcUIt outputs of a rombinat,tonal oHmt arp tnd<'fH>nrlpnt \\ h('n t fJ(' IiIpllt 

vectors are mdependent. together wlth sorne clem8ntary probabditr theor\', tlle lolloWlllg 

algorithm for detectton probability in the quotient stream under the lIldq>clIdent ('rr(l! 

marl.,1 is oerivf'o' 

{ prob is detection probability of MINSR quotient st.ream } 

prob = 00; 

for t = l to m do 
prob = p!tl + prob - 2.j. prab ~ pit!; 

Algorithm 6.2 MINSR detectlOll probabùlty, lIIdepelldcnt error model 

Aigonthm 6.2 i8 of complexlty O( m) :--lote that the d/'O'-' p proballillf \ dop .... Ilot ,lPPIy 

to the first m - 1 bits in the quotient ~treaIIl. ~IIlLt' these dIe lIut dfft'( It>d IJY dll ()lIl.plll,~ 

(it takes m cycles for output 1 ta shift through the reglster). IIow(>v(>L jJIOVIr!P<! t.h,\\' 

m « n. this difference should not affect ovpr<lll r('sult" 'ilgTllticantly (.\11')\ hN P0'>Slbrill y 

is to dpply TrI - J addltional input patterns bE'forp l'<;aIIlIlllll~ 'h(' i\,II);-..H --'l!'<llld 

A slIndaralgoflthmma\ hl'dp!l\pdfo! tllf'rl"-\Irl!JlPtrH "II(l! llI()d .. 1 II)l'rlC\llIllJ('lrJr 

mod('1 r<'q\llrpS t hat the tault-frpp O1Jtp\lt "Cqll('[H (' 1)(' kIlO\\ Tl. ,llld }WIII ( 1 Il,t! t b(' IlIplll. 

vectors oe lixed belon> the Ldkuldtlüll ut the delel tlUIL plolJdIJlIILlt'-' [!Olll litt' \11N~lt 

can proc(>ed (t Il(' initial (dl, 11latlon Il! JI /1 <1,Hi lJjï !or "dCI! out p\ll r11)f''-, 111)\ Il'qlll!1' 

this intormation). Sincc the fault-iree '-'l'quellC(, wrll ('v('ntuall\, 1)(' rf'qlllrpd 'II any (;t'-j(' 

to compute a fault-tree sIgnature. the asymmetnc mod('l dop'i Ilot r f "1\1 1[(' !Hldll.J(Hlld 

ï 1 
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qimulation, merely that these simulatIOn results be available Note that these results can 

COlT\(' frorn a funrtlonal simulation, bpfon> th<, actual circuit has bcpn laid out. Aigorithm 

G.:J shows the cakulatlon of Mli'rSR detectlon probabditles under the asymmetric error 

rnodpl 

f proh!l] IS liPt('C t lOTI probability of ]th bit of MINSR stream.} 

for J 0-- 1 t.u 11 do 

probl)] - 0.0. 

if ) .' m then 

firsLout co m + 1 - J; { First output which can affect prob!)].} 

(lIse 

firsLout = 1: 

for 1 firsLout to m do 

iffaultJ'ree_output[l![J) .:: l th en 

prob l ]] - plJlzl j- prObl)! - 2 't probl)l .. plJ[ll; 

('Ise 

l'rob,)! -=- 1'f)bari1i -t- probl)]-- 2 t probl)] "l'Dba.rllJ; 

Algorithm 6.3 \f1NSR detl"ctlOn probablhty, a~yml11Plnc error model 

Note t hat alganthm G 3 t ake~ the time ldg in probability effects present in the 

tirst m 1 vectors IIltO consideration. This additional information IS not without cast, 

however. as the complexlty of the algonthm increases ta O(mn). as compared ta the 

()(m) of algorithlll Il2. !)('cause tll(' probability is caiculated sepaJately for each tpqt 

Vt'ctor. The (OmblIlatlOlls of PD clnd P-[5 on the m outputs (an potentially yicld 2 711 

diff('rent probability values on the quotient stream. Since 2m coulcl be greatf'r than 

the Ilumbt>[ of t,pst \ {-'ctors, n, iL is possiblf. for every bit on the quotient stream of the 

MINSR ta have a ddferent error probability when the a<:vmmetric errar mode! is used 

at each circuit output. This provides the physlcal justificatIOn tor the generalized {'Tror 

lIloue!, wlllch wa.,> dt'S( 1ï!H'd III é,t'ctIOIl 34.5. 

\Vhde t hp rllllO\lIlt of data resulting from P I~ (ornpa( lion is consldPrably 1t'5S than 

111 é,t'rId,1 st r('anllng, t h{' fadlIlg O\ltput set can no longer f)p ohsef\'{'d (;lI the out.put 

__ t r{'éUll Tilt' pitrel Il! t 11IS 10<;" 1" Olle 01 1 he tradeoHs ta hf' conslderf'd \\ hen IlTIplf'menting 

hieran IlÎeal Lwlt 10< al Ion 

(i.2 Creating the En'or Stream 

Once dd<,ctlOll probabilities for a given fault are avadable at ail outputs, il is a 
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straightforward st('p to detf'rmlnp It" d('tp(t,lon prohahdlty on tlH' !"i('rI.t1 "tn'illll, Il''lllg 

the methods of the previous section .\t this pOint. the expeltt'<I COUllt IH'lllIutdtlOIl. lOI 

example. of chapter S rnay be used ta distin[.!;UI~h Iwt\\('PII tl\(' Lwlt'i l'hi" P('rrtIUt.ltloll 

rcqUlfcs an Cl for st rcam. wh ich !Il tu rn [('qu \[('S t (lU 1 t -1 fl't' \ a 1 \les. 

Thus. the fault-free senal strPctlll lé> J('qulfed 10 ('è>t IIll,tt(' Ihe <1\'1('( flOll prol Il \ 

of an observed fault Note that t.he fdldt-hPl:' ~erIal "t[(-'am \ "ltl(,!) ,HP cllrprldv d\.lIl,ddt' 

from the simulatlOIl reqUlred to caleulate the fd\Ilt-free sIgnature If ..,PI lai :-:t rpamllll-!; 

IS used. the amount of informatIon reqUired is up tu rnn brts for an TI/-Ollt pu t ( Ir< l11t 

testee! hy n vectors (this amount b reduced to trlnl ,l\(n TIl) hits Whi'l\ 11\1' p,Ully 

block IS used) ('omplete 'StOl age of t1ll' Id\dt-fl PC out p\11 ('\][11 1 Il ,11 (U, t II(' 1ll10rIn.11 rOll 

savlngs which help Justifv oata (Ornpactloll. ùlthollgh tills "torag(' 1:-, "I,tll< <inti d()(,~ n()1 

need tu Iw wrrtten during t(,~\lIlg If. on tht' 01 IWl h,iIld. ci ;..tIN~H 1" Il'-,pd. ol1h Il IJlf', 

need be stored. equlvalent to the arnount 01 dat<l [p'Jlllred for an adJltloll.d Illpld ln 1 Ill' 

circuit Hence. paralkl to senal COmpdC\ ion Ué>Ing .l \llN~l{ lllav 1)(' IIH' mort' "'1I1\ahl<, 

technIque for ohtallllrll~ a lllanageablf'-slzf'd \'rror <,t 1 f'<\11\ 

The amount 01 memory required to ..,tor(-' ct lompl\'l(' output ..,In'nlll 111.l\' 1", 100 

large in instances where there arc constralIlts on dl(' amount of hardware oVi'rh<,ad .. \n 

example of where snch constralllts Illlght tHI::,{' 1" the ( Ifl ultn '<; 1)('1[\1; 111< llld('d Oll 1 tif' 

(!lip or module being tested 

As with the Output Data t\lodiftcatlon (00l\'1) H IST t(,( I1l11q\1<'. (~('P ..,1'( 11011 :~ :-) (;). 

it is possible to generate error streams on-chip 1l'ilI1g a PL.\. for l'xampk. Ii) gl'IWl,ll\' 

the fault-!fPe stream This fault-fre€ sequence gpneraloI (Jr YlUJdlj/fr 'I/()ff..- III () 1'f\1 

termmology. 15 assumed to be the largest overhead III th\' gen('[c1tIOIl of the pIlor "tr(·am.· 

and its si3e Îs rclated to the number of ti'st v('('tors \'3 pomtcd out lT1 '/'ork61 and 

(7,or871. the cirClllLry rt'qtllred 10 prOdlHf' Ill\s seq\WT!(p, a~é>\l\rllllg (\ 1\11~:;H I~ \1'-,(,<1. 

is a slllgle-Ottt,pllt (ombinational block 1 h.tl TH'E'd onl)' prot!IH (' 1 Ill' Il llll,,> r<'!JIll! I·t! I\) 

match the MINSR's quotient stream Q, as opposcd to the m'l.l bIts requl[('d to !->p('('ilv 

an l input. m output functlOn. ~iJ1ce 71 " m'21• t hp modifier hlo( k " "i/(' (,fIl 1)(, "IIl,dl 

in companSOIl to (hat 01 the CIrcuIt :bplf 

Sincc the modtfit'r black IS t.hp largf'st (OI11JlhlltO!' fi) ()\('rh",td. Il,dlJ(lJl~ If', '.iZ(' 1', 

the 11105\ O!JY\OIlS \\ ay to ,lddrf'''''' ll.lnh\ <lI (' ()\ \'Ilw,\<\ \ 01\ \ 1 Il Il\! 1 hl 

requin'.., '>011W H-la~atlOll n! \ 11(' I.\o( h', ">[W( di( dlIOII" III l"lr\ Il !ll,l! 

requlrl'Illent lnr f'cripct matcLJ[lg ()I tl'C Idldt-fri'P (l'lof IPllt ""qw'll! (' 

r l'fll!)v ITlg 1 Il!' 

l'hl' !'" II)WIlII; 

* fil som!' La..~e~ the p:S ((H\VerSIOn (IlCllItry Illay IH' lar VE'I 1'1\1 (1 « 1 h,· "~'1"PI(( f> 1If'1I"r:\lO( .... 1, .. ( .. '17" 

1 l'duct IOllq lIIay hl' oht allled 
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!'>edioll~ eXdlIlIlle the pdfLial lIlatdllllg tel hnique anù proviùe ~ullle t.edullques for the 

COJlstru( t.ioJl of modifier blocks. Additiondl methods may be found in [Zur87J. 

0.2.1 Partial Matrhing 

ABC f 9 

000 0 0 

001 1 1 

010 0 0 

011 1 1 

100 1 1 

101 0 1 

110 1 1 

111 1 j 

Table 6.1 E'<3mple fUlI('tlOlls fOI pal tlal matdlllll( 

The slze 01 the modifier block may be fC'duced If it generates a sequence which IS 

Ilot pl e( it.el y iùen tH..dl tu the fault- fI ee quotIent:, trealll. For example, LOllsiùer f und ion 

f (lefined in table 6.1. It.s minimized sum of products form IS' 

AC ~- AC + nc 

If tills was th(' fault-free output functlon. then, glven only A., B, and C, f would reqlme 

d 3-input OR gate. 3 2-input AND gates and 2 inverters ta implement. On the olller 

ha.ncl. rhanging a single bit of f results in g, whose minimized form is 

A+G 

which rpqUIn:'s only a 2-input OR gate to implement. Thus. substantlal savlllgs ITl 

funrtian implementatlOn size are possible \VIth minar changes to the function. 

Pf'fmitt.ing incomplete matching of tilt' lault-frep sequcncf' \\ il! r(,~lIlt. in dn ('rror 

1'01111t which 10.; not i''\é1<ll:- () III Ih(' léllllt-frp,> (rI"(-' "Init-' tht' <;lrPélTTl If) fl(> <lllalvzpd wlil 

1)(' ol1l\' ,1II dppIO'Xllllall<l1l 01 t hv prro)' "t Il'am Thi<, \\'lil hd\ (' t hl' 1'11('( t of narn)\vlTlg thp 

range of 1 he ('X!)('( tcd «(JUill tH'rmlltat IO!l The Joss in III!ormall(>!I lIIa!, n'stiit. in f('duccù 

pt'rformanrf'. ~o mate hlllg shouJd always 1w kf'pt ilS Iligh cl" poc;;:,il:!C'. givell hardwélrp 

constralI1ts ln nartlcular. the utdltV ot the tadIng pal tern c.:lgnatures IS severely 11Intted 

whell the ohs('Ived crrors arc due to lInpCrrcct matching. r<1ther tllan a (ircuit failurc. 
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For this reason. it may be desirable ta eliminate these 'Signatures III nrclllts wht'rp 

hardware overhead must ~)(' mmimlzcd and pay 1 h(' prt,(' 1Il addltlollal ,'fIort lor t.utlt 

location. A compromise is to fix tlte first 1" bits dt a 100''1\ mati Itlllg, tht'Il ,dlo\\' P,Ht I,d 

matching on thp rest. 

6.2.2 Constructing a Modifier Block for Partial Matrhing 

In this section, the construction of the modifier black is considered. The IIIodifie[ 

black is a single output ,ircuit which is int(,Tlded to g('[wralf' an appro,(lll1tltiol\ ln 1 Ill' 

error strC'am for a partlcular Sf'quence of te<Jt pattprll<; \<J 'AaB pOllltpd 01lt (',li III'! . 

it can Ge much sm3.Iler than tlt(' urcuit llnder !l'St. SlTlce Its fIlTl,t!OI\,t1lt \' 1<' ItlIlltl'd 

Nurnerous methods are posslblt' lor the blork'::, lOllstllllLIOll. rh,,::,!' dll' dl\ldl'd 11110 

two major classes: sequentlai cirCUits su,h as autonoml/ll~ LFSH". (('lllIlar cllltomatél. 01 

other finite state machines, and combinationdl urcults ~uch a.s l' L.\::' 

6.2.2.1 Sequelltial Implementations 

Although sorne progress has Iwen made recenUy lB ttlf' design of sP(l')('nl ial \ Ire IlIt<; 

for general apphcations ([Dev881), sorne sort of state diagram IS typlcally IIP{'<!pd 10 

irnplement them. When designing a modifier block. the deslred (but Ilot [1('( t',,<;Mih [1'­

quired) output sequence IS available. but both the numbcr and labelling 01 UlP Il1tprIlùl 

states are I1ussmg. Hence the methods of [Dev881 are not 01 Immedlatp h('lp \garw,d 

[Aga831 and Zonan f ZorS 7] have tnVf"itlgated ROIlle mctho<!R of Irnpl<>rnen t mg t 1\1' Il\odl­

fIer block cU; d sequelltldl (il cuit, ,uld n'!)()rLE'd a {ertaid dlllOUIlt of !-lUl «Hi". !JlII I1f'tllt('1 

('oulcl achleve a guaranteed p~rfOrmClTlc{, level for; general fllilctlon 

In SOIIlt' sense, this Idck of [('sults it> understalldabip ('oTlsldpr <l A.-<;t.ag(' LFS B, 

for e"arnple. It has '2" possible tnlUal statf'S and '2" dtffelf'rlt fpl'dl>,t( k rOIlIlP( t 1011", 

resulting lI! dt 1ll0~t ::.2"- dIfferpnt IIIfiIllte-I<'Ili!,th "<'qU('!tr ('" ! IJ,lI Il r dl! gr'III'I,l!l' TIt"fI' 

a.rc 2n difff'f(>nt sequcnces of length n. ~o 011 ,!\(,(dV-,L <lll Ll·<.;H (lf 1C'lIgtlt () ->11 (Oidd 1)(' 

requirco to g<>Tlcratc the\T1 ('\'010 lhat t tH' n!p«'dlllg "IIOlticl Il' !II) \\.1\ l,l' r Il!l<'ldl'rl'd 

<l formai pIool). ln fact. (':..a,t mùtlhlllg 01 il ')('qU( IHf' ()! /1 l'Ite, !(''lIlI[I'''' III Il](' \\(H',!, 

case an LFSH of length 1/ - 1. to generate tll{' "('qlleIl( f' J()()() ()()O] 0" 11l ' \ 'lIp[ lt,t1ld. 

, 1 . 1 ri ) 1 gf'nf'ratlllg 1 1lS ~(,("IPnr(' 10 ,Ill ,lcrllran () -r;=- [('(11"r('<, Of] \ d grn1Jlld '.\ IIi' 

So. generation of lllatclllng seUllcrH cs wlth a predet('[ llllllCJ 1"\,('1 01 an m,t( \ 11\ a 

'wquential machine of Itmited complexity rf'mams i1n 01H'n proh!pm 

7-; 
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6.2.2.2 Combinational Implementations 

This spctlon considf'fS t hf' genpration of rnatching sequences by combinational cir­

cUits, in IH1I ti( Illtlf '2-lev('1 comhmatlOnal circuits, whose Illputs are generated by simplf' 

sequential IlldLhilles 'luch d~ lOullters. LFSR~. CAs etc. Analysis will be further re­

strict<,d to autonom01JS modifier blocks: that is. thosE' which share no inputs \vith the 

f Ireult 1Jnder tf'st TIIIs alds III th!' dJagnosls ot prlmary mp1Jt taults. SJnC(' 1 he ('tief ts 

of the!>e (dIlllot prOprlgdte through bath th0 eUT dIH.l moddier olock. IL dl~o allow~ the 

rnodifit>r IJlock ln lw physically positioned indf'pendent of t1lP circuit 1Jndpr tpst, and 

results III tllC' size of the moddier block being deterrnmed for the most part by the Bize 

ot the test. mdep(>lldent of the nature of the Circuit under test 

\VJth the (t!)()VP at-.8umpt,loIl~. the plOblem 01 linding d 100('0 matcIJ lb r{'ducet! 10 

Hnding tlH' srnall!,,,t Irnplf'IllPntat,ion 01 a glven "typICa]" functlOn Finding ,1 (hwd 

fonn 'iolution for the éI\,prage nurnbf'f of terrns m a mmlmized 2-If'vf'1 implfl!TIf'ntation 

of ~uch d fUII( tlOll IPIlt(lIIlb an open prolJlem l1"le89!. dlthough SOIlle progre% ha~ IJet'1l 

made. The illitiai [(''itilts lfl the area were given by I\1ileto and Putzolu l.\liI641. wlH're 

the aVPfagl' fllllIl!)('r 01 k-( 111)('8. prime k-cubcs. and esscntml k-eub<,s was glVCTl .. \:!­

level miIllllllzdtlO1l Ldke~ dt led~t the eS5entiai c ulJl's aile! then adds dùùitional, preferdulv 

prirnf'. cubes unI il d (omplete match is obtained. The number of essential cubes provides 

a v('ry loos(' 10W('f hOllnd on the aVf'fagc slze of such a mlOlmlzed functlon. and is of 

littlp lise whf'I1 discllsSII1)!; tunctiolls with 'v\'AIghb close 1,0 half thelr length IFle891 The 

('xpn-'ssioIlS of [Mil()'11 wpre lIsed to rompul,t' values lOf average total Ilumo('fs of (1IIW8. 

prtmf' n!lws, and essentlal cuhe<; These are glven 10 table 62. 

Experiments wprp pcrformed to de termine the complexity of matchlOgs for a varif'ty 

of ùifferf'llt h"ît lengt!t::-. The quotient sequences u5ed were from the i4LS181 ALU, 

which was (!to~cn b('( ause the sequences could be generated quickly Similar results 

hav(' h('('Il ol>talIll'r! \\'Ith other benchmark circuits givcn ln fBrg8 F>j and dcs(' Ib('c! in 

{ hapt t'I li Tht' expeI IInt'Ilt5 !JIOtpedee! c1~ lollows. 

First, (lJl t'xact Illd.telling \Vas obtainee! tlsmg ESPRESSO IBra821 (t l e 'J"tond COIUlllIl 

of tub\(' b.:; gl\'('S tlw nnrnbcr of term::., m thls mmlmlzatlOn) and addlt 10nalIv hy f\1cBoolc 

iDag~.'):. d lo( alh il.\dILlhle 11l11111111Zation Pd( kage ("f'(, t 1)(, tlmd COiUlllI1 (lI table () :n. 
'\J'ott' tlt,tt tlIt' \1(Boolt· Illllllllli/dtlOI1 1" 'llIghth hf'ttf'1 thelll that 01 1,~c.:;PHE~S() for 

.. If ,1Il 7l·,.1l1,lhh· fUllcn"Il I~ '''II,\(I''I,'d te, lOI\~I~t ut ,\ ,'et ,,1 r·'tllt~ III an n-dllllcllSIOIl,ll ~pa(c. a 

~·"llht' 1~.1 A-dllueuol"f1.d '\Ib'l'dle \\h"le III pUlIlt::' belvlIg lu the IUllctlùll A IJllIne k-cube l~ IIIJI, 

< "mplt'I!'l\' (fllltalllt'd III ,lin k • l-(ube wlllie ail esst'lltl,tl ~-(ube I~ a pllme k-culw \\llIcl1 lIlIISt. h(' 
!Mrt ni all\ 111J1I1II1l7t'd 81111l 01 ['r<,dll( t" repleselltatloll 1,1 tht' fUllctlOll 

7G 
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Sequencp Total Prtme I~sst-'nt lai 

L.ength Cubes ( 'ubes ('ulw~ 

H 7 :} . , 
JI) 18 ,) J 

32 -lI 11 .s 
64 96 2 t 7 

128 220 53 10 

256 ,=)03 118 1 :i 

512 1141 262 16 

1024 '2572 .S84 '20 

20,18 ')7GG 1:304 '2 1 

·1096 12858 2902 ,m 
8192 28,s42 G4:{6 :~6 

Tabl(' 6.2 Average ~llmbf'rq of ('une,- lor \',JrI01l~ 'l't't'! Lenp;th" 

those functions exammed. This supports danns made in : Dag851 regardlllR functioll~ 

with fewer than 20 input~. Bec<llls(' of ESPRESSO'<; w)(I('r (lvailabilit\. l!ow('V('f. Ih 

minlmlzatton was selected for approXImatIOn. 

Next. the approximate matching algorithrn (ahorithm G. 1) was lIs(>d t () givl' ma\'( h­

ings of 900~ and 75Q-6 The number of minterms In t h(l')(l matcfllllgs an' gl\,('n Ilndpr t Il(> 

partial matching headmp; In table 6.3. 

Comparing tables 6 2 and 6.3 shows thaL if the qllotipnt <;PqIlPIII (><; ilrp tak(,11 10 hl' 

"average" functlOns, none of the quantltles !Il taule G 'z. glve-, a good e~tJlllate 01 lh!~ 

average Ilumber of cubes in the ESPRE~SO rninirmzatlùn. 

Aigorithm 6 4 is a fairly straightforward greedy approac h, Il', IIlIt lit! Input dctta 1<, fi 

mmimized sum of products rcprescntation of a fUflctlOn li plcks il t ulH' ,tl random Irolll 

the current representcttioll. then finds the (uhe wtl1ch 1I10st ( losplv llIal.< h,,"> t \,,' <,('1.>( Il'<1 

(ube, in terms of overlap Th('se two C1lrw-, alf' tJWIl I1lprgl'd Il!I!) ,t ">lllgl" C Ilh(· \fat< hlllg 

terms in the two cubes are le!t alone. wllllt' llll'-mlatt Illng, ()I1(K ,lI(' e,pt ln "doll t (arl" 

with 50 1
'(', plobabllitv. 01 LI al l \\lth '2)", plol)cl1J"ll \ l'dl li .... 1'\ "r,d 1 d IIr!OIll lild 1 (il 1 lige, 

,Hf' tJ'led \\Ith the glVPll (111)(', (1nd thr> Illl\' \\llIC il (<111"1'''> rhl' 1. -1">11 iI"ng" If) tll!> !IIIHtIOIl 

IS retalIleu. ThE" pro( P<'<' 1:-- t llpd lor <,('verdl 11111 Idl (lIIH' ">l'II'( (IOll<' l'h,, (lJtfllJllldt 101101 

cubes \\'hich produC('s the tell'.t dlC,l\lptloll to tll<' Irlglll,d IIIII( (!t)J! 1:, (II()',('II ,'lId tht' 

new merge(l cube is insertf'd into thf' fllnctlon de')rrlPlloll III plan' ('f ! IH' ot I\f't two ïïli<, 

process contmues unttl the coverage of the ongmal functlon drops ~)f'low a pr("wl(>( !pd 
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Stream Number of Cubes 

Length 100% matching PartIal rnatching 

ESPRESSO Mc Boole 90% 75% 

~ 2 2 2 1 

16 :~ 3 2 2 

:~2 9 9 - 3 1 

Gt 15 15 11 4 

128 24 23 20 6 

2.')() 49 48 35 17 

512 95 93 66 30 

102,1 
1 ï '. 

165 115 50 

20,18 326 315 230 99 

4096 610 593 421 185 

Rlq2 II7.S r 165 ~OO 410 

Table 6.3 Size of Mochher CucUlt for Vanolls Te~t Lcugths 

It'vel 

The complexit~ of the algonthm is O( c2 log n) where C IS the number of cubes in the 

minimized representation and n IS the test length (Each cube is of length log n). I3ecause 

fhNt' 1:-- no hackt.ra,kmg III the algonthn. a globally optImal solution is llnlikf'ly 10 tH' 

dcllleveù. Thus. algoflthm 6..1 is rertamly Ilot the l'est por.sible for developing approx­

lIIlatf' Illilf,<.hings. L'sing better heuristics. or allowing the possibility of backtracklIlg, 

could rrobably produce bf'tter matchings with fewf'f cubes 

\Villie algoflthrn 6.,j .' ,cble to [eJuce the Humber of cubes by about one tlurd for 90O:j; 

matching and by two thirds for 75% rnatching, the size of the mùdificr circuits mav still 

1", sonH'what large. lIow<,yf'f. [('('t'nt work by Va ... ,>\J(kvarnurthy [Va.J89] has shown t.ltal. 

Illultilf'vel imp\enwntatlOTlS of two-Ievel rninirnizatlons can slgnificantly redure (II CUIt 

complexities, ottt'Il hy a factor of two or three. Future investif!,ations loulcl fOlUS on the 

comblllat;Jn 01 rnulll\evp\ and dpproximate matching stratt'gle~ ill dll effort ta synthesizp 

much smalkr I\lodtiipr hlo( k" t han thosp devf'loppd so far 

6.3 Signature Hard\vare 

TIII~ .:;,'\ !I\lTl de"ndw" tiH' h<lf(iwélle Ilf'f'dt'd fOI ()lddlllIlIg \<llioussignaturf's olltlilH'd 

III c hel,ph'l' :1. glVl'll ,lIl error " t f(~am. The sIgnaL ures rOllslùered are the error wClght 

\ ount. fùiling pattern sIgnatures. and failing output signatures. 

ïR 



{Merge cubes until coverage {ails below specitied value,} 
coverage = 100%; 
while coverage > M INCOV E RAG E 
begin 

tnes = 0, 
repeat 

if (trtes mod T RY EAC lIeu BE) "- 0 
begin 

select cu be C at random; 
for each remaining cube X 
begin 

let y = compare( C, X); 
let Nf = X for the maximum y; 

end 
end 
let R = merge(M, Cl, 
let coverage = matching wlt.h R instf'ad of (: ,1Il0 AI, 
let RI = R . . MI = M ff)r maximum coveraqe, 
tnes = tnes + 1; 

until tne.s > !vI AXT RI ES; 
replace NIl an(l C with RI; 

end 

integer function compare( cube 1, cube2) 
compare = 0; 
for each variable z in cube 1. cube'}. 

if cube1[t] = '-' or cube2[t] = ' , 
compare = compare +- 1; 

eIse if cube1[z] = cube2[z] 
compare = compare +- 2; 

return compare; 

cube function merge( cube 1, cube'2) 
for each variable l in fube l, (,!Lbe2 

if cube1 [l] = cube2111 
merge[z] -::- cube1111; 

else if random(2) -= 1 
merqelll = '-', 

€lIse if randond '2) 

mergelll -: ('Ube1'1I, 
cIse 

mergelll -= ('ube'l'l : 

:eturn merge, 

Aigoritlull 6.4: 2-1t'vt'1 ,lpprOXlIllatp llIat< 1111111 

ï') 
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0.3.1 Error Weight Count 

Once an error stream IS available, an error weight count may be obtained by simply 

counting the numoer of 1s on the error stream. Thus, any form of counter will sufiice, 

provided that it is able to count up to the length of the error stream. If the counter 

is included on chip, it. should b<> part of a signature scan chain in order ta he ablE:' ta 

report Its tinal contents ta the outside world. 

0.3.2 Failing Patt('rn Signatures 

Ootaining l'ailing pattern signatures IS similar to counting the weight of the error 

stream. A first fdiling pattf'rn may be identified by incrementing a counter until a l 

occurs on the t'rror stream, then tE:'rminat.ing. 

A ktlt failing pattern signat.ure is somewhat more romplex. 1I1 that two counters are 

rcquired - - one ta count dock cycles (one for each bit on the error stream) and a second 

1,0 COllllt k ('rrors ônd thf'Il slgllal the tirst to stop The spcond counter need only Of' 

log k Olts long, and hence presumably smaller than the first (log n bits with a MINSil 

providing the error stream), and only the position of the kth error need be reported 

to the outside world It may he desirable with a kth fail counter to report the total 

number of errors observed over the test length in the event that this number is less than 

k. ln this case. the contents of the k counter would form the signature. No llag would 

be rf'quireo 1.0 distingui~h between the two. since if the signature was the numhf'r of 

PITOI~ it,f, V~ItH' wIiI IH' I('f,') than k, while the position of the kth failing pattf'rn must 

always oc at least k. 

A last failing pattern signature requires a counter and a register. The counter counts 

dock (yr!('s, alld the register is loaded from the counter whenever a 1 appears in the 

error st.ream. The reglstf'r value forms the signature. 

Note that if several ~tlch signatures were included m one unit, thf'v could sharf' 

tht> S,Ulle f lock cy< le founter and lcad their signature registers Irom this < ounter when 

n>qulrpd 

6.3.3 Failing Output S<,t 

.\ fading output rq~lst(,I (dn[Jot he ernploycd \\'11(>n a \IINSR is ll<;('ù for P 'S corn­

pactlOIl. SIIl< {' output II1torrnatlOn IS no longer present. and it" utdity \<; Iimited in the 

preS('Tll e of pdrtlùl matclllJl!!; lIoweyer. \\ hen used III (OIlJUIl< tlon with seriai stleanung, 

the ,ailing out put <;1!~natU!"e le; obtallled as follows: 

8U 
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An m bit counter is used to dctcrminc which of the m outputs is .1Ct.l\'<' \ bllHlf~' 

counter with a demultiplexer may be used, but an m bit rmg countC'f may be:' a :-.trnpl<>r 

ilTIplementation. Whenever a 1 appears on the error stream. the correspondlrtg lailing 

output register bit is set. When a parity block is used to rcducc the size 01 the Nror 

fltream, the first nl vectors should use an m bit Tf'gister. while the ff'maining O!l('S SllCiUld 

be diverted to a K bit recorder. The signal for t.his convt:>rsion may lH' Shcirt~d wit.h Ut<' 

parity block. 

~ 1 



Chapter 7 Applications of Hierarchical Fault Diagnosis 

This chapter tlescribes sample methotls of applyillg hierarchi<. ,d fdult ItH atioll tp( h­

niques to circuits tested with random or pseudo-random v('(tors and whose output V,\\u{'s 

are compacted into several signatures. The techniques l'xpiOlt. illformatlon pr('~i(>IIt, III 

the circuit's signature III order 1,0 rt'duce the po\,('ntial fallit ,;pI ,I\' l'cU II of <,c'vPltll<,t"p'" 

using sorne of the pr('d!cting techIllques descIlbed III (harle! f) <llId tlI!' h,t1dw,l!!' c\l­

scribed in chapter 6. In addition, they pos~css the (hilrd~ t('rlst,ic~ out.ltlJ('d III (lI,t!>!.«'1 

4 which are required of such fault locatIOn methods c.,ignd.!,llfl'c., Wllil Il (ollt,\il\ loc éI­

tian information, sm?.ll fault dlctionary ~lze. ~ingle-tault rl':,olutioll, dudity to pro<!u( l' 

a dictionary in a demand-driven fashion. applicability to multl-output cornbiIlatiolJal 

circuit.s, and potcntial hardware implementation 

Three sample rnethods are descnbed rn this chapt er. These are knowll <.01](>( t lH]V 

as DAPPER and individually as Standard DAPPEH. Scan DAPPErt and k-Max DAP­

l'ER. Ail employ first-!ailing pattern informat.ion and th(' t'xp<,ct,{'(1 CO\ln!. IT!{'t,hod 01 

deterrninÎng detectlOn probability, whkh was descnbed in prevlous chart.ers SCdll 1)AI'­

PER alsa employs the potential failing output set. whIle k-tvlax UA pp ER modIfies the 

expccted count Il1{'lhod by t1SITlg the:' kt.h failing pat.t.!'rn Thes{' ~lgnatllr('s W('r<' shown 

in chapt.er 5 to be both predictors and ea..c;ily calculated fOI rnodelled taults. l/lakiIlg 

them the most suitable 01 the sIgnatures lllvestigateu. 

This chapter I~xtends tll<' thcorctlca! foundatiolls of t hl' l),\PPEH llj('l hod ,llId plO­

vidf's t.hp practlCal dplal}<; ()f 1111'11 llllplpTTWlltcltloTI \\ !tPll dpplll'd ln Icln!l"TI! 1 OTlI"dl t 

testing (ReT) cllld bllilt-lll :,dt-tp!:>t (BI:-.Tl l)l..,tllll tl()ll~ l'I't\\('PII IJI!' tl'n f,l(l'l.., of thl' 

ReT ennronrncnt are made \\ he!! 11('( ('''"an. \l~ualh \\ Il Il r('gctrd 10 o\('rllf'ad con:-'lderil­

tians and the ["(l'iUltlIlg parlldlll1éllclllng for hutlt-in "p!f-cl!agno<'l" Clr\1111n n\(, (hc!ptPr 

concludes wlth 'l.J1 P,(drIllII,it IO!l (lt \ ~H' fdla"'lI1~ 1 hMd( 1('11"\ II" nt t lw T1}!'1 horl.., ,lInl Itow 

they relate 1,0 multIple fault llloJeb. 

Fault location may bp performed USlIlg a combination of c.,ignaturp 111forrnaL,oll (Jlld 
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7 1 Stanùarù DAPPER 

post-test simulation, or by constructing a dictionary Tt is further assumed that once 

the test is complete, no record of the actual output sequence remams apart from the 

sign '\turcs collectcd during data compaction The three DAPPER methods are now 

inYC'stlgatpd in df'Lail. 

7.1 Standard DAPPER 

Standard DAPPER usps Lwo hierarchical reductionl:> in fault diagnosis and requires 

three s!gnatures An error weight count signature gives an estimate of fault detection 

probability, which provides coarse resolution and quickly climinates many potcntial 

faults flom (()IlsidcraLioIl. In addition. a first-fad counter is 1IIc111ded to furthcr rcdllcc 

the fault set élnd increa~e Iflsolution TheSfl two signatures arf' predic1.orc; (see chaptf'r 

5), and are thus able to reduce the effort required for fault location withouL a dictlOnary. 

Finally, ta ensure fine rcsolution. an LFSR signature is comput d. The complete scheme 

is shown in figurc ï.l. 

o1rouit 
(CUT) 

Input pDera~r 

}-::s....,..-I -!aht count.er 

1at fail counter 

fault-free eequenoe 

Figure 7.1 The DAPPER Method 

The Standard DAPPER dlit!!;nosis procedure ",hen no dictlOnarv is ta be constructed 

is as follows. D('tcction probabilttv on the quotient stream Q is calculated for each fault 

(modifving tlus stream by takmg lh exclUSive-or \\Ith the fault-free c;tream does not 

atfC'ct dptC'ctlOI1 probabll1t\ :-'lIlU' an P\.c!Uslvp-or gatp 1<" guaranteed to propagatC' an 

('ITOr which appt:'ars at onlv one of ItS lIlpUtS). using algorithm f'.2 for the independC'nt 

t'rror mode!. or algorit.hm 1) :1 for t.ht' asyrnmetri, f'rror I1Iodf'1. Thps(' prohabilities arp 
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stored as a diagnosability profile, whlch is a hst, sort(>d by df't(>rtlOn r,r0bahIllty, 01 (',\( It 

fault and its detection probabilitv. 

For a given circuit under test (eUT), the quotient ~tr('arn output, Q, (from III(' 

MINSR) IS f('d 1,0 an LFSH. and also ('xc!usiv('-Of'('o \VIth t h(' fanlt-fr('(' -;t f(',t1l\, j wldlllg 

an ('rror !->t.r('am, r;' Th(' wl'lght. (nllmiH'r of 18) 01 1 his :-,1 [('<lm IS l.aIIH,<I III t.ltc' wC'lghl 

counter. while the ::,ecoIlO COllIller records the pu::,itiull 01 the fil::'!' f,LiJillg IJdttPIII (fit::,!,­

fail). The weight value provides an estimate of th(' d('te((,lon probablhty of an\' ta It 

present The accuracy of thlS estnnate will IDCf('a8C w:th test I<'ngth t 

Since sevNal faults may Lave slIIlIlctr det('( t.IOIl pro!J,d)\litle~, po~l-tt"'t. :-'1 lIlU I,t\ 1011 

18 u8(>d to oistinguish !)('twc('n them Simulatloll is TH'rfonrH'd ~tarllllg wlth thl' lallit 

who8e predlcted d('tf'ftlOl1 prohablhtv IS c!ospst to t hat obs('rved and (ont 1111)('., IIllt il 

the fauit is lound With the first-Iail IIlfarmat,ioll d\rlIlablp. "lll1ul,t!,IUIl (rln .,top \\ 1."11 

either the simulal,po fault rails on a pattern bcfon' tlI(' o!Jé,f'fnd fifst Lt\lllIg p,dtpln. 

or the simulated fault does not fail on the obc;f>n'('d first-fa!l Tf tfH' flr.:;l-frld" III.lt( Il, 

si:nulation is pcrforrnco on ail V('ctOiS and th(' signaturfa, dlP (OmpdfPd If tl\(' w('lght. 

first-fail and LFSR signatures match, the fault has been IOLateu. 

There are a few circumstances where this method rnay not result in uniqu(' (to tallit 

equi-.ralence) fault isolatIOn. These forms of almsing, where two uneqUlvalent tallits hav(' 

identical signatures. Me Jiscu~sed III ~eLti()1l Î ,t 

1.1.1 R ('solut.ion With Dpt,prtion Proha hility 

As noted in chapter 5, the obS('fved wpight IS on~y an estimatof of Il\(' dt'tpctlOll 

probability, rather than an exact refiectlOn of iL So, glven a detectlOfl probabdlt} 

and aIl ob::;erved wClght, .1 p-value (st>e I\Von77) or anv otller "t.atl::,tlLS tf''\t lor I110!(' 

information 011 p-valuc:s) (aIl oc ùbtaillcd. A p-vc1lue in tlwi l ü:-.e glV(Hi t.ii<' plOIMIJ/111 \ 

that a fault with a gIVf:'Tl ddf'ctlon prohahiiity wOllld prodll( f:' <lll o/,,,prv,,d wp:ght ,d 

least as far from Ils expeded \'dluE' as the one olJservcd. The (on~ept 1" ('xplor('d IfI 

detaii helow, for bath the llldep\.'ndent and aSVIIunetric cnor llludels-

7.1.1.1 Iudcp{,lHI{,llt Error Mod{'l 

The expected \\'f'lght. t,'(u' f)' of a tault f \VIth df'teLtlOn probabiilty l' f on a moddi('f 

* The Lfi'SR bl\.;II,ltllle 1II,l\ ,t!~u he ubt,1I11ed 011 8t!P,1lI1 L wh"" U:\PPEIl 1- ",,' IIl1pl\'1II1'1I1 .. <I III 

haldwalP 118 p()~ltlnll 011 <.2 ,\Id" III dla~lIü~l" nf faduIP~ III th .. Ir<1 hardwarp Il,,,,1f ,1" <h"wu 1.t'''1 

t The expected filst-tall value (8 al:3o (('bted tü detectlon proo,d)(!ttv but 11< ,ln-llra~v 1" l',,or :-IlIcI 

viI tllally IIlllelated to test length 



7 1 Standard DAPPER 

stream of length n with fault-free weight 0 is given by: 

(7.1.1) 

The errors are assumed to be binOlnially distributed. so the variance of W f, VAR( W f) 

IS: 

(7.1.2) 

Decause the variance is directly proportional to n, the standard deviation of an observed 

cou nt with respect to the expected count will decre~e as V'ri: 

(7.1.3) 

The binomial distribution of errors also (lilows the standard deviation and expect.ed 

value 01 W f to be used ln the applicatlOIl ùf the central Lirmt 1'heorern of statlstlcs (see 

for example [WOrln), p. 15]) to state t:le following: 

Tht>ort>m 1.1: The prohahility of a giv0n fault f, with expected w<,ight F;(wf) = l' 

and standard devlation S-DEV(wf) = 0, 0 1" 0, producing an observed weight at least 

as far from E( W f) dB V is asymptotically: 

__ R (Iv - J.l~ - 0.5) P(lwf - E(wf)12 v) v 

where R(z) is the probability of a standard normal random variable being at least z 

st.andard deviations from t.he mean (e.g. R(2) ;::::: 0.046).* 

Proof: Dy Centrdl Limit Theorem (includes cOlltinuity correction for Linornial). 

The theo!'em cioes not apply when 0 = o. which occurs only when PI is 0 or 1. In 

these fa.'3(,S, the sequence' !~ deterministic and the final weight is guaranteed to be npf' 

The values ohtamed by al)plyillg theorem 7.1 are often called "p-value~" [Won77l. 

As an example of these, consider a test of length 2048. with fault-free counter value 0, 

and a mode lied fault a with detectlOn probabtlity of 0 1: 

by (ï.1 1) 

by(ï.1.3) 

* R(z) IS formaih- defined as. 

E(wa ) = 205 

S-DE\"(wa ) -= 13.6 
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Theorem 7.1 may now be used to rletermine tht> probability that OhSNVpd wt>Î!l.ht 1\' 

resulted from fault a: 

Hf = 200, P(lwa - 2051 2: 5) -= R(0.368) ~ 0.7lH 

Hf = 17.5, P(lwa - 2051 ~ 25) = R(2.210) 0.02ï2 

IV = 275, P(lwa - 2051 2: 70) R(5, LlO) -- 2.!i3 " 10' i 

Hence, given any obsprved faulty wt>ight, the p-values for ('ach fault rnay hl' (',ll( \1-

lated. Each p-value provldes an estirnate of the hkelihood that. a partICular fault could 

have caused tht' ohservpd output 1 the previous ex ample, it is very lik('lv thal. tault. (J 

wou Id producp a wpight of 200, il is SOITH'whdt. likelv t.hat. il. wOllld prodllcP cl w('lght. 01 

175, and it IS highly llIlhkely that It woulcl produ( (l il. w(,lght of 27!i Sort.mg by p,vclllll' 

gives the expected count pernl11tatlOI1 ot chapter 5 

The expected Gehaviour of the lirst fail counter Illay Ge deternllned ill d !:lllllllctI 

manner Its expectl'd value, r f' for fault f is also related to the fault 's d(ltl'rtioll 

probability P f' as follows' (As a first approximation, conslder an mfimtp t<,st Ipngth, so 

that r f will have sorne value for p 'f= O.) 

,JO 

E(rf) = L Pj' (1 - Pf)t-l. l 

t=l (7 1 .• ) 
1 

PI 

The variance of ri is given by: 

(7.1.5) 

where PI i= O. When a finite test length is introduced the summation IS perform<,d onlv 

ta n rather thll.n infinity, WhlCh complicates ~natters ln that ,>ome value for r f must ilp 

assigned when f is neV('r detcctcd amOllg the ri \ ('ctors III a ptn ',1< al 1IIIplf'ITlf'T1Lltloll 

ri will be Tl, !:l0 that vdlup wtll lw ll~('d hcre. gl\ Illg 

Tt 

E(rf) -= 2: [pf Il - prf-l 1] " (1 Iri 
[J( Il 

1=1 

1 (l-pf)n 
-= 

PI PI 

, 

1 



7 1 Stauùatù DAPPER 

The elfed of te~t length on the expecteo value of ri LdIl thus IJe heen 1.0 be Loth 

minimal and decreasing as n increases; i.e., (7.1.4) is a good upper bound for (7.16) 

whose ::..~curacy increases with n. l''ling the above exp€cted valu and solving for the 

variance glves the followmg result· 

(7.1.7) 

where PlI- 0, and again the effeet of the error term is minimal and decrea<,ing, 50 that 

(7.1.5) provides a good li pper bound for (7 1.7). 

7.1.1.2 Asyrnmetric Error Model 

When dl(' asymrnetflc ('[ror model is used at the outputs, the quotient stream of 

the MINSR follows thé generalized error mode!. Recall from section 3..t.5 that each 

output bit has a unique error probability, Pit' 1 'S: 1 <~ n, in the presence of fault f 
Sinet' the expected vaille and v~riance of the sum of independent binomial streams can 

be obtained by summation, the cxpeetéd weight is glven by. 

'1 

E ( W 1) :.c:: L P fI (7.1.8) 
t=1 

and its variance is: 
n 

VAR(wf) = LPl
t 
(1- Pit) (7.1.9) 

1=1 

Note that (7 1.9) and (7.1.8) reduce to (7.1.2) and (7.1.1) respectlvely if ail the PlIs 

are ('quaI. The asvmptotie n>sult of theorem i.l ean still be used for thls mode\. sinee 

the Cent.ral Limit Theorem cOlltlllucS to apply. prO\-lded that pr. -1:0 O.l Infinitelv oftf'n; 

that 1" thprf' 1" -.ornf' IdlldOTltl1p",,,, III thE' -.pqllf'n IP -.:() gl\Pll dp!PI!ln!J prohab.litv 

\ alu{'s tOI edLh fault. p-\ alup~ (an be obtallled fOl dIl\ olJ~e[\ (o.j \\ elght. \\ hen post-test 

simulation is perforrned. fault~ \\'lth the largest p-vaiuf's wili bf' simulated first Note 

thal thf' expected value and \'artanc(' expressIOns now reqUlre a c;ummation and thus 

obtalIllIlg p-values 15 more complex than wlth the IIldependent error model bv a factor 

ot dbout O(n). 
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and 

ï 1 S 1.\1 H 1.11 d Il:\ l' l' V li 

The equations for the behaviour of the first tniling pnttNn an' gi\'('n b\" 

fi 1 ) 
1 

+ (ri - E( -/ ))l, fI (1 
)=0 

(i 1 1 Il) 

"J ) (i 1 1 1 ) 
} 

where Plo is defined to be 1. Again. little can be said about the solutions to t.he' "bO\(' 

equat.ions without sorne Idea ii..'i ta what t.he prohah;lity values art' 

7.1.2 Modifications with Partial Matching 

When less than 100% matching of the fault-free sequ('Tl('(' is u~3('d t.o ('fpat.1' an ap-

proximate error stream, the fault-free welght in thf' (Ol1nter. w, will IlE' 110117.1'10. :\ 

stream with a matching rate of Jl.,f, 0 ::: AJ ~:: 1, will result ln a value of II' ('quai t,o 

(i 1 1'2) 

The resuJts of section ï ,LI are updated here to take imperfect matching into consid{'r­

ation, 

7.1.2.1 Indl'pendent Error Mode} 

The possiblhtv ot a nonzero weight count ln the fault-free case results ln a dldn~p t () 

the expectcd weight E(wfl of fault [ \Vith detcction probability Pf' Sincc crrors III tt\{' 

independent error model follow the hinomial dist.nhut,l<ln. np, \'rr()rs of prohnll:iil.y Jlf 

are expected in n bits Of these. 11 Pl are expett€'d 1.0 Iw 1 - n errors, while (11 - Il')l'f 

are expected be 0 _4 1. Thus, the expected weight is: 

E(Wfl ~ w-wPf--r-(n-lL'lPj 
(il.!::) 

IL' • (n '2 w ) P f 

The variance of lL' f' \'AR( U' ri rpmalll<' 11/1( hall~pd 

(~. 1 1 1) 

Again, because the variance IS directly proportional to 11. thp 'itandard dp, iatlon of <Hl 

observed count with respect 10 the e:-..pec ted CO\JIlt wIll dt'( rf'ét'of' il') \ li' 

S-DEV(u'.) -- \ npr(l -lif) (ï 1 I"d 

li 



Î 1 SlandaH! DAPPf,H 

Since the distribution remains binomial. theorem 7.1 continues to apply 

As an exarnple of the changes which can occur with irnperfect matching, consider 

a I,pst of Ipngth 204R. with fault-frpp wf'ight 9S, and a modellf'd fault. n with detection 

probabdlty of 0 1. 

by (7.1.13) 

hy (7 1 15) 

E(W'I) :- 604 

S-DEV( WIl) = 20.2 

Theon'rn i ] may now he used to rletermine the probability t hat observed weight W 

resulU·d from fault a: 

W _-:: GOO, 

w -- f,50. 

W jOO. 

p (1 Wu - G041 ~ 4) 

P(lwa - 6041 :::: 46) 

P(IW'l - G041 '.: 104) 

~ R(O 173) = 0868 

R(2.254) 0.0243 

Il ( 5 .128) 2.94 . JO - 1 

FIence, given any observed faulty weight, the p-vall1es for f'ach f~ult can still 1)(' 

calculated. t:ach p-value provldes an estimate ot the hkelihood t!lat a partlCular tault 

LOuit! have lauseo the observed output. ln the prevlOus ex ample. It is Hrv !Jke!y that. 

fau!t f would producc il \V('ight of 600. it is somewnat hkely that it would produce a 

welght of 650. and It 15 IlIghly IIl1lIkcly that It would produce d welght of .iOO 

When less than 100% rnatching of the fault-free sequence is permitted. the expected 

first-fail value Decornes (for Pf ~ 0): 

F 

E(rf) = L [pf' (1 - Pf)t-l . l] + (1 - Pf)F. F 
t=l (ï 1.16) 

Pt Pt 

where F is the tirst patLern where perfect matching with the fault-free sequence is not 

providpd. The variance 15 glven by. 

F 

VAR(rf) -= L [Pf' (1 -- Pj)t-t (, - E(rj))2] + (1 - Pf)F. (F - E(rf))2 
1=1 

(2 F -- 1) (1 - P r ) F (1 - P r ) ~ F 

PF 

(7.1.17) 

Clrarlv. (IH' <"IlOlce of F con Id havp 'lome effect on both the expec(('d value and \'ariance 

of the tirs! taIllIlg pattern. T}1f' larger FIs. tlw le5s pronounced thls effett \\'111 be 

r':xprpsslons (71.16) and (7.l.1ï) r('duce to (71.6) and (7.l.7) [{'sppctiv('ly in t.he case 

of pprtpct matching wlth the fault-free sequence. where F is defined to be n. 
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7.1.2.2 Asymmetric Error Model 

As wlth the indcpendent error mode!, the posslbihty of a non-z<'ro fUlllt-fr('(' (011111('( 

weight and a first-fail wlllch is not determined hv error alOIw atlpcts IIIP t'XIH'( 1 al i()n 

and variance expressions under the asymmetric error model. 

Let Y = (Yl)' 1 <~ l '_: n he the fault-free output sP'lllencp from II\(' rnodifiN hloc k 

(see s~ction 6.2.1) The expected weight is !'hell glVPII bv 

n 

E ( tL' f) --= I:: al (ï 1 1 H) 

where 

{
PlI' 

al -- 1 - P ft' 

while its variance remains unchanged. 

n 

1= 1 

if Yt -= 0, 

otherwlse. 

VAR( W f) = L P fI (1 - Pit) 
1=1 

(i 1 1<)) 

Note that (7.1.18) and (7.1.19) reduce tü (71.13) and (7.1.H) rf>spf>(tivf>ly if ail Ih" 

P ft sare equai. The asymptotic result of theorem 7 1 can still be ~lsed for this rnodpl. 

since the Central Llmit Theorem contlDues to apply, provided that fli
l 

__ (J, ) infirllt('l~ 

uften, that is, then' IS SOII1t' rdlldurllIlt'~s III the ~t'qllt'IICt' AgaI:l. (,d( Id,tl.loll of p_'<lIIII':-' 

is more complex than ID the case of the IDdependent prror rnodf'l 

The modified cquatlOns for the ~)('havlour of the first tailing prlttf'rn arp' 

and 

where P fa IS defined to be 1 and F IS defincd aé> 

F = rnill( 1) ~uch thdl 1/, 

F 

E(rj))2 D(I 
) -fi 

(7.1 20) 

flr) (i 1 :21) 
7 

The effect of the rhoice of F on t 1](, rp")ult" dppf>nd" on t hp Illdl\'lfillai prohal,lIllll''­

although, In general. mcreasmg F wIll rf"mlt In a morC' W 1'1 11 1 tirst-Iallmg; pa!,t('rtl "I~_ 

nature. 

'HI 
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7 2 Scan DAPPER 

7.1.3 Diagnosing Faults Within th" DAIJPER Hardware 

The Il)( IIl~ion of tC'st hardware on the chlP or hoard IInder test. poscs il complication 

Ilot prp"pllf III relllc!o!TI (olJlpact tp"Llng (HCT) - the plob!f'rIl of f,udt" wlthill tlH'> !'f''it 

<Ïrcultry Itsplf (Ill HCT lt i~, cis'iumed that the te')t hardware 15 tpsted ITldeppndpntlv of 

the devlces b('mg testpd and that conseqllcntlv at t('st lImc th(' He'j hardwarr IS fault­

frpc) III prpVIOll" work "11< h f,llllh hclVI' !H'I'JI Igll()f!'d. (JI Il h,l~ bef'll l'o:-,tu!,t!t'd that 

thf'SP lault~ will (<lII"P «lla'ilr0l'hll ,l!ld 11I'IlIP l'cl<,lIv \I"dd!' fcllluJ(H, (Ir 11j(' (I[(Ult ~u(h 

(lai[JI~ may Ilot apply to th(' modifier lJI()(k III j),\PPI·:H. 'o!Tl(C' Lurlt:; 1111'1(' wdllT1rfely 

(hallgC' t hC' \ ,dlle:"> of the \\'(,If!;ht (Ollnt and firsl.-lrl.ll Il I~ 1I0\'v "ItO\\ ri 1 Itat DAPPER 

i" aGIt> 10 di,L~ll()"'(, th('<)(' f,wlt..,. lJfo\'lded tha! litt'!' du Ilot O(,III III «JllJ1ll1c!lon wlth 

ot/ler falillI (l') III the ( 'l TT Il faulu, O,( ur 111 bot h the <-' 1''1' ,Uld J) ·\P P ~:R h:lfdware. the 

(,If('cls m,lY nol he d('t.('rlTllTl<lhk ,IIlI! fault lOI ,tlIO!1 1I1,l\' he IIllP()~,~;lhl(' 

SllIgl" f,udh Wlt Illn t!J1' l[Ioc!lfipr hlo( k \\ Iii ( h,lllgl' t 11(' (OllIlh. \\ III< II pl'fmlts (11P1r 

locat IOll "'II\( (' t IH' LFSH 'olgll<iturr 1'0 tallwd on t lIt' lllllllOddied ~lr('aIIl. Il wIll [('main 

at its lault-fr('(' valup in t Il(' (,\'('111 of a lailuft' within thp mooifi('r hlock Thus. when a 

fault-fn'p LFSlt "lgIlat.un' I~ oiJ ... erved tORetl}('[ \\ Ilh fatllf1/! \H'Ight and first-filii values. 

(wo po~slbllttIeS (>,{Ist l'l!PIP lIIav Ilt' ct fault III thp ('l"I whl(h has (du'opd (!tp LFSR 

to al i a .. '). or th('r(' may :)(' a f,Lltlt ID the IIlodtfi('r hlock. [n ('Ithrr case. ,ln (l<.,flmatp of 

the dt'tPI I.IO!1 probabtllty of t hp rf'spoT1sd,l" felult IS aVdilabl" III the wf'!ght. and first.-fail 

(ountpr" ,wei d1ct!l,IlO<;I'i of Ilf)!1! pO"'~lhtlltl(," ',Ill prnceed III the u..,ual llldp.Iler If the 

(hanccs of LFSH altasIIlg a 1(' trl1l1IIrlIZpd througtl the us~ of a suftici('ntly long register. 

1 hen d lIIoddi('r feuIlt ITIal' !J(' the fIlO'i! ltkely candldat(' 

Sll1( (' onlv the w('lght ,0I1fl1 ,11111 flrst-lcitl values of a modifier fault are avallable. 

t hcrl' fIlay 1)(' aIl In('ff'dsed (hall< (' of sIgnature altaslTlg W hen this happens. howpver. 

tht' cirCUIt. wrll appe,t[ I,urlt-fl('('. rllld ')In( (' tilt' ctrT h also fault-frt't', TlO Sf'f10IlS problem 

"hould rt'~ult l'rom t h(' lIlcorrt'ct dia!Sno~l" 

WhIlc <;lIlglP-fault r<,solutlon of modIfier taults may he unavatlablf' nccausc of the 

lack of cUl LFSH :-'Ignaturc. th(' abdJt\ to dlagno~t' faults \\ Ith1l1 Itself IS il lI<;t'flll additIOn 

10 tht' propprt1{'<" of hardwan' Implementations of DAPPER 

7.2 Scan DAPPER 

~C,tIl [)-\PPEH i.., 1dt'lItltrll 10 ~t,lI1Jdrd f)APPER. p\.cepl t"dt ~prial ~tn'a[I1II\g i., 

Ilsf'd for parallpl to sf'rtal COTl\'prslon. and tht' faillTlg output set 1<; oht,amed. The term 

";can D.\PPEH f('tNS to the fact that the scanmng out of output vertors required by 
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p-Loed Bhift, re .. 

oirouit 
(CUT) 

----' 

input. generetor fault-free sequence 

Figure 7.2 Ideal SCJ.1l DAPPEH. Tt 1 1L 

seriai streaming will occur anyway III scan design UfCUltS. 

- l , ~ "';"In (lA 1'1'1' Il 

let fe.ll counter 

output arr rel. 

The availability of the failing output set wIiI allow a glVf'n fdult to hl' f,llnlillatf,d 

from consideratIOn If an output WlllCh is Ilot part ot the fault's pott'llll<il Idillllll; out.put 

set actually rerorded an error This reductlOn v. ill allow for (lasv f'(irnlIlat.lOn of lIlill\\ 

fault.s. A diagrarn of tht' nlPt.hod 1<; glVf'n III f';Sllf(· ï 2 

The !whavlour of tilt' other slgnaturl''> Illay Iw dpf,(lrmlIll'd III d ~tr,lIghtl"rWdrd 1,\.,>11-

ion fmm the des('flptions of st>('t,lon ï 1 1 The av('rage d('t('('tIOTI IHohahIlll.Y TIlav hl' 

\lsed, or for additional cH'CUT(l('y, th(' m ')Ilb')tlearns (an hl' treatf'c1 '>t'paralt'Iy. ,11111 tht'ir 

results recomblIled ta glve expected COUi1ts and first-tads 

7.2.1 Overhead Considerations 

As was pomted out III section 6 1 1. senal streammg requlres that the entm' LuItt­

free output be matchcd wlth the output of the s('an cham for il total of TT/TI Illl'> 01 

information Whil(' th(' h('nefits of a('( uratf' first-fatl and fadln!!, IlIII pllt o.,lgllalllrl''-, .Irf' 

available. their value ma\ still not J\lstlfy thl" hlgh <:Ioragp 'fi'" III aIl pflOft ,,~ .-l\f>lfl 

this o\'f'Thead \\'hile rptaInlIlg rnuch 01 th" \alllf Ilt Ill" Idillllg "'llp'lt Ild'lfllldllf)T1 III" 

paritv mllt des(,flhl'd III sec tion ti l 1 l \\ dl lw ('lllplo\f'rj 1 )11" ,,('I-IIP 1" II()WlI III 11~llrr' 

- '1 
l " 

\Vhen dt'termlIling e'\pc( ted fir'lt-Iatl \ ,due.., fOl t III.., Il'. hf/ri ft'( hlllq\(f'. t 1((' I\\() fi' 

gions must bE' treated ~('parately. \Yhen the flrt>t fdtllHg pattprrt O( (1Ir~ Ifl t.h(> fir..,t 1/1 

,"ectors. the exact output on which the error was rf'(ordf'd 1'> avatlablf' -\ttf'r that ,t ,-pl 



P-Loed Bb1tt reg. parity 

black 

73 k.Max DAPPER 

r-----..., 
>--""-r-i weight counter 

cinluit 
(euT) 

input pnerator 

tault-me Bequenoe 
(ftnrt D:l oomplete, 

reet. K parity) 

Figure 7.3 Scan DAPPER, nI ,,< n 

of possible outputs results from the parity chains. 

7.2.2 Modifications with Partial Matching 

lat fail oounter 

ttlilini outputB 

The overheads reqlllred b) Scan DAPPER are potentially large' nI bits rnatched 

(omplp(,l'ly, followed ily d pdflty (ornpactiun uf the rernaining n - Ttl Lits, for a total size 

of mnl -+ I\(n rq) bits to be matched Since n is assumed to be rnuch greater than 

nI, It IS /\ whlCh 18 l!kely to strongly ,lH('ct thlS total. (Recall that the l\ bit panty 

:-'PquPllu' l~ IUfIIleu by two ~eparate paIlly cOIllpactioIlS 0/ It'Ilgth KI dllU J{ 2 =- !( - KI 

IlIts Pil( h. wh('rp 1\1 'llld 1\2 are relatlvply pnme) The nverheads involvpd reqtllfe that 

hoth 1'; ctlld 7/1 he mintrOIzed 10 ordn to reduce the '1tream down ta a manageable size 

when Ilsing DAPPER in ~elf-te'1tmg 3cannable Circuits 

Thi'i (an he ac('omphshed by rerlucing ri 1 to O. resulting in a signature made up of 

onlv the multlpl<, pant.y bits, as shovm JO figure ï 1 The scan chain IS shifted !TIto an 

LFSH. and also through a dcmultlplexer panty UnIt. 

Th" Idili/lg O\ltput reg lb ter now n'COI (b onlv block::, of fddillg outpub 1 tllobe recorded 

through each of the l\ parity checkcrs). and as a result may not he IOcluded if space is 

trnh ,\t a premltlm 

1.3 k-Max DAPPER 

In am sy:;:;tpm \Ising randaln \llput vect.ors. the presence of random-pattern rpsistant 

faults Illav rpqtJIre long rest lengths In addItion. In bath Standard and Scan DAPPER. 
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P--Load ahift reg. 

circuit 
(CU'!') 

input generator J 

mocU.fier 
blook 
---' 

>-="-r--I wei&ht counter 

lllt. fflil oount.er 1 

faillng outputa 

Figure 1.4 Scan DAPP2R wlth H,uùwale CVl'st!.lUlts, TIl - 1) 

if the first-fail values for an observed and suspected faults match. an LFSH SI J!;nat.\lf(' 

must be verified, whlch reqtJIres that sImulatIOn be performed 0\,('1' the ~'ntlr(' t.pst if'ng:h 

Thus, one potential difficulty 'vith DAPPER is that whde manv tault,s mav not f('<lIW(' 

a long test length for diagnosis. test length is set at a value required by the most 

difficult-tv-detect faults 

WINSR 

circuit 
(euT) 

input generator 

>--=:....,.~ weiaht ooonier 

lat fa1l counter 

fault-free sequence 

STOP 8 

FigUf{' 1.5 ,-.\fax [1J,Pf'FH 

This section proposps i\ "iolution. rallpd k-max J) -\PPEH '-imrf' <l fallit (an typH allv 

be located after it has been detf'cted &everal times. <,a) k. th('re 1<, 110 pOlHt ln COTltllllJllIJ!, 

the test after this value has been attained bv thp wf'lght rO\lntcr. Thus "f.('r t.h(· kt.h 
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7 3 k-MdX DAPPER 

failing pattern, the counter reaches k, signais the test pattern generator tü stop, and 

t.llt' test is complete The variable iIl this case is not the weight, bul. t.he t.est length, 

which is available from the position at which the generator stopped. The test pattern 

generator will also stop after It [t'aches n, the maximum length matched by DArPER. 

A uiagram 01 the scheme I~ showll III ligUle 7.5. 

If the (,l1tire t(lst is completee!. fault location proceeds as in Standard DAPPER. 

On th(' other hand, If thp countrr has reached k, then there IS no longer a question 

of expected weight, but rather expected test length. Thus, the results of section 7.1.1 

must be adapted somewhat. 

7.3.1 Estima tillg Test Lengths 

Thp es~elltial premise ui the welght ccunLer, that il contains au estimate of ùe~ectioll 

probability, remains unchanged in k-Max DAPPER. However. the means of estimating 

it changes For the independent error model, the expected count is no longer t(lst 

length times detection probability, but rather the expecteJ test length is maximum 

count divided by detection probability. This concept is now explained more formally. 

7.3.1.1 Independent Error Model 

ln section 7.1.1, it was observed that 

(7.1.1) 

for a fault with rletection probability P f and test len~th n. When the test pattern 

generator in k-Max DAPPER has stopped before it reaches the nth pattern, however, 

W f is known to be k and it is nf which is unknown. 

H(lcall from section 7. L.l that for a test of arbitrary length the expected position of 

the first failing pattern r~l) IS glven by' 

E( rf(J)) = ~ ( ) 7.1.4 
Pf 

Cl(larly thls (lquatlon does not applv when Pf IS 0 In thle; rasE' the lault wIll never 

bt' dt'tt'ctt'd anù the lOUI!tt'r (dIlIlot rcach 1. let alone k. :)lI1ce each output bit is 

inuependent. ~he expelted distance of the l Î lth failing position, rjl+1l. from the lth 

f '1' . (1) f l' 1 . b "U lIIg poslt 1011. r r . 01 1 IS ct 'iO glven y 

Pf 
(7.3.1) 
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Bence, the expected value of the kth failing positIOn, E(n f), is given hy' 

k 

E(nt} = E(r}lJ} + L E(r~-t 1) -- rj}) 
t=2 

(7.3.2) 

=-
Pt 

Again, since the output bits are independent, the variance of the sum, VAR(nf)' 

can be obtained froID the variance of the first-failing pattern, V A R( r f): 

1- PI 
VAR(rf) = ? 

Pi 
(7.1.5) 

thus, 

and 

VAR(nf} = k x VAR(rf) 

k(l- Pi} 
2 Pt 

k(l-Pf) 
") 

P~ 
1 

( ... 3 '») 1. ..) 

(7.3"') 

The standard deviation and expeded value of n f again allow the application of the 

Central Limit Theorern in obtaining p-values. 

Theorem 7.2: The probability of a glven fault J, with expected test length H( n f ) 

f-L and standard deviation S-DEV(n f) = (J, (J i= 0, producing an observed length at least 

as far from E(nf) as v is asymptotically' 

( 1 () 
, ( 1 t· - IL 

P nf - E nf 1::':: 1') = R 
- ~ 

where R(z) is the probabilitv ot a standard normal rdndolll \arlabl(' IWlllg al, Il',1:-'1, -­

standard deviations frorn the mean. 

Proof: By Central LlInIt Theorem (includes lOlltlI1Ult\ torrectlOlllor bIllonllal) 

The theorem does not appl~' ... \'hen (J = O. which occurs onl\' whcn Jl f \:-. l, III t.lw'-,(> 

cases, the sequence is determmistic and the final If'ngth j'i 1\llarantf'f'd 1,0 be k 

( JI) 



7.3 k·Max DAPPER 

7.3.1.2 Asymmetric Error Model 

As was observpd in the previous section, the expected test length for a fauit in k· 

Max DAPpr~H llndpr the asymmetric error model can be obtatned by a summation of k 

expected fir~t fail values. The equations are somewhat more cUlllbersome, since closed 

form solutions are unavailablp without individual probability values. but the net result 

is that experted test length E( n f) is: 

E( n f) = min j such that (7.3.5) 

Calculation of variance is much more difficult. It is more reasonable tü rank faults 

by expected test length and select thern in that order than to attempt to apply the­

orem 7.2 dIld ohtaill p-values. lT~iIlg titis technique will no longer necessarily result 

in a well-formed permutation sueh as the expected count permutation, but the neg­

ative correlation rE'quired by theorem 5.2.9 should remain, along with the predicting 

properties. 

7.3.2 Modifications with Partial Matching 

When the [ault-free counter weight is w, then k-Max DAPPER becornes (k + w)­

Max DAPPER. This retains sorne of the advantages in terms of simulation reduction 

over convpntlOnal DAPPER. b~;t results in variable test lengths. These arise from the 

faet that when Jess than a full length test is perforrned, the fault-free counter value is 

no longer Vi, out raiher sorne value Wf1 where wf '-.:: w. The fault-free sequence must 

be match<,d with the rnod:::er sequence for the n f vectors. The analysis then proceeds 

cUi in section ï ~:.l, wlth k f set to 

(7.3.6) 

The expected test length is (for the independent error mode!. given k, n, and w): 

n(k -+- IL') 

W + (n - 2tc)Pj 
(737) 

which yit'Iù!:i ail expected value for k f of: 

E (k f) = (1 - (n ) ') (k + '/1) 
w + n - 2w Pf, 

(7.3.8) 
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Unfortunately, the expeded test length E(n f) is now relaled to the maximulll tt':,.l 

length n. \\'hilc n f may r<'main smaller than tl, it will !l0 long<,r r('<teh and ('('IlI.lilt 

at a constant valu('. This wdl agam rt'~Hllt III a trade-off !JptWf'f'!l lIIcttclllng 1,1110 d lit! 

simulation time, both for dictionarv and demand-dIiven applications The tld,clt'oH will 

be partially offset by the [,tet that k f will typically \w grt'atpr than k. so il bt'Un t'''it.imalt' 

of detectlOn probabllIt:\' Cdn tw obtaincd Thes'! [('')ulls will apply 10 t Il{' él.'lymIlH't.r li 

mode! as weil 

The probability that the last patt.ern observed was actually ,t failillg pat.t.t'fIl is 

(assuming the independent error model and discounting any deIib(lratf' perff'ct matehing 

of part of the sequence): 

P(pattern nf is a.n error) = 
llIf-rkf 

If F patterns have been fixed at perfect matching, it is expected that 1"11 f 01 li\(, k f 

errors will have occurred among these. giving: 

P(pattcrn nf' nt'> F. is an error) 

Clearly, as w increases wi~h respect to k. the chances of the last pattern beilig ail él( tllal 

failing pattern decrease. The asymmetric model can cause sorne variation in ae t.llttl 

values, but the trend remains 

1.3.3 Pros and Cons 

Using k-Max DAPPER will reduce location time for random easy fault.s in dprnalld­

driven techniques. since post-test simulation will be performed on a smaller te~t I('ngt II 

Complexity is also rcduced when a fault dictionary IS to be construeted. as d{'monstrat<,d 

in chapter 8 fn addition, test time fOf pasdy det('( tNl fanlts will alfio b(' rrduCt>d. ~IrH f' 

the test may termtrlat~ after t hey hav~ bpen det{'1 tpd k t IllIl:'''i TIIP IIIIOrllld\ 1011 (()1I1."1I1 

of the sIgnatures IS improveJ. Slllce the test h\ngth 11Iti!( ,il!'!', t Il(' 1.1,,1 LuliIlR qIlOt.H'llt 

stream bit. in addition to t,h{' fir~t IIldlcatE'd 11\ II\(-' fir"t-I,u! 1 Ollnt!'r ri,l'> will ,lId III 

locating unrnodelled taults 

There dre sorne dl'iadvélutagcs 10 the rnethod lllcr('a~(", III tc'"t II'Ilg1 Il wdlllO !Ollg('f 

result in L,'Un estImation ot det(,cll0n prohalJlht\ Oll(r a l,mit h,\.., 1)1"'11 d('lc'( Il cl /, 

times. This (fin })(-> O\'f'[(OnH' h:- "Pttmg k <,ufliclf'nth \tIRh ri'> trI gl\f' " n'd'>olldlll,' 

accuracy. Another drawback is that taults \VIth SilnIlar output lH'ha\ 1.)1Jf lIIay Il!)! 

behave differentlv over the first k errors. eliminating the chance tü i5Ùlru<> them troln 
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7 4 Alinsing Probnbility 

one another. For example, if fault a covers fault b and Pa = qpl" for sorne q, 0 < q <- 1, 

then after k detections of b, the chances of a and b having equivalent behaviour are qk. * 

Again, sc"tmg k lugh enough can allf'viate thls problcm 

The main I)('nefit of k-t\.'fax DAPPER IS that It pl' oVides il Icvel of diagnostic rl's­

olution deterllllllcd I)y the taule IbelL Ilot bv aIly a prIOri scheme. whilt, leducÎng the 

amount of simulation !pqUlred for elthcr demand-drtven fault location or for dlctionary 

construction (SN' (haptf'f R) "'\\ItlIer, th(' absalute ilmollnt of simulation [fil' il given 

fault willlh)!. Ill( rcase with ill( red:Olllg test length Tt once n has rca( lied the pom!. where 

the fault has heen detected k times. In chapter 9, results are reported for k equal to 

10,20, and 30. 

1.4 Aliasing ProbabiIity 

There éue thrce types of aliasing which coulcl apply to DAPPER: cancellatwn errur, 

wherf' errors cancel each othf'r out m P /8 converSlon; sIgnature (I[tasmg, where a faulty 

and fault-free Circuit have identical signatures; and finally non-unique dzagnosls, where 

two distinct and Ilon-equivalent faults have the same signature and hence cannot be 

rpsolved nniquf'ly These an' lnvestigated below' 

7.4.1 Canr~llatioll Error 

Cancellation cannot oc('ur in seriaI streaming, 50 Scan DAPPER is immune to it 

lrt the tdt-'aJ (ase wht'fe n 1 = n When P /S cornpaction is performed using a MINSR, 

how(:'ver, or when the paflty checkmg scheme of sectIOn 6.1.1.1 IS used, this IS not the 

case. 

Th{, ch,ul< ('s of (ancf'II,ltion f'rror in a MTN8R are minimized hy the delay in the 

legistpI. ~lIl(, thp \\lltputs trOll! successIve test vpctors are lIlJependent. Ilecall the 

circuit of figure 6.2. ln a standard panty-tree checker neither a fault on line 1. nor any 

ot.lH'r \\ 111( h propagat{'d onlv through 1 could ('vpr he' det(>(°tpd. On the' other hand. 

tlte l\dIN~H III 1>t\I'PI';1\ <.Ill df'Ipct tl](' fault WftPTl t\H) '-.I)«P<;<'IVP \prtors producf' 

(olllpl(>IIl('lltaI\ \ <lllle,> 011 IIT!P / \Ithough !Il" Id< k of f('('dl)<!( k IIld\' (,lII'>!' lIlore elrors tu 

~o t1l1det('( tt'd th,iIl III :,Olll<' (\)Il\('lllIOnal Î\fISlh 1 ail ('rrol !ll,t\ 1)(, (aile pllpd tJ\ dTlothrr 

sinp;I(' t'fror at éln! time hefofe Il le; flnall)' ..,hlfted lllto the quotient stream. while in 

• Fanlf ,1 1" ..;alcl l,' t n/'pr tallit h If "\Pl\ pat(PIll \\ohlCh dNPrt< fanlt " al..;n dptpct, tallit h In ("llVPlI­

llOnal test ~ellel ,\tlon, ~o\'el ed LlUlt" laI! be elUlllllctted trOl1ll0nSIdei atlOll as p<u t of a process called 
!Ilult drt17'l'lnq A~ an ""ample, il ~tl1ck-at 1 fauit on the lIlput of an AND ga~e covers a stuck-at 1 
lauit on lts output. 
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a type II register with feedback this is only possiblp Hlltil tht· ('fT()r i~ "ltift.pd IlIto <1 

feedback tap), Bardell et al. ([Bar87], p. 131) show that such rornpl<,tf' (an,dl,tllOll 

errors are "highly unlik<>ly" In addition, algorithms 6.2 and 6.3 takt'" cancellatloll mIn 

account whcll cakulat.ing ùetection probahilitv, so these ('[rors will Ilot Il(' (01\:-'1111'14,1\ 

further for aliasing 

In the C(\8(' of the parity check('fs of Sf'ctlOl1 () 1 1.1. any ('rrors will< li apppar 011 dll 

even number 01 ou t pu ts spaceù by }{ 1 J{ 2 bits will alidS. ::)eUillg J( 1 dlld 1\!. g! edl.p! t hdll 

vm eliminates this problem for two bit errors, but ... bit errors at positions l, 1 1 (/1\ l, 

t +bK2 , anù t f aJ(lt /lK2 wt!l alias, anri larger siz<,ù crrors ,ornblf\('c! {rom 'l hlt ('[rors 

can alidS. lblllg Lwo p,tt ity (bdlIlb Il·clll<..e~ the plobùhlhL\ ov('r lt sinv,le (!t,un (pv(,1\ 

of the same total Icngth), at 1,h(' (ost nI' Cl more (ompl('x lInit' \ny (ancpllatioll III 

the checkers does not neressanly precludc ùete( tIon, SIl1Cf the LFSH ~Ignat lire IS t tlk(,11 

before the panLV checkels are applied. but its occurrence could prevf'nt the r('maillill~ 

signatllles t'rom d'>'ilsting in the lo( ation of the falllt, In order (.0 avold t his Plohl('IIl, 

and since the potcntlal faihng output set for (,(lch fallit ('an he dp!.('rrnIIl('d ('a:-.t!y, II, IS 

important ta s('!('ct the test length for complete scanmng (n 1) and the nllmbN 01 parit,y 

c.hE'ckers (K - 1\1 + J{2) carefully, dnd possibly to reorùer the 1:llan chain to n'rou(.e 

highly correlated outputs 

1.4,2 Signature Aliasing 

The second type of potential aliasing 15 a faulty sIgnature equal to the lault-fr!'1' 

value. When complete matching Îs used, the lault-free wClght count is 0, det('( \'('d 

errors ean only increase the weight, and so the wpillht connt cannot alias. 

On the other hand, when a nOIl-zero fault-fref' welght 1'3 permitted, ahaslIlg Wlt hlll 

the weight coullter oecorrH'S posslblp. Thf' cxprc'isions 01 dPpendix A then apply, glV mg 

the prolmbility of tltt' weight COIIIIter ,t!Ia.sillg, dlld hell( (' a worst-ld.,Se val tH' for alicl.~lljg 

of ail three '3ignatllres The results of IRoh1'\81, !wwpvpr, 'ltlggest th,l.t wPlght (0111111111-', 

and LFSR sip;natures tend to be orthop;onal. III that thl'Ir ,dlaSlIlg b"lla\ Jour 1!1 r()tl~tdy 

independent. If thi:> lS indeed the Celse. the ahasing probalJtllt\- or Ill(' LF~H ;,lgnatlJrf' 

(approxlmat,('h 2 1 , whf'rt' J le; th(' LFSR I('Tlgthl Ill,» f,!· TTl1dtlpllf'd ln dldt ni th" 

weight rountel ln gl\f' cl bf'ttf'r t'"tllllclt(' ot tcJ!dl dlld"ITIg l'lol"d,lilt \ 1 1,,· Iw,t-I,LlI 

counter on the other hand, i~, not Illùependent of thp \\/'Ight COlllllf'r tri !./'rI!I"> (JI Il'' 

* Exact expreSSlOlIS cali be obtamed. but the~ ale bJ.Scd UH éldllll\ptl'Jl\S J./'Olll 1Il,l .. ppIl dellu' ,,1 ""t 1"11 

and Plobabilitv nI vallOUs slzed enors OleUlllll\( A detatled d1SlU5t'101I I~ bt'v<llld rllf' "(fJI'" ,,1 IliI' 

dissertatlOlI 

II)/ ) 



74 AhaslJlg Probabllity 

aliasing, since placmg restrictions on the position of the first failing pattern also affects 

t.he aliasing behaviour of a w('ight. count (see section 7.4.3 for additional details). 

As an example of the worst-case behaviour under the independent error model when 

a MINSR iD used, consider a fault-free weight of 95 and a fault with detection probability 

01 0.271. The allasing probabilIty lor a test length of 2048 IS less than 10- 100 A lault 

wit.h il. detedion proLaLility of 0.001. on the otller hand, has cl. wcight lOUllt <.tliasing 

probability of () 02.1. R(lsults for va 'iolIs probabiliti<,s (from (A 2 . .1)) are given in Table 

7.1. More complete ana!ysis 01 the ahasing behavlOur of welght tests under vanous error 

models is given in appendix A. 

J1f Pw Pnd 

02740 1 ·!e-140 1 6c-285 

0.1000 ü.28c--!3 1.94e-9'. 

0.0500 2.20c-21 2.3ge-'W 

O.020n 2.13e-09 I07e-IR 

0.0100 1 i8e-OS 1.I5e-Og 

0.0050 C 0018 348e-05 

0.0020 0.0148 O.OlüG 

0.0010 00251 0.1289 
n 000,1) 0.Ol69 Cl 3591 

Table 7.1 AliaslJlll; I3ehavlOur. p~nd. n = 2048, w = 95 

For srnall detection probabllitles (on the order of k), the aliasing probability, while 

high. is dwarfed hy the probability of not detecting the fault at ail, which is for the 

independent error modei 

(7.4.1) 

In tablt' 7 t, those entr ies vlith the highest aliasing probabilities also have non-trivial 

values lor p~,:/ ln fact, lor P f - 00005, there IS a 36% chance of never detectmg 

the fault. DAPPER's performance with \vith imperfect rnatching is improved by test 

It'Ilgtb'i which art> suflkit>ntlv long to df'tf'ct, tlw follit. oncl lHpfproh'" fn dptt>ct if. sPvf'rnl 
t 11lIt''i 

7.4.3 Non-Uniqu(l Diagnosis 

ln the final case, non-unique diagnosis, al! three signatures match for two unequiv­

alE>nt taults First, consider two randomly-selected unrelated faults. If the faults have 
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similar detection probabilities, the chances of their having the same COllnt (\r(' go()d 

Dllder the inclepenclent error model and assuming a i\IINSH (closf'd-fortll solut.ioll!> lo! 

the generaIized f'rror model are dlfficult tn nhtain and ln many Cn.S('R Ilot oVNI" dd­

ferent from their independent counterparts), the probabdity of .t f,LUlt \VIth dd('( tlOI\ 

probability P f having weight W f equal to w with n test vectors Îs 

li ·1.2) 

The chances of matching counts can be high, especially for small Pf dnd Ill. GiY<'1I Il 

faults, the chances of at least one fault, in addition to that observpd. having mllllt /l' 

are: 
h 

Pnu,w:S 1- IIlI-P(w1 -11')1 (7, I.:~) 

!=1 

Similarly, the probability of such a fault having first failing pattern r f ('quai t,o r 

are given by: 

P(rf = r) = Pf' (1 - Pfr- l (7.'1 ·1) 

which again can be high, especiall~' for large P f and small r. Given h faults, the lhan( ('!1 

of at least one fault, in addition to that observed, htlving first-fail r arp' 

h 

Pnu,r s: 1 - II [l - ['(r~ = r)l 
t=l 

For aliasing to occur. both the first-fails and weight COUf'ts must alias, giving: 

h 

Pnu,r&w < 1 - TI [1 - P(wt = wlrt = r)P(rt -=- T)1 
1=1 

where 

( 
n - r) w--l P(wt=wlrt=r) = P (1 
lU - l 

(7 1.7) 

Pnu,r&w will tend to be large when there are man)' taults wlth Slfllll.lI dl'tf'dton proba 

bilities and observed values are close to the (lX!W(t('o \aluf''' of thf'~f' III thi" ('.1'>1', Il l', 

the LFSR signature which must be r('lled \Ipon ln ,>ppar ail' t lH' '>Igllrlt 1 Ir!''' Titi ... !f'If1llrf'~ 

the knowledge 01 P( S f -- <;) 

Lemma 1.3: The alIasmg probabditv of an LF:-;R of I('n~th /; hlts trnds tn l 1 <l'. 

test length tends to ll1fil1lt\. jJlO\ïded that ItS Inpul t'[fOI plo\),thlilh "dtffl'rI'llt h01l1 Il 

or 1 infinitely ofteIl. 

Proof: See ! Wil861 (independent error model) and IIva88bl (generalizf'd error mod!'l) 
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7 5 Falllts and Fault Models 

Theo.i"m 1.4: The probability of a lauit f havmg LFSR signature s, where s is the 

~ignatllie of an Ilnrelated fallit a. tends to 2- k as test length tends to iIlflnity, provided 

that f ran b(> oetected in the preseI1ce of a 

Proof: Let A he a circtllt containing tauit a. such that the signature of A in the 

preseIlce of a i~ b. Let f Le dflother fcl.uIt. ~uch that the detectlOIl prooabilIty of f in 

t.h(' prf"wncp of Il is T1on-7,f'fO Tf f i" inserf.(lo int.o ,\. t.hen P(8j = 8) is the alia.qing 

probabilJty of f when A with a is taken 1:.0 be a fault-frce circuit. By lemma 7 3, !'s 
aliasing probability in A with a tends to 2- k as test length tends ta infinity. 

Thus, theorem 7.4 states that 

lim P(8f = 8) = 2- k 
n~oo 

whert' TI, iH teHt It'ngth. dS t('st Iength n tends ta inflnity So. the use of a sumciently 

long LFSR can reduce the chances of non-uIlIque dlagnosis among unrelated faults to 

any desired level 

When the ralllt~ are rt'Iated. the proulcm is Ilot ~a simple. Considi~r. fur examplp. two 

faults wlH'r(' on(> cOVPrS the other. as ùiscuss('d in sectIOn 733. In surh cases. rspf'eially 

when detcdlOIl prohabdity is low. the only patterns whieh detectcd the covered fauit 

may dlsu have detected the lOvenng faults. When the faults are deteeteJ at the ~ame 

outputs, the 01ltput stream'3 of the two fault.s are identical and thus illdistinguishable 

by any rn('t h 00 

The :,evt'ïlty of the problern of related faults rnasking une anothel uepelius on both 

thp T111llllH'r of sueh faults and the prohlerns which will result frorn their TTIlsdiagnm-,is 

In rnany cases the faults are on the same gate. while occasIOnally they may b<> '3eparated 

by a long path and consequently in physically disparate portiom of the CIrcuit. The 

Holutiull to the problcm al--.-'ears to lie ill test lengths that are sufTIcieutly long 1,0 detect 

most. faults more than oncp 

7.5 Faults and Fault Models 

It has b<>en c1aimed that the Achilles' heel of signature-based fault location methods 

1.., t tl<' lt'qllllt'T11t'1I1 tbilt tll(' rdult rIloc!pl plPCl~ph prpdrc t f(1I1I1\ (ITC 1111 j,PlrilVIOllf ~() thnl. 

tlll' o.,llIluliltpd (lIHi dttllillo.,lgIldturp~ Illdtch ,l\ler~9' [JAPPER i.., !loI f'lIttrely immune 

to this problem. ~o It IS Important that the fault model choscn acruratelv reRect circuit 

fault.s 

l){ltectton probabilIty 1<, the tirst erttenon used hv DAPPER ln eliminattIlg taults 

trom COIlSldcratlOl1. ~lost prevlOus work on obtaining det~ctlon probabilitics (sectIOn 
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2.5.3) has u~eù olllv the single stu<.k-at fault lIlode!. dlLhouf;!;h ::'Ollll' 1 l'~ld L~ h,l\(' !t\'\'I' 

rf>port.f'o for df'lay faults ISavRfil. and mllitiplp stllrk-at f,utlts jChaRf)1 DA PPJ<:H '" 

model-independent in that It may be u')ed for any tault modpl WhICh !wrmlts dl'I('( 1 lOI! 

probabili ties tü be calc ulated for its f ault set. Th is !wrmits 1 t t 0 hl' tls('c1 1\ Il h 1 II (' 

single stu<.k-at moùe\. single dplay fault moth'!. and eVPIl il smgle IJlïdglllg "utll IlIockl 

Statlstlcéll nH'thods will allow oetertlon probabihtll''i to bp PSIIJTldlt'd lor \ 1I1u,dlv .Ill\ 

other single tault mode!. including the layollt-clept'ndt'Ylt indu( tivp tault lIIode'l oIIShI'H:,i 

Tt is stated in IShe85j that u&ing the inductive rault modpl (,lJI [(·(hI< p or pl II Il 1 I11lt,(. t.1\(' 

neecl for multiple failur€: analysis. However. for more conventional models. the 18"U(' of 

multiple taults rcmalIlS. 

7.5.1 DAPPER with Multiple Faults 

Althollgh the rpdurt.lons III I()('atlon (omplf'xlty ohtalIlrlblf' wlt.h (),\PPP:H ,III' 1,lIg", 

partirularly with the k-Max meLhod. they may still flot be enough 11 t hf' laull spI 1'-. 

excessivel)' large. as is IIkely to be the CdSe if ail multiple 'ltuck-at falllt~ are (ollsidpr('(j • 

Sinc' the number of potpntial multiple faulte; 1'3 astronOITllcal. It IS Important ln rlvold 

ever havlflg; to CIlllfllcrate them Sevcral .1l-'prO,1( hps .ire pO"'-.lbi<-

The first Illight be t () dPply élIl additiolml !Jlclar< hi( ,d ~tq) and (oll"idl'r <()III(' fdlill ~ 

as more likely to O( (Uf than oT.hers. thus, 'iingle fallits mllid !w élIIal) 7f'c! firsl, t 1((,1I 

those 01 multlplIcltv 2, etc The possIl,Jlhty 01 cl demalld-dm ell dl( tIOIld.r'v [(·du( e~ 1 Il:' 

storage problerns which c01lld rcsult from (lI! ClI.P()JlPllttd! llumber of f,wltt) J/OW('\'('1 

once fnults of a ll1ultiplicitv 11Pyond 2 Uf;{ tif(' (oIlsl<!erpd, t)](1 potl'ntlalllllrntH'r 01 failli" 

agalIl becomps lM Loo Idrge for enUIIlcratlon. '-.0 partlcl.1 t'IIUIIIPratloll ,'-. Ilnllhly 1 () IH' 

an acceptable solutIOn when faults of high multiplie it v OClllf 

In order to avoid enumerating faults. it IS np('Pssary to identlfy "orne lin('s wh i( II 

are known to be fault-free IAbr80j [HaJ87i \t this pomt. e;omp pxact knowlpdgf' pf 

circuit output values IS almost ccrtalflly r(lqulred In ~raJl DAPPER. IllIs knowl('dg(' l', 

available: 

Givfln a first failing pattf'rn r. it 1" known thnt d Idldl (l( (lIrrf·d f)f] Olllpl'i 1 

m - r mod m for (est pattern 1 'n ~ 1." r '11 1>11\1'11\1'-,(' Ile Pd111\ dldlfl , 

known Furthe[, Il 1S knOWIl Ihd.t te'it pctttPIII<.,j 111I()\l~lr 1 ! '\f'II'l.lIr1l-fll·('.ülld 1!ldl 

outputs 1+ 1 through m wprf> felult fr('p on paUPlll 1 Thl') kllowlpdgl' Cdll 1,(' Il'-.C'd h\ d 

cali to Cl, system sU('l! as CERBJ::Rt\~ 1L11l'lï 1o plodn( Pd I",t (JI knowli I.ulll-tl(·f· 1111'" 

* Recall from ~('rtioll 2 '~ l that a rll nl1t wlth L lllle~ hn~ pntPIItlallv 'J- 1 1I111hlpip .'11( k dt I,I.rll-

compareù wlth 2L single stuck-nt l,luits 
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7 5 Fauits and Fault Models 

The laulty output set can further reduce this hst by eliminating faults which singly 

woulcl hav(' aJ!ecleu only outputs other than those where faults \Vere ob'3erved 

At this pOint. the <,et of potf'ntIaI failure ~ites "" dl hav(' bCPIl leduced The amount 

of t1w\ rpc!llrl,lOll wdl dl'ppnrl on l!Jp j>OSI!.1011 of tht' fir~t, failing pdtl,f'rn Ihe lat.f'r ITI 

the t,l'st <'CqIH'!l(P tlH' bptLt'f, ,md the Ilurn!)('f 01 olltputs ,dlf'ctpd tlte ft'WPf Il\(' beUer. 

Faults (ould tht~n b(' (onsidered III olner of rIlultipliuty If t11(' TlUmbf'1 ot potential fault 

~itf'H 1'3 rf'dllrf'd [rom j, 1,0 [,', tIH' IlllmlH'r of possihlp LlId:c; of rnultipliClty t decrE'asf>s 

lJy a Iddor of (/ where 1.[ f Wlth large llu'nber~ of IlIlet, f'lurllIlateu, the multlpltclLV 

of f<Lults which can bt' ka.!Jlblv <lIl,tIvzed caIl Iflcrease (!J,tm;1tlcally, 

Thp Ilf'um;tlc nwthod~ of !W,u89! (olllo he u::,pd llls!'ead nf CERnEROS for Iden­

tIlylllg f{lUlt)' lllle,> Thet,e rnethod~ <ile IIkely ta l>e fd'lter, ~IJlt(' they rpvolve arounu 

([itieal path traung IfOV\'PVPL the mult iple fault mod<'i used is not as general as that 

of IHajHïl. allowlHg ünlv il !:JmglP fdult effect per pattern (see section 4 :.n Sirndarly, the 

pfff'Ct-< "11'-,(' dIlalyC:;ls of iAhr~O~ (ollid <llso he llseo, althollgh It 1.'3 not c:;ultahle for delay 

fault~ ,lIld allows bat ktra< kllll4 

The !:Jll4naturcs of standard DAPPER and k-:\Iax D .\P P ER can locate multiple 

faults in a c;lm!lar fashlOIl, b11t d 9imphfying assnmptjon wdl have to he made This 

assumptloll 1'0 t hat thp first ('rror obsf>rvpd IS the first wIll< h actually occurred, thus. no 

cancdlation O( currpd lfl the l\.1INSR, This assumptlOn lOuld potentialh lflvalldate the 

rp~ilIIts, bllt wlthollt. 11, ail p\.pOIlPllt.iitl nllrnbpl of (dA'WS w011I<1 havp to he consld"J(-,d 

1'~vf>1l wlth thls a,:,::,urnptIOlL d lirst (,lIlmg pattern r could have re<;ulted from a first er[()r 

at output 1 on pattern) r (m - 1) for each 1 such that ) O. ln addition, !l0 fau1ty 

output set, llIformat Ion woulcl tw ,lvailabk 

Clearly, IlllIltll'lp fnult lo( atlOn 1<; ea.<;ler wlth :Scan DAPPER than f'lther Standard 

DAPPEH 01 k-tvLlX DA/PER, lt. is pOSSible to combine Scan DAPPER \'dth k-Max 

DAPPER and obt.ain 1,11(' ddvanta~es of },oth -- good lOI ation rapabilit y with multiple 

fault::; and [pduc('o slmulat.lon effort ~lultiple fauit locatIOn wIll be more difficult for 

!aults \VIth 11Igh delectlon probablHlcs li thpre are rnanv such taults, a :2nd, or even 3rd 

!.tiling pd.tt(,fIl counler rmght oe oesirablf' for alomg locatIon. III fdet., Il lé- deIllOIlsLrated 

III (hapl('r H that rC'l.ainin:; ail k faillllg p(jttprnc; 1'"' Cl <'fTlRllf'l <"Iglldtlln' ()\pr!tp(i,1 thRn 

thp output hlocks Hlqlllred ln Intermedlatp ~lgnatl1[p \ '"Ilp,tloll (,-pp (hapter 1) and 

can provide better resolution, 

1.5.2 Loc ating lT lllllodelled Faults 

\n additional ~)rob!em can rl'sult when a fault produces output which is similar. l.lUt 
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ï 5 F,Iults ,Uld !t',Iult 1\1,,<1.,1, 

not identical, to the modelled fault An ('xampl<, IS an intprtTIlU,(lnt fault whirh IS iH tl\1' 

a large part of the lIme. In such a rase. the fault Illay IH' idl'lltifiaLll' by 'llHl.lvZlIIg tht' 

failing patterns, but not hy "lmulatmg to a "lgnaturp 

If an ohserV('d fault do('s Ilot lH'havp as anv rnodell('tl tault, il "paH Il t hrough 1 II<' 

cntire model ma; ClIé,ue If the P-\,dIH' itpprO,l( h IS 'l'wd l'his wIll have thl' 1'11('( t ()I 

elirninatlflg t.hp fiI"t ltlPrtln hlCd.1 rpdu( t IO/l of Illf' Lllllt Il''1, \\ltIlf' thl' Il'lIltlllldf'1 wlil 

continue lo apply This IlIay bt> dlIIlIrltlted b)' ::,pttlllg d t hrc'ohold O!l p-vtllup..,. IH'lo\\ 

which a [ault will be declared unmodclled. This threshold must 1)(' sd ')uttiripllth lo\\' 

80 as ta rnak{' t 11<' fT1lssing of fllodpl!pd faul!'::, llllllkph 

DAPPEH I~ Ilot utterlv ddenseless whcn clll UlllIlod('IIl'd fault O( (ur') 'l'hl' III('r,lI­

chieal nature of the dlagllosls proceullrp p<,rnut::, :-'0111(' IJlformatlOiI ,l!JOllt the' Idldl to 

Le drduced For p\'lmplr. c10 pstmla.f.t' of IL::, dC'tf'{ t 1011 probahilit.v 1" r\\rlIldhlp. 11\(11-

cating whether the fault IS easIly detectable. or whf'ther It l'i 1 andom-pdttf'rn 1 l''i 1.., 1 tllll 

and hence potrntlallv more sllbtle in It') Plled::, huth"r. tht' pO,)ltloIl ()f thl' hr<,1 ('II()r 

deteeted l~ dvadable III bpnal strcallllllg th" P\'d( t (1[( lllt out pllt ,lIld 111!>llt Vp( tOI dl(' 

known, ann E'VE'Il J[} PiS rompart.lOn the prror pO"ltloIl I~ rp"tf1f'tpd ln tll III 0.., 1 Til 0111-

putjvector rombmatlOlls An ottiine analY'iI". IISIIl~ "I,lIld,lrd ddPIIllllIl"i!.IC Ip( hlllqll('" 

(e.g. path sensitizatlOn. c:itical-path trarmg. ('(,( ) (ould provide ,l sd o! po!'l'llt Î,tI 

trouble spots The T1!ethods ll">eci 10 Incdtf' mult Ipit' fault') (olIld provldp Sorrlf' I(jp,l ,,'> 
to the nature of the fault. étlthough thev (oldJ 1)(' IIllS!PddlIlg lor ,Ul lIItprfllltt('1l1 1,1111111' 

(see section 2 :3.3) If k-rnax IL\PPF:R is m~('d. Illan\ fault.s wIll al::,o h.tH' d 1,\Il1. ladillg 

pattern avadahlf'. WhlCh \'vlll provlof' addltl()fltlllIlforrnittloll ln l')ol<tlp Ihl' falIllh) l'III' 

1055 of informatloll over a hst oi ail fadmg patterns wIll low{'r re<;olut!oIl. but "Ofllt' Id"Jl­

tifieation coulu stIll be made - - <;omething virtuallv Impossible wlthl)u!. an ('xéunpk 01 

a failing pattern. 
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Chapter 8 Performance of Hierarchical Fault Diagnosis 

The previous c:hapter introdllced severallmplementations of hierarchical fault diag­

/losis, tollectivply known as DAPPER. In this chapter, the performance of these meth­

ods is compared with that. of other rnethods prevlOusly described in the literature (see 

chapter 1) o\,('r a rangt' of sItuatIons These SIt.uatlOns roughly encompass the potential 

applicat.lons of fault locatIOn III circUIts tested with random or pseudo-random vectors 

and ME' divided into three broad categories: 

DictlOnary constructed in advance. 

2 No dictionary constructed. 

:L DlctlOnary constructed as rf'qtllfed (demand-driven). 

When Ilcce!:>:5arv. furtheI' distinctIOns are analyzed within each of these categories 

df'IH>IHling on t.he f.wlt. modf'l heing t1sed, whether test hardware is external or huilt-in, 

and whether O[ not the CIrcuit IS a scan d€Slgn. 

Two rnethods from chapter" have been selected. signature by simulation, and inter­

mediate signature collection Algorithmlc analysis has not been sufficiently developed 

lor any uselul cornparisons 1.0 be made SIgnature by slIllUlation wlil be considered 

onlv ill situdtion 1. wherc the dictionary is construded in advance, since It is of no 

lise whats()('vpr witl'tOul. a dictionary. Sirnilarly, t hf' benefits of int.ermediate signature 

collf'ct IOn an' IlIlllted If a (Ii ct IOnary 1<; Ploduced 111 advance. so It wIll on!y he consldered 

In sItuatIOns 2 and :{ 

III ail case.;; the tollowmg <;~ mbols \vil! hf' llsed' 

• NlIllll.H'1 of te<;t \ ('( tors. ': 

• NlImlwr of Clr'2.lÎt outputs. TIl 

• NUlllh('r ot nrClllt gates' (,' 

• LFSR If'ngth (If uSf'd) ) 

htditional svrnbols will be defined when they are first employed. 
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8.1 Completeness of MetllU\b 

The methods are compared with respect to a variety of rost and pf'rformaIlCt' ( ritt'II.! 

These are briefly summarized helow' 

• Completeness. The probability that the method is able to provide a unique signat.ure 

for each fault. 

• Aliasing. The prohability t.hat cl randomIY-fWIf'd('d ralllt d,,!.p('/,t'd hy t.lH' 1 l'sI. ,1'1 

will go undetected aftel' comp:lction !Dto the locatlOIl signat UI e 

• Start-up rost. This includes the cost of producing the dictionary (if one ('xists). 

which is divided into two categories: fault simulation and output ('ornpafl,ioll l';(l( Il 

of these costs is reported 111 terms of tirne and "pare complf'xlt V For IIIPlhod" 

which do not use a dictionary, start-up cost.s cover any preproce.:>'::Ing whiul lIlav 1)(· 

necessary. 

• Run-time cost. For dictionary method8, thls cost includf's thf' ~'OI age ('0,,1 lor ,h(· 

fault dictionary and the tlme required to locat<, a glvcn observatIOn withlIl Ut(· 

dictionary. For demand-driven location rnethoJs. the pf'·-diagnoé,ls «()~t lé, gIV(·lI. Iii 

terms of romputational and sparf' romplexity 

• Observation cost. This cost reflect s thp cos t of obta\IllI!g t h(' ') l~Ila.t ures Il om t h(' 

circuit. A time factor is involved, sinee scan techniques cannot. in mo::,t cases 1.(",1. 

a circuit at operating speed. Test ovedwad IS nH'tl.'illred III t.hrt't' \'v,tys Fm;!', 111f' 

number of test vectors rf'qulred, second, l1umber of HOM hll S fPq1llfPd 1 () !)f·rfOI rll 

the data cornpaction, and thlrd, the nurnber of f('glster (HA~1) hi!.:., requln·d I!) 

observe the results. The last two rat.egorif's reflert l!ctrdwan' cosl.. whil(' tilt' lir,,' 

reflects tht time needed to apply the test, and hcnce the throughput 01 thp tl'"t <'/ 

• Information content. This refiects the mforrnatlOn mhNcnt III thp "1)2;natUf(' wlllch 

can be used for further diagnoslS in the e':ent that no Il10delled fallit b lound Lu 

lw n>lîponslble for the obsf'rvf'd bf'haviour, po",sihl y pPfmlttrng "Olllr> kllld of "plfpr 1-

cause" analysis IAbrROI. 

Each of these factors is important. although their relative importance will depend 

on local circurnstances. 

8.1 Completeness of Methods 

Becausf' "II of thf' methods tn\'estlgatf'rt rn\ol\'(' dal (1 r olllpact Ion llOTlP (an guaranlr'p 

with absolute certallltv tItat no two faults \Vith Jl!:>tinlt l<iult effelh \\ dl ItctVP tlte· ">rlllW 

signature Nonetheless. a wlde \'al mtion 1'1 pO'i'iiblf' In 1 hr> p!obabillt\ of t Ill" (Jr r Ilfrpflr p 

For example, III signature analysls schemes pach 01 t"C posslbl(' "lgnatllf('~l tr·fld·, 

to be equally hkely (Theorem i.4. IWd8GI, livaHHbl). 'JO the chan(es nj rl ~\v('1l Idldt 

Irj)j 



8.1 Completelless of Methods 

having a given signature are approximately 2-J where J is the length of the signature 

rcgistcr. With h differcnt faults, the probability that each will have a diffcrcnt signature 

(assuming h « 21) becomes: 

Pu = P( unique signatures) = (1 - 2-])0 5h(h-1) (8.1.1) 

With 2000 faults and a 16-bit register, Pu is virtually 0 - there is less than l chance 

in 1013 that al! the signatures will be unique. If J is increased to 24, there is an 89% 

chance that the signatures will he unique. Finally, with a 32-hit register, there is a 

Q9.95% certainty that the signaturE3 will be unique. Figure 8 1 shows how Pu varies 

wlth different values for h and J. 

P_u 

100 - ... ,-----::,..----. ,. ,,- // __ 11=200 
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0 
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Figure 8.1 Probability of matchillg signatures versus register size 

Figure 8.1 shows that the number of faults to he distinguished has a strong effect 

on the rcquired register Icngth. The hierarchical DAPPER techniques are able to use 

a smaller LFSR, sin(e large numbers of faults are ehmIndted through other sIgnatures. 

For ('a( h tf'nfold ÎllcH'asp in the Humber of faults to be (on<;Îù('lpd ahout 8 additional 

r<'glstpr bIts arc I<'qllll'\'d 

\Jot.e that tht' ùIH)\t' JoP" " ~ dl:-,CtlSS related faults het' ':lectloll ï :i 3). The case 

where one fault covers another can have a significant effect on the chances of signatures 

ha\'lIlg ('quI\"al('nt values. parttcularly for welght counts 'Alt88dl It also increases the 

chancps that the t('st output sequences \','lll be equrvalent. th('re h " orecluding distinction 

bel wt'en tltt-' two fdtdb 
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In conclusion, ail compaction-based methods rf'qUire sufficiently long signaI un's I)t'­

fore il can be stated that the compaction is unlikely to be reducing potf'ntial diagnost Ir 

resolution significantly. 

8.2 Aliasing of Methods 

Aliasing has been covered in previous chapters for both the DAPPER schl'Il\('s and 

signature anal!,sis methoùs In each case, havmg signature rpglst('rs whlCh af'(' long 

enough t.o ensure the completeness of the methods will also reduce aliasing probabilit\ 

to an insignificant val Uf', Only Olle method, hOWf'Vf'T. is ab 1(' t 0 r('d \]c(' aIÎéL', i ng 1,0 n, 
that bClIlg th(' Ideal Slan-UAPPER method of chaptPr 7 \\Ith nt spt to 11 Of coursp 

this method require~ il complete Iecord of the [ault-fIel' output, .. vlllch I!:> IIkeiv t 0 II(' 

unacceptable overhead il! rnost cases. The oUler DAPPER methods b,tv!' gl!'at.ly 11'­

duced overhead with very low aliasmg probabiiity FOT mstan('f'. Scan DA l'PEH Wlt h 

n] < n and Standard DAPPER contam only canccllation ahasmg wlthlll the pantv \1111t 

and ~INSR lespectlvely. ~nSR cornpaction, on the other hand, con Law!:> I)()th cdl1«·I­

lation and signature aliasing (se(' sectIOn ï ,1). Can('('lIation aliasing 'Il .,hift Il'glstprs 1" 

believed 1.0 be much less likely l,han signatur(' (matching remamder) aliaslIlg 1 Barl·nl 

8.3 Dictionary Constructed in Advance 

In this sectIOn it IS assumcd that a full fault dictionary is 1.0 1)(> (Ollstrll( !(·d b"lof(' 

any fault location is performed. With signature by simulation tedmiques, the kev ln 

this dictionary will be a MISR or LFSR signature, whilc for th(' l) A PP EH m('tbodc; 

several keys will be used, permittmg él multl-step locatIOn proc('s~, If so d(H,ircd 

The most significant costs in any dictionary sy"trfIl are those of crpat Irl~ and stnrinlS 

the dictionary For example, st orage costs prpv(1nt the ae< umulatlOll 01 tl dl( 1 \Onan 

listing each fdiliIlg patt('Ill fOl <',u.h fdult - .\ (Ill lllt \VIth cl IWIlel!!·d tlt()U~cLIIJ ~<lt(',> 

and a scan chain of ~dy a thou'iand plerrlPnt.., to 1)(' te'>tpd \\'Ith il fpw t hOII"dIlJ litlldolTl 

patterns \\'ollid requlre n rljctlOnan hllndrpr1" ot glgah'. tc" ln ',)70 l'\'('n t()r d tallit m()(kl 

as slll1ple a!:> the :"lllg1e stuck-étt Even a detellllllll')tl( ,pt 1)1 OIlh tl ff'v" Illllldr"d \f'( tO!'­

woulù Ilot reduce the Jictionan '-ILe ta maIlageabIP !Jrr)portlO!ls Oll tlt: lli!wr h,lIld d 

signature on tlw orcier of 100 bite; 1f1 SIZP would allow tt]f' d(('tlortarv 10 IH' "torr,rI 111 d 

few megabvtes - <;tIlI large, but weil \\ Ithm the capabtlltl("" of ('(l!1U'mporarv 'ltoragl' 

devices. 

J ]rJ 
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R:l Dictional y C'onstrllct,ed in Advnnce 

Thus, for large circuits, only data compaction methods such as signature analy­

sis, counting methods. and first-fail techniques permit the storage of fault dktionaries. 

Whilp th(lf)p mp!'hods 0,11 r('sult in dic!,lonari('s of approximat('ly the same size, the costs 

of developlflg them vary (hamatlcally. 

8.3.1 Oirtionnry O(lv('!opment Cost.s 

Only the tnnp cornplcxity oi dictionary development will be considered in this sec­

tion, ~ince the SpdCC complexity is identical arnong ail the methods investigated. 

Re< ail from LÎlapt('I 2 the fdUIt simulation cost assumption (as'5Urnptioll 2.1), which 

statps t.hat il the (I)IIlputatlollal effort reqUlred to slIIllllate a cirCUIt for one input vector 

and 011(' fault In ord(lr to producc onp 01ltput v('ctor is x,~ t hen the simulation effort 

1 equirpJ to produ( t' 71 output vedor~ fOI one fault is nx and the pffort requireJ to 

proJuce one output n~ctor for ('aeh of h faults 18 hx. So. given x. the cost of & mulatmg 

(lach 01 1000 fallits for (lach of 2000 patt('rns is 2 000 OOOx. This full rffort if) required if 

t1H' da!',L (Olll[)d( 1,1011 lIlethoù rpqulres pach 01ltput bit. for cach fault SIgnature andlysis 

anù the ot.her sIgnature tf'chniques of chapter 3 fall iuto this category If the first 

failing pattern IS uscd instead. then the effort dimlTlishes. because the lallit nced not be 

simulat('ù once It has b\~en detected. This efi'ect IS ùernonstrated in figure 8 2. 

The portioll of the graph .tbOVE the first-fail line repr<,sents the relative effort lI1 

compiling .1 first-fail dldionary (as weil as cumulatl\'c fault caverage), as compared 

wit,h the total art'a of the graph. whirh represents the efI'ort reqUlred t,n (ctleulale a full 

'iirnulatioll dit Lional v III t hf' (d:ie of figure 8.2. this is dbout 7 5% of t III-' tot al dfort. or 

about 150 000:1. lncreasing the test length to 4000 to caver sorne of the more difficult 

faults wOlll<i low('[ the 1('!nJ.iv(' dfort to 4.3% (172 OOOx) for the nrst rail technique. 

S<l.vil1g~ (.Ill h(' dd(>rllllIlt'd dll('ctlv froIn f,lUlt <ov('ragp ('lIrVps, or llIay he f'stlmatt'd 

\Ising thl' an'tangent model ùPscflbed ill sectlOlI 5..1 1 - IIowever. pleClse values cannat 

he obtain('d wlthont actually construrting thC' dictlOnary 

Of (ourse. cl '>Illg!(l faillllg pattern 15 u nlIkely to pro\> In(' t lIe 1(,\f~1 of resolution t.hat 

('ould be ohtailH'd when multiple fail ... are obsern'n For till" [pason. the kth failing 

!>,ütNll llItl\ he \I~(,d IIlst<'dd III t Ill') (tiS('. the ')Irnulat IOll <-'fI 01 t l' Illcn'asC'ù. although 

* The (OlllplltatlOlIal cnmplc,<Jt, ot peIforl1lllll'; a full SIIl1UlatlOli fOI Ol\r l,n1l1 ;lnr! OIlC vrctor IS 0((.'2) 

wh!,l!' (; 1- Ih!' I1l1l11b!'1 "f'lltult ~,(le' "1 O(L) whele L I~ th .. 111111lbt'l ,)f'II'llIt llllt'~ Tht'~p,l<t' 

«(llllplexlt\ lS O(L 4 (Tl Th" complexa" 01 COlllpactlll1Z !lus output llIto a ~l'1lltltllre I~ U(m), whele 
'" 1< th!' IIl1mb!'1 (Il (Utlllt ()utpl1t~ ThIS v;llue IS esqelltl,llly IIIdependellt )j the tf)lIlpactloll tedllll!(lle 

u"pd SPI' chaptl'I 2 .or mOle dctaiis 
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Figure 8.3 Relative simulation effort Wlt h Hr.t-fail 

the actual amount of the increase will depend on k This effelt 1.., demollst 1 dted III (igllff' 

8.3. 

While the first faIilIlg pattern ('tlf\(' (orrespond" ln -; -)'; (JI Ihp 11dl "llTllllatlorll'llort 

the 10th fail requires alJOut 38('(. dlld the 20th fat! j'l'7 of 1 he pIltire efro. 1 \gaiIl. il t 1,,· 

test length is increased to 4000. the relatIvp effort dp(rf1a..<,ps \0 :2')'(' III thp <a<;(' of IOtl1 

fail, and 38% for 2Uth faiL Thus. the kth [ail mea'mff:, sh1rr the property of d('f[{'fl<'lng 

relative cost with increasmg test length. 
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8.3 Dictionary Constructed in Advance 

Another way of looking at these cost figures is to compare absolute simulation costs. 

Doubling tJH' test length will double the absolute simulation effort for full simulation 

signatures, wlllle illcreasing that for kth fail techniques by substantially less For the 

exampl<, ahovc. doubling test Icngth from 2000 to 4000 results in 15% more work for a 

first fail dictionary, 32% more for Lt lOth fail and 46% more for a 20th fail. 

Such reductions are important when investigating the tradeoffs between fault cov­

eragc and dictionary cost. While doubIing the tcst length might increase fault coverage 

l'rom 99% to 99,fj%, a 100% increase In dictionary gcneration cost mlght be too high a 

priee T.O pay If t.he generat.ion cost was t.o increa.'if' on Iy 20%, t.he improvement :~ CJual­

ity rnight be cost-effective. These savmgs will also be realized if the test set is changed 

during the circuit's lifetirne. 

The perc('ntage reductions ohserved above are simdar to those ohtained experirnen­

Lally for the ISCAS-85 benchmark circuits [Brg85]. The results are reported fully in 

chapter 9, but a brief surnrnary is shown III table 8.1. 

CircUIt Full Sim. lOth l'ail 20th fail 30th fai! 

alu 1.0 0.05 0.10 0.13 

C432 l.0 0.10 0.17 0.22 

C499 1.0 0.15 0.21 0.26 

e880 1.0 0.14 0.22 0.27 

c; 1355 1 0 0.22 0.28 0.34 

C1908 1.0 0.28 0.33 0.37 

C2670 1.0 0.27 0.32 0.36 

C3540 1.0 0.18 0.25 0.31 

C5315 1.0 0.12 0.19 0.25 

C6288 1 0 0.03 0.04 0.06 

C7552 1 0 o 19 0.26 032 

Tabl(l 8.1 Ht'latlH' ~llllUl<ltlOll l'If,,! t, 71 == 204R 

ln the Lest ld,::,e (CIrcuit C(288) d lOth fai! dlctlonarv lequile~ oIlI" :1~ of the effort 

or ct lui! dit t iOllan lor ct t('st !pngth of 2048 For Ipss ralloomh tf',>tahle circuits. the 

('flort ~O('s as hlgh as :2H\'( for il lOt h fad Wlt h ClrcllIt <..' 1 !)UK. or ;~ï"; for a ;~()th fail for 

tht' ::-'<llIlP (Ir( u:t ln ail ld"t>o., ct o.,uGstàlltta! ~a\ lIlg~ IS Ob"iE'l\f:'J. ('\eH for the ~hort te~t 

It'pgth t'X,\II1II1t'd LOllgl'1 1('0.,\ [l'lIgth,, \IP!d gIeatpr redU(tlollo., FOI example, imreasing 

tht' ('st for C~80 to 21568 \'t'Clor~ (<1 comp!ett> test set) ~'ip!cls rcsu!t" of ~ ï% for the 

IOth lad. !i ;-)'>i, for 20th laiL and 6 6l~. of a full dlctionarv eHort for the 30th fail test. 
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Thus, constructing a 20th fail dictionarv for k-Max DAPPER (k - 20), rt'quin'" alHlul 

one twentieth of the cost of generating a dictionary for a standard sigllatur!' I,('ChlliqlJ(' 

With testing effort taxlPg the abilities of computer systellls. ~l1ch savlIlg~ Cd.1I lI1,tkt' 1 hl' 

difference between feaslble and infeaslble effort. 

Note thnt it is the rcdundant taults which contribute most of thc cHort. In dlctiollal \ 

construction. For example, a complete test for circuit C:~!)40 (maxImum kngt.h fiO O\(; 

vectors) requires !) 4% of the full ~ignat.lIrp hy simulation dirt.io!ldfY "ffOi 1 1 () «()!l~1 III( 1 

a :lOth fail dictionary. If the 137 redundant [aults were rdentified III d.dvall< e, t.hl~ l', 

reduced to 1.5% of the full effort. Potential savings like thesp show t hat. ,) qllick I>'l~<' 

through the circuit with a deterministlc rcdundancy identifier like Socrat.t>'i Is( hHHjllltl\< 

be justified for long test lengths. The reduction of 4()~ of ('veral! efforl lIlay rnah 11111" 

difference for a signaturc by simulation dictionary, hut II r('pr('s('nf.s a t.hr('('fold ~aVII1V;', 

for the 20th fail DAPPER equlvale!lt 

It is possible to reduce the overhead of standard signature dictlonarv 1.('( hlllqU .. o., 

by taking signn.turcs at different times (after say 1000 V<'ctors and th('n again at th(· 

end of the test) The disadvantage of such methods when compared wlth the kth I,ul 

techniques is thclr lack of provablf' resolution A tault r('(urded hy th(' lirst ~Ignat.llrf' 

may have I)('('n detectcd hy only one test pattern. rnaklIlg location ('Oll( Iuslons I>a~)('d 

on it much Icss feliable t,han had it been detected numerous times \Vith t,}1(> HI! ftl il 

signatures. a fault is guaranteed to be detected elther ~ times, or e\~(' the IHdXIIrllllIl 

possible with the test set. The fact that the signature IS controlled by the fault perrrutc; 

this guaranteed resolution. 

8.3.2 Dirtionary Storage Costs 

As mentioIleù prey iously, a complete dictionary listing ail failing patterns for ail 

faults IS mfeaslble fOf VLSI circuits. even with simple fault models !-\om(' forrn 01 data 

compact ion IS required. The length of slgnaturcs thCIl be( ornes dI! Important Lu tor III 

the size of the [ault dictionary tOllstructed. Td.olt,?< '2 li~b Il](, o.,l,\('!> for .t \ <lI \('1\ of 

techniques Note that a kth fad signature ,omlstc; of clthpr thp pattPfn \\ hpf(' 1 hl t" li 

l'ail wa~ observed. \'vhlCh \\I11 hd\P ct \<tlue III t JI(' rdllge nt f.. j" 1/ Iii j 1 JI' lOIIIlt<-r \ dl'I' 

arter 11 H'( tOIS. which \\ dl be ll'~,'" thÙIl j, 

Table ~:2 shows that th(' "lgnatllrC'c; are <"irntlar !Tl C,IZ(' .... IT)(< log '1 l' lInllk(·I\ If) 

exceed say 20. 1 he tail IndlCdtor<., and \\ (,Ight (ollnl('rc, \\ III ln 11l0C,t (",>po., 1)(, t lip <,llIall(" t 

signatures. LFSR length wtll clepend 011 the lebolutloll dpblred ('-,t't' "'('( tlOIl H Il. Il,)t 

will typically be less than about 50 bit') Th(' IOllgest ')i~natures ale i\IISH and f.ltllflg 
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Signature Size 

first fail indicator pog n l 

kth fail indicator fIog n l 
weight counter pognl 

LFSR J 

MISR m 

failing 011 tput reg. m 

Table 8.2 ~izes of valÏous signatures 

output measurements, whose lengths depend on the numher of circuit outputs and could 

become quite large. 

Suppose, for example, that a circuit with 200 outputs and about 20 000 faults is 

tested with 100000 random patterns. A MISR signature hy simulation scheme will have 

entries of :200 bits, an LFSR sIgnature by simulatlOll will require about 40 bIts to ensure 

coverage, and a k-rnax DAPPER sclleme would require l ï bits for each fail indicator 

and perhaps 16 bits for the LFSR for a total of SO bits. Thf' r:omplete dictionary SIZf'S 

are 400K, 80K, and lOOK bytet, respf'ctively. VarIations In any of the circuIt parameters 

will cause corresponding changes III the signature sizes. ln general, the MISR signature 

will tH' the longest of the thrce. but differt>nces in the other two will depend on test 

length and number of faults 

8.3.3 Dictionary Look-Up Costs 

Once a dictionary has been created, efficient means can be developed to access it. 

These may be developea independently of the signatures or in conjunction with them. 

Ollly in the latter (dSe (" an differ(:'nces between techniques be examined in detai!. A 

look-up table approach can be used when the number of possible values is small - In 

1II08t rases. LFSR or MISR sIgnatures will be too long for such techniques, but first­

fails or weight counts could ernploy them If t.est length waf> It't'ls than say lOOK pattprns. 

Otherwise. binary search 01 hashmg methods could be used ln general. the effort wIll 

tH' similar r<'gardlcss of t 11<' (iIagnosls or dlctIOnar\" "l'arch method wwd 

8.3.4 Test Application Costs 

Test applIcatloIl costs t'ncompass b(l'~h test applIcatIOn time and tester hardware 

rost.s. Tht>s(> latter costs involve the ("O'3ts of vector generatlOIl (st.ored pattern or pseu-
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dorandomly gen€rated), signature storage costs, timing fcaturrs. l'Ir :\tany (lI tlt('~;p 

factors are highly clependent on the individual pro(rss and bt'y()()d t lit' ~(Op(' 01 t Itl~ 

dissertation, but comparisons may he made on the ba~i" of tt'st tlppli( clt.IOIl tllllf'. clild 

the amount of storage (ROM and RAM) required by thr ditrer('nt comp,l( tlun 111<'tl\od', 

The reductlons 1T\ clIctionary drveloprr)(>llt tlllH' for tll<' DAPPEH II\t'thod~ ()\,l'r 

signature by simulation techniques demonstrated in 5€ction 8 :3.1 ,t/50 .tpplv tu tt·..,t 

application costs. F('wer vectors are required (on average) for f'ach signat.ur{', and tl\('f(' 

is no need to apply those whlch are not used. So. glven rqual probability of an" tault 

occurring, the simulation savings achieved by DAPP~~H translalp IlIto r('(II\(('<I ù\'('r«~1' 

lest Ume [l'r faully chips (neglecting the Ume requiJed lo ~pt up tilt' (ltip~ 011 tIlt· 

tester). Of course, the worst-case test length remains as n, the Ipngth ,1Iwavs il\( tll rrd 

by the signature by simulaoion methods. In ail methods, fault-frp(> circuits will Il,1\(' 

test length n, sa the process yield will affect results. For low vields. faultv lircuit t('..,t 

tirnes will dominate and DAPPER should perform significant Iy 1H't.t<'f than signat.\I! (' 

by simulation, while for hlgh ylelds, fault-free circuits wtll dommatf' aIld 1.h(' t('st IplIgt.lI.., 

will be virtually equal. 

Thus, the figures IH table 8.1 represent a lower bound on the relative test Icngth ('x­

pected llsing k-Max DA PPER as opposed 1.0 a fulliengt.h signaturE" qchemf' for Tl ·2().jR 

The accuracy of such projections IS !imited, however, '>lnce it relies on the assumptlOTl 

that every fault has an equa! probabilitv ot occurrence The kth fail techniques will 

have shorter average test !ength. but \vhcthcr tht' rpl.ttiv(' t.llIlE"S are rnorf'. I(·ss or tir,· 

same as thos(> of table 8 1 wIiI depend on wlwther the faults whlcb rtrtuall,:. ()( (ur t('nt! 

to be less, more, or equally detectab!e on average as the modelled distrtbu tian. 

The reduLtlOns !Tl test time are not without cost, howrvcr The DAPPEH llIctl!od', 

reqllire the storage of a fault-free sequence (n bits with a MINSR, r/lTl J -1 J((n /1 J) 

bits for Scan DAPPER) This read-only (ROM) storage is requlred only for tllp f'l1dt­

free signature for .MISR (m bits) or LFSR-based (~__ 50 bits) '>lgnatllrc anaIY'ii'i. [f 

the DAPPER overhead IS eXCCSé>rve. as IS pOSSIble 'Nlth nn on-dup Il Il II • thl' n!l't.hot!" 

of sectIOn G.2 Illet} hl:' used t,o reduce lt :"lunetlrt'It·..,..,. tlw ',If)ld~" 1"(1'11'( 1III'IIh ,,11111' 

testmg unit for the kth fallmethods are mon' (olllph·\ Il',ln tll"'" (II "1~1I;lt'lrf' <l1I,d\"I'­

techniques. although they are '1tdl simpler than llc('dc·d l<Jf d('!crlllllll..,!IC t\,,,tlllg 

The remaillm~ te<;t Clrcllltrv 1" slmllar for ail !p( ltlllqll('" Tl\(· [lurrd,('! c)1 wrrLlIJ\f· 

signature register bit~ was ùi~cu~seJ in "e( tlOll ~.:;:2 ,,( (tll-\Id,,!'d Ill!'! Irqd" "'IC Ir cl.., 1.1' <...;\? 

signature analysis and Scan D.\ PPEk r('qulrr ,>Cdn h,trdwarf'. and DA P PEH WIt.l!out 

SCAN reqUlres a MI~SR. wnlch IS sltghtly less complex than a ,\llSR (de) f('('dba( k) 

III, 



8.3 DidlOual y ('uns LI udeJ in AJvam.e 

ThtlH, t.he only significant hardware difference between t.he met.hods is t.he fault-free 

sequence storage. Whether this cost will preclude taking advantages of DAPPER's 

dramatlc rcductions m dictionary construction cost and test application time will depend 

011 individual CllcuIIlstanees. 

8.3.5 lIûormation Content 

One problem with signature analysis is that fault location vIa a dictionary is es­

sent.ially a binary process - either the fault is present or it is not If no dictionary 

entry matches the observed signature, no information whatsoever is avadaLle as to the 

nature of the fault. The hierarchical signatures employed 'îy the DAPPER rncthods 'lrc 

able 1.0 [(,duce the negative effects of this situation, sinee eaeh signature con(,ains Ilseful 

mfQrmation about any fault wlllch may have occurred. The weight count provldes an es­

timale of detection probability. The first-fail counter provides an actual faiiing pattern 

dnù output in the (ase of Scan-DArPElL or a set of m posslole pattelll,l output (om­

bmati()fls in the case of d MINSR Finally, If present. <l failing output rf'gist.er providps 

information on the paths the fault can take. This information partially ('haracterizes 

the fault and can aid tools such as those of 1 Abr801 or [Raj87) in eltminating fault-free 

rf'gions of the circuit from consideratIOn Of course, the use of improvf'd fault models. 

such as those of [She8Sl, can grcatly mercase the efTedlveness of a fault dictlOnary. 

8.3.6 Effect of Partial Matching 

Recall that In sectIOn 6.2 partIal matching of the quotient sequence was suggested as 

a means of reducing the p'l.rdware overhead penalty of the fault-free sequence generator. 

When this O(CUrb, kth fail techniqueb for small k are less useful, since rnany (or ail) of 

the k ('[fOrs may he due to imperfect matching. ln section 7 3.2 k + w-Max DAPPER 

was suggested as an alternative. wlth w heing the expected weight count for the fault­

free nreuil. Since w IS de pende nt on test length, IIlcreased maximum test lengths wIll 

incf('ast' t'ach indlvidllal jt'st IpTlgth as wf'1I 

For t'xamplt', '-,UpP()'-,t-> that cl gl\PIl fd,lIlt (<'0\ tl) 1'-, dptpflpd <lflf)llt O[\(f-' P\'f'fV 20 

\'ect.ors :\ lOth t,lIl slgnatUle \\ il! be expecteJ to tdke dbout 200 vectors to Lally. 

IIlCff'aSmp; the maX!lllUm It's(, length beyond 200 in 10-1\fax DAPPER will hav(' no 

t'ffect on !ault a s test length Un the other hand, suppose that 10 - IL'-Max D.\PPER 

lS to hl' llsed and the matcluIlg rate IS dbout 90%. l'or a II1;J'Clmum test length oi 200. 

li' i~ ('lI.!w({.t>d to ht· 20. ,lIld tht' flnal count in the prt'sencc of J 15 expected to bt> 20. 
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below the value of 30 which woulcl have terminated the test. InClpaslIlg 1 h(' lllaXlIlIlllI1 

test length to 2000 will increase the expected weight to 200, meaIllng !'hat 2\0 t'I lOlo., 

must now be counl.ed before test termination, This is expected to ocrur al vp(lor 1 [",llO 

Similarly, increasing the length to 10000 increases the npcct,{'d lest. leIlgth (0 7~ \ t 

Thus, t.he savings in dictionary construction cos1.s and averagt' 1(',,1, 11111(' arp llltllk,,!\ 

to be as dramatlc \VIth k +- w-Max DAPPER as they ar<' lor k-t\tax DAPPF:n ~(I\'IIl~" 

are likely to be only on the order of 25% to 50V-;-1, as opposed to th(> ordC'r of magnl1.\ldp 

reductions observf'd with k-Max DA PPER. Nonetheless, the signat.llff's It'tain I1IIH h of 

their informatIOn content, parti<'ularly if the tirst few bIts are fixed al. 100Uï(, malt hing 

in order tn allow a meaningful first-fail value. The tradeoffs betwf'en savlllgs ln hard­

ware and addltional dictionary costs 5hould be conslderpd beforf' ( hooslIlg a partI< ltl,tr 

implementatioll of DAPPER. 

8.4 Demand-Driven Diagnosis, No Dictionary 

This section compares the performance of fault location IlIethods when no die tIOIlM\' 

is to be cnnstructed. Diagnosis will proceed bv gt'n('ratlIlg the approprial,(' R('ction~ of 

the dictionary as I1eeded, and thesE' "enions wIll 1l0\. tH' r<>tained aftn 1 Itp di,tgIlO"ilo., 1" 

complete The two rnethods to be cornpared ale D.\l'PER <tIld Intelmeo"ttC' ~lgIlatllrp 

Collection (ISC), since, as wa.s rncntloncd carli('r. thf' sIgnature bl' slmul,tt Ion m<'l.ho(b 

cannot be applied ln the dhflell(,p 01 il didlonarv 

As opposed ta olctionary ~y~tt'ms. \vhere the!:ltalt-up co~t ofcreallllg the dl<t1ollrtl'v 

is the most significam, the major costs of dcmand-driven systems arc the fUn-tnne costs 

of conducting the diagnosis. These include test time, t.ester complexlty, ano in th(' 

case of the two methoos analyzed in this sectiop, the amount of post-teqt ~lmulall()Jl 

necessary 1,0 resolvl' faults. 

In addition to costs, qllality considerat,ions must also he addrec,sec!. é>lflc(' 1('"ul", 

must be reliable and accurate. Examples of qualtty (rlt{'fla ,Hf' gUrlfrtlltf't''' of (01 rp( 1 

diagnosis, size of fault classes, extenslbility of the methods. and InformaI Ion (OTltC'T11 of 

the signatures in the e\'ent of unrnodelled fault" 

8.4.1 St art-up Costs 

Since there is no dictionan to he' g('neratpd. thp <.,fart-1lp (f)"t" of lite d('TlIdlld­

dflven technIques are greatly reduced OVN thos(l of q(lrtlOn X :~ 1 ï /11<: rf'du\l.lon III «()',1 

effectively removes them tram the critICal path allO allow~ dlag;no~i~ lI) commell( (' \\ 1111 

IIX 
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8 4 Demand- DIiven Diagnosls, No Dictionui y 

production. Any fault detection start-up costs, such as test set evalnation, will not be 

considcrcd, since thcy will be the same for both mcthods. 

ln ISe, the only start-up cost is t1lP generatlon ot t.hf' fault-frf'e ~llSH signatureR 

Each of thcse involves a fault-free circuit simulation over a 5et of L (usually 256) vectors. 

Circuit. outputs arc sf'paraU,d into actllal primary outpuk:; and those aSflociated with 

scan c('lls. Let t/w llumbl'I 01 pllHlclrv out puts h( m', Mid the total Humber /)(' m The 

time (oIIlplexiLy of the ClI(lIit ')[fllul,t1.IOIl for each V(J(1.or is O(G2 ) aIld tht· complexitv 

of e::l.ch signatuf<' gel1PlatloIl iél O(m), for ft t.otal Lime romp!exity of O(n(G2 
j m)) 

The space complexity of t IH-' op,·[atIOIl IS O( (;'2 --1-- m') The storage 1 eqlurerrH'nt for th(' 

resulting ~ignatuJe~; u, rr/7/ L - 1 blt':3 

As wlth ISe. fault-frpc signatures :l1ust bc generated bcforc DAPPER can be used. 

III addition. howevpr, dcl('cLlOfl plo!Jabilitles must be obtalHed f(lr pach [ault. The cost 

ofthesp wIll depPlld (JI! thp cdgorithm u'iPd FOI example, il coP [Brg8411~ used, the CO'-it 

will b(' srnall tnne comple~(\ty 0((,''2) for each [auIt, spacc complexity OI(2) total. 

At the OpposIte end of the sp("( lrum, If statistlcal sarnplIng is w,ed ,VIth say l vectors, 

tht> Ume cornplt>xity wIll he ()([(;'2) for each fault Other fllgoflthms will lie somewhert> 

iIl uetween (Ilot LountlIlg the exhaustIve approaches \\ !l,h their wor5t-ca~e exponential 

(omplexity) :--;t'ction 2.5.3 proVldes more information about testability measures. As 

IS df'mon~t.rat,pd III ' hapt,er q. the more accl\l atf' the dptp( tioT! probabIlIl,y ITIforrnfltioTl, 

thE:' better the pnformanLe of DAPPEH. Once the detel LiOIl probabiiItles have been 

calculated. thev must he sorted ta permit the construction of a dlagnosability profile 

(see (ltaplpr ï) Tlw tllll(' complpxltv of this sort operation i~ O(h logh) wl!ere h Î'l the 

lIurnhe! of fault.s, èllld ifs sp,up cornpkxity depends OTt t,he algoflthrn llsed (O(h) for an 

in-place sort) 

Thf' cornplf'xlty of calculating the fault-free DAPPER signatures is Idcntical to 

Ihat lor ISe The storage cost of these signatures will depend on the appro::l.ch dlOsen. 

Standard ,tIld k-Max DAPPER require n bits for the fault-free MTNSR sequence. plus 

:llog n bits for th~ counts and another ] for the LFSR SIgnature The IdatIonshlp 

hetw('('n t hlS value and the m' ri L 1 will depend on the relatlv(, \'llnes of rn ' and L. but 

III l!I,Il!\' (<1!:-,I:'''. t'''p('( 1,lIh lOI LIlgPI (11( 11ft" \\111 Ill> (nlllpdld/lle III ~(<l1I DAPPEIL 

thp storag p CO'-it dppP!l(Je; 011 t IH' ,-;pl(>( tJOIl of nI ,lIld 1\- (Ill(' 111lIrJ!wr 01 \('(tors to be 

scann('d Ollt \\ hole and tilt' SIZ(' of the pantv compressor for the remalIlder), and will be 

111111 + T( (1/ 1/ 1) hit~. III \'lI t uülh ,dl Cd~e::, thb \\ dl oe IdrgeI thdll lOI ISe. d!thoUJ,!;h 

typicallv by onlv a constant tdCtor 01 about K. 

ln conclusioll, slart-up costs for DAPPER are somewhat hlgher than for ISe. but as 
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this is only a. one-time cost, its effect will bE' minimal if DAPPER i'i cth)" to olltpl'!loIII\ 

ISe in run-time cost. 

8.4.2 Run-tim(' Costs 

The run-time cast 01 fault location is the large::;t ln demand-driven lault dia~no',I:-' 

systems. lllLOfIlvarlll~ these losttl, Lwo ~iludtioIl~ will be lllvPtltigated III tllt' lilst.. !,udh 

which occur will he from a single fault modpl, sllrh a:-. the singlC' <;t.llrk-at, stuck-opl'll. 

bridging, or even the' layout-deppndf'nt 1I1durtive fault Ill()(jp} of jS!tpHfl! 'l'Il!' fH'( Olle! 

situation will dllm'V fdUItS flOru multiple fault IIlodeb tu o( CUf. 

8.4.2.1 Single Falllt Mod(\ls 

If the didgnosis method IS to resolve oIlly smgle ldults (when redli~ti( f,lUlt., <ll(' 

included. surh sin Rie models are very powerful[Shc8SI). the output st.orag(' an',t of I~(' 

becomeR lHlllf'c(':-.sary ,uld analY'ïs (an procc('d h) ~lirnlllaLlng prpdi( 1.1'1\ Llltl\.:-. dlld < 0111· 

paring the results ta those observed The major contrast betwE'en ISe and \)AI'I'I':I{ 11\ 

this situation is that DAPPER att<,mpts to reduce the number of fault~ bein~ tOll~i(kn,d 

while Ise limits the test length undcr lllvestigatlOfI. 

In this situatIOn. Ise will rt:'iolvp Ll1llts hy sllIllllating pach OTJf' OVI'T Ill!' /, VPI loI' 

peIÎod \'\Ihelt' cl. f,tUlt b first dete( ü'd IJy t.he .\1ISI{ F,wlts wlllch Ill,tt( li tll!' l\l/SH 

signature will be retaincd. ail other:-. will be droppcd. The (HO( psS i~ f('pPdted for ot.itl'r 

failing intervals until pither the [ault Ij'il 1<; reducE'd tn il "mgle fault.' or tl\l' pOll'llllrtl 

fault list has r(·mained unchangcd hr cl. lcw llltervab. III which ca.c;e It lIJay hp Ihat th<",(' 

faults form an equivaleIKe c1as&. The question of how TIl,l.llY mLervals mu!)t [)(' ',llIlulau·d 

in titis inst.anc(' is a diffirnlt one Idcntlfylng llon-t,lIvldl ('qlllvalplI!, falllt." 1.., .Ill ~I'­

complete problem, E'>() li o,uflinent Ilurnlwr ()t CI fOI', 'il1011l<1 bf~ o!><'Pfvpd l,dOl!' (ldl/lII/iR 

equivalence. On the otiler hand. investigating additlolhd failing hlolb l[l( f('d~e'i 1)(11 Il 

test time and SImulation cost. LTsing assumptÎon '2 1 1,\ hl( h a.liow<, t,lj(' 1" o III pal Iè>Oll o! 

simulation effort III terms of tbe numbf>!' ()f fault.patlprn', <,llIl1J!alpr! 1 he !O\\'PI IJOlIIId 

for simul(tllon IS Lh fault-patterns. \'.herc h 1'1 thl' lIumbel of j'lltlh III t II(' (Ir< Idt 

In DAPPF,R. th(' ('!'l'or \HIRht «mnt 1,0 u:,,('d (h ! ht· Iw,1 ',t('P III ('11111111,,1 IlIf~ \J()II'llt I,d 

faults, followpd hy thf' fjrst fat/mg pattf'rn. \Ising ttlf' IIlPt!tOr! dp<,rrd)fld III (hapl!'1 1 [f 

the h initial taults are reduced ta hl by detectlon lHonabdity and" 2 Il\ t hf' br'il l.ltllll~ 

pattern. and if the mean value for the first failing pat tem I~ r,,, . t hen ,l t \ pl< al amOlllll 

• The Issue of an unmodelled fault occurnng wtll he canslder .. rj htrr 

J~f) 
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ot simulation to locatc a given tault will be rau(hl + kh2) for k-Ivlax DAPPER. This 

will be less than the simulation involved in ISC whenever 

(8.4.1) 

Consider the following (lxample of IH'nchma. le circuit C880 (complete result" are given 

In chapter y): Observed values are 009h for 'li, 1.15 for h2 There are 942 modelled 

faults, and using 256 for L, and 20 for k this yields a maximum value for rau of: 

rau < 2228 

The ol)served value for rau is 111. For tests where r,ltJ is less than the maximum value 

from (H <( l), DAPPER will outperform ISC hy an amount Njual ta the ratio of the two 

"'Ides of (8 -1 1) III the pxample above, IJAPPER will outpe! form {SC on average hy a 

fador of 20 

Decr{'asing Il 1. h2 • or k tends to raise Ulis maximum value. as does inr reasing L. 

Expenments rrported in chapter 9 rlfffionstrate thls improvpd performance 

Thus. UAPPI<.;R is abie to otfer significant cost reductLOIls over {SC for countable 

[ault lIl()del~ in terms of the amount of post.-test sirnulatioll reqUlrrd to make a given 

diagnosis. In addition, re:;olntlOn IS guarantepd hy the fault Itself, so the tester may 

LermlIJate t tH' t(,,,t attel the tault has been detected either k times, or a" many as 

permittE'd bv the ('ntue te!:>t set. whichever IS lower. In the case of ISe. however. the 

tt'st,pr cannot. makI' !.lus decisioJ1 wlt.hout ext.ernal information unless k failing intervals 

\1\ rnost. Cdses many more than t.he "{I.'W" advocated III [Wai871 and 

1 Wai891· 

TIl(' additi0nal failing l'locks which must bE' observed suggest that for comparable 

guarant('ed rpsolutlOn. aVf'l'age test lengths for faulty CIICUlts and t hüs tester bme wIll be 

longer Wlth [SC than with DA PPER, although the differences will not be f.O pronounced 

.1..'1 thost' ()b~t'[v('d wit.h :-ngnat'ln' bv sllIlulat.ion t.c< IlllÎques. and. of {ours('. filult.-frf'(, 

cÎrnlÎts t.t III 1 Nll1\H' t 1w l1litXlmUm tt''it. lpngth 

ln additIon, tt'stN (osts ma\ \ëUV The storage cost 01 the \-anou~ t,wlt-freE' ,ralues 

'S lo:npùlilldl'. <1:0 llldlCütC'd in ~t'( tlOl] 8 1 1. I:-:C requlres ail rn' hlt i\lISR dS ILs onl\' 

wntahl(' !TH'mOr\" (HAt\1). whIi(> !UPPER rerpure" 2 logn hl1 (Ollnters ~can DAPPCR 

["f'quI!(>~ ,Ill ('\.Ir,l ln 4 E\ IJlI rt'gl!:>lrr plus sltghth longer «()'LIlter<, (tog(mn, + I\.(n -

111)1 b\bl. db:, ,md [(2 bit P,U\t\ le~l~ters. delllultlp\e .... er" dnd the d~~ort.ed (ImklJlg 

ha.rdwart> Thu5. DAPPEH\; !('sit>r will be somewhat more comple'\(, but the improved 

pt'rtormance and rt'soÎution should he ample to offset the <-ost. 
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8.4.2.2 Multiple Fault Models 

When a multipl(' fault model IS used, hLult enumeration IS no longf'r possiblP, ~;(), 

\Il addition 1,0 sigIld,l.llH>S, d( tuai ou\'pu\, 'f'( tOI!:> <lIt' !pquilt'(l fOI di,l!!;110:-'1:-'. A \',lIll't\ 

of method~ of ]ocating failures glven faulLy and f,utlt-fre(' liIC\lit fP'-;POIl""" hdVI' I)('('n 

proposcd [Abr8fJl !Rdj871 r\VaiS!)1 (sec sectIon 2.'13 fOf mOfe information) \rtV oj 1111";(' 

techniql«'~' rnay 1)(' llspd wlth faulty output !lltorlllal,loll g<'IH'Itl!.e<! 11\ ,'\1 11\'1 \):\l'I)I'~H 

or ISe, so the cast. of using them will be (onstanL lnr'(('rld, t II(> (0"\"; <lt ohldllllllg 1 II\' 

vectors, as weil as vP('tor quahty, nceds to be addre"sl'd 'l'hl' two TiH't hods (Ollllltll ('r! III 

this section are ISe ,lS desnibed in IWai89j ("ectlOlI.j:2) ,llId tlH' k-f',}ax :-;(,lll D:'\PI'I':H 

technique (section i 5.1) The latter is the J)APJ>I(~H dpp!ttalioll f[)O'it "lIll('d lu lit" 

externally-tested full-scall circuits for wlllch ISe \\'orb 

The general prirrciple employed hy both Ise and D.\I)Pl':R 1Il dcv('loPlIlll, 'ilgll.LI.tIf('" 

is that elror streams with landorn input vectors tend tu he "p(H~t' ~ tlH' yp( \'OIS whl( il 

detect faults are often vastly outnumbered by those \\ hich don'! I:;e Ltkp<" ;tdV,lllLtgp 

of this bchaviour by rccording blocks of L output vpctors WhICh contillIl .lll ('1 ror ,lt 

some point. DAPPER, ull the other hand. rc(orcb the p<J::ilt.IOll'l of ',Olll<' Illdl\'ldll,t! 

error patterns. and with iLI:' Lliling OULput rt'gister gIVP'i ct g,loIJ'il \ lt'W (lI wIH,rt, PI 1 or.., 

have been observed, This latt.er process \,ak('s advantage of anotlH'1' (otrlrnon pI'Op<'rI \' 

of error stre<lms - errors tend to be restricted to a few output.s t 

The lirst bllling pattern rel orded by DAPPER Ilot onlr Îndi( atp" <III l'rror. but II ,d"q 

implicitly st.aV'!3 that ail pr('vlou~ patterns were f,ltdt~frpp AddltlOllal fütlrng pat.! ('fil', 

can be [C'cordl cl for the (Dst of il [eglster long Pllough 10 record <l pattnfl nlllJlIJt'r 

(In the case ,,; hybrid f-lcan DAPPER. thls i!'i log(m1l1 , 1((11 - nll), nn mOf(' thdl\ :iO 

bits. glven rit on the order t)t 1000, n J a most rt tew \ Itüusand. 11 undpf 1 COD OUO. 

and K around 20) The numiwr ot these reglstc;s ran be balanceJ agalfwt ,,!te d<'slrC'd 

resolutlOll and (lccl'ptdblf' t,('stt'r t ost 

Thosp output.,> which are statpd III the faill/1g output r<'f~lstf'r to hctvp llt"VPI feu/pd ell!' 

known tn be fault IIee for ail mput patterns prcs('nt III the first Til \MU('rllS Altl'I' t h,lt 

the failing OH tput 1 f'glster 1 ecords el l'ors found b\ t h(' pdfll \ (11PC K('r" \~il.IIl. Il ùd\'of!" 

in thf' valtH" ni "1 11w ll11IIÜWr III peult\ 1 IIp<kpr<., elll,) l!l!' I)Jt\f-'rll}!!, Il! lh,' "1 rlll 1 hdlll 

should he clbk lü resol\'(' aIlV pr()blern~ \Vlt.h l am l'll.tlIOf! ,dla~lllg Tille, Hl'Xlbrl,1 V l', !lot 

shared hv Ise. 

* The exceptIon t() thls IS (;JtaftrnphIC f;ulnres snrh a~ >'ntrh", a<rQ~~ Ill" 'Ill' on Wllldl 'oliid 1"'. 

tcntIallv affect aU outputs Uf COUI se. locatlJlg everv !;t.tllt ~Itp l1J Stl( h .\ ~ltllatlOn 15 pl "I..d,h 
ullnecessarv 
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Interrnediate signature collection is much coarser in its resolution than DAPPER. 

Blacks containing failures are recorded in their entirety, (mL bits) Blacks which passed 

arc known irnp:lCltly 1,0 1)(' fault-fret> (disrcharding the posslbihty of aliasmg m the MISIl, 

whidl I!ldy or Illet)' !lot J,(' f>ignifi< dllt) The Llocking of errors teilds to prevellt the kmds 

of guarant('C'd covNage possible with DAPPER. f,lnce 3 failing blocb (ould contain ;) 

crronCOWi patterns, or :H,. Multiplf' fai!ing blocks must bt> ObSCI vcd for accuracy, slIlce 

a singl<' pllor 1.., 1,,~ufIicicIlt Jal reliable diagnosis. '1'0 guarantee that " ('[Jors have oeen 

observct! whencvt>r possilJie will reqlllrr that. tt'sLmg cOIltinue untd f.. failillg blocks dre 

rl'corded. The storag(' overhcad in this case IS IJkely 1,0 1)(' uTlacceptablc. 

fn term" of test(-'r overhectd \\hen lllulLIple f<lult mod('b die tü be ll~eù, DAPPER 

\pnds to u,>p more HOf\! while ISe lequires IlDre RAId. hn c:-,.arnple. the total RO.f\lI 

storage of Ise IS m'nL 1 bIts. whde for DAPPER it IS 1\ -:: mnl + l\(n nt). Suppose 

fhat rn IS 500, m' is .50, l\ is 20. L is 25G, n is 50 onu llnd n 1 1;" 2'>0. This r{'sults in 

97üü IlIt:-. of ROM for ISe Oll thp othel h,Uld, the DAPPER testf'r It'qtliles 1 2M bit.~ 

of ROM ct muth larger value U()WeVPL III terrns of RAM the sItuation IS reversed. 

To record three failing blocks. ISe requir(>s 384h. 01 H ,,\\1. while DAPPER, assummg 

ft - :W failing pat/('Ins arc (n he IecorJed in total. J('quirp,> 320 bits fOl rt f(tili!l~ output 

regist(,r. cllld log N -- 21 bits lor th(' weight counter and e,\( il failing lJclttcrn lIldicator. 

Ev{'n If ('il( Il ot tllP :lO pattern~; arC' fC'cordcd. tha.t still total') onl:-.' 117] bits of RAM. 

TIlt' (ost diffcrt'Tlces lH'tw('ell n AM and nOM < an easily 1,(' ":llIllmarized. In the 

previolls ("<aIllple. ('alh te,>t \Vith I~C will produce 3R4K of data. wlllch may either be 

stor('d in tht> tf'ster whil(' the I\('xt chip IS <iIagnosed. or downloQJed to a computer for 

illlIJledlatt' ctnalvsi:-. \\ it Il DAPPEH thi~ élItlOUIlt l'i Itlst Il ï1 blb if 4 01 more (hip~ 

an' (,0 IH' I(}s(ed hdoIP downloadillg <OlIllllences. total W'3ter IIl<>rIl0ry (HAM plus ROM) 

will 1)(, glPatN f(,j [SC t Lan fol' ]).\prER. III cithcr case. the communicJ.tion o\,prhead 

bpt\v<'p!l th!' tt'~t('r and dw dlclgno~ls computer will bf> 300 times greater \VIth ISe t.han 

\Vlt.h [)APPEIL éllld Lht' Ise d,lt,l mav (olltain a~ lew as tllI'ee lailing patterns Thus. 

it apppar<; that the "tat I( <;toragC' cost of ROf\1 will lJC much les<=; significant than the 

dVn<lIIlI( ~tor,lg(' (ost ot HA1\1 

III (Otl( 11l~1011. whPII cl. lIlultlplp fault lIlodel 1'> 11<;(-'<1. D -\PPER 1'" al)I(> to ollt,l)(-'rform 

IS\..' in ('rms of te"( qUdiIn. tp~t tlIlle. and tester o\erhead. gl\P/l reaso/lable assumptlons 

abolIt ('(lch of th('se costs 

8.4.3 Iuformation Cout(>ut. 

\\ïth any fault location lllflthod. it may be impossibie to obtain an accurate diagno-

123 



8.') Demand-Di IVt'1l Dlct IOn,u y l'ollst 1 Ul 1 Ion 

SIS. The problpm is particularly acute with signaturC' 'lchemC's. a~ ,vas flotpd tn '>('\ 11011 

8.3.5. Both ISe and DAPPER are equipped to provide SOIl\(' infor matioll <tholl!. 1111-

moùeIled faults which may have oecurreù. ISe will givt' sets 01 L pattf'rIts in v",hit il ,III 

error is located. while DAPPER wlil indicate failing patt(lrns and approX\!lIdt(l d('(.(,('(1011 

probability 

In the LOlltext of single lault rnod('ls, DAPPER's information I~ Ilkl'lv 10 1)(· mOI(' 

useful, sinee ISe in this case docH not store <letual output valup'l. and tlH' prf'Vloll:-.h 

diseussed limitatIons of signature analysis will come into plo}' In DA P PI·~H. t.tl<' al 1('1111'1 

to diagnose an unrnodelled fault could. if 110 other terrninatioll cOllllitioll~ \Vere lIldudt'd. 

result in thf; generation of a near-cornplet(' first-fail dictionary. If such w('r(' t!Jt' (;L'lC'. 

the results should be stored with the dlagnosabilil V profil(' 10 r('(lu('(' t he' (osts of If<. 

reeurrence .. \llernali\Clv, d first-fail dietiollary could 1)(' a..,~ell1bl(·cl <Incl IWH'rt('d 11110 

the diagnosability profil(l hefore diagnosis ('ommen('('(1. fllrt}l('r rpducing th(l rIlTl-tllllf' 

costs. Generating this dletlonary IS requlred III any cas(' If the fault rOV(lrag(l 01 t \((' 1 t'~1 

set is to be determilled 

With multiple faults, resolutk'n problems tend to result from th(' algorithm usee! ln 

many cases. Incrcasmg the arnount of fault information (P.g mcr('é\...,lfIg k for DA PP~;H 

or the number of failing blocks for ISe) wdl allow diagnosis. wlllie ll1 oth('r!:> d lilgl1():-'I~ 

is impossibh·. Tn these rases. the diagnosis algorithrns will oft.rfl givf' a li:-.tillg 01 f!O­

tential faults sites Recause DAPPER is able to provlde fault Intormatlon m a llIuch 

more compact form than ISlJ. lt is likely to be able ta give bett('r Information Lo t Il(' 

deterministic diagnosis dlgonthms. 

8.4.4 Extensibility of Methoùs 

Intermediate ~ignature Collection is designed to work only with scan-de'5ign circuit!:> 

The method cannot be extended to partial scan or non-scan sequentIaI circuits. 'iHl('(' 

there IS no way to reset thc CircUIt statc eff(lct.iv('ly atter cac h block of L V('ctOTS 1) ,\ p­

PER. Oll the other hand, cali be t'xteIl<lt-d 10 'it'quelll Idl (Irnlll" ,Ulr! "Oille pn'illlllllMV 

result.s hav(' ht'(,l\ report,pd r Ait89cl Tht> It'<,ult" "0 fell illdi, al!' 1 h,lI l-',Pfh' r rllll1g "!Jlt.ddl' 

random test spts for sequentlâ! c!rCllItc; 1" a mu( Il more dlffinzll r)/ohl('fr1 lli.ln (liagnO(,(IIV; 

the resulting tatlures. at least ln the context of '3ln~le tault model'J \I\rwtllf'less. th .. pr;­

tentiai tü ulagnose Iddure~!Il :::.equenttal drcult~ \\'Ith V \PPEH 1'1 IIllportrlllt. "'11)('( l,div 

in thE' case of features ~uch as partldl scan. 
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8.5 Demand- Dnvell DlctlOnary ConstructIOn 

8.5 Demand-Driven Dictionary Construction 

1 t is possi bl(' to store pertment results from demand-drtven diagnosis once they have 

been obtamed so that over time a dictionary will be constructed. Thi5 demand-driven 

dictiolldry (oBstruction is the subject of tItis section. The methods to be cornpared 

arf> DAPPER and In,ormediat.e Signatllfe CollectIon (lSC), since t.hese are the two for 

which demand-driven diagnosis IS feaslble. 

Start-up costs, information content. and extensibility of the two methods remain 

unchanged from section 8.4. When a dictionary is constructed gradually, both run-time 

and ('v('nt.ual total co<;ts are important \Vith multiple fault morle/s, the dictionary is 

more cL tool for lecordkeeplIlg than for performing diagnoses. so single [dUit, IIlodels will 

be considered here. 

8.5.1 Run-TilIl(' and Long Term Costs 

The run-tnne costs are Identical to thos€ descnbed in sectIon 8.4.2.1 for both ISC 

and DAPPER, with the excer-' ion that repeated simulations are unnecessary, since 

t}lP n~"ults may be obtained from the dictionary. Assuming that over time, ail faults 

t"vt"Tüually 0('('111' will result In a kth fail dictlOnary eventually being constructed for 

DAPI'I~R. at a cost equivalent to that reported in section 8.3.1. 

For ISC. howcvcr. the long-Lerm cosLs dep(?nd on the diagnosis strategy dlOsen. 

ln a simple hrutf'-forc(' appw(lch, e\,pntually each [nuit could be sirnulated over each 

L patt,(,rIl block, tOI' a total ('!fort eqUlvalent to the (ost of a signatu. ~ by simulation 

dictiolldl \' .\b III ~t'( tlOIl 8.3.1. this represents rnuch more effort Lhan required oy DAP­

pr';R On the ot.her hand, it off(?IS the potential to locate sorne intermittent faults which 

are active only durmg sorne L pattern blocks. but not others. Since such faults must 

be ddivc throughout the block Lu locate thern \VIth their signature, the benefits are 

probal,ly lirnited 

On tht" other hand. t'.p ll11mbf'r of faulte; to 1)(' slmulated m a given block could bt' 

reduced If t hose known to [ad III an earlier block are eIirninated nrst. ln this case, the 

total effort \,ill ù('P('IlÙ 011 th(' onler in which [ùults o«ur huI (ould conceivably 1w 

( oTT\patiblt' \\ Il h t hat nI' k-1\la;.. D:\ P PER Thp !'elall\'p rW<'lt l'HllIlg will r]ppt"nd on k and 

the distnbutlon 01 detectlol1 plobabilitIes wlthin the (Ireult, \\'Ith Imver values of k and 

(i tt"ncleney towards lo\\er detection probabilitie::, favouriIlg DAPPER. 
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Chapter 9 Experimental Results 

This chapter describes several experirnents designed lü analyze the pertol'mul\( (' 01 

DAPPER. The circuits chosen are the ï4LS181, a 'l-blt arithrnp!.IC-logic lInlt (ALli) 

belonging to the TTL circuit farndy, and a set of "hpnchmark" ClrClIlt.s introdll( pd h\' 

Drglez and Fujiwara at ISCAS-85 IDrg851. The~è circuits have Oecome the stalldaHI fOI 

analyzing the performance of testing algorithms and methods for combinational circuits. 

A description of the circuits 18 glven In table 9.1: 

Circuit Inputs Outputs Gates 

alu 14 7 58 

C132 36 7 160 

C499 41 32 202 

CG80 60 26 383 

(' 1355 41 32 546 

C1908 33 25 880 

C2670 233 140 1193 

C3540 50 22 1669 

C5315 178 123 2307 

C6288 n 32 2416 

C7552 207 108 :l,,)12 

The Humber in the name of edel! ISCAS circuit r{'ter~ 10 t Iw Ilumber of IiIlPs il, (CJIl­

tains, white the "e' stands for combmatwnal CIrcUit An additlOnalurc'lIt in II~rgk::;l. 

C17, was not tlsed in thp expenments hf'('ause of It"i "i111all "IZP 

The fault moùel used throughout titis chapter 1'> litt> single ..,turk-at fdult IIIOt!,,1. 

because of its simplicity and its applicability to the tool S(lts avadablf', and alsn ,() 



9.1 DIagnosability wlth Detection ProbabIlity 

faciIitatc comparisons with other published results, most of which use the mode!. 

9.1 Diagnosability with Detection Probability 

Th~ objective of this experiment is to estirnate the performance of detection prob­

ability él:-> a prcdkt.or (:Wf' rhapter 5) While section 7.1.1 states that the accuracy of 

an error welght count as an estlmate of detection probablltty increases wlth test length, 

at sorne point this coarse resolution will be unable to distillguish between sorne fauIts, 

evell with increasing test length, because the faults are either equivalent or have identical 

detection probabilities. 

In this experimellt, the entropy function of [Man64], described in section 2.2.3, is 

used ta ùeterrnine diagnosability values of the weight count alone for the benchrnark 

circuits. In this instance, the diagnOfiability function is given as: 

l n 

-Iogh Lq(z)log(g(t)) 
z=l 

(9.1) R 

where 
n test length 

h total nurnber of faults 
1 . 

g(t} h '>( Humber of faults wlth count t 

and the indeterrninate 0 log 0 is defined to be O. 

This function has minimum value 0 when ail faults have the same count, and max­

imum value 1 when each has a different count. As an example of the meaning of 

intermediate values, let h faults be grouped into ~ sets of k elements each. Aigebraic 

manipulation of (9.1) yields the following expression for R: 

logk 
R = 1 -­

logh 

Valucs for various k and h arc given in figure 0.1. It can be secn that inhcrent diagnos­

abilit.y of pquivalf'nt.ly si7,f~d grouplngs derrea..<;es more ~Iowh W"PII tlIPre rire morp ralllt,~ 

<lBd hellce rnore groups 

9.1.1 S(1t-lTp and Prof(1dur(' 

The inherent diagnosability for a test of length n is obtained by usmg the diagnos­

<tbilitv functlOn on the expected weights for each fault. ln an Ideal expenment, exact 
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Figure 9.1 Dlagnosablhtv versus Slze of GIOUplll~S 

detedion prooaLiiity values would he available for each fault, and ihebe could III' II'H'" 

to calculate diagnosabiliti<,s for a variety of test length~·. Unfortunately, cdlculatloll 01 

exact detection probability values is a #r-complete problem (se~ chapter 5), so, appro'\­

imate values from simulation were used instead. In this IIlodified exp{'IÏment, ('XIH'( t ('" 

counts were calculated for each fault for various test lengtbs, ranging in powers of 2 Irolfl 

23 to 220, using both the independent and asymmetnc <,rror models. 'l'Il(> diagno~a"lll.) 

was then ca!Culated From these. 

Sorne error arises from these approxlInations. For example, faults wlth idrlltl< ,t! 

detection probabilities may have been estimated as dose, but not equal (f>.g. () ;,0;, ,uld 

0.495 for an actual value of 0.5). In this case, d test length of 1000 IIlight be collbid('[pd 

ample to distinguish the two fauits. whereas in reality they could nev('f bp dlstingulc,h/·d 

via detection probability alone. This IS IIkelv to be il mon' commoll ('ffrd III tlJ(' 111-

dependent error model than the a::,vIlllIleuic. ~lI1le the ldtter'" l~",t-(lId('j dPIH'lIdPII' Il'', 

make exact equivalence of detectIon probabIiit\ IIlghl .. llldlKI·1\ IrH l.lldl e, whl! h .llll'( t 

individual outputs differentl:. !lf'nce, the éictllill 1H'r!Oflll,llH (' (JI dl'I('( 1 Ion prob,lbJllt \ 

as a predictor mav be less than that f'xpe< tt'd. (,'opel lrilh \\/lf':\ the Illdf'!Wlldt'llt ('1101 

model is used to estimate wPlght (Ollllts 

On the other hand. when detectlOll probabtlitlco:, arc determmed \-'y "tatistlfùl lOrI h­

ods. so-called hard faults will be estlmated to have detertloll probabllitv 0 LOllg 1(·<,1. 
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o 1 Diagnosability wlth Detection ProbabJlity 

lengths may d istinguish thcse faults, hence the inheren t diagnosability for long test 

lengths may I,pnd \'0 ue somewhat higher t.han suggest,t"d by this ex periment. 

The results also ùepend to some degree on the set of faults ehosen. Inherent di­

agnosability will be lessencd by an amount related to the number of redundant faults 

illduded, sinee none of these may he distinguished. Similarly, if equivalent faults are 

illcluded, the diagnosability will ùecrease. In this experiment, eqUIvalent faults whidl 

fOuld be ùetermmcd by inspectIOn were not eonsidered, while aIl redundant ones wer(' 

in order ta reReet the difficulty in identifying them. 

Finally, the diagnosabiIity function itself is somewhat misleading in its values Faults 

with detectlon probabHity 0.48 and 0.52 can be distinguished by an error count alone 

with 95% confidence only with test lengths greater than about 2000, while the diagnos­

abJiit.y fUllctlon will daim a distinctIOn when n IS greater than 25. Thus, diagnosability 

R is likely ta be an overestimate of the true resolution capability of error weight counts. 

9.1.2 llesults 

The results of the experiment are shown in figures 9.2 and 9.3. Several statements 

may be made about these results. First, the values rise rapidly frorn 0 (linearly when 

plotted on the logarithrnic scale), then Hatten out and approach sorne IImit value. For 

many of the benchmark circuits, this limit is 1, while for others it can be as low as 0.7. 

This behaviour rneans that diagnosability increases with n for srnaH test lengths. as 

faults with differC'nt detection probability are able ta be distinglllshed. At sorne point, 

however, further distinction is impossible because of idf:.ntical detectlOn probability val-

ues. 

It is interesting to 'lote that the slope of the detectability rise is approximately 

ronstant among ail the circuits. The flse also tends to level off between 29 and 212 . It 

appears that this is due to the nurnber of faults within the circuit, and that the levelling 

off comrn('lIC€s wh(,11 the majority of the faults achieve a unique predictrd weight. As 

mentlOned prevlOusly, fewer faults may achieve this when the indepenùent error model 

18 used, as can bE:' seen for Circuit C7552 in figure 9 :~ 

.\ sf'(ond f(>aturc of the rC'oults I~ that cilagno~dbliity (end~ to be IlIgher when the 

asymnl('tnc crror trlod<'l lS med t 0 predlct rp~:nIitc, t han when thf' mdependent error 

lIIodf' 1 is wit'd These r('''mlt~ dl(' ,dsu consistent \\ It h expedatlolls. sinee the asvrnmetric 

Illodel clllow~ d laI gt'I \ clllel\ (JI plOlJdbilit\ \ ,t! lH>~ dIld lteIl( (' the lillear regiuII ~hould 

rant.intw for a long('r time Thr one E:'xception to th('se results is circuit C2670, where 

the independent peak result 1'3 slIghtly hlgher. The cause of this behavlOur IS not 

131 



, 

immediately c!car, although it may be due to the large proportion of undet('cted f<lult:, 

in the detection probability estimates. 

9.1.3 Conclusions 

It appear~ that diagnosability based on error wf'ighl ('oUTILs dlo!ll' i~ ddl'rllliiH·d 1,\ 

circuit topology and distribution of dE'tection prohabiliticfl. Functioll R is likply 1,0 hl' d 

loose upper bound of actua! performance, so it is c!('ar that detcctlOn probabiltty alorH' 

will never be enough to completely characterize a [ault. Nondh.,le~s, fdldl IP~()llItioll 

capability using error weight counts, and hence their utility as predictors, is likf'l\' 

to improve wlth test length, up to the point, where thos{' [aults whlch hav(' rldl('rf'llt 

detection probabilitles have been se[Jarateù. 

9.2 Accuracy of Weight Prediction 

The primary objective of these experiments is to determine how accurat('ly t.hf' ('rror 

weight counis used by DAPPER IIldy be pleùictt:>ù for actual Uf( uit.s, ,lIld ht'IH~' tht· 

potential utility of the expected cou nt permutation ùesc ibed in ('hapler:; S('«)lIdarv 

objectives include investigating the relationship betwecn test length and predictIon ù(­

curacy, and determining the effect of both partial matching and error I!I d('t('( tlOll 

probability estimates on DAPPER predictions 

9.2.1 Set-Up 

The circuits used for the experiments are again the 74LS181 ALU and the ISCAS 

benchmark circuits of IBrg851 (with the exceptic il of C17). Input VE'ctors were gen('rat(lr! 

by autonomous primitive LFSRs, with connections as lIlJicated in iUar871 dnd IlIltI,d­

ized to random vaiues, for al! circuits except C1355 and C628R, Earlv [("mils show('r! 

that the correlation m mput patterns led to rorr01at0d 01ltput v/dupe; for tl1<")(, (IreuII', 

DAPPER relies on successive output pattems !H'Ing ludepelldpot. rllld rur t!t""t· tWfJ 

circuits the LFSR-generated ~E'qllPllU)<'; (ollid not pr<)\ld!' tlIl<" Ilid!'l)! !lr!l'fllt' l'() .111,·­

v!ate this problcm. primItive cellular autornata IllJllcliI,C'd Il) rdnc!nTl! \.11\11''-, dnd \\llh 

charactenstIC pol) nOBllals frorn 1 Bar~ï \\f'rp Ils(·d In<,}pad fnr th" t \\() (Ir('tllt'"> ï Ilf' 

configulatiolllules for the celluldl ,wlOllldtcl \\,f're pl\!\'ldt'd 1" \1 :'PII,l ISNHlJi. dud 

developed using the techlllque rcportcd \Il l:-'er~H' . 

* It is IIltercstlllR ta note t,hat ('41)9, whl< il 1;; Idf'IJtKal fllllrtlollallv ln ('111'i, wa" 1I<J!. ~() ,ldvPI-,·h 



9.2 Accuracy of Weight PredlctlOll 

The detection probability values were estimated from simulation on a set of purely 

random test vectors, in order to minimize possible effects of errors in their values 

While such Monte Carlo estimations cannot be used to produce meaningful absolute 

bounds on detection probability, they do provide confidence intervals. Finally, fast 

fcwlt ~·iÎlIllJlatioll I.ools avaJlablp at. tvkGill [Maa88] [Maa90] coulcl bp rpddily applied \'0 

pstimatiug det~ctioll probabihties, while implementations of algorithms other than COP 

and that of IKri86) were unavailable. t 

9.2.2 Procedure 

The ('xperiments performed were as follows: Fixed test length simulations of DAP­

Pr,R w<,re p<,rforrned on ail the benchrnark circuits. Simulations for various test I<,ngths 

were p(>[formed up to an eXhdl1'ltive test for the ALU, and 1.0 full f<1\1It ('ove rage for 

one of the srnaller benchmark cilCUtts (lack of resources prevented this experiment from 

bcing perforrncd on ail the circUits), and finally the .\LU was rc-analvzcd using de­

t.ection prohabilities Pfltmmted by COP as "vell as various amounts of random vector 

flillllliatioll In eft( h (ase, the expcflmentally o!>served wpigltt (0I111L wa.s plotted dgainst 

lltat predi( Led ill dtapler i, clnd a line \Vas fitted using least-squares regresslOn (see for 

example [Won 77)) The expected slope of the line is L aild its expected intercept is O. 

The f'xpemnen tal r('sults ar(' 1I0W reported in detail 

9.2.3 Fixed Test Length 

ln th('se experiments, DAPPER was simulated on aIl the benchmark circuits for 

a hxed t('st length of 2048.* This length, while not sufficient to detect ail faults in 

many of the circuits. was the maximum possible for full simulation of al! circuits given 

computmg resourcc constraints. The number of undctected faults using the test set for 

pach ('if( nit is shown in t.abl(' 92, togethN with the nurnlwr of redundant faults (frorn 

[S( h881) Th(' JJffen'I!c(:, betwepll these two figures gtves the number of detectable faults 

missed by the test set. The last column of the table gives the irredundant fault coverage 

of t. he t ('st set 

.dled!',1 h\ tilt> (fllrpl.ll.'d "1Ill'"t- ('4()Q 1" ~II xnn g,ll" 1I11plplllPlltlll1l11 ,>1 1 P,IIItV rll(1!II. \\lllie 

('1355 I~ il. ;"l'AND 1I1lplemcIltatlOIl .\ppùlcnth. the fù\llt~ \\ltIUll Cl ~'i'j \\JlIch U1U~e the Ploblems 

,ue tho~t' llltelll.d tu the e'!.dw:lvt'--;_'l ::-tl\llttlle ùuJ !tellee uot eovered 111 the Lwlt ~et of (',199 

S('t' .",tlnll 2" : t"I a.I.!ltl,'"alllltnllllatlnll nn t""tahIllt\ ll1ea~\II'·f Tht' etf ... r(' IllI '''lIl1t plt.dKtl"lI;: 

01 cor .1I1t! slllIlIl.ltlull expcI Illlellts IVI c:::tllll,LllIIg JetedlUlI pl vl.J.llJllil \ .Il e Jl:'(.lI~seJ l.ücl III ~eLLlUlI 
\)'25 

* SOIlIl' nt t he rt'''ull~ III t lm: St'tI lOB wt'I'e oll!«inally n'pOl Led 111 1 Alt89al 
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Circuit Faults Undetected Redundant \Iissed Irred. CO\'. 

alu :237 () 0 () 1 UO li 

C432 524 4 ·1 0 100 () 

C499 758 8 8 0 100.0 

C880 !)42 9 0 9 ~)9.0 

C1355 1574 8 8 0 100.0 

C1908 1879 29 <) 20 !)H.9 

C2670 259,5 431 117 314 87.9 

C3540 3428 156 137 19 99.4 

C5315 5350 60 59 1 <}9.9 

C6288 7744 34 34 0 1000 

C7552 7548 ·H)4 131 :W3 ()5.2 

Table 9.2 cr ndetecteu Fdults Mt!'l 2U48 \'t·<..tOI ~ 

The test sets for the AL U, C432, C499, C 1355, and C6288 dctertNl ail tbe Irrp<!llll­

dant modelled faults. while that for C2670 detected only 88(~rJ of these. The (>Xlstl'lI( t> of 

missed faults will not adversely diagnO'lIS of the deterted faults, 'iincf' t he> lIIis~wd falll'" 

have very low dctection probabilities and arc consequently expcctcd to be IBISSpd by il 

test of length 2048 Naturally, a fault which JS neVf'T detected (anflot tH' lo( atf'd Il,, .1llY 

method. 

Each experiment proceeded a" follows' The circUIt was simulated fault-fref' 1.0 pro­

duce a quotient sequence ênd fault-free LFSR signature. ThiS quotl('nt sequ('f1c(' was 

then mdtched with the simulated output of the MISR for each fault, aua tlte tlm'(' 

signatures (weight count, first-fail. and LFSR) were obtained 

The wpight cOllnt was then comparared with j ha!' prpdict ('(\ hy both f'quatlOn (i 1 1) 

for the independent error model and equatlOIl (ï 1 8) for the ar-.yrnmet I!( prror THO,]" 1 

The comparison proceeded by using a least-square Imc to fit a plot of th(' oh<;p[\'I'r! 

versus predicted value for the two models. For the {lxpec ted (ount p{·rrnllta.tloll 1.(1 \)1' 

useful as a predictor. these predictIOns must hp .-:11)'-.(-' ln ''·'_l'f->rllllPlll.llh "I)"f'fvpt! Vdlll" ... 

9.2.3.1 Standard DAPPER 

ln the first part of the expenment, 100% matchmg al th(' tault-fr('(' ["lINSH '>('C)lH'!I( (' 

was used to aotain the weight counts. The values lor the ~1()J.>e and illten .. ept. uf the fJt lr·d 
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9.2 AccUl acy of Weight Prediction 

lille, together with the sample standard deviation for its data points,* are given in table 

9.3 for both error models. 

Circuit Model Siope Intercept S-DEV 

alu i /ld 0.982 7.5 42.9 

<l.sy 0.988 6.3 40 a 
C432 ind 0.981 :~ 1 40.8 

asy 0.988 3.2 39.3 

C499 ind 0.987 ,1 9 23.5 

asy 0.995 1.6 14.4 

C880 iml 0.987 -0.5 27.9 

a&y 0.999 1 2 22.6 

C1355 llld 0.988 3.9 18.0 

asy 0.997 3.6 11.1 

C1908 ind 0.995 4.5 25.0 

asv 1.001 4.5 23.8 
-

C2670 mcl 0.985 -0.4 22.9 

<l.sy 1.000 -0 S 20 5 

C3540 ind 0.P86 4.1 42.1 

asy 0.991 1.1 41.5 

C5315 mcl 0.966 1 5 36.1 

<l.SV O.Ç;~6 04 32.2 

C6288 lIld 0.992 l 3 37.4 

asy 0.999 1.0 37.0 

C7552 incl 0.961 ·1 3 34.7 

asy 0993 4 0 333 

Table 9.3 Accnracy of DAPPER Weight Predictions, 100% Matchillg 

As tin example of the Iesults of table 9.3. consIder cIrcuit C880. Observeù counts Y
t 

~-DEV ::-_ ~ _1_ ,~(,[J + l, - 'J )2 
h-l..:- 1 1 

,-= l 

w ht'I'e Cl and b al e re8 pec tivl' Iv 1 he slope a nd in tercepl of 1 he li 1 t.ed HlIe il tS the n umbel of faults. 
rz IS the predlcted count tOI fanlt t and Yt IS the observed count 
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<).2 Accllracy of Wl'ight Prt'dll tlOI\ 

are rclated to counts predicted by the indcpcndent error moud X t by the ('quation: 

Yt = o 987xt - 0.5 

with a sarnple standard deviation of 27 9. When the asyrnmetric error model is tls(·d 10 

predict counts, the equation chdnges to: 

Yt = O.999xt r 1.2 

and the sample standard deviation decreas€s to 2J.6 

The results of tahle 9 3 show that DAPPER wf1lght prf'dictions are ronsisl.f'Tlt \VII Il 

both th!' lIldependenl and asyrnrnelrtt- modpls, II dlso ,tPIH-'àr~ 1 h,tt 111(' C\'-{VlIlITlPlIIC 

is a slightly better predic.Lor. slnee its sloVe I~ l!l dll La~es (Ioser t () 1 1 h,lll 1 h,t!, (JI 

the independent errol' mode\. Tilt> III (,('!'ccpl vélhlPS arp Iloi always C IO",PI 10 0, 11111 

the standard devmtlOn of the ob5ervpd pOInts 15 always lowpr Onp rf'étson fOI 11ll'-1 

behaviour lB that the asyrnrnetnc mode! can pledlct the wPIghl 01 LlUlt" O!l plllIl<lr\ 

outputs pPI feet/y. f-Jince their output strparn ib dcterrniHlst.ic under 1 he TIlodel 

9.2.3.2 Effect. of Partial Matching 

The expNirnPllts of the preVIOllS sectIon were repeau'd with partial matching appl1l1d 

to the MINSR stream. 'Phe results are shown in tdble 9 t 

Table 9.4 givcs t.h<, sloW'. mterecpt., and standard deviatlOll 01 t.he fift,pd lir\{' for hoth 

the independent anJ asymmetflc f'rfOr model" for a varwty of part laI rnatdllllgs WII h 

the benchmark circuits, The fraction 01 15 and Os in the tault-tree stream rnatehed a'p 

given separately (although the first F bits were fixed clt lOOIJô mate hillg, (l,!> sugg(':-,tpd 

in chapt<,r Î to makp the first-fail v,du<, \lSpfll\. wlth F hping t hp ma-Xllllllrn of :~~ .tlld 

the nl'mber of cirnn! outputs). In addition, the fdult tree wC'lght of the output '-,1 [(';un 

is given, along \VIth the number of fdUlts whose wClght counls alrased. In no ( ,['-,(' did 

ail three signatures alias 

Note that in general the ahaslflg IIltreel'-,(:'C; a"" tllP count IIl( [('cl'-,\ <1.'-, P'\tH'( tee! gl\f'1l 

the results of clppenJix:\ In additioll. tllP IIdr!()\\lll\!. 01 tllP rdll!!.(' ,d P()tPfltl,t! \\f'I!.dlt 

counts results lI1 IOWPI standard. d('vlatlOlIs cl'-, rnatehlllg <!P('f,,(t'-,f''-, ,tlthollgh clItllng thf' 

range In hait wlth ïS"0 mate hmg do<,<; not edwa\ " r<'dll((, f hc' '-Jt ilndard <1('\ "Illon 1,\ 

a correspondmg amount. F lIlaih. the a':>\ mrnetflc ('/1 ()r lIlodt'l ,lgell/I ()III P('rlO! IIIC, 1 lit' 

independent in tf'rms of standard rleviatlOll. rt can hl' <,pl'n t hat partlell rnat.chiTl~ do!'" 

not greatly leduce the abihty to predlct \'alnes for the error wf'ight ('()unt 
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9.2 Accuracy of Welght PredlctlOlI 

CircllIt I-rnat.< h O-llIatrh Model Slope Intpr< ('pt S-DEV II! aliased 

alu 0.9 1 ind 0.978 11.5 :W,4 Dr. () 

a,<;y () 0' 80 36 1 
-

0.7.1 1 illd r 
, 15.3 

1 
32.7 251 0 

,;G 8.6 309 

075 OiS ' (J<J~6 101 21 9 S37 () 

( ~) y 0.992 7 Ü :W8 
~ 

C432 0.9 ind 0984 5.4 ;)(U li1 () 

r 
:1,.c;y () 991 1.4 :~S 0 

-- -
(' ) 0.75 illd 0.985 7.8 22.0 520 0 

1 asv 0.994 1 5 20.1 

-----( 'l) U9 1 ind 0986 6.6 220 102 0 

~ 
a3y 0.995 5.5 ] 3,4 

CR80 0.9 1 ir:d o 9Hô 09 259 102 0 

a<;y 0941) 12 21 2 

C135S (l.f) 1 ind 0.988 5.0 17.8 96 0 

cl")" o ~m(j 1 () 1 :l. () 
-1 

Cl QOR 1 0.9 1 ind 0.996 5. j 2:U D8 .) 

as)' l.OCH 4.9 22.0 

C2670 UD 1 tnd 0.985 1.1 21.8 92 () 

asy t.OOO -O.'{ lU.8 

C:}54() 09 1 IIId 0986 ;;2 :39.2 98 2 

asy 0.990 ::;0 :~8 5 

0.75 0.75 Ind 0.985 9.0 23 1 537 15 

asy 0.991 6.2 23 :> -
C5315 0.9 1 ind 0.967 1.9 :~3 7 98 0 

as)' () 996 08 :W 4 

() 75 () 75 Illd 0.96G IH 5 ::~ ü ""1"" 17 ,)" 1 

,,-.,\ () 997 l ,S '!O (i 1 

( '(j~1'\1'\ () t) 1 III (1 o 9~):2 1 l '; ': 1 f) 1 (JO () 

<1"\ 1 000 \ () ! ,: 1 :) 

( 'iSS'! OD 1 Ind o \Jf):: 7" 1 ')' -
di 1 102 1 

a~~ 0\)(1:; l '2 ::0 -1 

II i':-, 0,75 lIld () 9El0 26.0 21 2 ... çJ-
:)~I 29 

t dSV () 990 G.9 20 :3 

Tahl(> 9.4 .\ccur,tC\ ni nAPPER WCIght PIl.'dl('tlOm Partlnl Matchlllg 
ln 



CJ,2 Accuracy of Weight PredlctlOlI 

9.2.3.3 Scan DAPPER 

This experiment investigates the effect of the parallel to seriai (P /8) compactlOll 

pelformed by the l\llNSR on the performance of the expect.ed wf'ight ('omit pt'f1llutat 1011, 

as weil as the potentml effects of cancellation aliasing on fault dl't('c t 1011 , A (,olltrol 

experimcnt was spt up I1sing Scan DAPPER \Vith seriai sl,rp,lInmg (:'('(' hPct,101l 7~) 

instead of ~tandard DAPPER's MINSR, The test Wd!1 (olldunt'd \VIth Til !1('t \'0 11 III 

arder ta minimize any error in the results The weight prediction experirnent W,lH 

repcatcd llsing senal strcaming and the rcsults arc shown tn table D,f) 

Circuit Madel Siope Intercept S-DEV Max(w) Extra 

alu ind 1,002 ·1 7 f)9,:1 lOf,;) () 

asy 1.000 t 0 GO 5 

C432 ind 0976 h 1 [j·l 0 Id97 () 

asy () 9H2 7 :) ,17 () 

C499 illd 0,988 18,0 :WA 1090 0 

asy 0,989 18,7 21.9 

C880 Ind 0,998 1.4 29,1 3267 0 

asy l 008 0,9 249 

CI355 ind () 990 16,0 21.5 ·t077 () 

asy 0,991 15 7 178 

Cl908 ind ] ,005 90 J3.4 :>775 0 

dSy 1,009 !),O 31.8 

C2670 ind LOOO 16 :~H 2 10721 1 

asy O,999 :u ~.s,:2 

C3G40 ind 0,990 11.7 85,8 7144 () 

dSy 0,99·1 107 iH 0 

CS315 wd 1,002 1 :2 70,1 18144 () 

élè.y 1,000 1 1 (j2,8 

C6288 ind 1,006 H ï <)ï ï ()') 12 () 

aS\' 1 006 q :3 9i :3 
C~~~') 

l ,h)_ IllU 1. OO:? :; 9 (,:; :-, l 'J2ïO ; 

(l~ \ 1 00:) :; () n:: ;) 

Tabl(' 9,5 AtCI1I,\r\, of DAPPF:R \\ .. wlll l'r .. dHtlllll' "'lIai Strl',llllllill 

Taule 9,5 agam glves siope. llltercept. and standdrd de\ latloll lOI the two ('1 for 
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\) 2 Accuracy of Weight Prediction 

models. It also includes the maximum weight counter value observed for any fault ln 

the circuit. The final column is the number ot "extra" faults; that is, those found by the 

seriaI streaming technique yet missed Gy the MIN8R. GIlly 2 circuits hdve such fault::.. 

In each case, the fault was detected by a pattern near the end of the test sequence 

and had not yet been shifted out of t.he MINSR. There was no example of cancellation 

dlia.':ling in any of the circuit~, lending CIedence to the daim in section 7.4 that it is a 

rare occ urrenc(' 

The results of the experiment indlcate that the accuracy of the predictions using 

seriaI streaming is typicallv somewhat higher than those with the MINSlt as indicated 

hy a cornparisoll of the slope and intercept values hetween tables 9 3 and 9 5. The 

increased r<lnge n>sult.s In IIlCfeaspd stand:lfd devmtlon. :\ ny Improv(>ment IJI accuracy 

is likely due \'0 the faeL that cal( ulatmg expected wei~ht with sel ial streallllIl~ IIlvolves 

only adding cstirna.,ed probabilities. while with a MINSR these must also Le multiplied, 

as in algorit.hms b.2 and 6.3. which tends to compound numerIcal error 

The a.symrnetflc P[for mode! dgam generally outperforms the mdependent. but the 

diffeIence is very ..,Ii~ht luI' Cil Luit:, ''';2GïO. C3540. Cü288, and C7552. ln tollclusioll, 

it seems that tJsmg a MINSR results in only a slight reduction in the performance of 

the expecled rount permutation, and that cancellation aliasing in the MINSR is not a 

serious prolJlem 1I1 DAI' P ER. 

9.2.4 Variabl{l T(lst Len~th 

These ~xpeflm(>nts were performed to i1Iustrate the effect of test length on the 

accuracy 01 DAPpgR's pprformance. The 74L8181 ALU was simulatcd for test lengths 

up to 2 14
. which is an (\xha"stm.' test, while benchmark circuit C88D was simulated on 

Ipngt.h'i up ln :lIt) (full faul!. COVf'ragf' was obt.mnf'd al. length 214) Test V(lctor'3 were 

generated by autonoIllOUS LF8Rs, for tèst If'ngths in powers of two. staftin~ from 64 for 

the AL U and 128 for C880. 

Tht> rp<"dls 101' tllP ALe arf' plot.tE'd III figure" q.t through q () Thf> slope approaches 

1 with lllcredSIIl/!, TI for the lIldependent error mode!. but remams ruughlv tonstant at 

fur t!H' atJ\ mmctnc model ThiS n:a\ he due tu the lad t hat the us\ mmetnc error 

Illodpl (ln Ollllth for dlScr('panClef\ in probab:lit) lT1 the first ni "prtors. \\ l1('re m is the 

Humber 01 ((l'etllt outputs (these dilferences are dlscussed m section (j.l 2). The affect 

ul these values. decreases 'vvlth test length and is refiected in the slope ligures 

Th(, IIltprcept values (normalized by tpst length) are shown m figure 9.5 They show 

cl. somewhat puzzhng bf'ha.vlour· Droppmg until TI reache~ 512 then Increasing The 
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slope 1.1 
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Figure 9.4 Slope versus IOlol2 Test Lellgth, 7 4LS 181 AL U 

* 0.008 

0.006 
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0.002 

Independent: 0 Asymmetric: + 
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+ 

0.0 J 
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Figure 9.5 NOfmalized Illtercept versus log2 Test Length, 74LS181 ALl) 

readons for this behaviour are unclear 

The normalized standard deviation IS shown in figure 96. It ùecreases rapiùlv 

at first., then levels off. Recall that it is expect<,d that thle; valuf' will d('crf'ils(' as 

the square root ot tf'c;t If'ngth, so \\'Ith f'ach oOllblmg nt 1('<.::1 Il'lIgth. 111(' 1l0rnlilll1.f'd 

stanùard deviation shoulù ùrop Ly about 30''(. Thi~ dp( red:-Ol', hO\\,('\,('I. lequlle., 1'1('( 1!-'l'lv 

accurate detection probability values. not estimatf'c; Thf' prror inherent. in thf' dpt!'c lioll 

probability estimate<; prevents t he standard Of'V lilt Ion frorn dr0pplTlg 1)(>low a «('rt illn 

threshold and produces the slow mg affect obsen'('d in fi~ure 9 G. 

CircUIt e880 exhlbits simllar behavlour to t he ALe', as (,vldenced hy figllrf''' q ï 
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S-DEV ln 0.8 Independeni: 0 Asyrnrneiric: + 

0.6 

o 
004 t-

0.2 

o +---~--~--~--~--~--~---+--~ 
6 i 8 9 10 11 12 13 14 

Figure 9.6 Normahzed St.andard DeviatIOn versus log2 Test Lellgth, 74LS181 
ALU 

through 9.9. The slope again approaches 1, the normalized standard deviation again 

drops rapidly at first then slows as the inherent error in detection probability estimates 

begins to significantly affect resllits. The intercept values of figure 9.8 also drop then 

ris!', as in figure 9.5, but the change is not as pronounced. Again, the reasons for this 

shape arl: unclear. 

slope 1.1 Independent: 0 Asyrnrnetric: + 

1.0 + + 
o 

+ o + 
o 

o 

0.9 

0.8 +--+--+--r----!---+--+--+---i 
j 8 \) 10 11 12 13 1-1151og2n 
Figur(' 9.1 :;lopp Vt'r8118 (og2 rt'~t \'Pllgt il ('~fI() 

Thus. the expected couut permutatlon's performance as a predictor tends tü improve 

with tf'st length, but this Im'Jrüvemert <,ventually slows as Illaceuracies III detection 

probabilitv become more SI~Lllficant. These results (an be capitaIized upon by k-Ma'( 

DAPPER, sinee k can De set !Il sueh a way as to maxlmize the performance gains while 
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* 0.008 
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Figure 9.8 Normalized 11ltercept versus 101(2 Test Lcul(th, ('880 
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Figure 9.9 Normalized Standard DevlatlOll versus 1011:2 Test Lell~th. t'R80 

minimizing the test length for each fault. 

9.2.5 Effen of Detection Probability Estimation 

In these experunelLts. detcctlon probabIiIt\ (''-tlmutp' \' ('rI' nlll,lIfl(',] III tWf) \\'<1\", 

First. using COP. and second by estImatIOn from 'ilmulatlOn 011 l('",t "pt" of randolll 

length. The circuIt IIsed \\as the ï4L:-ilRI ALl . dnd thp pc,trmatlOTl "pt" INPrp of Il'lIglh", 

ranging {rom 64 tu 1638·11ll po\\'n.., I)f Iwo. For t.'xùmplt'. If d lault \\.\.., dl'tl'clpd ~)-) IllfW'> 

on one out.put in a test length of 256. Il s dt>t(,( lIOn probabdlt \ lor t.ht' indppendf'llt nror 

mode} was estimated ta he 5.') 12.')6 or () 2 Ui :-llrndarly. If Il Î of thf' :l.'jfi olltplll. valllp", 



9.2 Accuracy of Welght Precl!ctlOlI 

WNC 1 in the fault free case, and errors occurrcd or. 37 of them, PD was estimated 

to be 37/117 or 0.316, while P_ woulà be 18/139 or 0.129. The results of fitting the 
D 

prf'dirt,ions to ohserved valueR for thf' test of l(lngth 2048 are shown ln tahle 9.6 

Sim Len. Model Slope Intercept tl-DEY 

COP ind 0.881 35.547 148.5 

asy 0.918 -14.012 133.7 

64 ind 0.935 26.438 105.2 

asy 0.938 29.923 95.6 

128 ind 0.982 0.716 72.9 

asy 0980 6.578 63.1 

256 ind 0.988 -0.929 60.0 

asy 0985 4.670 S 1.3 

512 ind 0.991 0944 49.3 

asy 0.988 6272 43.0 

1024 md 0.981 9.584 -15.6 

asy 0.986 1 9.502 41.4 

2048 lIld 0982 ï 447 429 

asy 0.988 6.310 ·10.0 

4096 ind 0.985 4.749 37.4 

ciSy () 9R9 .=) 009 360 

8192 lIld 0.986 2.381 35.9 

asy 0.990 2.870 34.4 

16384 ind 0988 0.701 35.8 

asy 0.991 1 898 34.3 

Tabl{' 9.0 Accuracy of DAPPER Weight PredictIOns, Varions Probability Esti­
Illate~ 

Table 9.6 shows that the statistical methods are better welght predictors than COP, 

111 1 ('rms of (,b~erH'd standard denatlon. f'YPIl \\ hen onh (,4 \ p( tOf'> nI{' "ilIllUlatf'd pef 

lault '\follethelt's">, ('OP'" Illlear pfOCf'SslIlg tl/lle ma\ oll.,el It-, lIldccurdCV, p'-pe(lallv 

when last fault simulatIOn tools are unavallable. In additIOn, large amounts of sImulatIOn 

dfe Ilot It'quirpd hefoft' dn al (eptablf' iU CUfan 1Il ueteet Ion probabiltl~ P'itllllatp~ j" 

acllt'ivt'd -- (ertamly the pertorrnancp IInprovpment between .') 12 and 16384 doe<; not 

appear to Justifv a 32-fold IIlcrcase 1Il simulation. 



\)3 (i;lrort Re(l'lUed lOI F,mll Ilt-~ollit 1<_1\ 

9.2.6 Results 

It has been shown that the expected weight cou nt permutatIOn is able tü a( fU1<\tt'h 

model fault behaviour. Prediction is improved with increasing test kngth dlHl Illort' 

aCCllrate estimation of del,ection probahility. ln gpnpral, t.he (i."'YJlIITIPt.ri( ('rror IIlOdl'l I~. 

a better at predictmg observed error welght counts t.han the tndepPlldPIlt. prror lIlodt·1, 

although the difference is occassionally minimal. 

9.3 Effort Required for Fault Resolution 

The objective of these expf'riments is to pxalllilH' bot.h the èUllOUlI1. or post.-t.pst. t,wll 

simulation required by DAPPER for individual fault resolutlOn with demand-dfl\'t'll 

fault location techniques and the potential savings ovpr signature by simulation rn('t.hod~ 

if a dictionary is construded in advance An additional objectlvf' I~ lo dptPrITlllIt' 1 ht' 

value of the three signatures in avoiding misdlagnosls. As tn sectloll U 2, <lllalvsl .... l'. 

made when test lcngth is fixed, when it IS varied, and for varIons det('ftlon probablhl \ 

estimates. 

9.3.1 Set-Up 

The set-up for these experiments is identical to that of the wcight prediction rX!H'f­

irnents III section 9 2. 

9.3.2 Procedure 

lndividual fault location to fault equivalence classes was performed in these (,XpNI­

rnents. The trials used are identical to those cf section 9 2 

Recall that demand-driven fault. location wit h data compal 11011 prOf ('{'d~ bv po..,l­

test fault simulation. First, a diagnosability pfofile (a IIst 01 faults <;oft,pd hy thl'If 

predicted weightsl lS computed. Next. the ohsf'f\f'd \vPlghl from IIH' It"il 1<; Ilolpd. ,tIId 

the fault whose predicted weight lies closest tü the o!>.,cf\(,d \,d'll' 1'; 'dllllll,tled to if<., fil,;t 

failing pattern. or the observf'd tirst tatlmg pattern. \\ tllf tW\ Pli" k ... ,- II t h<, .... (· IIl,lI( h. 

simulatIon contmu<,s for the rrmallldrr n! tl)(' 1(''-,\ Il'llg\h IL III 'LlIlddfd 1>,\\11'1',1( 

or untt! the wPÎght LOllllt 1 (',i.( ltp~ J.. III À-i\l,lX DAP!'I',!? J. tl) ,,1,ldlll d wl'lgltL C (JIJIII 

and LFSR slgnatufP If thesp Iwo :Olgllaturp,; (lho matI h. lit .. fclldt lid'; fll,pI: lOI dlc'" 

Otherwise. the fault \\lth the llP.....:t closest prpdICtf>d \\'{'Ight 1" trIf'd. dlld ';(J 011.' 

'" No termmatlOn conditIOn was ernploved III these expenrnents. alth01l1lh In prartlrr ~lIl1ulatlon rOllld 

! 11 



<) 3 Effort Required for Fault Resolution 

In order to identify misdiagnosis, these experiments were modified as follows: A fault 

was slIIlulated tü prüduce an observed weight. DAPPER was allowed to resolve the fault 

Ilsing the method dC'scribed above, but any occassion where ail signatures matchcd 

beft)rc the simulated fault wa::; rea( hed was noted. Typically, snch a misdiagnosis is 

caused by identical output values for two faults. Of course, this situation precludes any 

method from resolving two faults. 

Comparisons between the simulation effort required were made on the basis of as­

s1Jmpt.lon 2 1; that is, that simulation effort can be measured on the basis of number of 

fault-patterns simulated. 

9.3.3 Fixed T(lst Length 

The t,PRt. R('(,S lIs('d for IJw fixed Icngt.h experiments were identical to those in section 

Y.2.3. Tcl.ble Y.2 describes their charactenstlcs. DiagnosabIlity profiles were cOllstructed 

for these trials, and fault location performed for each of the faults. The order of sub­

sections III this section matches that of section 9.2.3. 

9.3.3.1 Standard DAPPER 

The average amount of simulation required to resolve a single fault for each of the 

benchmark cirCUIts for standard DAPPER is reported in table 9.7. 

Table 9 7 gives seve rai results for each circuit: the effort required ta construct a first­

fail dirtlOnarv lB advance aR a percentage of the cost of a full (2048 pattern) dictionary 

for pach fault, the average percentage of faults whose first-fail values are mvestigated for 

ea("h location (hd, the average number of faults which must be 5imulated completely 

t.o locatt' t'adJ fault (h',d, and finally the t'ff'ort that this simulation represents as a 

percentage of the cost of a full dictionary construction, both with and without the 

prior construction of a first-fail dictionary. These values are determined using both the 

indeppndt'nt and asymm('t.nc error rnodels to predict detection probability. 

Thus. for CIrcUIt ('5315 when the mdependent error model was used to predict 

weights. locatmg an iIldividuai fauit requlred. on ayerage. simulatIOn up ta the first 

failing l)dt \.('fJl lor l' ~('(, of the .'):290 Llllits (ln il\Pragp 1 OS faull.s rpmainpd aft0r 

thl" "tdg/-' l'hi" pflort. pitt" (OlltIIllIPr! <.ÎIrlUlcttIO/l ln dl<.,tlIlgIII<"h tlH' laulte, look 02ï('0 

01 tlH' Sllllulatloll elfort n1quIIed to (Ollstruct d full fault dlctlonary (usmg the fau/t­

pat.tprn assumptlOlI of St'ctlOIl ,'j 1. t 1 IIad a fi.r~t-fad dlctlonarv be(,I1 constructed !Il 

,top oille the plellIltec.i \HI\."!hts bt'llIl.r lll\eslll1ateJ \Vere oulliClellt,)v faI hom the ob~erveJ value. At 
t hls IH11111 .• 111 ulllllOtlelieJ I.lltll wnllid hl' dt'Ll.ued 10 have occulled 
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~ 3 Effort Reqlllred fnl F.HIlt Hl·S .. lut '<>11 

Circuit Faults lst Fail Model hl (~) h'2 Effort (vs. J)lrtlonary ( '011<;1 r ) 

Set-up (%) W'O lsl fail C'[l) \Vith ht Idil ((l,',) 

alu 237 0.84 ind 59 I.UO ().71 () ,1'2 

asy S 1 100 O.D6 () 42 
--

C432 520 3.16 ind 7.6 1 02 0,44 () ln 
asy 7..t 1.02 0.,12 (). 1 !) 

C499 750 4.99 ind 20.1 1.13 1 12 () 15 

asy 14.2 1.1·1 1.00 0.1:' 
----~ 

C880 933 5.42 ind 4.8 l.O7 0.28 () 1 1 

asy 4 4 l.OR () 27 Il 1 1 

C1355 1566 9,12 im} 1,).5 1 2,t o iG () OH 

asy 13.4 1 25 o 7·1 () OH 
---

C1908 1850 12.88 ind 6.1 1. Il 017 () (J(; 

asy 05.5 1.10 UAS o OG 

C2670 2164 19.19 ind ~L5 1 03 0.13 005 

asy ~.8 1.3i 0.12 o Of) 
--

C3540 3272 R,45 ind G.R 21G 020 (l07 

asy G.ï 2.16 020 007 
---

C5315 5290 -1 76 ind 8 3 1.08 0.29 0.()2 

a..c;y i 7 LOR () 27 () OZ 

C6288 7ï10 1.50 inti 10.5 1.1 ,1 0.50 () (J U', 

asy 10.0 1 13 OH n.o 1 !) 
-

C7552 7044 10.81 ind 05.4 1.23 0.2:3 J 
(L017 

'='~ .... 050 1 23 o 21 () 017 v..1J .. v 

Tabl(' 9.1 F,~\I1t HI'f'ollltlOlI. ~t.llld.'1I1 !lA PPFH 

ad vance (which would requlre an {'ffort 01 4 76'0 of a fllll dictlonary (,ollslruct 101\). tilt> 

per location simulation effort would drop ta () 021'[ of il. {llll dlctlOnan ('on!)lru< t,on 

\Vhen the asymmetric mode\ '\as uscd tnst<,ad. hl dropprd sllghth tf; Î j"i of tl\(' 

faults, and 11 2 I('mailled ,it 1 O~. rt"'llltlIlg III ri .... llgh! cll')l! III "\'T.tii f·(J"rt !n () :!~),.; 

of full Jictlonan (OllstrucllPIl l'he «()<,( \\ liell t il" hr'" Llrlllig pel! !f'lll ·il' IIO/l,lrV \\',1" 

alrcaùy 111 place remalnCU conc;t ant at () ()~t; 

lt l<ln IH' s(:'en from tabl(· q j thdt ",and.ut! \) \FI'U~ l'- ,tlJh· to fI",olv\' ,\ j!,1'd'll 

fault wlth a small amount ot ('\rort l'he ~Ize ot fault (las!>('~ atfc<"t!> thls valu(', ,L', 

evidenc{'d hy CircUIt. ('494, \\ hf'rf' manv tcllllt~ hdVf' ddectlon pronabtllty of (J.J, <Incl 

-



9:l Effort, Rt'qlllff'd for Fanlt Rt'~olnt,101l 

hence cannot be resolved effectively using DAPPER's weight count. It IS also evident 

that the asymmctric error model is usually able to reduce the simulation effort shghtly 

over that reqllired by the independent erIor mode!. The costs when a first-fail dlctlonalY 

is COllstrtH ted Ifl ad vance are rpducpd t.o such an extent that the look-up tlfne for the 

dictiollary may become signtficant. In addition, when only one fault is to be simulated, 

simulator overhead mav become significant for sorne simulation tools Thus. the savings 

illdlCat.ed should hf> taken as aIl IIPIH'! hOlllld, rctther t han as an ahsoluje guarante(' 

Table 9.7 shows the importance of the first-fail counter in reducing the amount of 

simulation performed Tilt' coarse 1 p'iolutioll provided by the weight counter Î'i impor­

tant lor Icducing the number 01 [aults v, hich need to bE' IIlvestlgated Finally, the LFSR 

signature IS rcqulrcd lor individual fault locatIOn, 

The IH'xt petrI. (lf Ut(' (''{pel iIllt'llt <lnalyze~ the t'ffect of the three 'ilgnatures on 

dIagnostIc r('solutIOn, III otll(>r words. how frequently IS a misdtagnosls made If sorne of 

the signatures Me not IIlcludcd Two output sequences were assumed 1.0 he identical 

if t.heir LPSR 'lignat.ules. welgbt (Oll11t.S, dlld bot.h flrst ilnd second failing pattf'rrts 

matched. since storage of the t'ntne output set for each fault \,;ould be infeasible. The 

followmg InfOrmatlOll was coll{'ded for c'tch tircmt' 

Ne· The total number of cornparisons made for ail faults, 

NEQ The total Humber of equlvalent output pctirs found during fault location. 

NI,' The total nurnbpr of t'qulvalent LFSIt sIgnature paIrs found outside of NEQ. 

NWL. The total numb!'f of output pùils with both equivalent LFSR signatures and 

wf'ight connt.s t01l11d outsidt' of NEQ 

NWP' The total number of output pairs with both cquivalent weight count and first 

failing pat.t.f'fIl found out.slde of NEQ, 

NW LF: The total nurnber of output pairs with al! three signatures equivalent found 

outside of NEQ 

The values for these quantities are shawn in table 9.8. and the values normalized 

by the numlwr of faults in the CircuIt are glven III table 9.9 The latter table glves 

tilt' ,lVl'rdgt' Ilumlwr of ~uch ctpllvalell( i{'~ found per fault Olll\' t ht' IlIdp!WlIdt'llt l'rror 

Illo(kl 1" ,,!Jo\\'11 III t hp t,d>lp~ The [('''lIlt" for t hp d"y rnrrH't II< !!Io(h,1 MI' c;lIIllI,lf 

~(·\'t>r,d Il'~ults are clpparelll lIolll ldlJle~ g,t; and ~) 9 l, Ir~t. lhe UAPP[R metllOd 

glvrs l)(ltlN dIagnostIc rrsolutlon than a 16-bit LFSR slgnaturr alo!1c. as prf'dlctcd in 

spctlOn 1" 1. '-.Inc(' NI, 1" lIOll-Zl'[() for lU of the II ('Irculte; :--('cond, <ln I,FSR 'ilgnatu[(' IS 

It'qlllrt'd, !:>IIlU' \\,PIght ((Il/ut ctlld liIst-fdtl togetheI do lIol plovlde (t(lequate diagIlobtic 

(apabtlit\ l'hl' lirst-tail Coulltel irnprov('s diagnostIc resolution in only 3 of the circuits. 

H7 

---. 



\)3 Effort Requu ed fOI Fault Hesolutlllll 

CircUIt Ne NEQ NL NWL NWF :'1\\ LI<' 

alu 3.3e3 0 0 0 0 () 

C432 2.1e4 ~ S 0 K \) 

C499 1.2e5 0 6 0 97 0 

C880 4.2e4 l;j 1 0 50 0 

C1355 3.8e5 254 2û :~ 127 0 

C1908 2.1e5 û7 9 0 130 0 

C2670 2.·1e5 59 10 a 5 0 

C3540 8.0r5 3t-45 38 () 314 0 

C5315 2.4eû U:S4 138 1 233 0 

C6288 6.3p6 :3 t6 383 ') ir,3 0 

C7552 :3 1eû 614 162 0 1032 0 

Table 9.8 Tol:ll EqUlvalcnclcs FOlllld DunnJ.( Fault LOC.lllOlI 

Circuit AC AEQ AL .\WL AWF '\WLF 

dlu 1<1 0000 o uoo 0000 0000 () 000 

C432 40 0.008 0010 0000 0015 0000 

C499 152 0000 0.008 0000 o 129 () 000 

C880 15 0.016 0.001 O.UOO o .OEi'. ().OUO 

C1355 244 0.162 0017 0002 0081 0000 

C1908 lH o 03G () 00,,) () ()On () Oin () 000 

C2670 91 0027 o ons (lOOO 0002 \) 000 

C3540 233 1.053 0.012 ().OOO U 105 0.000 

C5315 ·tH 0035 o 026 1 Ik-·t 00-11 0.000 

C6288 810 (J.O·tS 0050 2.5e-4 0099 n.noo 
C7.1.12 ·tO~ () OHï () O:,n () 000 () Hi Il 000 

but Its usefulnpss III rrduc mg SlTnulatIon hn" nlrpnd\' 1'('('11 dO(lIrrJ('!ltpd ln addItIoll 

in each case where ail threp '3lgnatures \\('ft' ('q'llvaknt hpt\\P~>1l .1. p,Hr 0\ fault.,. Ill" 

second failing pattern \\ab dbo t'qUI\ dlent. 1t'lldlIlg "l1ppOll 1 f) 1 Ill' rl"C,Il11lpIIOlt llrdt "111 Il 

sequences are identical for those (ase<; COflSldpr(ld Finallv, only c IreUIl<, C:~.)·IO ,lfl<l 

C1355 appear to have a proportlonallv large nllmbc'r of taults wlth c>q 1lIval fl nt tW!r;tVIOllr 
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9 3 Effort Requll ed fOl' Fault Resolution 

ovcr the Lest sets: sa misdiagnosis from equivalent signatures does not appear to be a 

f'erious problem for the circuits ooserved. 

9.3.3.2 Effect of Partial Matching 

The experlments reportcd ln table 9.7 were repeated with p:..rtial matching using 

the examplt's dis(uSSec1 in s('(tion 9 2.3.2. The results are shown in table 9.10. 

Tablt' 9 10 d()p~ Ilot II~I, t'Itb<>r 1 hp effort required to generate a first-fail dictionary 

or the savlIlgs which <-uuld bp outamed by usmg iL. Matching WilS fixcd at 100% for 

thp first F v('dors, ',v!t('f(' F was :wt to the maximum of 32 and the H1Imber (If circuit 

Ollt.pllt.~ III ll1()~t (i:-'P~. LIli'> v,d\lt' cijlpears 1,0 be ,1 rcasoilcibic CO III pl omise, III t.ltat the 

effort observed IS Ilot IllllCh 'Norse than that seen with perfect matching In table 9.7. 

Therr are two notable ex( eptions to t,his. however' CircUits C.t99 and C 1355 In both 

these (dSe~. partial matduIlg elirninateu the usetulness of the first fail signature. leaving 

t.he Pl ror (Olllii d~ the oldy hipralchlcdl reduc t.iOIl. ~o that the total PffOl t \Vas Ilot IIlUdl 

less titan hl' 

For the remamder of the circuits. it can be seen that as the matching level decreases, 

the total effort IIlcreases (wlth lI1e notable exception 01 the third tIial for the alu). ln 

aùùltion. the asyrnmetnc model tends ta be a shght improvement over the mdependent. 

9.3.3.3 Scan DAPPER 

ThebP experIlllents ale tu ùetermme potentid! savings in SIIIluluLion when Scan DAP­

PER with s('rml streaminIÇ rather than P /S compactIOn. IS llsed The experimental 

setup IS iùentlcal ta that ot sectIOn \} 2.3 3, and agam nI IS set eCJual to n In order to 

analvze the ma.xildum possible improvernent. The potential failing output set was Ilot 

used. lllstead the first fading 01ltput was deterrnmed from the lirst failing Dattern Faults 

whlch W('ff' Ilol physil dlly COTlTH'( I('d 10 the tirst fading output were not simulated The 

results dfC' 'ihoWII III table y 1 J 

Thp [("mit<, wlwn a nrst failing pattern dictionary wa'i él'i'iembled in advéJ.nce are not 

lllc\uded \Tl Llble V Il. SIllCt' they are vlItuallv IdentIcal to thOSE III table Y.ï Table 

9.11 mdudes dit ddùltlOIlal field u\er table l) ï .. \ - Change. \\ IllCh gl\e'" the per<entage 

IlllIHO\(\IIH'llt of :-'('11.11 ::->trpd!lllIlg 0\('[ 11](' P -.: (Ollllld(ll()!l n· ... \llt<-, 01 ,>(·(tIOf} y:~ :U. when 

no hrst-tall dlctlOnarv \Vas (OrnTH!f'd The lITlprmpl1leI11 r<lngeq from nonpxlstent III t.hp 

(ase 01 ('1:~.'iS \dH're [t'IllO\ Illg tl1<' ~lINSH lIllft.'d~eJ the dH'rag(:' amO\Jllt 01 ':dI!lulatlon 

• Ht'calllhat trlv!.t1ly !'f]l\Ivalt'llt !anll;,;: ,llrh as AND gate lIlputs stuck at n, w"re prevlom.ly ehnunated 
!t()m tht' tt'~t 8<'11' 
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9 3 Elrol t Ht'qull cd fOl F.\ult He~llll\ll(l1l 

Circuit. O-match l-match ivloejpl hl ( (I~, ) h!, EffOl t. (l'i)) 

alu 0.9 l ind (-i0 I.on () 7:~ 

clfoy f, 0 1 UU U bK 

o.n 1 II!d li 1 1 OU Il 7:\ 

d~Y fi ·1 1 00 071 
.----,------

0.75 075 ind [) 9 100 () 71 

a~y f) 2 1.00 () (i!) 

C432 0.9 1 ind 7 S 103 103 

asy '" ., 
1 ~ 1 0'2 () I)\) 

0.75 D.75 Incl <) 1 I.o:! 1 ., ~ 
~,) 

a~v R .) 103 1 19 

C4YY 0.9 1 Ind :W ·1 1 ~ 1 >< \}!1 

asv 115 1.94 ~ 7;, 

C8RO 09 1 inti 1 R 1 OP, 1 20 

asy ·1 5 1 U9 117 

C1355 0.9 1 ind 22..1 G,48 L2.58 

ilRy 22.6 fi .10 12 ;; 1 

C1908 0.9 1 ind G ·1 1.84 192 

dSy 0.6 1 82 1.89 

C2670 09 1 111d :L7 1 0·1 UI() 

asy :~ 0 I.U,1 OH 

C3540 09 1 ind hg 2 IR 1 1.') 

asy (j 8 :2 ll} 1 IG 

0.75 0.75 md Î 7 :2 .:~5 1.2·1 

asy -- 2 3,) 1 2,) 1 1 -
C5315 0.9 1 Inti H J IlU () ,') 1 

asy ~{J [ 09 Il 17 

o 7:; () 75 i lld 1 () 1 1 1 -) () ~)q 

,1 <.;\ q :-) 1 J " 1) 'Iii 

C62881 () 1) 1 1 Il (1 1 f) () 1 Il, 1) 'J" 
,1", \ III 1 1 l " 1) ) J 

C7552 0.9 1 in d -/ l 1 17 () l!) 

il'~ \ -, (J 1 17 () 17 

o 7~I () 7S llld li 7 12H Il liO 

asy fi 2 1 28 f).1>l 

Table 9.10 Fault ResolutIOn, Standard /lAPPER. j"lrtlal M:J.tclllllll; 
1'10 

• 



'.) 3 Effort RcqUlred for Fault Resolution 

Circuit Model hl (%) hz Effort (%) % Change 

alu ind 1 () 1.00 050 70.4 

asy -4 1 100 048 72.7 

432 ind fi7 1.01 028 63.6 

asy 1)4 1.01 U 27 G4.3 

,W9 illd 19.5 1.12 0.83 7,1.1 

asy 16.6 1.12 0.83 83.0 

880 ind -46 LOS U.ll 393 

asy 4.1 1 (JG 01J ,to.7 

1:355 illli 17.0 1.'15 0.83 109.2 

asy 1!) R 1 43 082 110.8 
f--

1908 ind ,-) 6 108 0.11 :!3.4 

asv ,S 3 1.08 011 24.4 

2670 ind ~ 8 1.0,1 0,049 ')~ ... 
.,/./ 

,l~y 26 1.0,1 0049 ,10.8 

;3540 ind 62 2.005 0.0057 28.5 

asy G 1 2.005 0.056 28.0 

5315 Ind 80 104 () 024 :0\ 3 

asy 7.~ J .0,1 0.02,1 H.9 

6288 ind G2 L 02 0.047 9.'1 

asv () 1 102 0.047 
, 

10.0 

7552 Ind 1.9 1.09 () 015 6.5 

asy ·1 fj 1 DY () OH> 7.1 

Table 9.11 F,lult Re~ulIlLlOll. Seall DAPPER. TL] = n 

by ctbout 10%, to good. dS ill urcuit C7552 wlH-'re the dIIlount of simulation was reduteù 

to 7l '0 of its origInal leve!. 

The factor WlllCh contflbuted most to thi5 reductlOn 15 the ability 01 the lirst-fail 

(oulltt'r to Idt'Ilt ih' the out.put Oll which tht' lault was Ob"'PfVpd Fur p"\ample. lor a 

<iroul \\'llh 11/ olltputs and n!":;t-Iad cOllnt 1" T. the tault occurrcd nn output T modulo 

m (\\I!t'f(' output" ale llumtwI('d trom Ul 1 smg till" IllfnrmatlOn. il lalllt wlllch has 

110 pin !'lIt ,t! prlth t 0 the 01,::,(:'[ \'!:'u fdUlt\ outf]ut Il!:'ed lIol j)e ..,iIllUld!(:'U dt dl!. Titis 

IllfOrmatlOIl I~ ot littk Iwnefit 1ll1l[CUlt ('1355. \\ here man\' faults are obsen'able at ail 

outputs and most have slrndar dctectlOn probabditles. 

Thp"t-' IIllprO\t-'ITWIIts art-> IlO! wit hout (ost. howev(>r. since ~(dll DAPPER IS fII0rfl 
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complex to implement t han Standard DAPPER, especially whcn 111 is :"pt to 1/ :->('1' 

section 7.2 for more details. Il appears that sprial strcaming ran n'stdt in :iUbt;!.,lIIll,t! 

reductions in post-test simulation for fault rcsolution in DAPPF-R, but th(, addt'd (0:-,1:-, 

in tester hardware may IH' prohihitive Thp grf'ôtest IwrlPnt'i \'> dl 1)(' ohsf'rvpd Oll "\\'1<11''' 

circuits where most faults affect only a few of the man v outputs, although thest' ( I[Clllh 

can have the greatest overheads for Scan DAPPER for large TIl On the ot.bl'r band. t.1t(, 

overheads are redllceo using the parity hlock t,echniqllt's dt'scfllH'd in ch(\pt.t'r tl Finalh, 

the gams may Le reduced If a dlctionary of fir~t failing patterns 18 d('vploppd \'1'1011' 

diagnosis begins (this process also gives the fault coverage of the tpst sd). 

9.3.4 Variable Test Length 

These expenments are mtended to show the effect of test Il'ngt.1t O!l tltt' aIllOUII\. 01 

post-test simulation performed, both as a percentage of a full fault f-limulatioll dlld ,\:-, 

an absolute amonnt. .\s in section 9.2.4, the circuits Învestigated arf' t.IH' j·1LSIRI ,\1,11 

and benchmark circ11lt C880, for te<;t lengthc; 'it't to [H)WPfS of :2 

Table 9.12 gh es the rcsults for the AL U [or test length5 rauglflg fro!ll G·I lu dU (''(­

haustive test. Sl'veral points arl' worth nOling. First, litt> [('Iativt' ,UIlOIlIlt. of :-,iIllUI,üioll 

decreases. as expected, as test jength mcreases Second, the absolutt' dIllOUIlt. of 'il III tl­

lation, which reflects the fact that a fuI! fault simulation requires {'Ifort proport IOfldl lu 

test length. Gecrea.se~ lI11tially, .. mG then 1IlCredbeb. Ie~ultlllg III cl IIliuIIllUlI1 V,tllH' lor ,l 

test length of 12~ Finally, tIJlS minlm1lm value lIla" bp of Iirrlltpd 1I'i(" <'1I1(,P t lif'H' Mf' 

undetectf'd faults for ail test lengths bplow ,j i 2 110\\'t'\'er, t h(' [(""Iit'i <'llggP'it t ha t. .tll 

average test of ICIlgth about 128 woulcl be nptimal for use wlth k-Max DAPPEH 

Similar re'iults to the ALU arc Oh'iNVPc1 for CRRO. as shown In tahl(' 1) 1:1 The rf'i,I­

tive arnount of fault simulatloll necessary declines Iwrn about 1 ;-)('[, for tlH' IndPJ)('lId('lIt 

model and 1 3~'O for the asyrmnetrÎl b" about a fdcto[ of 10 a!:> te,>t kllgth illlH'<l!:>(· ... to 

:)2768 The abfJolutt' arnOllllt. o[ .,imulalloTi. O!l t III" ot liN hand. d('('llIlf><, a<, t.p<,1 If'ngl Il 

mcreases ln 512. Ilut tl!rll begIn'> 10 1!l<H'dSP dgalll hll,tlh. d tf'<,t If'llglh 01 I(J;pq '" 

required before ail faulu, are detected .\galIl. lIow('\(>[. t.. \Id'. J) \PPI:..R (olJlcl '.tkf> 

advantage 01 the ':llnlultltio!l 1)('Tl('fits dl 1 Il(' ~hort ('r 1 ('~t I( flgl h'. 

9.3.5 k-Max DAPPER 

One wav to reduce the lllcreasmg aII10unt 01 abf>olute '>IIIlulatlon noted 111 tlll' plf'­

vious section is to restrict test lengths to t hast' needed to deteet a lault k tlnt!''i, Ihlllg 

• 



9'~ Effort, Hequul·d fOI Fault ResolutlOH 

Test L(lngth Model hl (%) h'2, Rel. Effort (<Tf) 1 Abs. Sim. Amnt Undetected 

61 ind 18.4 1.03 2.423 155.1 7 

<l.Hy 14.6 1.03 1.981 126.8 

I:lH IIld Il ~ 1 02 1 150 147.2 2 

a,<,v 1) 7 103 0.912 116.7 

256 iIld 8 8 1.01 0.670 171.5 1 

a~y 8.0 1.01 0.590 151 0 

,:)12 md 7.9 1.00 0.491 251.4 0 

asy 6.9 1.00 0.419 214.5 

1024 inri GR 1.00 0.435 445.4 0 

asy .:) 8 1 00 o 358 :~66.6 

2(Hk iIld 59 LOO 0.366 749.6 0 

asv .tJ 1 1.00 0323 66L) 

lom> Illd G.8 1.00 0051 1437.7 0 

asy 4.8 1.00 0.309 1265.7 

H192 illd 5.5 1.00 0.320 2621.4 0 

'LSy 4 ;) 100 0284 2326.5 

1 ():~H t lIId .:) :~ 1.00 0.303 49644 [) 

asy ., 5 100 0274 4489.2 

Tahl(' 9.12 F,ndl HeoullltlOlI V\'ISIlS Test Lell~th. ï4LS18! ALi! 

A-!lIax I>APPEH. d'> d('scrrbed in spctioll Î.3. In this way, regardless of the maximum 

t.est length pCrImttcd. caeh individua l fault has its own test lcngth -- the mmimum 

of the Icngth nCf'd('d to detf'ct the fault k times. and the maximum length permlttcd. 

EXpf'lllIIf'lIts Wt'rt-' r)f'rfOrlllf'd u~ing a maximum test If'ngth of 204R. and the ïf'sults are 

~ho\ ... 'n 1Il table 9 1 1 

Two (ldSses 01 loI tare mdicated by this table. Flrst 18 that reqUired per fault 

for dt'll1and-dr in'Il l,mit locatIOn. d~ a percentage of the effort required for a complete 

dI<'tlOllan Ions! rurtlOll Thes(' rcsults ma\' h(' dlrccth' romparrd \\ 11 h Iho',(' gl\'cn In 

tahle Il -; TIIP !l'durlloll<' III "1ll11J1atloll ,Hr:' (,\ldC'1l1 '-.('ttlllg /, tn 10 ff'dll«("i '1lnllllat.loll 

1)\\'1" !Jf'lIlg '1'1 lo:.?ll \Vhl( li l', cl lpdtl< IU)II OH'1 /, -- ;0 1I<)\\(J\Pl th" IH),,~d>llit.v for 

rnisdldp;llosis 1" hip;hef fOI sTI1,llkr k 

The ~('( olld vltort 1 OIUIllIl Il,,t~ 1 hl' :-'liIlUI,tt IOIl (oIllpk:-"lt \ of gPllcrdl IIlg il tallit dll­

tl()nar~ lOf k-~lax f).\PPEH clS cl pprct'Iltag(' of that rf'qtllred for fixed-length <.,( he!Ilps 

"wh as ~t andard D.\ F PEH Of sIgnature br simulatIon The top figure glves the t.ot.al 

l'j'! 

• 



\J J Effort Heqlllrt'd lor Fallit Hl'~ollltltlll 

Test Length Mode! h l (~) h;! Ret f:tfort (I~() ) .\hs Sim .\ Illnt ll l1 dt'tI'( tpd 

128 ind 11.9 1.26 1 ·169 ISR () " r .loi 

a..'::;y 106 1 27 1296 I(j;, <) 

256 ind 95 1.18 O. 7:~9 189.2 ')') 
,Jo •• 

dSy R ü 1.26 o ni9 1 i:~ ~ 
-

,:)12 Incl ;-) H 1 U9 () :~:N 17:~ Il !:\ 

asy :i 4 1.11 U 30Y 15H.2 

1024 ind .J.1 1.05 0.238 213.7 1 G 

a...,y ·1.6 1 06 0.21 ï 222.2 

2048 Ind ,1 H 1 U4 () 202 Il:~ 7 q 

~y 4 4 l.O6 o IR4 :\76 R 

W96 ind 1 0 102 0.17.'1 ï 1 () R 1 .. 
asy 3.8 1 U2 o 16R (jH8 1 

8192 llld 40 1.03 0.165 I:J51 ï • 1 

asy 3 ~ ./ 1.03 0.161 l:n8.9 
---

16384 Ind 3 7 1.04 0.154 2S23 1 () 

asy :~ 4 1.04 o 142 2:1265 

32768 iml 3 .. ./ 1.03 0.149 4882.1 () 

asy 3 4 1.03 o l,Il ·!fi20 ~{ 

Table 9.13 Fault Re"olutlOll veI~US Test LeIl\(lh. ('880 

pffort (e.g. IG sOC for (;·132 and k = '20). whdp thf' figllfP III !Jriukpto;; gIVf'~ t.IH' (·Ifolt il 

undetected faults are not inc\uned in the ('ot>t The top figure IS an IJpfH'r bOlllld for 1(",1 

lengths longer than 2048. That is, if the test length was increased t his relati VP t'froc 1 

would decrease. This effect was demonstrate~ hy rf'peatmg the ('xperIment for IOIl~('r 

test lengths for those nrcUlts for WhlCh :!(HH dOl''') Ilot dd('( t,dl laulu.. ( :XHO, (' (){)x. 

C2670, C3540. C,j315. dnd Cï552) The !e~ult.., ,lIP !ppo!tpd III t.,lbl!' q 1:; \;otf' llr,tt 

computlllg rrsource rOllstrainb agarn P[(lv(llltf'd (Olllplt>lf' lt·,,1 .,ph f()r ("2r)ïO (dIH)lIl il 

million veltors) and CÎ:iS2 (more than :lO millIon pattPrn"l frorn [)fllng InvP<,llgatf'd 

Nonetheless. III palh CÙSE' the !cl,ltl\p dlort d,'( ["<1",'<1 ,1" 1. "1 !"Ilglh 'lii f!·cl~f'd. ,1' 1'-

pected. 

9.3.6 Effed of D('tertion Probability Estimation 

As in sect.lon ~J 2 5, thls exprrrmcnt d('t(,1 mllH'<' 1 1 If' dff'ct on tllf' amollllt 01 post-II",1 

simulation of the accuracy of detE'('tlOn prohahIlit\' (,'itlrnates 'l'hl' ('c;tlTlIatf'rt vailJ('" ilil 



CI 3 Effort Rcquued for Fault RcsoluLlOJJ 

('Ire mt Madel hl (%) h2 Effort (demand-dnvcn, %) Effort l<hctlOuarv, %) 

(k=20) ("=20) (k= 10) 1 (k=20) (k=.10) (k=lO) (k=20) ("=:\0) 

alu IIId 124 1 00 o ()4ô n 0!)4 n Oôl ') ::\ () fi H2 

,lSY nI 100 0049 0056 o 0(l4 ('J 3) ItJ G) (1'3 2) 

('4:12 IlId IG :~ 102 0.124 0.133 o 144 10 0 16 5 21 ~ 

asy 16 () 1 02 0126 () !Jo () 146 (l) 3) (15 9) (21 3) 

('4()'-) IIId 211 1 04 () '2'.)5 0:\01 o .11.~ 14 () 20 fi 2(\ fJ 

asy 227 104 0295 0303 0313 (137) (HI8) (252) 

C880 IIId 89 1 15 0.077 0082 0087 142 217 274 

asy 92 104 0078 0083 0088 (132) (209) (26 U) 

en')!) 111<1 1h 2 1 14 a 33fi () 346 o 3fi9 21 8 ZR '3 14 '2 

asy 170 1 13 0.339 0351 0364 (21.2) (n 8) (>:3 7) 

('1f)()R IIId 80 1 on 0119 () 12ô o 112 278 ~ ; '1 :7 4 

a~y 84 1 06 1) 120 o 127 () 131 (2r. 1) ('JI 7) ( 15 8) 

('2h70 1IId 78 108 o Dô7 () 070 () 071 2n q ~2 2 lIil 

a"y 7 :; 107 0065 o 0118 0071 (12 4) (18 'n (214) 

(':l!i4() lIId 100 202 o 118 o 121 () 123 180 25 2 Wh 

tl~V 10 1 202 o IF) 0122 o 124 (H 1) (21 7) (27 :l) 

('s,m mu 14 1) 107 0217 0223 0228 12 5 19 1 254 

a..sv 139 106 0216 n 222 0227 (11 5) (182) (2'! 5) 

('6288 1 Il cl 28 G J 20 o 180 0199 n 208 2 0 1 5 GO 

asv 28,/ 1 19 o 188 0198 () 207 (2 5) (,1 1) (5 U) 

('7')'>2 Ind 104 111 0138 Cl 140 1) 14 ~ 192 260 a7 

.l.'-V la fi 1 Il o 110 () 142 n 145 (J.)(\) (20 R) (n 0) 

Tabl(l 9.14 k-m<lX 51muiatlOJJ, 204R maximum lcngth 

used bv DAPPER to resolve individual faults on the i4LS181 ALU with a test of length 

2048 The estimates, a" before. are from ,-;OP and statistical techniques for lengths 

frorn 1),1 to l():~84 The last Irngth IS an exhaustIve test The r('sults of this expcnment 

elfe ShOWll i11 table 9 1 Ü 

Tablp \) lb shows aIl average fpdultlon of onlv a factor of :2 in the amount of slmu­

latlOll rNllllfcd to Iflolatc a single fault In thC' ,\ L LI whcn thp sam pie Sile for C'stlmatmg 

dt'teltIull pfooaoliity lIlCrea!:le., hom 04 tu lC::R4. ci 128-f(lld Illuea:-,e ~llllliarh. U!:llng 

('OP ll' ... ult ... III ,tl)()ut <l ·10('(' Ill( IPa.,p III tht' ellllOUl1t of "'llIllddtlO!l O\PI tilt:' !HJOrp'lt 'ita­

tlstlc,tI rI' ... ult 11('11('('. dct(,<tIOI! prohahIlI1\' c;hould hr r<;tllllatrd USIng <1 ... te\\. \f>c!.ors as 

ct gout! h(,llfl~tll IIllght IH' th(' rdIldolIl tpo.,( le/lgth \\ here f IH' 'rdIldolIl-('cl:-'Y' 

t.\tIIt... ht\\'t' !Jl't'IJ detp( t(·d TI"" \\ould group t'd"'\ t,lUit ... 1)\ r/t'lP( tlOI1 probdbdltV. whrlt' 

kavlllg "hard" faults together \VIth redundant faults as estlmated at detectlon pro babil­

It\ II '('t ûnother solutIOn I~ to combInr the pledlctlons 01 COP wlth a small amount 



l).3 Effort Heqlllrl'ù lOI Fault Ht':\olull\lll 

Circuit Lellgt.h ~li1::ised Effort (JidiolldfV. 1';,) 

H (k-= lU) (k-:-:.W) (k :-:H)) 

C880 21568 0 3 -• j S :::> GG 

(~ 7) (.S .S) (h f)) 

C1Y08 11008 () 1 L 7 17 9 21 1 

(12 3) (17 S) (21 I) 

C2670 50016 287 17.6 200 ')1) ,.,. 
...... 1 

(2.5) (.S 3) (K f)) 

C3540 50016 0 4.8 .s -4 GO 
(0.9) ( 1.[,) (2 I) 

C.131.1 :W72 Il lJ2 1 t () 1 ~ :) 

(8.2) ( l:l l) ( 1 ï fi 1 

C7552 1638,. 387 9.6 111 12 ·1 

( 1 7) (() ~} (i il 

Table 9.15 k-ma.x SlIlIulatlOll. IOllger tf'ql lelllo(thq 

of simulation, e.g. 32 or 64 patterns. to check the rl'sults for l'dSV laults 

9.3.7 Results 

lt has been shown that DAPPER is able to locate a slfigle fault lfi a dernand-dfl\·.'ll 

fa.shion with a small amount of effort in comparison to that r('quired tn prnd\l(' ,l 

conventionalsignaturefault dictionary. Simulatioll dlort 1" r('ulJ((>d Wlt.1t Illon' a« llf,lI. .. 

estimation of detection probability, although posslbly Ilot (,Ilough to Justtfv the Ill< n'a.'1('<1 

cost. Similarly, \ .. hile the relative amount of snI1UlatlOIl de('f('a.9('s \\ lt h Inc f('(t.C,ITlg t(':,1, 

length. in absolute terms it negms to iIlcreasp aftf'r a (f'rtaln pOint 

Agam. in most cases, the use of the asvrnmetnr prror model r.1tl\('r thd.Il 1 h" III 

dependent error model irnprovf's D.\PPER's pertorman(('. III tflnne nt the 'mnulatlorJ 

reductlollS possible wlth Il. dlthouglt the ddleH'II< P" cire (H' d""lolldlh IllllIllll<t1 

The usp of '~ertal c,treanllIlg, !,lth('r th.lll 1 !J(. p,H,dlf'l III 'Tldl '''Tnp.lI 1,11)11 01 d 

MINSR, Ccln r(,<;lllt III dramatlc rt'dllctIOIl<' ln "lllllll,illll!l 1,,·( .111,1' ot 1111' dlldl!.JOTl.tllfl­

formation d\dildLl~ ct.., lu tilt' Ll,llIlg ()lJtplll. l'III IIJI' rt.Jdf'd (0..,1 III IPI"I'> /)1 1"'>llflg 

hardware overhead ma\' not Jllc;tlh thlc; <"1l1111I,itIOf) '.1\ IIlg' 

Finaily, the us~ of k-~hx f),\P P En to [('duce '>llTlulatioTl oV(lrhead III both d('lIJ-tlld­

driven and uictionary appli( atioIlS heL'> been dPItH)!I..,traled 
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Prob. Est. Len. ",Iodel hl (%) h'l. Effort (%) 

COP ind 22.8 1.00 0.690 

asy 21.0 1.00 0.647 

64 veclors ind 139 100 0.521 

dSy 12 3 1.00 0" 74 

l:lH vectors ind q6 1.00 0.365 

asy 8.0 1.00 0.301 

256 vectors ind 7.8 1.00 0.304 

asv (L5 1 00 0.268 

.512 v('c tors ind 6.4 1.00 0251 

asy 5 . .:1 1.00 0233 

1024 vectors ind 6.0 1.00 0.261 

asy 52 1.00 0.219 

2048 wctors ind 5.9 1.00 0287 

asy 5.1 1 00 0.243 

4096 vectors ind 5.5 1.00 0.264 

asy 4 8 1.00 0.215 

8192 vec tors ind 5.7 100 0261 

asy 4.7 1.00 0.213 

lG384 \,('c tors lnd 5.8 1.00 0258 

asv 4.7 1 00 0.215 

Tabll' g.!!} F,lIdt He~ollltlOIl "VIth Vartoll~ PJohahiltty Estimates 

9.4 Intermediat~ Signature Collection 

This St'ctlOIl outlines 'Sorne experiments conducted to investigate the behaviour of 

InternH'diate ~i!l;nature ColleLtlon (ISC) (see sectIon 4 2) The test lengths and genera­

tlOn Ilwthod IIspd wt're Identical (0 those dcscrtbed III SC(tlOTl~) 2:2 l'nfortunately. the 

initl<tlIl,tlloll (ollditlollS lor tlte l!'gl::,ler.., \Vele ..,ll~ltth ddfelf'I1t ..,0 tflp Idldt (ovprctge 

ligUIP" ,lit' Ilot IdpIlt l( al \ '-lllglt> LlUlt lIlodpl \\ ct" d'-<,UIrlPt! '-Il Ollt pllt ..,tO[dgP dr('at:. 

w('[(' no! <,mplo\,pd Hathpr. tallIts \\f>rp <:;tTTlulau'd t() gpnpratc matchmg signatur<,s on 

the Ictdlllg bl(H ks Ulo( k ::>llE' \\ cl::, t<lhl'Il 10 b" L ;;'2 bits. '-IIlU' t hat IS the "'OId lE'lIgth 

(lii tlll' IllclllllllP" \I..,pd Illi t hl:' " .... pPIIIlIPIll III th" ,,\ l'lit t helt "'('\PI,t! Llld\<., plodtJ< ed 

t hl' o[,,,('n pd Luiltv ::'lgnat un'. t \\'0 addltlollàl fdult:. hloLks \\ ('rt' pxarnÎncd to v('rtfy tItt' 

1 t'stilts l'nfortulldtely, tht:' t:' .... penmental tool df'veloped to pHtorrn the analysis \\at:. 

l'iï 
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unable to deal with the amount of data generated bv Ci552, so 110 rf'.,ult~ are d\'<ld,tbll' 

for that circuit. 

Circuit Faults Missed Dlagnosl'd Incomplete l'II l \" \ 'J 01 t (' 1 

alu 2:37 0 2:37 () 1.;)R 

C432 .')24 0 S18 2 1 GR 

C4!J9 758 0 7,15 S 1.G8 

C880 942 10 923 9 1 61 

C1355 1574 :) 1408 155 1 81 

C190R IR79 ~f) lôf)O lRfi ) 7P-

C2670 2747 314 2304 12 1 b:l 

C3.540 :~ t28 19 3239 :n 1 71 

C5315 5350 ,) :)284 .) 1 G 1 

C6288 7744 0 iïlO 0 1 S(i 

Table 9.17 l'erfollllaure 01 Ise. TI -= 2048 

The expernuent was repeated for ('very tallit and t hl:' r('sulte; are <;\lmTIHHll('t! III 

table 9.17. The colurnns are as follows. circuit naUle, followed bv the total Ilumlwl of 

modelled faultR, the number of thf'Rt' whirh W('f{' Ilot rpdundant and WPllt und!'!!'( I('.! 

or were aliased in the teRt set, the numbf'f which roulcl he definltf'ly dlagno'wd Il' 

an equivalence c1ass. the number which netther went undetected Ilor Wl'f(, d"filll! l'h 

diagnosed and hence were incolIlpletelv identified, and finally the av~ntV;p pffort lor l',l( t\ 

diag:lC'sis as a percent age of the effort to generate Cl (omplrt,r dKtl()narv -\galll. 1l()1/' 

that this effort IS based on the AssumptiOIl 2.1 wlmh equates ~iIIlulatlOn cm,t wlI h Il,,, 

Humber of faults and patterns simulatl'd. lt would be unfair to compare M tu,t! ('l'" 

times when the tool developed for thp ISC' ('xpf'flrnrnts wae, e,o IIllff'fillf'd 

NotE' that in f'aeh case the effort le; grratf'f for ISe than for tht> ~tandafd /) \PI'I'.I{ 

experlInents reported III table 9 ï The (Omp<Ul:-,oll 1'> Ilot t'nt I[eh Lur. '>lll( e \ 11\' ,lb­

soluf.e effort fOf ISr wtli not iTlcrrrt,sP wltli 1('0..;\ It'Ilgllt 10 th(' '>dltH' ('\1('111 ,\'> ~I,llld,trrl 

DAPPER llowr\'('f, In cornpallson \\llh t,-\la'\ l' \1'1'1' H It.d,j(· '1 III .. ho,>!' Irl/,I! ri 

fort wdlll1cred~(, \\llb k"l kngth ,If ,d'PIII th. '<1111' r"r. d- 1'1' 1'-( tJiI l'I~'' Iwlllll.] 

Incr('a~lllg L 10 2,jG \\!ll oflh Il](f()d~t' rlll' cllTlOllllt rd .\()r~ 1/1 dddlllUf! tlll'f(' le., IIIf' 

prohlf'rn of t 110e;(' Lulltc; wllldl \\(ln' ll\(,(ll11pl('I('I\ dlclgllO,-(,d ! hf>'-,(' tH'hd\f>d Id"llllf ,dl" 

to otlH'f t,lIl1t:-.. \'.lll! il lll<l\ III 111,\\ IlO! !J,l\t' \l! IOllg, d Il) th, ~dJII,', '1I/J\.tI'·Jlf" 1 1"0' \1 

lIlosl3 I1JdtchlIlg Llucb \\PH' ulJ:"prv<->rl fUI Ihe~p (Uld hp/HP dl'liIlltl\(' ..,tdl"IlH'I1h ,d)()111 

t hem cannat he made 
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necall that in section 8.4.2.1 it was predicted that DAPPER would outperform ISe 

whenever 

(8.4.1) 

SubRtltuting in the values for hl dnd hl. observed in section 9.3.5, plus 32 for L anù the 

clppropnat.e h values yields a maximum value for rat) for DAPPER ta outperform ISC 

This value, plus that observed for the test sets are glven in table 9.18. 

Circuit Observeù Maximum 

rllt' k = 10 k = 20 k = 30 

ctlu 17 193 154 128 

C432 65 liS 158 145 

C499 102 130 123 117 

C880 111 312 279 251 

C1355 187 189 181 174 

C1908 204 374 ~351 330 

C2670 393 391 373 356 

C3540 173 302 286 272 

C5315 CJ7 225 2~~2 210 

C6288 31 111 111 110 

Table 9.18 \laXllnI,m and Ohg(>rved valuE'g for rat) 

Not,e from ta.ble 9.18 that (8.1.1) Îs conservative in its predictions. For cxarnple, 

circuits C 1355 and C2670 are predicted to require about the same effort with DAPPER 

and ISe, yet the experimentally observed results are significantly beUer with DAPPER. 

This IS because the expression uses an upper bound on the effort required with DAP­

pr·~n. in that It ignores the effeet 01 limited test length, while giving a lowcr bOllnd on 

t 11(> romplf'xity of ISe in that it assume,> that eVf'ry falllt ran Iw lorated after "ilIlulating 

OItiV olle blo< k 

The results for thc:::e circuits dem< :Istrate that D.\PPER. partIcularly k-\lax DAP­

l'EH I~ <lhl!' to olltperlorm 1:-;(" \\I!f'n the "imglf' Qll,k-rlt I<lult lIIodf'll'~ uc.,pd 

15V 



Chapter 10 ConclusioIlH 

With the increasing complexity of VLSI tir<U1ts. tcstlng has I)('('orrl(' cl :'Iglldi( ,uII 

cost concern. Tests ustng f>seudo-randomly generateJ Input stHllul1 togptlwr \VIth ddLI 

compact ion techniques ta reduce output volume ha\e lwen ~uggestec! do'" a. tIl(,thod III 

reducing these C05tS. Such signature testing schemes have been ~uc( cssful in tPflll:' 01 

fault detection, but fault locatIOn -- Identtfying whkh of many poc.;sihl,' f"durc" 1 h" 

cause of faulty behavlOur -- has remained a diflicult proulcm 

This dissertation identifies a set of critena which must hl' m{'\, by an;.: f.ttdt I(H ,tl.IOIl 

method for signature testing: Snch a met hod must have 

• the ability to extract location information from Its signatures. 

• a small fault rlictionary size. 

• resolution to a single fault equivalence class. 

• the potential for demand-driven Jictionary (OBstruction. 

• applicability to multiple-output combinatlOnal circuits, 

• the ability to use pseudo-random input vectors. 

• no requirement to store actual output vec!ors. apd 

• a potential hardware implementatlOll. 

Each of three previously proposed IIwthod'i of f,\ldt location in 1 hl' R CT l'IIVII 1l1l­

ment fails one or mor(' of thflse crrti>f1a. rl!(' ltlpthorlc.; ilrp slgnatllrl' h.\ c.;mllllall()!1 

intermediate signature collection. dllJ al~elJI dl( cUldh ::'1:' rh .. d 1'o,,>(>rl al IOIl plOpO'>I''-, d 

new approach -- lllerarchiral Ictult dl,igno<-;I'--

The hlerard11ral tallit cllagnosl'-. t('chnj(lllt' «()!l<"I<.,I~ (,/ W'I!If!, 'o(>\/>r,d 19u,dur f >" 'd< Il 

of which tontalIls SOIlle location lI1tormdtlü!1 Th\>~p ">lgIldt \1fP<" ctrP !-.ll()\\ Il d'> pl pd 1,1 (110-, 

and are able ln [l'ducl' Ilw potPllll,t! LUlli <"f>l cil l'cI(1! "Idg/' 01 Idldl IO(dIIOTl l'iii" 

rpdllctlon pi>rmlts df'manJ-rlflvpn fault IOCallOTl 10 t,f> !,prfornwd wllh (of!<-;I(JPrafdv 1,·<"<" 

effort than rmght be required otherwl~e. 

\ 
\ 

\ 



10.1 Open Problems 

Even when fault locatIOn is performed using a fault dictionary, the proposed signa­

tures dre able Lo reduce ovprall effort significantly over previou8 techniques The extent 

of thcse savmgs has been evaluated using a tooi-Illdependent approach to fault simula­

tion complexity and a new model for the fault coverage curve. The latter permits the 

relativ(' ~ilIlulatioIl ~av1llgs between the methods to be evaluat,ed in a straightforward 

manner. 

The improv<,mcnt that hicrarchical fault diagnosis rcprcsents ov('r prcviolls mcthods 

ha. .. bpen analyzed in a detailpd cost comparison Iwtween thpm The supeflorit.y of t.he 

first has been shown over a wide range of conditions Extensive experimental verification 

of the performance of the hicrarchical fault location technique has also been provlded. 

In-depth investigation of the hlerarlhical approach itself is provided. including: 

• df'vploprrlPnt. of ~t.rllct tlrp~ 10 implement signatures for random tt'st.ing which contain 

llseful locatlOIl informatIOn. 

• analysis of the tradeoffs involved between hardware overhead and diagnostic perfor­

rnanc(> of diagnosis "iignatures. and 

• detailed deslflption of potentlal dpplications of hierarchlcal fault dlagnosls, includ­

ing expressions for expcct('d values, variance. and ahasing probahilitv of signatures. 

The dissertation a!so (Olltdins othef (oIlt.ributioIlS Lo the related field of built-in 

self-test (13IST) induding: 

• a Ilew error model for BIST: the asymmctric error mode!. 

• a new partial matching algont.hm fOf the output data compact ion I3IST technique, 

and 

• exact and asymptotlc expressIOns lor the alias mg probability of weight counting 

under the independent, asymmetric, and generalized error models. 

10.1 Open Problems 

A Humber of prohlems remain open in this area. These are outlined below' 

• Can sequentlal modifier blacks wlth guaranteed matching of a glven stream be de­

\ eloped? 

• Is it posslhk to develop parall('1 to senal compartlon c,( lH'l1lPC; WlllCh rpdtl("(' cancel­

lattoll altastng b('low th(' I('\els tound tn .\ll:\~H and panty cham '3chemes used III 

t IllS di~~(-'rt at IOIl'! 

• \\ hdt l~ th" optimum 1l11llllwr 01 partty' chains f')f a gt\'€n spt of pos'>lbly corr('lal.('(} 

outputs? 

• t'ail sequenltal circuits be adequatelv tested with random vpctors'l 

1G1 



• Can the results of this thssertation ue extenùeù to IIlduùc ùiagnosis ot hicraH hw,lI 

groupings of circuits. as in board-level testing? 



Appendix A Aliasing Probability of Weight Counting 

In this appendix, the aliasing probability of weight countin~ ander a variety of error 

models is developed. The results are obtained for a single output stream and are used 

in sect ion 7 .. 

A w<,ight count with n test vectors will alias when, in the presence of a fault, equal 

lIumbers of errors occur among the output values which are 1 in JJhe fault-free case (say 

w) and those which are 0 (n - w) in the fault-free case. Since test or der is immaterial, 

these outputs may be considered to be grouped as shown in Figure A.1. 

w n-11J 

Figure A.l Output le~lOllS III wei~ht test 

A description of the error models used in the following discussion is given in section 

A.1 lJniforrn Error Model 

\ \\'('Ight tl''it <llt<lses when the weight of a faulty output :,trealIll:, e4ulvaieIlt to that 

0\ the t.lult-tr('(' ~,trcaIIl. \Vd,h the uI1lform error mode!. cach error stream is cquallv 

likl'ly, SI} the (haIl(t' 01 an 1/ pattf'rn test \Vith fault-frpf' output wf'ight lJ,' aliasing is 

sllIlplv th(' total Tlumb('r of pOSSlblf' patterns of welght 'u,' (not Illcludmg the tault-frce 

• 



A 2 [nJependt'ld [';1101 Model 

one) divided by the total number of error patterns 01 length n, or ISav8511t-.luz8ïl·· 

pum = (:) 1 
w 2n - L (A 1.1) 

which may be approximaterl, \Ising Stirling's approxlmat.ion,t as: 

punt ,...., .!w(n - w) (~)W (' tl ')TLOW 
W V 27fn 2w 2(n 0 tL') (.\.t :l) 

This approximation is asymptotic as n increases with respect to w. 

A.2 Independent Error Mode} 

This section gives exact and asymptot,ic expressions for the aliasing prohabilit.v 01 

weight tests using the independent error mode!. 

A.2.! Exart Expression 

The independent ~rror model adds a parameter p, t.he random pattern ot>t('dabilil.v 

of a fauIt under consloeration, to the umform mode!. *~ .\liasing occurs when therp aIl' 

equal number5 of errors among the tu which produce 1 at the pIlmarv ùutput ami t!l(' 

n - w patterns which prod'lce 0 There can be 

different error patterns of welght j wIthin the w patterns which produc(' l, <I.lId t.hp 

probability of each of these occurring is: 

,. The followiliR Jefinition is used throuRhuut 1 JIlS ,Ii"sel ,II 1"11 

Il 

and 0' is defined to be l 
1 

t StlrlinR's appIOXIlllatl!l1l (,Ill hl' wlltlen a~ ni ~ (2'l"n) ~. /l"n wh"l!' IiI .. JI',L.IJ')!1 f(11) "" ,If,,) 
implies that the ratIO (Jf f(n) ovel o(n) approache~ l a,.. n tends l.y ltlfilllly 

*" The results of thls sectIon were oflRlllallv presented III 1 Alt8!lal 



A 2 IndepenJent Ellar Model 

Simllarly, the prodlH .. t of the number of error patterns of weight j and their proGa-

bility of occurring among the n - UJ patterns which produce a 0 in the fault-free case 

],'1. 

(
n - w) ) '<pJ(l_p)n-w-J 

Because each output bit is assumcd ta be independent, these values may be mul-

tiplicd together to give the probability of aliasing with 2J errors. Summmg over ail 

possible values of J gives the following formula for the aliasing probability of a weight 

test undcr the indcpendent error model: 

ptnd 
!1J (A.2.1) 

Sorne cmbellishments may be made to the ab ove expreSSIOn, most notably that the 

sumrnation onl)' needs to be performed until J reaches min(w, n - w), which shows that 

the distnLution of p;nd as a function of w for a given n and p is symmetrical about .g.. 

A .2.2 Asymptotir Dehaviollr 

EquatIon A.2.1 bears a stnking resemblance to the explicit enumeration of the Jacob, 

Folyrwmwl (sec lor instance [Van871), Pt~Q,!3) (x), a..,> givpn below. 

Pt~~,d)(X) = Z-m f (rn + 0') (m + 8) (x __ 1)m-J(x +- 1)1 
I..-...J J m -l, 
;--00 

(11.2.2) 

Tilt' 1II0c;t rf'adil\' apparpnt difference :wtwf'en Ihe 1\\0 i~ that exprC'lSlon (.--\ 22) includes 

() in its summat.ion ",hile (.\.:2.1) does not. The] = 0 t('Tm corre~ponds to the 

probabiht! of Ilot dt't('ctlTlg tht' tault al, aIl. Pi/:/: 

J> ma -= (t __ II) '1 
nd (A .. 2.3) 

l () ') 

1 



By includitlg P~dd and making the following élssignIIH'nt, 

m=min{w,n ll') 

a -= n - 2m 

p=O 
2p(1 - JI) ~ 

x = --'------'---
1 - 2p 

the following relationship is obtained: 

p~nd = (1 -- p)n ('.r ~_ 1 ) m p,~~,p) (.r) -- P,t1r:/ (..1.2 -1) 

which permits Ils to ctf'tf'rmine an asymptotic expressIon for Ptll~d lI'itng t IH' Hwt hod 01 

Van A8sche [Van87], which employs the Local Llm.t Theorem of Pctrov \Pf't7SI 'l'Il(' lull 

power of this thporern is not, required. Inst.ead, a simplification. a~ pxpreshed i" IV,IIIHïl. 

is used:* 

Theorem A.l:(Local Llm.t Theorem): For a sequence of independent \Jillomi.tllv 

distributed randorn variables ~t with sequence rnean tLn and sequpncf' varial1('p of t' 

1 

1 ((N~/Ln)2)1 sup O"n P(Zl+ Z2+···-t-Zn=N)--=exp ~- 2 
N y!27r 20"n 

-.() 

Proof: In Petrov, [Pet75j. p. 189. 

Since aliasing m'curs when the differf'nce rlf't,wf'f'rl thf' nllrnhf'r of <'Trors among UH' l/1 

18 and the n - w Os is 0, the theorem can bp applied to obtam an asymptotic bound lor 

expression A.2.1 as follows: Let Y "- ;,Yt), 1 :; 1, :::: n bp the fault-fre(> Sf'qll(lflce. ctlld I(·t 

X = (xt ), 1 :s l S n be a faulty sequence Df'fine parh randorn varlahle /-1' 1 11 

as: 

where 

Il. -

z, "-- (/, . ! 

+ 1. 1 f!j, - O. 
1. nt hPfWIc.,P 

,. III /ad. th(' V!'l<lnll pl!'<lellt!'d h.'r!' !< a fllrthel ~llill'III\! t""lI 'IIIC" Ir. ,\ t,11'7: ''',1\11 a"I'I,< ,,, 

plOLaL1l1ty JlStnbutlUlls llIuch IIlU! e v:euel,1I thdll the blllUlIll.d 

, 



A 2 Independenl EII or Model 

and 

et = { l, 
O. 

if X f r Yt ; 

otherwise. 

Each el is the error bit at position 1. and al represents the potential effect of an error 

011 a weight count. Aliasing will occur when the sum of the Zts. N. is O. Theorem A.1 

also requires the me an Jin and variance a; of the sum of the Z1S. Since each Z! has 

probability Tl of being non-zero, these arc given by: 

fJ,n (n - 2 w ) p 

} 0"; np(l - p) 

Aigebraic manipulation of the above equations ylelds the fol1owing asymptotic bound 

for expression (A.2.1): 

Pmd _. 1 1 ( (n - 2 Ill) '2 P ) ( n . - V :< exp - - 1 - p) 
w 27rnp(1 - p) 2n(1 - p) 

(.1.2.5) 

which is asymptotic in that. It becomes exact as n becomes large with respect to n - '2w 

Expression (A.2.5) is invalid for p = 0 and p = 1, but its behaviour as p approaches 

these values may 1)(> obtained from (A 2.1): 

and 

lim pmd 0 w p->O 

lim p:vnd = f 1 
p->l lo 

n 
u' =~, 
otherwise. 

This la5t result follows from the fact that p = 1 implies a faulty output stream which 

j., the ('omplement of ib fault-free counterpart. An interestmg corollary 18 that an odd 

tt'st IplJ~th \\111 prp\,PIIt tltt' guardnteed ahasmg \\hidl O((1\r" WIJPIl /l' - Ï ,tlld 1'-

FlgUlt>:-, :\.:2 lltrough .\.1 ..,llOW the ex.act. and e::,tllIldtt:'J cllldSlllg !J101>dLillty 101 the 

full 1 a !Ige 01 P d.lld ",pv(:' rai \' al ue~ of tL' 1'01 Tl =- 100 Tite a" \ fIl plvf l< ex !Jre,,~ioll 01 (A '2 ,J) 

IS most accurate for values of p away from 0 and 1. as shown lB Figures A.2 through 

\ '. As P,l,,:'l d.dpS \0 0 or climbs t.o 1. (A.:~.5) match('s th. 'I(>nd. bllt not always 

lfi7 

....... _-----------------------------,.. ........ ..."...-'.--~---_ .. - -
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Exact. , Estillldted. ' 

o 15 

0.10 
+ 

0.05 

o i 1 1 1 1 
o 0.1 0.2 (J.a 0 4 O,lj (J.(j (J. i 0.1'1 0 () 1 () 

Figure A.2 Weight Ahasing ProbabilJty r/(~Ld ", l' 

p:vnd 
0.30 T 
0.25 

0.20 

0.15 

0.10 

0.05 

o 

Exact· :; 

n If Hl, li' 

o 0.1 0.2 0.3 0 4 0,5 06 0 ï 0 R 09 1 0 
Figure A.3 Weight AlJasUlg PIOÙJ.Ollity P,'/l.l .' l' TL - 100, w - 'iO 

closely (see fOf Instance the "knec" nt p .= 0 U ID Flgufe A 2). In cuhhtlon. ('Xpf('~,'l\OIl 

(A.2.5) caf"} produce sorne absurd values of p,;nd (1' g gr('é! tpr ! hrill 1) \\ her: fJ i" le .... .., 

than * Fortunately. pxact cakulatlon (JI 1','//1/ Je; IlO! C()lrJJ>lJ!atlnrJdlh 11111'11'-,1\(' III till', 

ared. t>IIl<.-e onlv the first lew !('llIlS (II the 'it'I!l' .... III (\:2 IIIH'('d tf) 1", (1)Il'-,ld('f('d ",1/1'11 

p is very small 

The a~ymptottc beha\'lour 01 the apprOXlltl<Ltlon I~ dpmon~tral('d Il\' 1· 19url':-' A "1 

through A. ï. lt may oe seen that the approximatlo!l bflCOIIle<; more aJtd II I (HP d( ( Ilf ,d p 
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plnJ 020 w 

0.15 

010 

0.05 

o 

Exact '1 Estimated'-

+ r 

l , 

o 0.1 0.2 0.3 0.4 0.5 0.6 O. ï 0.8 0.9 1.0 
Figure A.4 Welght Aha..sUlg Plobabdity Pivnd \S r n = 100, w = 40 or hO 

Exact: 0 Estimated: 
rl~~d 0.0010 <1> 

0.00075 
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~ 
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o :'W 40 60 80 100 120 140 160 180200 

Figure A.5 Welght Aha..smg Probablhty Pivnd v!' n ln - 2wl = 40, p = 0.5 

wiLh IIlLfeasing Tt when n -- 2w is helcl constant. regardless of the value of p. 

Thc fllnrtlOnal b('havlOur of altaslTlg proktbdltv is shown 1TI Figure '\.8. The SVID-

[ll('lril 11dlurt' of the di::,tributlOll i:, t'vident. <1'0 \\1'11 d'1 th(' [Ildlkpd di'o( re~dlllies betweell 

10\\ d[HI high \'ulups of fi Not\' that the dlstI lbutlon of aiJasing versus wright is much 

\ess IH'II-shaped thun pre\'lollsh hdl('\'ed for 10\\ \ cl lue') of p whereas the peak at g is 
lIIuch mOT<' pronouoced for hight'r p "Refail that previous works. e.g ,Sav851 !Muz8ïl. 

have assumed thC' tllllform crror modl'l. whpre p = () ,'») 
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Figure A.7 Weight Altasmg Probablhty P!~nd v< Tl 'Tl Lwl - 10, r - 1) 1 

A.2.3 Sllmmary of Aliasing n"haviour 

The values takeTl }n' exprcsslOnl.\ ~ 1) arr not tcrflhl\ (llnill'I, at 1II',t 11I'11)('(tloll, 

hut its hehaviour a.s n increac;e<; ma:.- he c;hawn cl" follow,", 

Let w =- sn for ail 71 and fixed s equal ta thf' sq~nal prahabdlty rd th(' tallit-tIpI' 

output function. This IMs the effect of keepmg 7L~,2'JI fixed. EXpf()"~I()lI (A 2.J) JfldV 
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A 3 A sYllllIIetnt Error Model 
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Figure A.8 WelRht AhasmR Probablhty p:vnd vs UJ' n = 100, vanous p 

1l0W oc rewritten as: 

p,nd , 
IV 

} 1 (n(1 - 2S)2p )' 

Y
' , exp (1 - p)T! 
27rnp(1- p) . - 2(1 - p) - (A.2.G) 

Note that this expression decreases as n -05 / e- n , [or ail P, 0 <' P <- 1, provided that 

.') "* ~. Whcn s ~ i, the rate of drcrease is only n -0 5. 

fil otlH'r wordR, for ail fllHcllons Wh08(, inherf'nt w('ight IS flot precisely half t.he'ir 

I('ngth, the ahasmg probabihty of welght countmg under the independent error model 

d('c[t>ases expollt'lItlally wlt.h IIl( r('(i."ililg test Ipngth. The further the welght IS from halL 

the l'aster the rate of decrease. and hence the lower the resulting aliasing probabihty 

A.3 Asyrnmetric Errol' l\1odel 

Tilh:, ~('( tiOIl gives exad alld à.':>\'IIlptotlc expreSSlOIl~ for Illp cdiasing prooaoilitv of 

w(,lght t('St8 uSlIlg the asymmetnc ('rror model. 

A.3.1 Exart Expr(lssion 

ln sectIon A 2. the allaslllg probabtllty for welght countmg under the mdependent 

t'llOf Il Hllie 1 was calculated The aliasing plobability of tl,!" 1"\ rnmetric error model 

IiI 

-



rnay be derivt'ri in a simllar fashion :\ liasing oC( urs, ,t..., bd'on'. \\ hf'Tl t 1\('1(' ,u,' t'qlldl 

numbers of errCfS arnong the 1l' patl,('rns whl< h produ('(' l ,Il III,' prllllür\' out pllt IIIIt! 

the n - w which produce 0 There caIl oe 

different error patterns of weight j \vithin the li' patU'rn<; whidl prodlI< (' 1 . .!lld tlt" 

probability of each of these is: 

Similarly, the product uf the Humber of eIror patterns of wl'lghl. J ,lIld tl!Plr I>IOj,<I' 

bility of occurring among the n - II' patterns w tllC h prod \1(,(' ct 0 in t hl' Llllit -1 fl'I' , ,,'.1' 

IS: 

Decause of their assumed independence, these value~ fIlay hl' lIlultiplipd t ogl'dll'I 

to give the probability 01 aliasrng wlth '2) errors "iummrng o\,('r ail pOSfllblC' V,tllll H
, 

of J glves the following formula for the aliasing probabiiity of a welght tl'st Illldt>r t III' 

asymmetflc f'fror model: 

)
n-w- J l 

- PïJ J (:1 :\ 1) 

Note that if p[) .:= PD' expressions (:\,2 1) and (A 3 1) are f'quivalent 

A.3.2 Asymptotic llehaviour 

An a~)Iliptotic expressIOn for (.\ J.l) llld\ II\' d(,II\1 d Il'llllg l'l'tr')\''l LOL,t! LIIIlll 

Theorem (Tbeon·rn A.I) To l1"P tlus tbpoll'!!1 hf'I", tl\p Iwo rq~I{)II" (<"'1'1' Ilgllll' \ 1) fd 

the output stream are treated as tndepend<>nt <;tu'ùltl"l ot blIlorrllallv dl"tr dmt('d ralld<itrI 

variables. AliaslIlg will orcur wlrell Prl( Il "treamlr,i"l thp '!cime wl'lght 



A.j ASVlIlllletnc Errar Model 

of /)<j TrlIflUS thp IInmber of [)s is 0 The mean and variance of this rtiHerpnce of the t\\'o 

<,treams lIlay be obtained from the laws of the bmomIaI dIstrIbutIOn: 

IJ.n - wPD - (n - w)p_ 
f) 

a~ :=- 111 PD ( l PD) 1- \ n - lU) P D (I -- P D ) 

fn addit.ion to thf~e, t.hf' probahllit.y of not rtetpctmg a fanlt, al. allnndN the asymmet.f1c 

f'rror model, P:?, IS reqUited: 

(A.32) 

These !)errrllt the of use Theorern A.1 in writing the following 2xpreSSIUIl for asymptoti( 

ctliasing of weight testing under the asymmetric er ror model' 

Note that expressIon (A.3.3) is invalid , .... hen both PD and PD are equal to 0 or 1 

When one ('f both are equal to 0, aliasing probability is O. When both are equal to l, 

t.he indcpcmknt. ('rror model apphes, since PD = P D' so expression (.\.2.1) shoulcl bf' 

llsed i nstead. 

A.3.3 Summary of Aliasing Behavior 

The behavlOur of expression (A.3.3) with respect to test length may be shown as 

follow8. Since expect('d weight depends on test length, let w = sn where s is the output 

"Ignal probahilitv expression (A 3 :)) may then be rewritten as' 

[
loi' II 
'/. 

\ 
~,TTl( • .,p[)\l - 1

'
/)) .- Il - ')p-(l- 11-1) o D 

,n!Î( t' t h.tt pxprpssion 1.\.:; ·1) dpC[('asps as n iJ 5 e 7/ provided t hat 

(A.3.5) 
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h 

For those faults where expression (A.3.5) is false, aliasing probabilitv c!(,( f("t.')(',> Oll!\ d" 

n-O 
5. For ail other faults. aliasing probability ùccrcasC!:i t'XpOIlCIltlilllv \\'Ith t('~t 1(,II~tlt 

This result is similar to that übserved with the independent ('rror Illod<". only 111 th,tt 

case the worst valuc of s is fixed as 0.5. These latest rcsults éL\low t h(' pl ('<i!d \0 1\ 0\ t hl' 

individual faults most likely tü alias in a weight test wherC' tlw asymnwtrir Nror I1\odt·! 

applies 

A.4 Generalized Error Model 

The generaltzed error model allows each bit ot an output 'lequenre ln havE' a lllllq\lt' 

error probability, say Pl for the tth such bit (1 ~ 1 /_ n). The asymlllelrl( errol IIlod.·! 

was used in Ilva88bl in the development of aliasing probaHlity for sl!1;natllrp .tllafj<,j.., 

The physicdl motivation for the model iIl this (ontext IS disru:-'bPd III (hapt,pr ï 

A.4.1 Exact Expression 

Since each output bit has a unique error probability, Pl' the groupings of tilt' \>IPVIOlh 

sections cannot be used. Eadl set of errors which causes ahasmg mav hdve a Ulllql!" 

prouability of occurrence, anù thus each must De summeù illdiviùudllv in tlte dlid:-,illg 

expression. 

Let Y :::: \Yt), 1 <:; l :::~ n be the fault-fr0e output sequence, dnù let )' have werght II' 

There are 2n 1 ùifferent f>rror st.reams of f('lIgtlt 71 Ddine SOITl<' on!PIIIl!S Oll th""p 1 () 

obtain (Xl)' 1'_ J ~ 2n 1. wherc cach X,. -- fi, l' l' n The aila'>lfIg probahdll',' 

of a wf'ight test lInder the generallzed modt>1 TIl,t\ lhf'1l h· l'~pf(,,,,,t'd ct', 

)n 1 
/Jyen \' .\) . -\ Il .\ , ) Fr( \ } 1 ( \ 1 1 ) 11' --/ -- 1 

whcrc 

:1/(.\) ) 1. if\~n x. 1/', 
-= '-"' 1 - l 1 

1 (J, otherwl'l(, 



d./I(l 

where 

n 

['r(X)) - II qt 
1 ;;;...1 

if xll ! Yt ; 

otherwise. 

Clt~arlv, the generalized error model requires substantial information about the fault-free 

function and error sequences to produce numerical results. 

A.4.2 Asymptotic Behaviour 

.\gaUl, an a..c;ymptotic ('x pression for (A.4.1) may he derived using Petrov'~ Local 

Lirnit TheorE'Hl (Theorem Al). The D errors will again be subtracted from the U 

errors. Yleldmg mean and vanance for the difference of: 

wher!' 

n 

I1n = L a~ . Pt 
1=1 

n 
2 - ~ (1 \ 

(1 n - ~ Pt - Pt 1 

t=l 

{ 
+1, 
-1, 

if Yt = 0; 
otherwise. 

As weil. the probability of not detecting the fault at ail, p~~n is required: 

n 

p~~n -= II (1 - Pt) 

t=l 

(A.4.2) 

tJsing Theorem A.I, the followlI,g asymptotic expression for aliasing probability under 

the gelleralized error model is obtained: 

} 

1 (11~ ) . exp ---
\ 27T(1~ 2af, 

(A.43) 

\\,h(,1l ail 01 tht' lllS arC' ('(pIa 1 10 () Of 1. 0xpr0SC:lOn (.\ t.:~) IS Illvalid ane the ('xact 

(''(pr('ssiOT1 should he USE'd illstead In ail ot her cases. t he rate of convergence of expres-

"1011 l \..t ;{) dt'pends OI\ tlH' 1I,ltur(' of tht' ITttlIvidual probabdities. For UliS reaSOIl, the 

('XpreSSI()IlS of UliS St'CLIOn can be vlE'wed more as algorithIT.s tb,ln as equatlons. 
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