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ABSTRACT

For the past twentyyears, the theoretical advance of the matrix converters has

been impeàed by the complexity arising from the time-varying trigonometric functions

in their transformation matrix. In addition, the switching difficulties associated with

the bidirectional switches have complicated the practical implementation of this class

of converters.

In this thesis, the dyadic matrix structure and the a-b-c to d-q-Q transformation

have been melded together to develop the dyadic matrix converter theory which is

a generalized theory for the three-phase to three-phase matrix converters.

The thesis addresses the zero-sequence interaction in the matrix converters

and the role of the zero-sequence elements in the Displacement Power Factor (DPF)

correction on the utility-side, based on the Static VAR Controller (SVe) principle.

AIso, it is proved that using ail the control degrees of freedom available, the dual

condition of Dnity Displacement Power Factor (UDPF) on side-l and Field Vector

Control (FYe) on side-2 can be established.

In this thesis, a new matrix converter topology, based on the three-phase

voltage-source converters, has been proposed in which the switching difficulties

reported in the conventional nine-bidirectional-switch topology have been bypassed.

The theoretical expectations have been verified by the simulation as weil as

experimental tests on a laboratory prototype of the new mlltrix converter topology

composed of three units of voltage-source converters each rated at 1 kVA.
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RESUME

Bien que la modélisation des convertisseurs matriciels ait avancé depuis une

vingtaine d'années, on se heurte toujours aux difficultés engendrées par les équations

aux coéfficients variant trigonométriquement et par leur matrice de transformation.

D'autre part, l'implantation de cette classe de convertisseurs est rendue difficile à

cause des exigences sévères sur les commutateurs bidirectionnels.

Dans cette thèse nous contournons ces obstacles en développant d'une part

une structure matricielle dyadique et d'autre part en appliquant la transformation

a-L·c à d-q-O. Ces apports contribuent à une théorie généralisé des convertisseurs

triphasé à triphasé.

On s'attaque à deux problèmes pratiques particuliers: l'influence des éléments

homopolaires sur le: comportement du convertisseur, et le rôle des éléments

homopolaires dans la stratégie de correction du facteur de puissance de déplacement

du coté de l'utilité publique. Cette dernière stratégie est basée sur les principes de

correction utilisés par les compensateurs statiques. De plus, on peut maintenant

prouver que le problème offre assez de degrés de liberté pour maintenir à la fois un

facteur de puissance de déplacement unitaire au primaire et un asservissemnt du

vecteur de champs au secondaire.

Une nouvelle topologie de convertisseur matricielle est proposé dans cette

thèse, basée sur celle des convertisseurs triphasés de type source de tension. Celle­

ci évite la plupart des difficuhés associées à la topologie conventionnelle à neuf

commutateurs bi-directionnels.

Les prédictions théoriques ont été vérifiées avec des simulations 'sur

ordinateur, et avec des observations sur un appareil prototype composé de trois

modules de convertisseurs de type source de tension dimensionnés de l'ordre du

kVA

ü



•

•

•

ACKNOWLEDGEMENTS

Thank God for letting my dream of pursuing graduate study come true.

My sincen: thanks go to Professor Dr. Boon-Teck Ooi, my knowledgable

research supervisor, for his wise guidance, continuous encouragement, generous

support, and warm friendship, throghout the course of this research. He Idndly taught

me to think hard and work hard and try to suppo;t new ideas with fundamental

theory and experimentation. He eased my financial worries through offering an

NSERC grant.

1 am very thankful to Professor Dr. ED. Galiana and Professor Dr. H.C. Lee

for their kindness and support during my study. 1would like to thank Professor Dr.

Z. Wolanski for the very useful discussions 1 had with him.

1 am gratefulto my friends and colleagues in power group. 1learnt a lot from

Dr. X. Wang, Dr. Y. Gue, Prof. Z.C. Zhang, and Mr. B. Mwinyiwiwa. 1also enjoyed

the warm friendship of Mr. D. Olivera, Mr. S. Demassi, and Dr. H. Javidi. 1 would

like to extend my thanks to the eleetric workshop technicians, especially Mr. J. Mui,

and Electrical Engineering Department secretaries, especially Mrs. T. Hyland, Mrs.

R. Pinzarrone, and Ms. C. Bethelmy for their unconditional help whenever 1 asked

for il. Many thanks to Dr. M. Huneault for making an expert French translation of

the Abstract.

1would like to thank the !ranian Ministry of Culture and Higher Education,

for its support without which it would not be possible for me to star! and continue

my graduate studies.

1would like to thank my wonderful wife, Parichehr, and sons, Ali and Iman,

without their love , support and sacrifices 1 would never be able to achieve my

goals. My special thanks go to my father for his constant support and

encouragement, and my mother for his never-ending love.

iii



•
ABSTRACT
RÉSUMÉ
ACKNOWLEDGEMENTS
TABLE OF CONTENTS
LIST OF ILLUSTRATIONS
NOMENCLATURE

TABLE OF CONTENTS

i
ii

iii
iv

viii
xi

CHAPTER 1 INTRODUCTION 1
1.1 An Introduction to Matrix Converters 1
1.2 Historieal Background 11

1.2.1 Early History 11
1.2.2 Recent History 11
1.2.3 New Era 14

1.3 Organization, Scope, and Contributions 17
1.3.1 Dyadie Matrix Converter Theory 18
1.3.2 Voltage-Souree-Converter Type Matrix Converter 19

Under the Dyadie Matrix Converter Theory Control
1.3.3 Implementation of the New Matrix Converter System 20

Under the Dyadie Matrix Converter Theory Control

CHAPTER 2 DYADIC MATRIX CONVERTER THEORY 22
2.1 Introduction 22
2.2 Dyadie Matrix Transformation 24

2.2.1 Regrouping Inner Vector Products from Outer Veetor 25
Product

2.3 Vector Spaces of Side-1 and Side-2 Voltages and Currents 26
2.3.1 Orthonormal Properties of Base Veetors 27

2.4 Synthesis of the Transformation Matrix 28
2.4.1 Examples for Transformation Matrix Synthesis 29

2.4.1.1 Example 1 29
2.4.1.2 Example 2 30
2.4.1.3 Example 3 31
2.4.1.4 Example 4 32
2.4.1.5 Example 5 32

2.5 Pa:rk's Transformation 34

iv



• TABLE OF CONTENTS v

2.6 Transformation Matrix b D-Q-O Frame 35
2.7 Summary 38

CHAPTER 3 TRANSFORMATION MATRIX STRUCfURE 39
3.1 Introduction 39
3.2 Network of Side-l as Viewed from Side-2 40
3.3 Integration of Side-l and Side-2 Networks 45
3.4 Diagonal Structure 46

3.4.1 Pa =P22 =Pt 48
3.4.2 Pa =-P22 =Pt 49
3.4.3 pa>F ±P22 51

3.5 Unity Displacement Power Factor with Diagonal [P]2X2-Matrix 52

3.6 Summary: Properties of Diagonal [P]2x2-Matrix 55

3.7 Full [p]2X2-Matrix 56
3.7.1 Non-Conjugate Rotation 58
3.7.2 Conjugate Rotation 59

3.7.3 General Full [P]2x2-Matrix 61

• 3.8 Unity Displacement Power Factor (UDPF) with Full [p ]2x 2- 63
Matrix

3.9 Summary: Properties of Full [P]2x2-Matrix 65
3.10 Summary 66

CHAPTER 4 ZERO·SEQUENCE INTERACI10N IN MATRIX CONVERTERS69
4.1 Introduction 69
4.2 System Equations Including Zero-Sequence 72
4.3 Decoupling the Zero-Sequence Interaction 75

4.3.1 Polar Representation 77
4.4 Referring the Network of Side-l to Side-2 78

4.4.1 SVC Voltage 79
4.5 Integrating the Networks of Side-l and Side-2 80

4.5.1 Zero Components of Voltage and Current 83

4.6 [H]-Matrix Associated with the [P]2x3-Matrix 84
4.7 Summary 86

•
CHAPTER 5 FEASIBILI1Y OF BOTH UNI1Y DISPLACEMENT POWER

FAcrOR AND FIELD VEcrOR CONTROL
5.1 Introductio:i
5.2 Dual Condition of UDPF on Side-l and FVC on Side-2

5.2.1 Filter Capacitors Neglected

88

88
91
93



• TABLE OF CONTENTS vi

5.2.2 Filter Capacitors Considered 100
5.3 Summary 101

CHAPTER 6 VOLTAGE-SOURCE-CONVERTER TYPE MATRIX 103
CONVERTER UNDER THE DYADIC MATRIX
CONVERTER THEORY CONTROL

6.1 Introduction 103
6.2 Voltage-Source-Converter Type Matrix Converter 104
6.3 Mathematical Model 109

6.4 The [H]-Matrix 116
6.5 Matrix Converter Controllers 118

6.5.1 Mf,Control 118

6.5.2 y-Control 119
6.5.3 fil-Control 119
6.5.4 M.,-Control 120

6.6 Unwanted Components in the Branch Currents 122
6.7 Elimination of Unwanted Components in the Branch Currents 125

6.7.1 Principle of Operation 126
6.8 Summary 133• CHAPTER 7 RESULTS 134
7.1 Introduction 134
7.2 DC Bias Voltage Control 135
7.3 Displacement Power Factor Control on Side-1 139
7.4 Unwanteù Components in the Side-1 Branch Currents 144

and the Side-2 AC Voltages
7.5 Dual Field Vector and Unity Displacement Power Factor 146

Control
7.5.1 Open-Loop Experlment 147
7.5.2 Closed-Loop Digital Simulation 150

7.6 Elimination of the Unwanted Components 151
7.6.1 Branch Current Waveform 152
7.6.2 Side·2 AC Voltage Waveform 153

7.6.2.1 f1 =60 Hzandf2=30 Hz 153

7.6.2.2 f1 =60Hzand f2=60Hz 155

7.6.2.3 f1 = 60 Hz and f2= 120 Hz 156
7.6.3 Dual Condition of UDPF on Side-1 and FYC on Side-2 158
Summary " "7.7 159

• CHAPTER 8 CONCLUSIONS 161
8.1 Development of Dyadic Matrix Converter Theory 161
8.2 Introduction of a New Matrix Converter Topology Based on the 163



•
8.3

8.4

TABLE OF CONTENTS vii

Th!ee-Phase Voltage-Sourct: PWM Converters
Implementation of Voltage-Source-Converte-r Type Matrix 163
Converter under the Dyadic Matrix Converter Theory Control
Suggestions for Future Work 164

•

•

APPENDIX A PROPERTIES OF [P]2X2-MATRIX WlTH Pli = P22 = 0, 166

Pu 'i' 0 AND P2I 'i' 0

APPENDIX B [H].MATRIX OF M. VENTURINI AND A. ALESINA'S 170
MATRIX CONVERTER

APPENDIX C [H].MATRIX OF L. HUBER AND D. BORûJEVIC'S 173
MATRIX CONVERTER

APPENDIX D CLOSED-LOOP CONTROL OF THE DC BIAS VOLTAGE 175
ON SIDE·2

APPENDIX E IMPLEMENTATION OF: VOLTAGE-SOURCE·CONVERTER 183
TYPE MATRIX CONVERTER

E.l Introduction 183
E.2 Power Circuit and Snubber Protection 184
E.3 Base Driver for the BIT Switches 185
E.4 Gating Signal Generation and Interlock Circuit 186
E.5 Side-2 DC Bias Voltage Control System 189
E.6 Modulating Signais Generation 191
E.7 Synchronization Circuits 197

APPENDIX F PARAMETERS OF THE SYSTEM OF FIG. 6·1 203

APPENDIX G PARAMETERS OF THE SYSTEM OF FIG. 6·7 204

APPENDIX H PARAMETERS OF THE TRANSFORMERS T••, ...,Tee 205

REFERENCES 206



LIST OF ILLUSTRATIONS

CHAPTER 1:
Fig.l-l Three-phase to three-phase static frequency changer. 2
Fig.1-2 Classes of static frequency changers. 4
Fig.1-3 Three-phase to three-phase NCC. 5
Fig.1-4 Three-phase to three-phase FCe. 6
Fig.1-5 Three-phase to three-phase matrix converter. 7
Fig.1-6 Bidirectional switch realizations. 8

CHAPTER2:
Fig.2-l Three-phase to three-phase matrix converter. 23
Fig.2-2 Current and voltage transformations. 23

CHAPTER3:
Fig.3-l Matrix converter with the networks of side-l and side-2. 41

CHAPTER4:

• Fig.4-l Matrix converter with the networks of side-l and side-2 70
including the side-2 capacitors.

Fig.4-2 Matrix converter with the networks of side-l and side-2 71
(side-2 capacitors conneeted in four-wire wye).

Fig.4-3 Single-line equivalent circuit diagram of the system of 82
Fig. 4-2 as viewed from side-2.

Fig.4-4 Phasor diagram of Fig. 4-3. 83

CHAPTER5:
Fig.5-l Single-line equivalent circuit diagram of side-l of the 89

system of Fig. 4-2.
Fig.5-2 Phasor diagram of Fig. 5-1. 89
Fig.S-3 Single-line equivalent circuit diagram of side-2 of the 90

system of Fig. 4-2.
Fig.5-4 Phasor diagram of Fig. 5-3. 91
Fig.S-S Single-line equivalent circuit diagram of Fig. 4-3 with 94

the filter capacitors neglected.
Fig.5-6 Phasor diagram of Fig. 5·5 for UDPF on side-l and Fve 99

on side-2.
Fig.S-7 Phasor diagram of Fig. 4-4 for UDPF on side-l and FVe 100

on side-2.

• CHAPTER6:

viii



• UST OF ILLUSTRATIONS ix

Fig.6-1 Voltage-source-converter type matrix converter with the 105
networks on side-1 and side-2.

Fig.6-2 Conventional nine-bidirectional-switch matrix converter 106
with the networks on side-1 and side-2.

Fig.6-3 Typical waveform of the voltages on side-2 of the lOS
voltage-source-converter type matrix converter.

Fig.6-4 Equivalent circuit diagram of the system of Fig. 6-1. 114
Fig.6-5 Quadrature relationship of the side-1 current and the voltage 121

projected on side-1 due to the dc bias voltages of side-2.
Fig.6-6 M'P-control and its effect on DPF on side-1. 122
Fig.6-7 Voltage-source-converter type matrix converter with the 127

trapping transformers.
Fig.6-S Equivalent circuit diagram of the transformers used in 12S

Fig. 6-7.

CHAPTER 7:
Fig.7-1 Quadrature relationship of vIa", and i la for UDPF on side-1. 137

Fig.7-2 Quadrature relationship of vIa", and i la for lagging DPF 137
on side-1.

• Fig.7-3 Step response of side-2 dc bias voltage. 13S
Fig.7-4 Lagging DPF on side-1 for Mf =0 and M", =0.2. 139

Fig.7-5. UDPF on side-1 for Mf =0 and M", =0.55 . 140

Fig.7-6 Leading DPF on side-1 for Mf =0 and M", =0.6 . 140

Fig.7-7 Lagging DPF on side-1 for Mf =0.22 and M", =0.39 . 141

Fig.7-S UDPF on side-1 for Mf =0.22 and M", =0.55 . 142

Fig.7-9 Leading DPF on side-1 for Mf =0.22 and M", =0.66. 142

Fig.7-10 M", and llr vs. Mf for UDPF on side-l, 143
Fig.7-11 Unwanted components absent from the side-1 branch 145

currents for Mf =0 and M'P =0.55 .
Fig.7-12 Unwanted components present in the side-1 branch 146

currents for Mf =0.44 and M'P =0.33.
Fig.7-13 Unwanted components present in the side-2 ac voltages. 147
Fig.7-14 Simulating the induced ernf behind the reactance of 148

the synchronous motor.
Fig.7-15 Dual condition of UDPF on side-1 and FVC on side-2. 149
Fig.7-16 Closed-loop control systems for UDPF on side-1 and FVC 151

on side-2.
Fig.7-17 Simulation results: Dual condition of UDPF on side-1 152

and FYC on side-2.
Fig.7-18 Elimination of unwanted components in side-1 branch currents. 153



• UST OF ILLUSmATIONS x

Fig.7-19 Elimination of unwanted components in side-2 ac voltages. 154
for fi =60 Hz, f2 =30 Hz, and C =50 ~F.

Fig.7-20 Elimination of unwanted components in ~;de-2 ac voltages 155
for fi =60 Hz, f2 =30 Hz, and C =200 ~F.

Fig.7-21 Elimination of unwanted compoJlents in side-2 ac voltages 156
for fi =60 Hz and f2 =60 Hz.

Fig.7-22 Elimination of unwanted components in side-2 ac voltages 157
for fi =60 Hz and f2 =120 Hz.

Fig.7-23 Dual condition of UDPF on side-1 and FYC on side-2. 158

APPENDIX 0:
Fig.D-1 Equivalent circuit diagram of Fig. 64 simplified for 176

the case of pure dc voltages on side-2.
Fig.D-2 Closed-Ioop control system of side-2 dc bias voltage. 181
Fig.D-3 Derivation of the side-2 dc bias voltage signal. 182

APPENDIX E:
Fig.E-1 Overall view of the experimental set-up. 184
Fig.E-2 Control unit. 185

• Fig.E-3 Power circuit and snubber protection scheme. 186
Fig.E-4 Base driver unit. 187
Fig.E-5 Gating signal generator and interlock circuit. 188
Fig.E-6 Dc bias voltage control system. 190
Fig.E-7 Elementary modulating signal generator circuit. 192
Fig.E-8 A/D converter, latch, and adder for Ill-control. 194
Fig.E-9 A/D converter, latch, and adder for y-control. 195
Fig.E-10 Total modulating signal generator circuit. 196
Fig.E-ll Synchronization circuit for cos lIll t waveforms. 198
Fig.E-12 cos lIll t waveforms generator circuit. 199

Fig.E-13 Synchronization signal generator for cos(lIll + lIl2)t waveforms. 201

Fig.E-14 Synchronization circuit for COS(lIll + lIl2)t waveforms. 202

•



• NOMENCLATURE

lIll Side-l angular Frequency

lIl2 Side-2 angular frequency

Pl,P2 Real power of side-l and side-2

Nec Naturally-Commutated Cycloconverter

FCC Forced-Commutated Cycloconverter

GTO Gate-Turn-Off thyristor

BIT Bipolar Junction Transistor

MOSFET Metal Oxide Semiconductor Field Effect Transistor

IGBT Insulated-Gate Bipolar Transistor

SWaa, •••, SWce Bidirectional switches of rr:atrix converter

[S] Switching function matrix

vIa' V1bt Vic Instantaneous side-l terminal voltages

v2a! v2b,v2c Instantaneous side-2 terminal voltages

i la, i lb• i lc Instantaneous side-l currents

i2a• i2b' i 2c Instantaneous side-2 currents

[H] Transformation matrix ofmatrix converter in a-b-c frame

[H,] Transformation matrix of rectifier block

[H;] Transformation matrix of inverter block

SCR Silicon Controlled Rectifier

VSCF Variable-Speed Constant-Frequency

• xi



NOMENCLATURE xii• fI Side-1 frequency

f 2 Side-2 frequency

FCFC Forced-Commutated Frequency Changer

SVC Static VAR Controller (or Compensator)

VAR Volt Ampere Reactive

Vdc,r</' VdC,fbIc Reference and feedback signaIs of side-2 dc bias voltage

ESR Electro Static Resistance

!l'!2 Three-tuple veetors constructing dyadic [H]-matrix

v i Side-1 voltage and current veetors in a-b-c frame-Iabe' -Iabe

V i Side-2 voltage and current veetors in a-b-c frame
-2abe' -2abe

Q.I(IJ», Q.2(IJ», Q.3( IJ» Base veetors of veetor space of side-i (i =1,2) voltages

and currents

IJ>j Side-i (i =l, 2) angular frequency

viti' viq , via Side-i (i =l, 2) voltage d, q, and 0 components

iid' iiq' iio Side-i (i =l, 2) current d, q, and 0 components

[~k] Elementary dyadic matrix resulting from outer vector

produet of 11./IJ>I) and l!) 1J>2)

Pjk Weighting constants associated with [H;k]
d, q, 0 components Direct, quadrature, and zero components

V2d Steady-state vaIue of the direct-axis component of side-2

voltage

hjj ijrh element of [H]-matrix

[C(lol;)] d-q-O to a-b-c Park's transformation matrix at•



angular fequency q (i = 1, 2 )

Side-i (i = 1,2) voltage and CUITent vectors in d-q-O

frame

Side-i (i = 1, 2) voltage and CUITent vectors in a-b-c

frame

Identity matrix

•

1

NOMENCLATURE xiii

•

[pl Transformation matrix of marix converter in d-q-O frame

Side-1 SOUfre vûlt!!~P vector in a-b-c frame

a, b, and c·axis components of ~labc

Per phase resistance of side-1 network

per phase inductance of side-1 network

Matrix of side-1 resista..TJces

Matrix of side-1 induxtances

Side-1 voltage and CUITent vectms in d-q frame

Side-1 source voltage vector in d·q frame

Matrix of side-1 reactances in d-q frame

Side-2 voltage and CUITent vectors in d·q frame

Side-1 source voltage vector in d-q frlime as viewed

from side-2

Matrix of side-1 resistances as viewed from side-2

Matrix of side-1 inductances aJ; viewed from side·2



NOMENCLATURE xiv• [G/J Matrix of side-l reactances as viewed from side-2

!!.2abc Side-2 load voltage vector in a-b-c frame

e2a , e2b , e2c a, b, and c-axis comonents of !!.2abc

R2 per phase resitance of side-2 network

L 2 per phase inductanc of side-2 network

[R 2] Matrix of side-2 resistances

[L2] Matrix of side-2 inductances

!!.2dq Side-2 load voltage vector in d-q frame

[G2] Matrix of side-2 reactances in d-q frame

CS(x) Cosine function at angular frequency CIlI + CIl2 with

phase angle of x

CD(x) Cosme funetion at angular frequency CIlI - CIl2 with

phase angle of x

eld , elq d and q-aids components of !!.Idq

Pt Scaling factor

ela , elb • elc Instantaneous side-l source voltages

1 1
d and q-axis components of !!.~dqeld , elq

e2d• e2q d and q-axis components of !!.2dq

i2d • i2q d and q-axis components of i2dq

1 1
Steady-state values of e~ and e/qEld.Elq

E 2d.E2q Steady-state values of e2d and e2q•• 12d. 12q . Steady-state values of i2d and i2q



• NOMENCLATURE xv

E1d'Elq Steady-state values of eld and eIq

f1d'flq Steady-state 'ë'l1ues of i ld and i lq

y Angle of rotation

El' °1 Magnitude and phase of vector e
-Idq

PfI,Pf2 Scaling factors

YI' Y2 Angles of rotation

DPF Displacement Power Factor

UDPF Unity Displacement Power Factor

Eldq,lldq !!.Idq and ~ldq at steady-state

ic Side-2 capacitor current vector in a-b-c frame

iCa ' iCb ' icc Instantaneous side-2 capacitor currents

.,
Side-2 load current vector in a-b-c frame~2abc

., ., .,
Instantaneous side-2 load currents12a' 12b' 12J;

,
Vector of ac components of side-2 voltages in a-b-c~2abc

frame

Vzs Zero-sequence component of side-2 voltages

VdC DC component of side-2 voltages

v20 ' i 20 Zero components of side-2 voltage and current

fI' 7/1 Magnitude and phase of vector !Idq

P'9 Scaling factor, magnitude of vector [P13 P23r
lp Angle ofrotation, phase of vector [P13 P23r

• !!.'fdq sve voltage vector in d-q frame



NOMENCLATURE xvi• ., .,
d and q-axis components of side-2 load currents17.4,12Jl

in d-q frame

ictl' icq' ico d, q, and 0 components of side-2 capacitor

currents in d-q-O frame

C Capacitance of side-2 capacitors

VCtl' vcq d and q-axis components of side-2 capacitor

voltages in d-q frame
, ,

Steady-state values of iiz and i~11.4. l 2Jl

V2() Steady-state value of v2()

[Hf] Frequency changer part of [H]

[H.] SVC part of [H]

FYC Field Veetor Control

tl,!1 Phasor notations for E Idq and lldq

t2,J~ Phasor notations for E2dq and l~q

RT Total resistance as viewed from side-2

XT Total reaetance as viewed from side-2

E~E~ d and q-axis components of~ at steady-state

E2,62 Magnitude and phase of vector ~2dq

KK' Positive proportionality constants,

i1aa, ••• , i1cc Instantaneous side-l branch currents

Vlaa' •••, V1cc Instantaneous side-l terminal voltages

• va,vb,vc Instantaneous voltages at common coupling points
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of branches of phases a, b, and c on side-l

Side-l source resistance and inductance

Side-l branch resistance and inductance

xvii

•

PWM

SPWM

Vmod,jk

[M(t)]

Mop

Ê'1

Pulse Widtb Modulation

Sinusoidal Pulse Widtb Modulation

Modulating signal of jrh phase U= a, b, c) of k rh

converter (k = a, b, c)

Instantaneous side-2voltage of k rh converter (k = a, b, c)

Peak value of triaugular carrier signal

Frequency of triangular carrier signal

Nonnalized modulating signal corresponding to Vmod,jk

Matrix of nomalized modulating signals

Scaling factor of frequency changer part of [M(t)]

Scaling factor of sve part of [M(t)]

Phasor notation for E' dq-1

Vectors of ac and dc components of side-2 voltages

Amplitude of ac components of side-2 voltages

Vector of projected ae voltages on side-} due

to de bias voltages on side-2

Instantaneous side-2 current of k rh eonverter

(k = a, b, c)

Instantaneous side-l braneh current of j th phase
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T

R,L

Vaa3' V004' ..., Vcd' Vcc4

i1tJa' •••, iZee

kVA

NOMENCLATURE xviii

U=a, b, c) of k th converter (k =a, b, c)

Instantaneous side-l source current of j th phase

Integer multipliers

Trapping transformers used in side-l branches

Ideal transformer

Shunt resistance and magnetizing inductance of

Series resistance and leakage inductance of T00' ..., Tcc

Primary to secondary turns ratio of T00' ..., Tee

Primary voltages of T00' ..., Tee in the equivalent circuit

diagrams

Primary voltages of ideal transformers in equivalent

circuit diagrams of T00' ..., Tee

Secondary volt~,ges of ideal transformers in equivalent

circuit diagrams of T00' •••, Tee

Primary currents of ideal transformers in equivalent

circuit diagrams of T00' ..., Tee

Common secondary current of ideal transformers in

equivalent circuit diagrams of Taa, ..., Tcc

Magnetizing currents of T00' Tab' Tac

Currents through shunt resistances, Ra' of Taa, Tab, Tac

Total shunt currents of T00' Tab' Toc

Kilo Volt Ampere
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Elm,E]r Peak and rms values of side-l source voltages el., elb• e lc

Q1'Q2 Instantaneous VARs on side-l and side-2

~ Vector of state variables

!f Vector of control inputs

f Vector of derivatives of state variables with

respect to time

â! Vector of incremental state variables

4!f Vector of incremental control inputs

* denotes steady-state value

1. Denotes evaluation at steady-state operating point

f Denotes function

d/dt Denotes derivative with respect to time

af./êJ! Jacobian of system with respect to state variables

af. /êltl. Jacobian of system witl. respect to control inputs

Kp.K; Proportional and integral coefficients of PI-controller

PI-controller Proportional Integral controller

EPROM Erasable Programmable Read Only Memory

D/ A converter Digital to Analog converter

A/D converter Analog to Digital converter

MSB Most Significant Bit

VCO Voltage-Controlled-Oscillator

CLK Clock
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CHAPTER

ONE

INTRODUCTION

1.1 An Introduction to Matrix Converters

In many industrial applications, the ac power needed is of a frequency other

than the one which is available from the ac mains. For example, in variable-speed

drives, in order to run an ac motor at different speeds, it is necessary to have a

variable frequency ac power supply. There are also applications, in which, it is

desirable to obtain ac power at a fixed frequency from an ac supply of variable or

incompatible frequency. As an example for the case of variable frequency, the

electric power generation in an aircraft or from a wind turbine can be considered.

In both cases, the speed of the shaft of the alternator is not fixed; therefore, the

frequency of the output voltage will be varying in direct proportion. A mechanical



solution would be using a hydraulic constant-speed coupling device for the regulation• CHAPTER 1 INTRODUCTION 2

•

of the speed of the shaft of the altemator. As an example for the case of non-

compatible frequency, one can consider the power generation from a high-speed

turbine shaft with the altemator's shaft directly coupled to that of the turbine. A non-

electrical solution would be a gear-box. The mechanical solutions usually demand

frequent maintenance and periodic replacements. The wise solution in ail the above

applications is a Static Frequency Changer.

The term "Static Frequency Changer" appHes to ail electrical circuits

composed of semiconductor switches, which are capable of converting electric power

from one frequency, <al!, ta another frequency, (,)2' Fig. 1-1 shows the black diagram

of a three·phase to three-phase static frequency changer. The three-phase ac power

Sicle - 1 Side - 2
12a

vIa v 2a Load
Static •

12b
V1b Frequency v 2b Load

•
Changer 12e

vIe V2e Load

Cù l ) Cù 2

VI ) V2

<Pl ( <P2
p, P2....

• Fig. 1·1 Three-phase to three-phase static frequency changer.



supply is connected on side-l, while the three-phase load is connected on side-2. The

three-phase balanced sinusoidal voltages at angular frequency c.ll on side-l, are

transformed to three-phase balanced sinusoidal voltages at angular frequency c.l2 on

side-2. Static frequency changers, in general, can control the frequency and the

magnitude of the voltage on side-2 and the phase angle of the current with respect

to voltage on side-l. The only constraint is that of real power equality, Le., Pl = P2

• CHAPTER 1 INTRODUCTION 3

•

•

[1].

The static frequency changers are divided into two main classes. In the first

class, the power conversion takes place in two stages with an intermediate dc link,

as shown in Fig. 1-2(a). The ac power at angular frequency Cùj on side-l is first

converted to dc power through a rectifier. Then, the dc power is converted back to

ac power at the desired angular frequency c.l2 through an inverter. The main

drawback of the two-stage or rectifier-inverter pair static frequency changer is the

presence of dc link energy storage elements which add to the volume, weight, and

cost of the system, as well as reducing the speed of response. In the second class of

static frequency changers, the power conversion is performed directly in one stage,

as shown in Fig. 1-2(b). The operation of single-stage statie frequency changers is

based on piecing together the voltage waveform of each phase on side-2 from

selected segments of the voltage waveform on side-l [1]. The first and the best­

known member of this class is the classical "Cycloconverter" invented in the early

1930s [1]. A three-phase to three-phase "Naturally-Commutated Cycloconverter
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Side - 1

3-phase ~ ~ De ~
a~~ 1 Rectifier Link Inverter

(a)

Side - 2

t:31~
F at (,)2

Side - 1

3-phase

AC

at (,)1

Single - Stage
Static

Frequency
Changer

(b)

Side - 2

3-phase

AC
at (,)2

Fig. 1·2 Classes of static frequency changers.

•

(NCC)" [2] is shown in Fig. 1-3. As seen, for each phase on side-2, two back-to-back

naturally-commutated three-phase thyristor bridge converters are required.

Depending on the direction of the load current, the positive or the negative converter

will be in operation. The mode of operation of each converter (rectification mode

or inversion mode) is determined by the sign of the side-2 voltage to be realized. The

attainable frequency on side-2 of the NCC is always below the supply frequency on

side-1. The limit for !il2 is about one third of !il! for an acceptable side-2 waveform

with low harmonic content [2].

A more compact structure, with the total number of switching devices reduced
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Side - 1
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Side - 2

5

3-phase
AC

at <">1

.r- .-,r .-J~ ---J ~---J ~

,...-.r.r ~ ---J ~ ---J
~

---J

•'- .r.r .-J~.-J~.-J~ -
,....--

~ ..-.r .-J~ .-J~ .-J~

.r-.-.r ....J~ ....J~ ....J~

Ir- ,Ir.Ir ....J~ ....J~ ....J..

3-phase
AC

at <">2

Positive
Converter

Negative
Converter

Fig, 1-3 Three-phase to three-phase NCC.

to half, can be found for the frequency changer, as shown in Fig. 1-4. The back-to-

back connected thyristors have to be commutated forcibly. For this reason, the

structure shown in Fig. 1-4 is called a "Forced-Commutated Cycloconverter (FCC)".

To avoid the complications caused by employing force-commutating circuits, switches

with inherent gate-tum-off capability (such as GTO, BIT, MOSFET, and IGBT) can

be used instead of thyristors, if the devices with the required ratings are available.

With the structure shown in Fig. 1-4, there is no Iimit on the allowable frequency on

side-2. Since the frequency changer of Fig. 1-4 consists of an array of semiconductor



• CHAPTER 1 INTRODUCTION 6

Sicle - 1 SWca Sicle - 2

SWab
3 - phase

SWbb
3 - phase

AC AC
at <.1)1 SWcb at <.1)2

•
SWac

SWbc

SWcc

Fig. 1-4 Three-phase to three-phase FCC.

switches connected directly between the side-1 and side·2 terminais, this structure is

also termed "Matrix Converter". Fig. 1-5 shows a three-phase to three-phase matrix

converter with its 3 x 3 switching matrix of elements SWaa, •••, SWcc ' As seen, each

• switch is responsible for connecting one phase of the system on side-1 to one phase
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3 - phase AC at CJ>1 Side - 1
v 1a v1b v1e

• • •, / lla , " llb ,1/ Ile

"-
SWaa "-

SWba SWca Side - 2, , ~ '"
7

~ ~
•
113, V2a

~

" tSWab SWbb
"-

SWcb
'" '" '" '"

,
l'/.l7 ;: ~

•
12b (D
, V2b >"SWac SWbc SWcc (j

"- , "- , " '" !a.7

~ ~
•
12e, V2e €,

N

7

Fig. 1·5 Three-phase to three-phase matrix converter.

of the system on side-2.

In general. matrix converters employ four·quadrant or bidirectional switches

(SW""..... Sw.,c in Fig. 1-5). Fig. 1-6 shows three ways of realizing bidirectional

switches with BITs. Bidirectional switches allow current in either direction while in

ON-state and block the voltage of either polarity while in OFF-state [1].

The basic objective in the operation of matrix converters is to get balanced

sinusoidal waveforms for the voltages on side-2 and currents on side-1 at the desired

• frequencies. Subfrequency and superfrequency components (Le.. components at
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.,,;

1

8

Fig. 1·6

(a) (b)

Bidirectional switch realizatioœ.

(c)

•

frequencies below and above the ùesired frequencies) are not allowed. Only high

frequency switching hannoiiÏcs are tolerated, since they can be filtered inexpensively.

The key to the successful achievement of the above objectives is the proper choice

of the ON and OFF periods of the switches SW00' ..., SWcc ' shown in Fig. 1-5. The bi-

level functions governing the operation of the switches are called switching functions.

The value 1 denotes the ON-command, while the value 0 means the OFF-command

for the corresponding switch. The switching functions of the nine switches in Fig. 1-5

comprise a switching function matrix [S], also called the existence matrix [1]. The

transformations of the voltages and the currents in Fig. 1-5, are performed according

to the following equations:
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V2b = [5] Vu i lb = [5Y i2b
(1-1)

V2c Vic ilc i2c

For the quantities on side-1 and side-2 of the matrix converter to contain the wanted

fundamental component, the elements of [S]-matrix should be chosen properly. As

far as the fundamental components of the quantities on both sides are concemed, [S]

can be replaced by another matrix [H] whose elements are the local averages of the

corresponding elements of the [S] -matrix. Equations (1-1) can therefore be rewritten

as:

V2a Via ila i2a

V2b =[H] Vu i u = [H]T in (1-2)

v 2c Vic i lc i2c

•

Strictly speaking, the voltages and currents in (1-1) and (1-2) are not exaetly

the same. In fact, (1-1) relates the instantaneous values of the quantities of both

sides, while (1-2) describes the relation of the instantaneous values of the dominant

low-order fourier components of the same quantities. To avoid complications and

comply with the standard representation styles, the same notations as in (1-1) have

been used throughout this thesis for the dominant low-order fourier components.

The matrix [H] is in fact the 'Transformation Matrix" of the matrix converter.
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The elements of the [H]-matrix are typically composed of cosine functions at angular

frequencies equal to the sum and difference of side-1 and side-2 angular frequencies,

611 and 612 , As an example, (1-5) gives the structure of a typical [H]-matrix:

1

cas("1 + ...)t cas[(.. , + ...)t - 2"/3] cas[(.. , + "'.)t - 4"/3]

M. cas[("'1 + ...)t - 2"/3] cas[(.. , + "'.)t - 4"/3] cas(.. , + "'.)t

cas[("" + "'.)t - 4"/3] cas("" + ...)t cas[("" + "'.)t - 2"/3J

1

cas(.. , - "'.)t cas[(.. , - ...)t - 4"/3] cas[("'l - "'.)t - 2"/3J]

+ Md cas[("" - )t - 2"/3] cas("" - "'.)t cas[(",! - "'.)t - 4"/3J

cas[("" - )t - 4"/3] cas[(.. , - ...)t - 2"/3] cas(.. , - "'.)t

where Ms and Md are constant scalars.

(1-5)

The direct synthesis of [H] -matrix from the desired specifications of side-1

and side-2 quantities is not straightforward. There is an indirect method for [H].

matrix synthesis which is more intuitive [3]. This method is based on modelling the

matrix converter as two cascaded blocks, one of a rectifier and the other of an

inverter, as in Fig. 1-2(a). First, a 1x3 row vector [H,] is designed that transforms

the three-phase balanced sinusoidal voltages on side-1 to a dc voltage. To transform

this dc voltage to a system of three-phase balanced sinusoidal voltages on side-2, a3 x 1

column vector [Hi] will then be designed. The complete [H]-matrix will be the

product of [Hi] and [H,]. Equation (1-3) can therefore be written as:



•

•

1.2 Historical Background

1.2.1 Early History

The documented history of one-stage static frequency changers begins with the

work of L.A. Hazeltine in 1923 [4]. He established the fundamental principle of

constructing an ac voltage wave of chosen frequency from successive voltage waves

of a multiphase ac supply of known frequency. However, his system coul:! not be

practically implemented because of the unavailability of electric valves with suitable

characteristics and ratings [1].

During 1930s, thanks to the availability of mercury arc valves of adequate

ratings, sorne practical experimental results were reported [S,Ii]. Variabie output

frequencies below the supply frequency and variable output amplitude were attained,

just by controlling the firing angle of the valves.

In the second half of the 1930s, the mercury arc frequency converters were

revisited and reviewed thoroughly by H. Rissik [7,8] and the now-familiar terms:

"Cycloconversion" and "Cycloconverter" were introduced.

1.2.2 Recent History
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In the late 19505, the evolution of silicon controlled rectifier (SCR) or

thyristor, together with the advantages they offered over mercury arc rectifiers, such

as: smaller size, higher switching speed, lower ON·state voltage drop, and rugged

construction, remotivated the research in the area of static frequency changers

towards very useful applications such as: "Variable Speed Constant Frequency

(VSCF)" power generating systems. References [9-14] reflect part of the effort made

by researchers in the aforementioned area starting in the late 19505.

By the nùddle of the 19605, sorne researchers had advanced to the stage of

addressing sorne of the wavefrom distortion problems associated with the frequency

converters [15,16].

Until silicon devices with gate-turn-off capability became available at large

ratings in the late 1970s, the advancement of static frequency changers was impeded

by the inherent linùtation of the thyristors due to the fact that they had gate-turn·on

capability only and had to be turned off through natural (or line) commutation.

However, researchers aware of the potentials of the cycloconverters, persisted in

developing a technology based on line commutation and succeeded in realizing the

great advantages it could offer in terms of amplitude and frequency control of the

output voltage and bidirectionality. The major area of application was ac motor

drives. The systems composed of a cycloconverter and an ac motor could fulfil the

requirements expeeted from a dc motor, under armature voltage control, in terms of

variable speed range, torque characteristics, and efficiency. The 19605 and early 1970s

are marked by the efforts made by the researchers to develop practical systems with



cycloconverter-squirrel cage induction motor combination [17-31]. Cycloconverters

were also perfect candidates for very large ac motor drives running at low speeds,

such as ball mil! drives and tube mil! Grives [32-37].

The 1970s are the years of flowering for the static frequency changers. Systems

with new characteristics like control!able input displacement power factor and unity

displacement power factor were invellted [38-40], and new static power conversion

and generation arrangements were discovered [41,42]. Two theoretical works were

published by L. Gyugyi and B.R. Pel!y [43,44] which covered the analysis of the

terminal characteristics of different types of frequency changers including a thorough

study of Natural!y Cornmutated Cycloconverters (NCCs). These works were followed

by another theoretical work by W. McMurray [45], covering the theory and design

of cycloconverters. In 1976, L.Gyugyi and B.R. Pelly published their book: "Static

Power Frequency Changers" [1]. The authors surnmarized the knowledge available

at that time, in the area of one-stage static frequency changers, in a mathematical

framework and made prophetic projections of new frequency changers based on

forced-cornrnutation. The novel concepts of "Existence Function" and "Existence

Matrix", "Four-Quadrant or Bidirectional Switches", and "Generalized Transformer"

were introduced. This book remained the main reference for most of the works to

follow.

•
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•
Since then, a new direction in frequency changers development has been

under way. Further advances have been made thanks to the evolution of gate-tum-off

silicon devices with large ratings, the invention of new topologies, and the
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introduction of new control and modulation methods.

1.2.3 New Era

14

•

The new era actually began with two publications by M. Venturini and A.

Alesina [46,47], in 1980. A new frequency converter capable of sinusoidal waveforms

at l:oth the input and the output, bidirectionality of power transfer, continuously

controllable input power factor, and reactive power generation was proposed. Also,

the condition imposed on the switching functions that the terminaIs on the voltage­

source side are never to be short-circuited and the terminaIs on the current-source

side are never to be left unconnected, received attention. Furthermore, the possibility

of using Matrix Converters (another narne for single-stage static frequency changers),

for ac-to-ac (fI and /2 ~ 0), dc-to-ac (fI = 0 and /2 ~ 0), and dc-to-dc (fI = f2 = 0)

conversions with the choice of having the voltage-sources on side-l and current­

sources on side-2 (buck topology) or current-sources on side-l and voltage-sources

on side-2 (boost topology) was mentioned. In the transformation matrix, cosine

functions at both sum and difference of the side-l and side-2 angular frequencies, i.e.,

l.lll + l.ll2 and l.lll - l.ll2 were used. The problem with large amplitude low-order

harmonics present in the input current and output voltage, reported in [1], was solved

to sorne extent. The maximum attainable output to input voltage ratio was reported

to be 0.5.

Later, in 1985, p.n. Ziogas, S.I. Khan, and M.H. Rashid succeeded in



improving the harmonie distortion of the input CUITent and output voltage, and

reaching the output to input voltage ratio of 0.95, through improved frequency

changer structures [48].

While the Forced Commutated Frequency Changers (FCFCs) were under

constant improyement and advancement, the traditional Naturally Commutated

Cydoconverter (NCC) continued to receive attention, in the area of application of

new control techniques, especially for high power applications like: ice-breaker

propulsion systems and rolling mill drives [49-57].

Reference [58] brought up the problem of severe unbalanced conditions

caused by large single-phase loads connected directly to the ac mains, and suggested

the use of a three-phase to single-phase matrix converter as the intermediate stage

as a potential application for this dass of converters.

In 1986, in their paper [59], P.D. Ziogas, S.I. Khan, and M.H. Rashid reported

improvement on harmonie reduetion and the increase of the output to input voltage

ratio to 1.0. Their four-quadrant switch element was realized using the combination

of a transistor switch and four diodes, as shown in Fig. 1-6(a).

The timing of the gating signais sent to the bidirectional switches is very

critical. Inaccurate timing can lead to short-circuiting the input voltage sources or

open-circuiting the load current [60-62]. The resulting current or voltage surges can

be beyond the withstand limit of tbe switching devices. To protect their matrix

converters against the hazardous conditions, sorne researchers have used snubber

networks [58,59,64], while sorne others have implemented multi-step switching

• CHAPTER 1 INTRODUCTION 15
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aIgorithms [60,61,63,65,70]. Snubber circuits are usually bulk.-y and dissipative and the

multi-step switching techniques complicate the control circuitry. They require a

feedback from the direction of load current or the polarity of the phase-to-phase

supply voltages and can allow oruy the bidirectional switches of structures shown in

Fig. 1-6(b) and 1-6(c) to be used.

Based on the great amount of knowledge available on the ae-to-ac converter

topic, researchers continued to perfect the operational aspects of the system by

introducing new control methods [61,62,66-69] and new modulation techniques, such

as space vector modulation method by L.Huber and D. Borojevic [70].

Reference [64] showed that ac-to-ac matrix converters are suitable for high

power application.

In 1992, D.G. Holmes and TA Lipo applied ac-to-ac matrix converter theory

to controlled rectifiers and inverters [71,72]. This is part of the effort in the direction

of integration of different applications in a single system. In this way, a single three­

phase to three-phase ac-to-ac matrix converter can realize ail major possible

converter topologies, i.e., ac-to-ac, ac-to-dc, dc-to-ac, and dc-to-dc. Moving from one

topology to another, does not need any hardware modification, but only sorne

modifications in the software of the microprocessor-controlled system will be

necessary.

In 1993, W.H. Kwon and G.H. Cho applied the a-b-c to d-q-O transformation

to the analysis of a boost-type nine-switch matrix converter [73]. In this way, the

trigonometric functions in the a-b-c frame representation are replaced by time



invariant values in d-q-O frame, simplifying the analysis to a great deal. Furthermore,

for the first time, Kwon and Cho addressed, in the analysis, the inductances and the

capacitances which form the energy buffers between the matrix of switches and the

supply and the load. Until then, ideal current and voltage sources were traditionally

used.
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Part III:

•

•

With enough theoretical background and satisfactory analytical , simulation,

and laboratory experimental results in the literature, the trend in the development

of ac-to-ac matrix converters seems ta be in the direction of industrial prototyping

and perfection of operational aspects.

1.3 Organization, Scope, and Contributions

This thesis is organized in three major parts:

Part 1: (Chapters 2-5, Appendices A,B, and C)

Theory: Development of Dyadic Matrix Converter Theory;

Part fi: (Chapter 6)

New Topology: Voltage-Source-Converter type Matrix Converter;

Application: Application of dyadic matrix converter theory to the new

matrix converter system; and

(Chapter 7, Appendices D, E, F, G, and H)

Implementation: Implementation of the new matrix converter system

under the dyadic matrix converter theory control.



1.3.1 Dyadic M:.'.'trix Converter Theory (Chapters 2-5, Appendices A, B,

and C)
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The contn'butioDS of this thesis in the theory of matrix converters has been

made possible by the synthesis of two central ideas:

(1) The d'!adic structure of the [H]-matrix (section 2.2); and

(2) The a-b-c to d-q-O transformation (section 2.5).

It should be mentioned that the dyadic matrix structure has been recognized by 5.1.

Khan, P.D. Ziogas, and M.H. Rashid [3,58,59], and L. Huber and D. Borojevic [70],

as the indirect method of synthesis of [H] -matrix; but they were not aware of the

convenience of the a-b-c to d-q-O transformation. The advantages of the a-b-c to d-q­

otransformation were recognized by W.H. Kwon and G.H. Cho [73]; but they were

not aware of the dyadic matrix structure. The progress made in the theory has to

come from the melding together of the two central ideas (section 2.6). The outcome

ofthis combination is a lime-invariant equivalent, in d-q-O frame, for the [H]-matrix,

called [p]-matrix, which is a convenient design tool (section 2.6). By proper choice

of the entries of the [p ]-matrix, all possible [H]-matrix structures including the well-

known ones used by M. Venturini and A Alesina [46], [47] and L.Huber and D.

Borojevic [70] can be synthesized (sections 3.4, 3.5, 3.7, and 3.8, Appendices A,B, and

C). Another outcome of the combination of dyadic matrix structure and a-b-c to d-q­

otransformation is the possibility of referring the network on one side of the matrix
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converter to the other side in the same way as it is done in the magnetic

transformers, even though in this case the networks on the two sides of the matrix

converter are generally excited at two different frequencies (section 3.2).

FurtlJermore, the network of one side referred to the other side can be integrated

with the network of that side resulting in a compact expression describing the

dynamics of the whole system (section 3.3).

A significant contribution of this thesis to the matrix converter theory is the

treatment of the phase angle rotation as a control element (section 3.7). Another

important contribution is addressing the interaction of the zero-sequence components

and the application of sve concept to the matrix converters (chapter 4).

Finally, a complete [H]-matrix is synthesized which has aIl the necessary

control levers to perform ail aspects of: frequency changing, amplitude control of

side-2 voltages, displacement power factor control on side-1, and field vector control

on side-2 (section 4.6 and chapter 5).

1.3.2 Voltage-Source Converter Type Matrix Converter Und2r the

Dyadic Matrix Converter Theory Control (chapter 6)

An important contri!Jution of this thesis is introducing a new matrix converter

topology. The new topology is composed of three modules of three-phase voltage­

source converters (chapter 6). The advantage of the new topology over the

conventional nine-bidirectional-switch topology is that it employs voltage-source­

converter modules which are weil knOWl'. by the industry and there is no need for



switching precautions of the kind necessary in the conventional topology to be taken.

The voltage-source converters can be protected against shoot-through simply by

introducing a time delay between the gating pulses of the IWO switches in the same

leg. Moreover, the total number of switches and diodes used are the same as those

used in the conventional topology.

The contribution of the thesis in the area of application is in the form of

applying the dyadic matrix converter theory developed in chapters 2-5 to the new

• CHAPTER 1 INTRODUCTION 20

e

matrix converter topology. The [H]-matrix governing the operation of the new matrix

converter has been developed in section 4.6.

1.3.3 Implementation of the New Matrix Converter System Under the

Dyadic Matrix Converter Theory Control (chapter 7, Appendices

D, E, F, G, and H)

Experimental work constitutes a significant part of this thesis. Three existing

modules of three-phase voltage-source converter were used to realize the voltage­

source-converter type matrix converter topology. The control circuitry was designed

and implemented using a combination of analog and digital circuit elements.

In deriving the Vdc.fbk signal, the side-2 voltage signaIs of the three voltage-

source converters were averaged, thus cancelling out the ac components without

using a large filter.

The size of the capacitors on side-2 of the voltage-source converters, was

reduced from several thousand microfarads, which is typical for pure dc outputs, ta



50 IJ.F, reducing the size and weight of the system, without endangering the stability

of the system.

Low ESR (Electro Static Resistance), non-electrolytic, capacitors were used

on side-2 of the voltage-source converters. to reduce the losses.

The simulation and experimental results presented in chapter 7, verify the

correctness of the theoretical expeetations.

•

•

•
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CHAPTER

TWO

DYADIC MATRIX CONVERTER THEORY

2.1 Introduction

The [H]-matrix in (1-5) contains trigonometric functions. The trigonometric

functions make the analysis tedious and offer \iUle insight into the mechanisrns

involved in the transformations. In this chapter, the [H]-matrix is assumed ta be a

dyadic matrix. The dyadic structure is formed by the outer vector product of two base

vectors. This simplifies the matrix operations involving trigonometric functions. By

using the a-b-c ta d-q-O transformation, the [H] -matrix is transformed ta a time-

invariant [p ]-matrix. This offers a significant advantage from the design point of

view.

The black diagram of a typical three-phase ta three-phase matrix converter

is shawn in Fig. 2-1. The voltages and currents on side-l and side-2 are assumed ta
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be baIanced three-phase quantities. It is aIso assumed that the voltage sources are•
Fig. 2-1 Three-phase to three-phase matrix converter.

on side-2 and the current sources are on side-1. The transformations of the voltages

and currents of side-I and side-2 are performed through the [H]-matrix, as shown

in Fig. 2-2. The key factor in a successful transformation is the proper choice of the

[H]-matrix.

• •
Vector II

[H ]T
12 Vector

Space Space
of of

Side-l VI V2 Side-2
Quantities [H] Quantities

Fig. 2·2 Current and voltage transformations.
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This chapter proceeds with an introduction to the dyadic matrix concept.

Then, a review of the vector space of the three-phase sinusoidal voltages and currents

will be presented. The orthonormal base vectors are the columns of the

transformation matrix relating d-q-O and a-b-c frames. Due to the orthonormal

properties of the base vectors, [H]-matrix can be viewed as the superposition of nine

weighted outer vector products of all possible combinations of the base vectors of

side-1 and side-2. The design task , then boils down to the choice of proper weights

according to the desired applications. The chapter continues with a review of Park's

Transformation, and finally, the [H]-matrix in the d-q-O frame is derived.

2.2 Dyadic Matrix Transformation

A 3x3 dyadic matrix, [H], is defined [74] to be a matrix formed by the outer

vector product of two three-tuple vectors, x and x :
""1 -2

(2-1)

The ij rh element of the matrix [H] is:

(2-2)

where xli and x 2j are the i 1h element Of!l and the jrh element of !2' respectively.

On expansion, for the case of i =a,b,c and j =a,b,c, (2-1) becomes:
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X14 Xia X2a Xia X 2b Xia X2e

[H] = Xlb [x2a X2b x2e ] = X ib X2a Xlb X2b Xlb X2e
(2-3)

X lc XIe X2a XIe X2b XIe X2e J

2.2.1 Regroupiog 100er Vector Products from Outer Vector Product

In Fig. 2.1, the side-1 voltage and CUITent vectors are:

Similarly, the side-2 voltage and current vectors are:

VT - [~ " ~]-2abe - 2a "2b 2e

The voltage transformation, shown in Fig. 2-2, is described as:

Premultiplying both sides of (2-8) by t~, yields:

i T l! = i T [H] v
labe labe labe -Zabe

From the power invariance principle for an ideal matrlx converter,

(2.4)

(2-5)

(2.6)

(2-7)

(2·8)

(2.9)

(2·10)

Equating the right-hand-side of (2-9) and (2-10), the current transformation, as shown
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in Fig. 2-2, results:

i = [HY i2abc labc

26

(2-11)

Substituting (2-1) in (2-8) and (2-11), and regrouping the last two vectors to form an

inner vector product,

(2-12)

(2-13)

•
From (2-12) it can be seen that vla' V lb' and vle can be made to take the

same functional forrns as xIa' Xlb ' and XIe if and only if the inner vector product

(fJ ~2abe)' is a constant scalar. AIso, (2-13) shows that i2abe can be made to be

linearly dependent on f
2

if and only if (f; i
labe

), is a constant scalar. The only way

for the above inner products to result in constant scalars, is that <II and f
2

be chosen

from the base vectors of the vector spaces of side-l and side-2 currents and voltages,

respectively. This is the essence of the indirect method of constructing the

transformation matrix [H], using the concept of fictitious rectifier and inverter

contained in the ac-to-ac matrix converter [3, 58, 59, 70].

•
2.3 Vector Spaces of Side-l and Side-2 Voltages and Currents

The voltage and current vector spaces of side-l and side-2 can be spanned by
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the following base vectors:

cos lol/ t

Ql(lol/) =~ cos(lol;t-2n:/3)

cos (lol/t-4n:/3)

-Sinloljt

QZ(loli) =~ -sin(lol/t-2n;/3)

-sin(loli t-4n:/3)

27

(2-14)

(2-15)

•
(2-16)

where i =1 denotes side-l and i =2 indicates side-2. In fact, any voltage or current

vector belonging to the side-l and side-2 vector spaces, can be represented by a

linear combination of the above base veetors:

(2.17)

(2-18)

•

where vid ' viq , ViO' iid' iiq' and iiO are the coordinates using the base vectors as the

axes. Under steady-state, balanced, three-phase operation at a single angular

frequency loli' v/d' v/q , iid' and iiq are time-invariant scalars. The remaining

coordinates, i.e., ViO and iiO' can be time-dependent or time-invariant scalars.

2.3.1 Orthonormal Properties of Base Vectors
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From (2-14) - (2-16), it can be deduced that:

28

[Qj(c.li)nQt(c.l i )] = 0

* 0

jorj*k

for j = k
(2.19)

for j = 1, 2, 3 a:ld k = 1, 2, 3. Thus, the base vectors Q.l (c.li), Q.2((.li)' and Q.3(c.li) are

orthonormal. The constant coefficients {2ï3 and {ïï3 used in (2-14) - (2-16) have

been chosen intentionally in order to make

for j = k (2.20)

•
2.4 Synthesis of the Transformation Matrix

As mentioned earlier in subsection 2.2.1, the criterion for choosing,!\ and'!2

•

is that they must belong to the vector spaces of the currents and voltages of side-1

and side-2 of the matrix converter, respectively. Therefore, any of the base vectors

proper angular frequency, c.li , is used.

k = 1, 2, 3, a feasible dyadic matrix [Hjk] can be formed:

(2.21)

where Pjk is any weighting constant. Overall, nine different dyadic matrices can be
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view, while the others are not useful. Any combination of the above nine elementary

dyadic matrices is also possible. The most general expression for the combination of

different feasible dyadic matrices is:

3 3

[H] = L L Pit Qj(W 1)[Qt(W2W
j-l ,t-l

(2-22)

•

Because of the trigonometric nature of the elements of the vectors 12.
1
(w;) and

Q2(Wi), the expansion of (2-22) ta the form of (2-3) will be complicated and yields no

analytical insight. This is the main reason for transforming ta d-q-O frame.

At this point, it will be enlightening ta explore the structure of sorne of the

numerous transformation matrices [H), that can be obtained using (2-21) and (2-22).

2.4.1 Examples for Transformation Matrix Synthesis

For ail of the following examples, the side-2 voltage vector is assumed to be:

(2-23)

2.4.1.1 Example 1
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As a result of the transformation, the side-l voltage becomes:

~1.u.: = [Hl1]~24b< = Pu V2</a1((&lI)[a;((&l2)a1((&l2)] (2-25)

According to (2-20), the irmer vector product inside the brackets in (2-25) equals 1.

Therefore,

(2-26)

It can be seen that the balanced three-phase voltages on side-2, with amplitude

J2/3 V2d' at angular frequency (&l2' have been transformed to the balanced three-

phase voltages, with amplitude J2/3 Pl1 V2d' at angular frequency (&lI' on side-1. The

side-l voltages have cosine functional form, determined by ~I ((&lI) in (2-14).

The ijrh element of [Hl1 ] is given by (2-2) and (2-14) to be:

hi} = ~ .1'11 COS [(&lIt - (i - 1) 2
3
'lt] COS[(&l2t - (j - 1) 2

3
'lt]

= ~PUcO+(&l1 + (&l2)t - (i +j - 2) 2
3
'lt] (2-27)

+ ~ Pu cO+(&l1 - (&l2) t - (i - j) 2
3
'lt ]

with cosine functions at angular frequencies ((&lI + (&l2) and ((&lI - (&l2)·

2.4.1.2 Example 2
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[HZI] =PZllzZ (wl)[lzl(wzr

The side-l voltage vector becomes:

31

(2-28)

(2-29)

•

•

As seen, the same side-2 voltage vector as in Example 1, has been transformed to a

side-l voltage vector at angular frequency w!' but the side-l voltage has acquired

sine functional form of Qz(wt) in (2-15). This means that a phase angle shift of "/r/2

has been introduced to the side-l voltages compared to the case of Example-l. The

elements of [Hzd-matrix will contain sine functions at angular frequencies: (wt + wz)

2.4.1.3 Example 3

When the [Hu] of Example 1 and [Hzl] of Example-2 are combined, the

resulting [H] -matrix is:

[H] =Pli QI (w l) [QI (wzW + PZI Qz (w l) [QIhW (2·30)

and the side-l voltage vector becomes:

~IGbc = V2d [Pu QI(w l ) + PZ1 Qz(wtl] (2.3"1)

It can be seen that the side-l voltages are weighted surns of cosine and sine functions
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phase shift can be adjusted by choosing appropriate values for Pl1 and P21' For

example, ifPl1 and P21 are chosen in such a way that Pl1 =coser and P21 =siner, then

COS(<ol1 t + a)

COS(c.>lt + a - h/3)

COS(c.>lt + a - 411:/3)

(2-32)

•

In the structure of the [H]-rnatrix, cosine and sine functions at angular

2.4.1.4 Example 4

Let x =f(t)b and x =b (c.>2)' where f(t) is a scalar function of time and b-1 -3 -2 -1 -3

is given ill (2-16). Then, the [H31 ]-rnatrix becomes:

(2-33)

and the side-1 voltage; vector is:

(2-34)

•

As seen, the side-2 voltages which constitute a balanced three-phase system are

transformed into zero-sequence voltages on side-l.

2.4.1.5 Example 5



As the last example, let fi = Q3 and f
2

= Q3' Then, the [H33]-rnatrix becomes:• CHAPTER 2 DYADIC MATRIX CONVERTER THEORY

1 1 1
1[H33] = P33 l?3 l?3

T
= 3" P33 1 1 1

III

and the side-l voltage vector will becorne:

Of course, such a transformation is of no engineering significance.

33

(2-35)

(2-36)

Now, let us combine [Hll ] and [H33 ]. The resulting [H]-rnatrix will contain

•
elements like:

hij = ~Pll cos [(Cil l + Cil 2 )t - (i + j - 2) 2
3
1C]

+ ~PllCOS[(,)1 - Cil 2)t - (i -j) 2
3
1C]

1
+ -P33

3

(2-37)

•

As far as the side-l voltages are concemed, there will be no change in comparison

with Example-l and v will be exactly the sarne as in (2-26). But, the inclusion of
-labc

constant scalars 1/3P33 in the elements of the [H] -matrix, makes the rank of the

matrix to be 3 (instead of 2 for the [H]-matrix of Example-l), and therefore it will

be invertible.

The invertibility of [H]-rnatrix, helps in the analysis, in the sense that as



transforming ~2abc to ~labc can be expressed by ~labe = [Hh
2abe

, the inverse• CHAPTER 2 DYADIC MAmIX CONVERTER THEORY 34

•

transformation, i.e., the transformation of ~labc to ~2abe can also be stated by

v = [H]-l V • In the operation of the matrix converter, however, the inclusion of
-2abe -labe

the constant scalars P33 in the [H]-matrix has no effect.

It is interesting to note that the [H]-matrix obtained as a combination of

[Hu] and [H33 ], is identical to the [H]-matrix used for the first time, in 1980, by M.

Venturini and A Alesina [46], as shown in Appendix B. The above mentioned

authors have used [H33 ] to keep the values of the entries of the [H] -matrix between

oand 1, so that the [H]-matrix is the local-averaged representation of the existence

matrix which is governing the transformations, as mentioned in chapter 1.

2.5 Park's Transformation

The base vectors given in (2-14) - (2-16), are, in fact, the columns of the well-

known Park's transformation matrix [75], which maps a set of three-phase quantities

from d-q-O frame to a-b·c frame, as shown in (2-17) and (2-18). The 3 x 3 Park's

transformation matrix is therefore
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Defining the d-q-O voltage and CUITent vectors on side-i (i =1, 2) as

(2-17) and (2-18) can be rewritten as:

v = [C(w.)] v-iabc 1 3 x3 -fdqO

i. = [C(w.)] i.Jabe , 3x3 .dqO

35

(2-38)

(2·39)

(2.40)

(2-41)

(2-42)

From the orthogonal properties of the base vectors stated in (2-19) and (2-20),

it can be deduced that:

(2-43)

where 1 is the Identity Matrix.

2.6 Transformation Matrix in D·Q·O Frame

ln order to move from the a-b-c frame to the d-q-O frame, in which the matrix

converter is to be studied, the transformations of (2-41) and (2-42) are used.

Substituting (2-22) in (2-8) yields:
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Replacing J:labc and J:
2abc

in (2-44) by their equivalents from (2·41),

36

(2.44)

Premultiplying both sides of (2-45) by [C(WI)];x 3'

•
lz;(w l )

3 3

~ldqO = E E Pjt lzi(w l ) lzj(W
'
)

j=l .t .. 1

lzJ(WI)

[l lzt(W2rllzl(W2): ~(W2): lz3(w3)]] ~2dqO

= [Ph.3 ~2dqo

(2.46)

where [P]3x3 contains ooly the weighting constants Pjkintroduced in (2-21):

1­
Pli Pl2 Pl3

[Ph x3 = P21 P22 PZ3

P31 P32 P33

(2·47)

•

The simplification in the evaluation of (2-46) is the result of orthonormality of the

base vectors. As an example for the method of carrying out the operations involved

in (2-46), consider the case of j = 3 and k = 2. The corresponding 3 x3 matrix will

be found using (2-19) and (2-20), as follows:
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0] 0 0 0
P32 0 [0 1 0] = 0 0 0

1 0 P32 0

Equation (2-46) is the voltage transformation in d-q-O frame:

v = [Pl v-ldqO 3x3 -UqO

37

(2-48)

(2-49)

A similar relation can be derived for the current transformation in d-q-O frame.

Premultiplying both sides of (2-49) by i~qo

From power invariance principle, for an ideal matrix converter, one can write:

•
'T _ °T [Pl
IldqO l!ldqO - IldqO 3x3 l!2dqO

Equating the right-hand-sides of (2-50) and (2-51),

By transposing both sides of (2-52), one gets:

o _ [p]T 0

12dqO - 3x3 I IdqO

which is the current transformation in d-q-O frame.

(2-50)

(2-51)

(2-52)

(2-53)

•

As a result of the matrix manipulations in this section, the relationship

between [H] and [P]3x3 matrices can be derived as follows:
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(2-54)

(2-55)

•

•

Under steady-state operating conditions, v. and i. (i = 1,2) are time-
-idqO -UlqO

invariant vectors Kidqo and lidqo in the d-q-Q vector space of side-i. Ali the controls

performed by the matrix converter can therefore be studied in terms of mapping the

constant vectors on one side to the other side, by the constant matrix [p ]3" 3'

Aiter the analysis and design in the d-q-O frame is completed, and the entries

of the [p ]3" 3-matrix are determined, (2-55) can be used to evaluate matrix [H] which

is necessary for the implementation of the matrix converter.

2.7 Summary

In this chapter, it was shown that the frequency changing can be interpreted

as a linear transformation through a dyadic matrix. The base vectors are taken from

the d-q-O to a-b-c Park's transformation matrix. It was shown that the dyadic matrix

[H] in thE; a-b-c frame, has an equivalent dyadic matrix [p] in the d-q-O frame.

Because of the time-invariance, [p]-matrix is the preferred means for the analysis of

the matrix converter as the [H]-matrix, in general, has sum of sine or cosine

functions at angular frequencies (<&>1 + <&>2) and (<&>1 - <&>2) in each of its nine elements.
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CHAPTER

THREE

TRANSFORMATION MATRIX STRUCTURE

3.1 Introdu'ction

In chapter 2, it was shown that the generalized transformation matrix in a-b-c

frame is of the following structure:

(3-1)

•

where C(<'>I) and C(<'>2) are the well-known d-q-O to a-b-c Park's transformation

matrices at angular frequencies <'>1 and <'>2' respectively, and
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Pli PI2 PI3

[Ph x3 = P21 P22 P23 (3-2)

P31 P32 P33

is the transformation matrix in the d-q-O frame consisting of constant entries.

The objective of this chapter is to explore the roles played by the elements Pjk

u= 1, 2, 3 and k = 1,2,3) of the [p]-matrix of (3-2). With this understanding, the

engineering design can then follow.

This chapter considers the case where zero-sequence components do not exist

in the networks of either side of the matrix converter. The chapter proceeds with

looking at the network of side-1 as viewed from side-2. Then, the side-l network,

referred to side-2, will be integrated with the network of side-2. From the resulting

system, the properties of different [p] -matrix structures can be clearly understood.

The analysis of this chapter is general and, as will be shown, covers the

transformation matrices used by the predeceSf.'.'fS: M. Venturini and A. Alesina [46,

47], P.D. Ziogas, S.I. Khan, and M.H. Rashid [59], and L.Huber and D. Borojevic

[70]. Because the exhaustive study of alI the possibilities would take more than one

thesis, only the most important ones are considered here. The cases not considered

are open for further exploration.

3.2 Network of Side·l as Viewed from Side·2

Fig 3-1 shows the block diagram representation of the matrix converter and
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the circuit diagram of the networks on side-1 and side-2. The circuits on both sides

of the matrix converter have three-wire wye conneetion and therefore, the zero-

sequence components do not exist. This reduces the order of the systems of equations

in d-q-O frame from 3 to 2, and as a result, makes the transformation of circuit

equations from one side to the other side easier.

As a result of neglecting the zero-sequence components on both sides of the

matrix converter, [p] will be a 2 x2 matrix:

(3-3)

Equation (3-1) is therefore modified to:

(3-4)

where [C(lIl1)]3XZ and [C(lIlZ)tz are the Park's transformation matrices with the

Side - 1 Side - 2

RI LI R2 L 2
-- Via V2a --

i la
.

Matrix 12a

- Vlb V2b -
•

i2blib Converter
- Vic V2c -

• •
1 1c 12c

Matrix converter with the networks of side-1 and side-2.Fig. 3-1•
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Park's transformation matrices have the following structures:

where QI (Cali) and Q2(Cali ) are defined in (2-14) and (2-15), respectively.

From Kirchhoffs voltage law on side-l,

[R ] . [L] d .l! =, - l - -{
labe labe 1 labe 1 dt labe

where

VIa ela ila

V = Vlb ~1dbe = elb i labe
= i 1b-ldbc

VIc elc
i le

42

(3-5)

(3-6)

(3-7)

(3-8)

RI 0 0

[RI] = 0 RI 0

o 0 RI

Equation (3-7) in d-q frame is:

LI 0 0

[LI] = 0 LI 0

o 0 LI

•
where

(3-9)
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(3-10)

The voltage and current transformation equations in d-q frame, equivalent to

(2-8) and (2-11) are:

(3-11)

(3-12)

•
The inverse transformation equations are:

(3-13)

where

[
P -P][ ]

-1 1___ 22 12
P 2x2 -

Pu P22 - P12 P21 -P21 Pu

(3-14)

(3-15)

•

Premultiplying both sides of (3-9) by [p];:2 and substituting for [p];:2 l:::ldq and f
1dq

from (3-13)and (3-14), respectively,



Equation (3-16) describes the dynamics of side-l network as viewed from side-2. As

seen from (3-17) - (3-20), side-l quantities have undergone quite significant

•

•

where
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, [R']' [L'] d . [G'] .l! = ~ - 1 - -1 - 1
2dq Idq 1 2dq 1 dt 2dq 1 2dq

, []-I
~Idq = P 2x2 'Idq

[ '] -1 [0 -1] ( -1)1GI = (,)1 LI [Phx2 1 0 [Phxz
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(3-16)

(3-17)

(3-18)

(3·19)

(3·20)

transformations after being referred to side-2. Equations (3-16) - (3-20) clearly define

the transformations ofthe source and terminal voltages, the currents, the resistances,

the inductances, and the reactances of side-1. However, the results will still be quite

undigestible for the case when [p ]2X2 is a full matrix. For this reason, ihis chapter

will consider the simpler case of the diagonal matrix, before going to the full [p]-

matrix.

To have an overall view of the whole system, the network of side-l, referred

to side-2, and the side-2 network will be integrated into a single system. The

integration of the networks of side-l and side-2 which are, in general, excited at two

different frequencies, has been made possible by the virtue of the transformation to

•
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the d-q-O frame.

3.3 Integration of Side-l and Side-2 Networks

From Kirchhoffs voltage law on side-2 of Fig. 3-1,

:I! =f +[R]i + [L].È.. i ,
2abe 2abe 2 2at·c 2 dt 2abe

where
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(3-21)

Y2a e2a Î2a

V = Y?,b f = e2b i = Î2b-2dbe 2abc 2abc

Y2e e2e Î2e
(3-22)

R2 0 0

[R2] = 0 R2 0

o 0 R2

L2 0 0

[L2] = 0 L2 0

o 0 L2

Remembering that on side-2, as on side-1, the zero-sequence components do not

exist, (3-21) can be rewritten in d-q frame as:

where

[Yu] [eu] [Î
U

]Y = f 2dq = e
2q

,
!Uq = Î

2q
-Uq Y

2q
(3-24)

R _ rR2 01 [L2 0] [G2] = [li) °L -lI)t2
]

[ 2] -l 0 x
2
J [L2] = 0 L

2 2 2
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side-2 by equating the right-hand-sides of (3-16) and (3-23). AIter sorne

rearrangements, the resulting equation will be:

~~dq = ~Zdq + ([Rn + [Rz])!zdq + ([Ln + [Lz]) :t!Zdq

+ ([Gn + [Gz]) !Uq
(3·25)

•

Equation (3-25) describes the dynamics of the system of Fig. 3.1 from the

point of view of side-2. Having obtained a complete image of the system, the

properties of sorne transformation matrix structures can now be examined.

3.4 Diagonal Structure

This section is concerned with the [P]zxz-matrix of diagonal structure:

[

PU
[Phx2 = 0

Three different cases will be considered:

(3) Pu * ± P22

(3.26)

•
With [p ]2x2 defined as in (3-26), (3-4) gives upon expansion:
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CS(O) CS(-21t/3) CS(-41l/3)

[H] = PlI -P22 CS(-21l/3) CS(-41t/3) CS(O)
3

CS(-41l/3) CS(O) CS(-21l/3)
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(3-27)

where

CD(O) CD(-41l/3)

+ _PI;.:..I+_P=22 CD(-21l/3) CD(O)
3

CD(-41l/3) CD(-21l/3)

CD(-21l/3)

CD(-41l/3)

CD(O)

and

(3-28)

•

•

(3-29)

Also, for the case of diagonal [P]2x2-matrix, (3-17) - (3-20) can be rewritten as:

eld

1 Pu (3-30)
~Idq =

elq

P2Z

RI
0

2

[R:) =
Pu (3-31)

RIl 0 2
P22
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LI
0

2

[q =
Pli (3-32)

LI
0

2
P22

[G~] = 1 [0 -~tl] (3-33)

Pli P22 ~ILI

3.4.1 Pli =Pzz = P,

•
In this case, the [H] -matrix of (3-27) becomes:

CD(O) CD(-41t/3) CD(-21t/3)

[H] = ~ P, CD(-21t/3) CD(O) CD(-41t/3)

CD(-41t/3) CD(-21t/3) CD(O)

(3-34)

•

where CD(x) is given by (3-29). As seen, each of the nine elements in the [H]-

matrix, contains a single cosine function at the angular frequency ~l - ~2' i.e., the

difference of the side-l and side-2 angular frequencies. This case offers less

complexity from the implementation point of view, compared to the more general

cases where there are two cosine functions at ~I + ~2 and ~I - ~2 in each element

of the [H]-matrix.

In the case of Pli =Pzz = P" (3-30) - (3-33) can be rewritten as:
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1
~'Idq = -p ~Id

1 q
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(3-35)

(3-36)

(3-38)

where ~Idq' [RI]' [LI]' and [GI] have been defined in (3-10). As seen, upon referring

to side-2, the side-i ·!c!tages are divided by Pt and the resistances, inductances, and

reactances are divided by Pf.

In this case, the [H]-matrix of (3-27) ber.omes:

CS(O) CS(-2x/3) CS(-4x/3)

[H] = ~ PI CS(-2x/3) CS(-4x/3) CS(O) (3-39)

CS(-4x/3) CS(O) CS(-2x/3)

•
where CS(x) is defined by (3-28). Each element of the [H]-matrix, in this case,

contains a single cosine function at the angular frequency l.lll + l.ll2' i.e., the sum of the

side-l and side-2 angular frequencies.
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The referred quantities, from (3-30) - (3-33), are:

1 [e ld
]fi.' -

Idq P-e
J 1"
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(3-40)

(3·41)

(3·42)

(3·43)

where [RI]' [LI]' and [GI ] have been defined in (3-10). From (3-40) - (3-43), il can

be seen that by referring to side-2, the magnitude of the side-l source voltage is

divided by PI and the magnitudes of the resistances, inductances, and reactances are

divided by pJ. In this sense, the case of diagonal [P]2x2-matrix with Pu = -P22 = Pt

is not different from the case with Pu =P22 =PI' Thus, as far as the transformation

of the magnitudes of the quantities is concerned, Pt has the same effect in a matrix

converter governed by a [p ]2x2·matrix of diagonal structure as the primary to

secondary turns ratio in a magnetic transformer. The matrix converter, as a frequency

changer, adds to the capabilities of a magnetic transformer by being able to

transform frequency, as weil (realizing the idea of "Generalized Transformer").



•

•

•

CHAPTER 3 TRANSFORMATION MATRIX STRUCTURES 51

The only difference between the results of the transformations in the two

diagonal [p ]-matrices studied, is that in the second case, i.e., Pli = -P22 =PI' the

complex voltages and impedances on side-l are changed to complex conjugate

quantities when referred to side-2. As will be seen later on, in section 3.5, this

"Conjugate Property" offers the attractive practical advantage of reducing the total

reactance of both sides through "Series Reactance Compensation". This will ease the

task of displacement power factor correction. Because of this conjugate property, the

case Pli = -P22 is preferred to Pli =Pu'

3.4.3 Pli ~ ±P22

In this case, the [H]-matrix takes the complete form of (3-27) and the side-l

voltages, resistances, inductances, and reactances referred to side-2 are described by

(3-30) - (3-33). The [H]-matrix elements contain cosine functions at angular

frequencies (,)1 + (,)2 and (,)1 - (,)2' i.e., both sum and difference of the side-l and

side-2 angular frequencies. This is because the general diagonal [p ]2x2-matrix is a

Iinear combination of the [p ]2x2-matrices in the two previous cases:

The implementation is not as simple as in the last two cases. The referred quantities



assume more complex forms compared to the previous cases, as weil.

For the sake of completeness, the case where the diagonal elements of the

[p ]2x2-matrix are zero (Pli =Pn = 0) and the off-diagonal elements are nonzero
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•

•

(P12 'f. 0 and P21 'f. 0) is studied in Appendix A

An issue which has been attracting a lot of attention ever since static

frequency changers were introduced, is the "Displacement Power Factor Control". In

most of the cases, one is specially interested in getting "Unity Displacement Power

Factor" at the interface of the matrix converter with the ac mains. The next section

will explore the capabilities of the matrix converter governed by the diagonal [p ]2x2-

matrix, in this respect.

3.5 Unity Displacement Power Factor with Diagonal [P]zxz-Matrix

In Fig. 3.1, Unity Displacement Power Factor (UDPF) on the source side,

corresponds to the in-phase relationship between the side-l currents i la , ilb , and i 1C '

and the source voltages ela , elb , and elc ' respectively. In d-q-O frame, this translates

to collinearity of the side-l current and source voltage vectors, ~ldq and ~ldq.

The Displacement Power Factor (DPF) on side-l is affected by ail the

parameters of the system. Therefore, the equation describing the behaviour of the

integrated system, i.e., (3-25) will be used in the study carried out in this section. For
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as:

RI
+Rz 0

['~'
2

[~2d]= [eu] +
Pli

elq
e2q 0

RI
+ R 2

12q

2
P22

LI
+ L 2 02

~ ru]Pu (3-45)
+

L dt 12q
0 _1_ + L

2 2
P22

0
c.l l LI

- c.l2L 2• P U P22 [~2d]+
c.l l LI

+ c.l2L2 0
12q

fllP22

Under steady-state operating conditions, (3-45) can he wrilten in the following

decomposed form:

(3·46)

(3·47)

•
where E{d' E{q. E2d , E2q' 12d , and 12q are steady-state quantilies. and the terms
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(I2d and 12q' respectively) at steady-state. Let us assume, for simplicity, that E1q = 0

(E1q being the steady-state value of e1q ). Therefore, from (3-30), E:q = O. AIso, let

E2d = E2q = 0, Le., let the network on side-2 be passive. UDPF on side-l necessitates

that 11q =0 (Ilq being the steady-state value of i1q ). From (3-12) and (3-26), I 1q =0

translates to 12q = 0 on side-2. Since 12d .. 0, in order for (3-47) to be satisfied, the

following condition must hold:

(3-48)

Substituting (3-48) in (3-46), one gets:

(3·49)

which from (3-12), (3·17), and (3-26), on side·l is:

(3·50)

Equation (3·50) clearly shows the resistance emulation or UDPF on side-l.

PU' which is the current gain of the matrix converter (Pu = 12d II1d ), can be

found from (3-49) given the desired value of 12d or the power demand on side-2, as:
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Pu = (3-51)

Then, (3-48) can be used to find the value ofP22' corresponding to the choice of Pli'

that maintains UDPF on side-l, in the following way:

(3-52)

If Pli = -P22 = Pt is used or the network on side-2 is active, (Le., E')d * 0 and

E2q * 0), then there will not be enough degrees of freedom to achieve UDPF on

side-l and real power control.

The possibility of DPF correction and attaining UDPF on side-l of the

frequency changers, have been explained well by L.Gyugyi and B.R. Pelly in [1]. M.

Venturini and A Alesina incorporated this capability in the [H] -matrix of their

matrix converter [46,47], which was followed by the researchers thereafter. Appendix

B shows that the [H]-matrix used by Venturini and Alesina has the same structure

as given in (3-27), except for the constant terms.

Before directing attention towards the off-diagonal elements, let us summarize

the properties of the diagonal [p]2x2-matrix.

3.6 Summary: Properties of Diagonal [P]zx2"Matrix



• CHAPTER 3 mANSFûRMATIûN MA1RIX S1RUcruRES 56

•
3.7

- The special cases for which PIl =Pll = Pt and PIl = -Pll = PI' offer less

complexity in terms of implementation than the general case (Pll '1' :!: Pll)'

- The general case (Pll '1' :!:Pll) and the case with PIl = -Pll = PI' offer

conjugate property. This property can be taken advantage of, in reactance

compensation and as a result, in DPF correction. Equation (3-48) shows

that reactance compensation can be carried out by proper choice of the

inductances on one or both sides (if applicable), as weIl as by proper choice

of PIl and Pll'

- In the case ofgeneral diagonal [P]2x2-matrix, (3-51) and (3-52) offer control

levers PIl and Pll' for active and reactive power control, respectively.

As revealed by section 3.5, the diagonal [pL2-matrix, with the diagonal terms

•

PIl and P22' offers at most two degrees of freedom for control purposes. In this

section, it will be shown that the inclusion of the off-diagonal elements in the [p ]2"2'

matrix will add to the control degrees of freedom, the control effect being that of

"Phase Angle Rotation". Three different cases will be studied. In the first two cases,

a single cosine function will appear in each element of the [H] -matrix,. while in the



third case, each element in the [H]-matrix will have two cosine functions.

In subsection 3.7.1, the [p ]2x2-ITlatrix will be designed to result in cosine
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•

•

functions at angular frequency equal to the difference of the side-1 and side-2

angular frequencies, in the [H]-matrix. This case lacks the conjugate property and

thus reactance compensation cannot be performed. Except for the rotation control,

this case is sirnilar to the case of the diagonal [p ]2x2 -matrix with Pu = P22 = Pt of

subsection 3.4.1.

Subsection 3.7.2 considers the case which results in an [H]-matrix containing

cosine functions at angular frequency equal ta the sum of the side-l and side-2

angular frequencies. This case is sirnilar ta the case of diagonal [p ]2x2 -matrix with

Pu = -P22 =Pt of subsection 3.4.2. It offers the conjugate property plus the rotation

control.

Subsection 3.7.3 considers, for the sake of completeness, the case which results

in an [H] -matrix containing elements composed of cosine functions at angular

frequencies equal to the sum and difference of the side-l and side-2 angular

frequencies. This case is sirnilar ta the case of general diagonal [p ]2x2 -matrix with

Pu ~ ± P22 of subsection 3.4.3.
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3.7.1 Non·Conjugate Rotation

In this case, [p ]2X2·matrix is:

[Pl = P [COSY sinY)
2x2 1 -siny cosy

58

(3·53)

which is recognized as a rotational transformation matrix in Cartesian Coordinates.

The angle of rotation is equal to y. The corresponding [H]-matrix can be derived

from (3-4) and has the formula exactly like (3-34), where

• The inverse of the rotational transformation matrix of (3-53) is:

-1 1 [COSy -siny)
[Phx2 = - •

PI smy cosy

Let

[
eld] [COS ail

~ = = E
Idq e 1 sina

Iq 1J

Substituting (3·55) and (3·56) in (3·17), then gives:

(3·54)

(3·55)

(3·56)

•
(3.57)

According to (3·57), the vector gldq is rotated by an angle y, specified in the [p ]2x2"
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matrix, when it is referred to side-2.
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ln the case of the full [P]2x2-matrix under study, [R;], [L;], and [G;] of (3-

18) - (3-20) will take exactly the same forms as (3-36) - (3-38).

It is gratifying to see that the angle of rotation, y, appears only in the source

voltage referred to side-2, given in (3-57), and the resistances, inductances, and

reactanr.es are not affected by y.

It is quite clear that the full [p ]2x2-matrix of this subsection, is a general form

for the special case of the diagonal [p ]2X2-matrix with Pll =P22 = Pt of subsection

• 3.4.1. In fact, the latter can be obtained from the former, by just '~quating y to zero.

3.7.2 Conjugate Rotation

ln this case, [P]2x2-matrix is:

_ fCOSY SinY ]
[Phx2 - PI lsiny -cosy

(3-58)

Equation (3-58) shares with (3-53), the scaling by the factor Pt and the rotation by

the angle y. The corresponding [H] -matrix can be found using (3-4), to be exactly

like (3-39), where

•
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The inverse of the [p ]2x2 -matrix of (3-58) is:

-1 1 [COSy siny 1P 22 =-
[ ] x PI siny -cosy

Letting gldq b~ as in (3-56), (3-17) then yields:
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(3-59)

(3-60)

(3-61)

Equation (3-61) indicates a rotation by an angle y as a result of referring gldq ta

side-Z. Also, from (3-61), it is observed that upon referring, gldq becomes conjugated

prior to being rotated by y. The conjugate property is similar ta the one in the case

of diagonal [P]2x2-matrix with Pli = -P22 =PI'

In the case of the full [P]2x2-matrix under study, [Rf], [Lf], and [Gf] of (3-

18) - (3-Z0) will take exactly the same forms as (3-41) - (3-43). Equation (3-43) shows

that in this case, the impedance of side-l is conjugated when referred ta side-Z,

offering the possibility of reactance compensation and DPF correction.

The case of full [p]2x2-matrix studied in this section, is the general form for

the special case of diagonal [p ]2x2-matrix with Pli = -P22 = Pt of subsection 3.4.Z. The
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•

ooly the phase rotation property vanishes, but aJ] other properties are preserved.

3.7.3 General Full [P]2x2-Matrix

Just in the same way as the general diagonal [pLX2-matrix of subsection 3.4.3

was described as the superposition of two elementary cases of subsections 3.4.1 and

3.4.2, the general full [p ]2x2 -matrix can be represented as the weighted sum of the

two elementary cases of subsections 3.7.1 and 3.7.2:

(3-62)

From (3-62),

Pli COSYI + PI2cosY2 = Pu
Pli sin YI + Ptz siny 2 = P12
Pli sinYI - p/2 sinY2 = -P21
P/I cos y 1 - p/2 cos y 2 = P22

(3-63)

•

Pfi' Pf2 , Yl'and Y2 can be easily found from (3-63), in terms of Pu, P12' P21' and

P22 as:



• CHAPTER 3 mANSFORMATION MATRIX STRUcruRES 62

(3-64)

(3-65)

•

The explicit solutions for Pp' y!' Pp' and Y2 show that any 2x2 [P]-matrix

can be decoupled into two 2x2 elementary matrices of the form given in (3-62).

Using (3-4), the [H]-matrix can be found to have the same structure as in (3-

27), except that (Pli - P22) /3 is repiaced by 2 /3 Pp and (Pli + P22) /3 by 2 /3 r~7'

CD(x) and CS(x) are as defined by (3-54) and (3-59), respectively. As seen, the

general full [P]2X2-matrix of (3-62) r~:sults in an [H]-matrix whose elements contain

cosine functions at the sum and difference of side-l and side-2 angular frequencies.

By putting YI = Y2 = 0, the case of general diagonal [p ]2X2-matrix of subsection 3.4.3

results.

Equations (3-17) - (3-20), in the case of full [p]2x2-matrix of (3-63), take more

complex forms than in the case of subsections 3.7.1 and 3.7.2, due to the presence of

• the angles of rotation, YI and Y2' in the referred resistances, inductances, and
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reactances, as weIl as in the referred voltages. The physical meaning, in this case, is

not clear.

3.8 Unity Displacement Power Factor (UDPF) with Full [P]zxz-Matrix

The genera! full [p]zxz-matrix is supposed to be able to perform both DPF

correction on side-1 and real power control even with a three-phase active load

connected on side-2; but the complexity of structure and lack of clear physical insight

makes its use inconvenient. The two special cases of subsections 3.7.1 and 3.7.2 offer

two control degrees of freedom, each. Therefore, as discussed in section 3.5, for a

general active load on side-2, DPF control on side-1 and satisfying the power demand

on side-2 is not possible.

Consider the case of full [P]zxz-matrix with conjugate rotation of subsection

3.7.2. Equation (3-25) can be presented in the following form:

RI
+ Rz 0

LI
01 - +Lzeld ~ [eu] +

pZ

[~u] +

pz
d [iu ]f f

1 e2q RI LI dt i2qelq 0 + R2
'2q 0 + L2pZ p 2

f f

0
<.II LI
---<.ILP 2 2 Z

[~2d]f
+

-<.IILI
+ <.I 2L2 0 '2q

p2

• f

(3-66)
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In the steady-state, (3-66) can be rewritten in the following decomposed form:

Let us consider a simple case where E2q =O. In (3-61), y can be chosen equal

to °1 resulting in E(q =O. AIso, the coefficient of lu in (3-68) can be made zero by

appropriate choice of PI' Then from (3-68), one can deduce that l2q =0; thus (3-67)

becomes:

(3-69)

From (3-69), one can see that UDPF has been attained on side-2. Using (3-12), lldq

can be found in the followil1g way:

= [lld
] = (P-1 )T[lu ] =1. [COSy

Ildq 1 [hx2 0 P sin
Iq 1 y

siny ] [lu] = lu [c~SY]
-cosy 0 PI smy

(3-70)

•
Comparing (3-56) and (3-70), one can see that for the previous choice of y =01'

land E are collinear, i.e., UDPF condition has been established on side·l.
-Idq -Idq

It is noteworthy that UDPF condition has been established on both sides of



the matrix converter using the full [p ]2X2 -matrix. The significance of this dual

situation will be discussed later in chapter 5.

As can be seen, because of the lack of enough degrees of freedom, 12d or the

side-2 power demand cannot be controlled at this point.

It is interesting to point out that the [P]2x2-matrix equivalent of the [H]-
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•

matrices us~d by the researchers like P.D. Ziogas, S.I. Khan, and M.H. Rashid [59],

and L. Huber and D. Borojevic [70], i~ of the structure given in (3-62). This has been

shown in Appendix C.

Before closing the discussion on the full [p]2x2-matrix, let us summarize the

properties of this structure.

3.9 Summary: Properties of Full [P]2X2-Matrix

- The special cases studied (i.e., non-conjugate rotation and conjugate

rotation) offer more physical insights into the mechanism of operation and

less complexity from implementation point of view, compared to the

general case.

- The conjugate rotation case of section 3.7.2 offers conjugate property which

helps correct the displacement power factor on side-l.

• The conjugate rotation version of the full [p ]2x2 -matrix offers both the



scaling factor, Pt' and the rotation angle, y. Pt defines the gain of the

matrix converter and y -control can be used to align the referred side-l

source voltage vector along the desired direction. Adjustments of Pt and y

can result in UDPF on side-l and even on side-2, but real power control

cannot be performed due to the lack of enough degrees of freedom.

- III the case of a passive network on side-2, UDPF can be established on

both sides by just adjusting Pt" In this case, y -control is dormant.

• The general full [P]2x2-matrix, with four control degrees of freedom is

supposed to be able to perform DPF control on side-'! and real power

control with a general active load on side-2. But, the complexity of the

structure does not offer proper physical insight into the mechanism of

operation.

•

•
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•

3.10 Summary

The crite7 ia for the choice of a proper [p ]2x2 -matrix are:

- Clear physical insight;

- Sufficient control levers or degrees of freedom;

and

- A corresponding [H]-matrix of acceptable degree of complexity from the

implementation point of view.
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the selection is:

[
cosy SinY ]

[Phx2 = P, siny -cosy

and

67

(3-71)

• where

CS(O) CS(_2
3
11) CS(_4

3
11)j

[H] = ~ P, Cs( - 2
3
11) Cs( - 4

3
11) CS(O) (3-72)

CS(_4
3
11) CS(O) CS(_2

3
11)

(3-73)

•

One sees that besides the inherent frequency changing capability (from <il! ta <il2),

the matrix converter has two independent levers of control:

(1) Scaling by the factor Pf;

(2) Phase Rotation by the angle y.

Furthermore, it offers the conjugate property, which can be used for reactance

comperL~ationwith the goal of Unity Displacement Power Factor (UDPF). UDPF on

bath sides is attainable for both passive and active networks on side-2. However, the

power demand or the motor torque (in the case of a motor load) cannot be



controlled, simultaneously, because this will require another degree of freedom in the

control.

The next chapter will study the zero-sequence interaction in the matrix

converters and will use it to add more: degrees of freedom in the control.

•

•

•
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CHAPTER

FOUR

ZERO-SEQUENCE INTERACTION IN

MATRIX CONVERTERS

4.1 Introduction

In the matrix converter of Fig. 3.1, there was no zero-sequence component,

because the networks on side-1 and side-Z were connected in three-wire wye

configuration. The three-wire wye and delta are the configurations used by almost all

researchers. In either case, there is no need to worry about the zero-sequence

components.

In the derivation of the system equations (3-Z5), (3-45), and (3-66), the effect

of the filter capacitors at side-Z terminals of the matrix converter (Fig. 4-1) was

neglected, because the inclusion of the capacitors would complicate the system

equations. Since the filter capacitors are fairly s;uall, ignoring them in the derivations

would not alter the results considerably. Taking the capacitors into consideration, will
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not result in any zero-sequence components, if they are connected in three-wire wye

or delta configuration, as shown in Figs. 4-1(a) and 4-1(b), respectively.

This chapter deals with the case where zero-sequence components are present.

In Fig. 4-2, the capacitors on side-2 of the matrix converter are connected in four-

wire wye configuration. Because of the retum path to the converter, provided for the

charging currents of the capacitors, the presence of the zero-sequence components

on side-2 cannot be ignored. Since the voltage sources on both sides of the matrix

Side - 1 Side - 2
RI LI i 2a

·' Rz L z
- ela + -- VIa VZa

I2a -- +e2a
i la Matrix

i Zb i 2b
elb + -- VIb V2b --

i lb Converter
i2c

ele
+ -- VIc VZe

I2c --
i 1e

(a)
L..I..T C

Side - 1 Side - 2
RI LI i 2a

·' Rz L z
e la

+ -- VIa VZa
I2a -- +

eZa
i la Matrix i Zb

· '... -- V1b V2b
IZb -- +elb . eZb

i 1b Converter • ·'
ele

+ -- VIc VZe
IZe IZe -- +

i 1e

e Ze

(b)

Fig. 4-1 Matrix converter with the networks of side-l and side-2 including the
side-2 capacitors.
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Side - 1 Side - 2
R l L l

. Rz Lz
+ -- Vla V2a

12a -- +~-e la .'
i la Matrix iZb

ICa 12a
+ -- Vlb VZb -- + -

elb .' ezb
i lb Converter

i 2c

i Cb 12b
+ -- Vlc V2c -- + -e 1c , ezc

i lc i ec i 2c

---.1:J-I C

71

Fig. 4·2 Matrix converter with the networks of side-1 and side-2 (Side-2
capacitors connected in four-wire wye).

•

•

converter are connected in three·wire wye configuration, the zero-sequence currents

can only flow through the capacitors, and return to the converter through the neutral

Une. Likewise, the zero-sequence voltages can exist only across the capacitors.

There are basica!ly three reasons why this chapter is dedicated to the study

of the zero-sequence interaction in matrix converters:

(1) Basic Research: Zero-sequence components can exist in matrix

converters; therefore, it is reasonable to study their effects and explore

sorne ways in which they can be exploited.

(2) Search for more control levers: It was concluded in chapter 3 that the

favourable [pL2-matrix of subsection 3.7.2, with rotation and

conjugate properties, is in need of more degrees of freedom or control

levers to accomplish rea! power control together with Displacement



(3)

•

•

•

CHAPTER 4 ZERO-SEQUENCE INTERACTION... 72

Power Factor (DPF) control on side-l. This chapter will investigate the

possibility of using the zero-sequence components to create additional

control levers.

Laying the theoretical foundation for the study of a matrix converter

based on three-phase voltage;solJrce converters in chapter 6.

This chapter contains the following important contributions of this thesis:

SVC - control: A static VAR controller (SVC) has been inc\uded in

the body of the rnatrix converter which uses the zero-sequence

components of the voltages on side-2 to control DPF on side-l.

Dual Unity Displacemellt Power Factor (UDPF) on side-l and Field

Vector Control on side-2: With adequate number of control levers

made available, the matrix converter can enjoy UDPF on both sides.

This chapter will proceed with the derivation of the rnathematical model of

the matrix converter with the zero-sequence components present. The complete [p]

and [H] matrices wil! be presented and finally the control levers and their control

actions will be explained.

4.2 System Equations Including Zero-Sequence

In Fig. 4.2, the capacitor currents are:
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(4-1)

and the currents through the network on the right-hand-side of the capacitors are

defined as:

./
12a

1
·, .,
2abc = 12b

.,
12c

(4-2)

•
where the side-2 terminal currents, i

2abc
, the capacitor currents, ie , and the load

currents, i~bc are related in the following way:

(4·3)

Since the zero-sequence components exist on side-2, a 2x3 [p ]-matrix and

the 3 x3 Park's transformation matrix [C(<.l2)t3' given by (2-38) must be used. The

[P]2X3-matrix has the following structure:

•
[
PU P12 P13]

[P]2x3 =
P2\ P22 P23

and the [H]-matrix can be evaluated as follows:

(4-4)
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Equation (4-5) can be presented in more detailed forro as:

In the voltage transformation,

74

(4-5)

(4-6)

three d, q, and 0 components:

the term in parentheses, is the side-2 voltage vector in d-q-O frame containing aU

• Vu 12;( (,)2)

V 2q = 12;((,)2) V
-2ahc

V20 12;( (,)2)

(4·8)

The side-2 terminal voltages with respect to the common connection point of the

capacitors are:

•
where

1]V =v +v 1
-2abc -2abc zs 1

(4-9)



•
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li = fi. + [R ] il + [L ]..É.- i'
20be 20be 2 20be 2 dt 20be

v = V2a + V2b + V2c
:s 3
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(4-10)

(4.11)

is the zero-sequence component of the voltages of side-2. Substituting (4-10) in (4-9)

and the resulting equation in (4-8), and using (3-23),

(4-12)

l
At steady-state, !!.2dqO is a constant vector; therefore, V:s is a constant scalar,

Vdc ' The dc voltages of the capacitors on side-2 are set up at the start-up and

maintained during the operation of the system, through a negative feedback control

Ioop [78]. The control loop ensures that the zero-sequence component of 1
2abC

is

equal to zero. This controlloop will be explained in chapter 6 and Appendix D.

4.3 Decoupling the Zero-Sequence Interaction

Based on the conclusions made in section 3.10 of chapter 3, the [p L'2-matrix

of (3·71) is used here as a submatrix in the [pL3-matrix:
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[ [

cosy Sin Y ]
[P]2x3 = PI siny -cosy

Therefore, the voltage transformation equation

v = [Pl V-ldq 2x3 -UqO

becomes

: [:::]]
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(4-13)

(4·14)

(4·15)

•
Equation (4-15) can be changed 10 power balance equation through

multiplication of both sides by [i1d i 1q ]:

[V
1d

]
[COSY siny Wu][i Id iJq ] V

1q
= [i 1d i Plq] 1 siny -cosy v2q

(4·16)

+ [i1d [

Pl3

1i1q] , v20
P23J

The zero component of the side·2 currents can be defined from the second term on

the right-hand-side of (4-16) to be:

(4·17)

•
The ele,ments P13 and Pn of [p ]2x3-matrix can be controlled in order to make sure

that i20 will be zero after the capacitors on side·2 have been charged to their dc bias

leveI. Therefore, according to (4-16), aIl the power from side-l will go to the first
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term on the right-hand-side and from power balance ?rinciple,

[~2d1 ; PI[c~SY SinY
] [~ld1

Z2q smy -cosy Zlq

which is in the same form as (3-12).

43.1 Polar Representation

77

(4-18)

In order to decouple the d-q variables from the zero-axis variables, one can

start with the polar representation of [i ld ilqrand [P13 P23r:

• (4-19)

(4-20)

Substituting (4-19) and (4-20) in (4-17),

(4.21)

•

From (4-21), izo ; 0 necessitates that cp - 1)1; ±'ff/2. As will be seen in chapter 6,

sections 6.5.3 and 6.5.4, based on the closed-loop control system employed for dc bias

voltage regulation on side-2 and the role of P~ in DPF control on side-l, for both

positive and negative values of P~ the following relation will hold:
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<P-1lI=
11

2
(4.22)

•

This is just another way of expressing the condition of quadrature re1ationship

between the side-l current vector, [iI... i1qf, and the voltage vector projected by the

zero component of side-2 voltage vector on side-l, [P13 PZ3f v20 •The magnitude of

the projected voltage on side-1 due ta the zero component of the voltage on side-2

is IP~IV20' The negative feedback loop adjusts the phase angle <p ta set up the

condition given by (4-22), while P~ contrais the size of the projected voltage.

4.4 Referring the Network of Side-! to Side-2

The side-1 equations in the d-q frame is given in (3-9). Replacing ~Idq in (3-9)

by its equivalent from (4-15),

•

P [c~y SinY] [vu] + P [c~s <p] v = [e 1d
]

1 smy - cosy v
2q

~ sm <p 20 e
1q

Equation (4-18), upon inversion, yields:

[~Id] = -!.. [c~SY SinY][~2d]
Ilq P, smy -cosy 12q

(4.23)

(4.24)
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and rearranging terms,

(4-25)

•
4.4.1 sve Voltage

The additional terrn in (4-25), due to the zero component of the side-2

voltages, which is given the name "Static VAR Controller (SVe) voltage", is the

subject of this subsection. The SVC voltage is:

Ji. = P"v [COS(y - q»]
.,dq Pt 20 sin(y - q»

(4-26)

•

The two additional control degrees of freedom resulting from the introduction

of P13 and Pn' are:

- The angle of rotation q>;

- The scaling factor P,,'

The angle q> is adjusted by the negative feedback controlloop (regulating VdJ

to ensure the quadrature relationship between the voltage vector ~opdq and the
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current vector [i2d i2qr. The above condition is tbe restatement of the quadrature

reIationship between the voltage vec~or [P13 P23r v20 and the current vector[i1d i1qf

on side-1, expIained in subsection 4.3.1.

The scaling factor P controis the size of the sve voltage, e , which is in
~ -~

quadrature with the side-2 current vector [i 2d i2qf. The effect of this voltage on

side-2 is the same as a controUable inductive or capacitive reactance. The sve

voltage will be used for DPF correction purposes.

4.5 Integrating the Networks of Side·l and Sit.le-2

Because of the presence of the filter capacitors in Fig. 4.2, the current vector

i
2dqo

consists of two parts:

iu
./ iCdIZd

i Zq = ./ + i Cq
(4.27)

IZq

izo 0 i co

The three-wire wye connected network on the right-hand-side oÎ the capacitors in

Cg. 4-2 does not have zero-sequence components so that only i~ and i~ exist. The

zero-sequence components exist only tbrough the retum path of the filter capacitors.

This section deals with the d and q components only. Subsection 4.5.1 is a

treatment of the zero component.
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lines of (4-12), after sorne rearrangements, the following equation is obtained:

(4-28)

•
i~d] P'P [cos (y - ljl)]+ v20
.1 P sin(y - ljl)
12q f

Equation (4-28) describes the dynarnics of the system, induding side-2 capacitors, as

viewed from side-2. The current vectors i
2d

and i' are related in the fol1owing
- q -2dq

way:

(4-29)

•

where iCdq = [icd iCqr is the vector of the d and q components of the capacitor

charging current governed by thp. equation
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with [vCd VCqr being the capacitor voltage vector which is equal ta [vu v2qr.

In steady-state, (4-28) becomes:

• -(,)2L2]ll~d] + P~ V
2

[COS(Y - CP)]
o l' Pt 0 sin(y - cp)

2q

(4-31)

Fig. 4-3 shows the equivaIent circuit diagram of the system of Fig. 4-2, with

the network of side-1 referred ta side-2 and integrated with the network of side-2,

based on (4-31).

• Fig. 4-3

RI -jwlLI

P: p; A

E<p A A Rz jw2Lz
V2 = V

+
rv c

A A'
A ,

12
A f 1 I zEl
le jwzC

Equivalent circuit diagram of the syustem of Fig. 4-2 as viewed from
side-2.



The phasor diagram of the voltages and currents in Fig. 4-3 is shown in Fig.• CHAPTER 4 ZERO-SEQUENCE INTERACTION... 83

4-4.

4.5.1 Zero Components of Voltage and Current

The zero ccmponent of the charging CUiTent, i20 , is given by (4-21). The zero

component of the voltage, v2O' is charged by i 20 according to the equation:

o

"zo(t) = ~[izod't (4-32)

•
Prior to t = 0, the capacitor has been charged to the voltage V20 (V20 A the steady-

state value of v20 ):

" "'" V2 = Vc RI "le -12
p 2

" . f,
" '" " ,,, E2 jw2L212,.

~. A

\ 12
1 '"\ Eq>A, 1

12 \

-jwILI Î
2 2

Pf

• Fig. 4-4 Phasor diagram of Fig. 4-3.
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o

Vzo = ~ Lizo("t) d"t

84

(4-33)

•

ThereaLter, the sve control keeps i 20 = 0 by making cp - !JI = -"Ir /2, 50 that

t

1. Jizo("t) d"t = 0 (4-34)
Co

and

vzo(t) = V20
(4-35)

4.6 [H]-Matrix Associated with the [P]2x3-Matrix

The [P]2x3-matrix of (4-4) can be represented as:

(4-36)

•

where the [p ]2X2 and [p ]2xl matrices are defined in (3-58) and (4-20), respectively.

The matrix [H] is then found using (4-5) as follows:
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[H] = [C(lù 1)]3X2[[Phx2 ' [P]2Xl]2X3[Ch)];X3

[C(lù2)];X2

= [C( lù d]3Z2[[P]2X2 ' [P]2xl]2X3 .

·Qih)

= [C(lùl)]3xJP]2X2[Ch)]~X2 + [C(lù 1)]3x2[P]2Xl lzi(w 2)

= [Hf] + [H",]

85

(4-37)

The first term on the right-hand-side of (4-37), [Hf]' is the Frequency Changer

Matrix, with the same structure as in (3-39):

[

CS(O) CS(-2rt/3) CS(-4rt/3)]

[Hf] = 2;f CS(-2rt/3) CS(-4rt/3) CS(O)

CS(-4rt/3) CS(O) CS(-2rt/3)

where CS(x) is defined in the same way as in (3-59):

(4·38)

(4.39)

The second term on the right-hand-side of (4-37), [H",]. is called the SVC

Matrix, with the following structure:

[

C(O) C(O) C(O)]
[H",] = ~ P", C(-2rt/3) C(-2rt/3) C(-2rt/3)

C(-41t/3) C(-4rt/3) C(-4rt/3)

where

(4.40)

(4.41)
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•

•

The complete [H]-matrix is capable of:

- Frequency changing from w, to w2 ;

Magnitude control of Side-2 voltage by Pr;

- Rotating the side-l source voltage by y, as viewed from side-2;

- Maintaining a regulated dc bias voltage, Vdc ' across the side-2 filter

capacitors through adjustments of angle Ill; and

- DPF control on side-l by P~.

4.7 Summary

In this chapter, the zero-sequence interaction in matrix converters has been

studied. The [p ]2x2 -matrix of chapter 3 has been modified to a [p ]2x3 -matrix, due to

the presence of zero-sequence components on side-2. In this way, two control degrees

of freedom are added to the system. The first control lever is the angle Ill, that

regulates the zero-sequence voltage on side-2 which is a dc voltage. The second

control lever is the scaling factor P~, that is used to control the Displacement Power

Factor (DPF) on side-l. The DPF control method used in this thesis is based on

varying the size of a voltage called sve voltage which acts like a controllable

inductive or capacitive reactance and will be explained in chapter 5. This chapter has

also provided the theoretical base for the application of dyadic matrix converter



theory to a new matrix converter system composed of three three-phase voltage­

source converters to be studied in chapter 6.

•

•

•
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CHAPTER
FIVE

FEASIBILITY OF BOTH UNITY DISPLACEMENT

POWER FACTOR AND FIELD VECTOR CONTROL

S.l Introduction

In this chapter, it will be shown that the two desirable features of Unity

Displacement Power Factor (UDPF) at the ac supply end [1,46,65,70,80,81] and Field

Vector Control (FVe) at the motor end [76,77,80,81] can be realized , at the same

time, using the matrix converter of Fig. 4-2.

Fig. 5-1 shows the single-line equivalent circuit diagram of the network on

side-1 of the system of Fig. 4-2. For UDPF condition to exist at the interface with the

ac mains, the side-1 source voltage vector, ÊI' and current vector, 11' must be

• collinear, as shown in the phasor diagram of Fig. 5-2. In doing this, the matrix
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converter behaves like a Static VAR Compensator (SVe), besides acting as a

frequency changer.

+

- •
Fig. 5-1 Single-line equivalent circuit diagram of side-l of system of Fig. 4-2.

Fig. 5-2 Phasor diagram of Fig. 5-1.
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side-2 of the system of Fig. 4.2. For Field Vector Control (FVC) condition ta exist

at the interface with the ac motor (synchronous motor) on side-2, the axes of the

magnetic fluxes produced by the stator and the rotor currents of the motor must be

kept at space quadrature. In the time domain, the above requirement translates into

the alignment of the stator current phasor, J~, and the phasor of the induced voltage

behind the synchronous reactance, Ê2 , as shawn in the phasor diagram of Fig. 5-4.

This chapter shows that the matrix converter of Fig. 4-2, under the control of

[p ]2x3 -matrix, presented in chapter 4, can function as a high performance variable-

speed ac motor drive by offering UDPF on side-l and FVC on side-2, at the same

time.

"12 " R2 jw2L 2V2
• " ,

A f C
12 "

le

Fig. 5-3 Single-line equivalent circuit diagram of side-2 of system of Fig. 4-2.
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A

A'
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• Fig. 54

A'

Phasor diagram of Fig. 5-3.

A A,

•

5.2 Dual Condition of UDPF on Side·l and FVC on Side·2

In this section, the procedure of reaching at the dual condition of UDPF on

side-1 and FVe on side-2 and the role of different control levers in accomplishing

the above task are explained.

The mathematical model of the integrated system, given by (4-31), is used as

the worlcing tool for the study carried out in this section. Since (4-31) is in terms of

the side-2 quantities, in order to be able to use il for UDPF study on side-l, a clear

relationship between the current and voltage vectors of side-1, and the referred

current and voltage vectors on side-2 must be established. From (3-12), (3-17), (3-56),

(3-58), and (4-19), it can be deduced that in referring side-1 source voltage vector,



E ,and CUITent vector, 1 ,to side-2, they will be both conjugated and ratated
-Idq -I~

Therefore, the phase relationship between the side-1 source voltage and CUITent

•

•
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through the same angle, y:

[
cosy

1 =P 1 =P
-Uq []2%2 -Idq 1 siny

[
COS(Y - TlI)]

= P 1
1 1 sin(y - Tld

1 -1 1 [COSY SinY] [COS 01]E. = Ph%2E. =- El
Idq [ Idq PI siny -cosy sin0

l
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(5·1)

(5·2)

•

vectors will remain unchanged after referring to side-2 and the phase relationship of

E~dq and 12dq can be studied instead of that of E I~ and lldq' More specifically, 12dq

being in phase with ~~dq automatically implies that UDPF exists on side-1.

Due to the complexity of (4-31), the raIe played by each control input and the

way the conditions of UDPF on side-1 and FVC on side-2 are established cannot be

clearly seen. For this reason, the analysis of this section will be performed in two

parts. In the first part, subsection 5.2.1, the filter capacitors on side-2 will be

neglected to clarify the main ideas. Since the side-2 terminal capacitors are small, the

effect of neglecting them will not be considerably large. In practice, taking care of
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control inputs, after the desired conditions have been approached through coarse

adjustments. In the second part of this section, subsection 5.2.2, the effect of the

capacitors will be considered.

5.2.1 Filter Capacitors Neglected

When the filter capacitors on side-2 of Fig. 4-2 are neglected,

(5-3)

•
In this case, the single-line equivalent circuit diagram of the system as viewed from

side-2 shawn in Fig. 4-3, will be modified to that of Fig. 5-5, where

RI
R =- +R2T p 2

1

and (4-31) can be rewritten as:

(5·4)

(5·5)

•

E:d] = [Eu] + [RT -XT] [lu] + P<p V
20

[~S(y -<P)] (5.6)
E

1q
EZq XT RT IZq Pt sm(y - <p)

Equation (5-6) can be written as IWO simultaneous equations:
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A

94

Eq>
+

"'v >----,
+

Fig. 5·5 Sigle-Hne equivalent circuit diagram of Fig. 4-3 with the filter
capacitors neglected.

• where

and

(5·7)

(5·8)

(5·9)

(5·10)

For UDPF on side-I and FVe on side-2, both E' and E should be in
-Idq -2dq

phase with 12dq. This dual condition can be resolved into the following two

•
conditions:

(1) E'Id should be aligned with E .,
- q -2dq



(2) 12dq should be aligned with E~dq (which implies alignment with !i2dq'• CHAPTER 5 FEASmlllTY OF BOTH...

as weil).

The fust condition can be described as:

where K is a positive proportionality constant. Assuming

[
cos&z]E. = E

Zdq Z sin&z

95

(5-11)

(5-12)

the condition for the alignment of E~dq to E
2dq

can be found from (5-11) as:

•

Let us assume, for simplicity of the results, that

Le., 02 = O. In this case, the condition given in (5-13) simplifies to:

Substituting (5-15) in (5-11), one gets:

(5-13)

(5-14)

(5·15)
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(5-16)

The second condition, i.e., the alignment of the 1 with E' can be
-2<lq -ldq

described as:

(5-17)

•

•

K', being a positive proportionality constant. Substituting (5-16) in (5-17), one gets:

(5.18)

The alignment of 1 to E' can be accomplished through the adJ'ustments of Pm
-2<lq -ldq •

which controls the magnitude of the sve voltage vector E~q of Fig. 5.5, given by (5-

9) and (5-10). As mentioned in section 4.4 of chapter 4, the de bias voltage regulation

loop keeps quadrature relationship between the sve voltage vector and 12<lq' Since

12q = 0, the d-axis component of sve voltage, E~, will be zero. Therefore, from (5-

9), y - Ip =±1r/2. Using (4-22) and the fact that y =°1 for FVe on side-2 and

°1 - 171 = 0 for UDPF on side-1,
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y-cp=~
2
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(5-19)

The Sye voltage responsible for the alignment of 1 to El will then be E given
-']dq -ldq W

by (5-10).

Substituting E~q =E2q =I2q = 0 and y - cp= '/r/2 in (5-7) and (5-8), and

rearranging terms, the following interesting relations result:

(5·20)

•

Equation (5-20) shows that when the dual condition of UDPF on side-! and

Fye on side-2 are satisfied, the integrated system as viewed from side-2, shown in

Fig. 5-5, behaves as a purely resistive network. In this case, the Sye voltage, Ew' has

compensated for the voltage drop across the total reactance, i.e., jXTI ']d' Equation

(5-20) also illustrates clearly the role of Pt in real power control.

Equation (5-21) gives the value of P" necessary to get UDPF on side-!. The

sign of Pop is opposite of that of XT • This is the way P" controls the magnitude and

sign of the Sye voltage to compensate for the voltage drop across X T to establish
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UDPF on side-l. The range, in which P,. can be varied, is limited. The limit onP,.

is imposed by the fact that the total modulating signal which is the weighted SUffi of

2/3Pt CS(x) of (4-39) and {2/3 P,. C(x) of (4-41) must not exceed the saturation

limit of the Pulse Width Modulation (PWM) control of the matrix converter. In the

case of the Sinusoidal Pulse Width Modulation (SPWM) strategy, the saturation limit

is the peak value of the triangular carrier waveform. Equation (5-21) offers the

possibility of conjugate reactance compensation, through - 001Li / p!. With 001 , 002 ,

and L2 being fixed, Li and/or Pt can be adjusted to minimize

XT = - 001Li / p! + 002L2' This, when possible, ensures that the excursion of P,. in

trying to maintain UDPF on side-l is modest. In this way, the saturation of the

control circuitry is avoided and more room is left for the manoeuvre of PI' within the

range restricted by the peak value of the triangular carrier signal.

Fig. 5-6 shows the phasor diagram of the system of Fig. 5-5, for the dual

condition of UDPF on side-l and FYe on side-2, when filter capacitors on side-2 are

neglected and E']dq = E']d = E2• Fig. 5-6(a) illustrates the case when XT < 0 and

E'l"/ > 0 (P,. > 0), while Fig. 5-6(b) shows the case of XT > 0 and E,.q < 0 (P,. < 0).

In both cases, the voltage drop across XT has been compensated completely by E,.q.

Based on the above discussions, the complete scenario of establishing UDPF
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,

,

•
Fig. 5-6

(b)

Phasor diagram of Fig. 5-5 for UDPF on side-1 and Fye on side-2.

•

on side·1 and Fye on side-2 can be summarized in the fol1owing way:

- y is adjusted ta 01' according ta (5-15);

• Pt is adjusted for the desired real power or motor torque, according ta (5-

20);

• p.. is adjusted, according ta (5-21) such that E,.q =p.. /Pt V20 cancels

jXT I2d , as shawn in Fig. 5-6.

• III is adjusted by the Sye feedback control laop, regulating the dc bias

voltage on side-2, according ta (5-19).
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5.2.2 Filter Capacitors Considered
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Fig. 4-2 shows the complete system including the filter capacitors on side-2.

The single-line equivalent circuit diagram of the system of Fig. 4-2, as viewed from

side-2, is shown in Fig. 4-3. The mathematical model of the integrated system is given

by (4-31). When the dual condition of UDPF Cil side-l and FVe on side-2 are

established, the phasor diagram of Fig. 4-4 will be modified to that shown in Fig. 5-7.

The scenario of establishing the conditions of Fig. 5-7 is almost the same as

that for the case of subsection 5.2.1, where the filter capacitors on side-2 were

• A' A

Erp

•

A

le

Fig. 5-'

A,

h

Phasor diagram of Fig. 4-4 for UDPF on side-l and FVe on side-2.
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neglected. The procedure is repeated here with the slight changes inc\uded:

- y is adJ'usted until I~J is aligned with E "
-~q -1dq

- PI is adjusted for the desired real power or motor torque;

- P'Il is adjusted until 11dq is aligned with E~dq;

- 'P is adjusted by the dc bias voltage regulation controlloop until g.,dq is at

right angles with 1 .
-1dq

If the filter capacitors are small, which is usually the case, by slight

modifications of the adjustments suggested in subsection 5.2.1, the dual condition of

UDPF and FVe for the real case, where the filter capacitors on side-2 are present,

can be satisfied.

5.3 Summary

In this chapter, it has been shown that the matrix converter system of Fig. 4-2

governed by the [P]2x3-matrix introduced in chapter 4, with four control levers: PI'

y, P'Il' and 'P can be used to achieve the following objectives:

- De bias voltage regulation on side-2 through 'P-control;

- Real power control or motor torque control through Prcontro!;

- Simultaneous Unity Displacement Power Factor (UDPF) on side-1 and
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•

•

Field Vector Control (FYe) on side-2 through P<p and y controls.

In the next chapter, a new matrix converter topology based on three-phase

voltage-source converter modules will be introduced. Then the dyadic matrix

converter theory developed in chapters 2-to-5 will be applied to the system and the

capabilities of the matrix converter will be investigated.
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SIX

VOLTAGE·SOURCE·CONVERTER TYPE MATRIX

CONVERTER UNDER THE DYADIC MATRIX

CONVERTER THEORY CONTROL

6.1 Introduction

In the interest of extending the frontier of research, in this chapter, a new

matrix converter based on voltage-source converters is introduced [79-81] which is

distinct from the conventional nine-switch topology [47]. Then, the dyadic matrix

converter theory, developed in chapters 2·5, will be applied to the proposed matrix

converter. It will be shown that:

- Frequency changing,

• Amplitude control of the side-2 voltage,



- Displacement Power Factor control on side-1 [1], and

- Field Vector Control on side-2 [76,77]

can be realized by the new matrix converter.

The proposed matrix converter, shown in Fig. 6-1, is composed of three

identical modules of the three-phase voltage-source converters, connected between

the networks of side-1 and side-2. This is an alternative to the original direct ac to

ac matrix converter employing nine bidirectional switches, shown in Fig. 6-2. The

total number of valves and diodes employed in the proposed matrix converter is the

same as in the nine-bidirectional-switch topology, assuming that each bidirectional

switch is realized by two switches and two diodes (Fig. 1-6(b) and (c».

As mentioned earlier in section 1.2 of chapter 1 on the historical background,

the bidirectional or 4-quadrant switches have serious switching problems and the

main motive for the new circuit topology is to bypass the switching difficulties at the

power circuit.

•

•
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•

6.2 VoItage-Source-Converter Type Matrix Converter

The voltage-source-converter type matrix converter, shown in Fig. 6.1, offers

the following advantages:

- The three-phase voltage-source converters constituting the building blocks

of the proposed matrix converter, are well-known and proven technologies

and the industries have a lot of know-how about them. The existing voltage­

source converter units can be used in modular forro, without any
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• Fig. 6-1 Voltage-source-converter type matrix converter with the networks of
side-1 and side-2.
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Fig. 6-2 ConventionaI nine·bidirectionaI-switch matrix converter with the
networks of side-1 and side-2.

modifications, to construet the matrix converter.

•

- The dc-link capacitor and the anti-parallel diodes in a voltage-source

converter provide a naturaI overvoltage protection for the switches. The

overcurrent protection (known aIso as "shoot-through" protection), can be

simply added by designing a time delay between the complementary OFF

and ON signais of every two switches in the same leg. The voltage-source-

converter type matrix converter is free of the switching difficulties



associated with the nine-bidirectional-switch matrix converter.

- In the nine-bidirectional-switch matrix converter, the conduction losses are
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•

attributed to the forward voltage drops of!Wo four-quadrant switches at the

rated CUITent. Noting that each bidirectional switch is equivalent to !wo

semiconductor devices in series (one switch and one diode), the conduction

losses are those of 2 diodes and 2 switches in series at the rated current.

The voltage-source-converter type matrix converter enjoy the advantage of

having conduction losses due to forward voltage drops of six semiconductor

devices at one third of the rated current. This is equivalent to !wo

semiconductor devices at rated current. The reduction of conduction losses

is an imprtant consideration in high power applications.

The voltage-source-converter type matrix converter has the following

drawbacks:

- A dc bias voltage must always be kept as part of the capacitor voltages of

the three voltage-source converters (Fig. 6-3). This is because the de link

voltage must never become negative. In fact, a negative voltage on the dc

link can forward bias the anti-parallel diodes of the converter legs and as

a result, the converter legs will be short circuited. The presence of sorne dc

voltage on the filter capacitors on side-2 is also necessary at start-up, since

otherwise the converter valves cannot start switching. The necessity to have

a de bias voltage means that the valves have to be rated at least at twice the

peak value of the largest ac voltage on side-2. Experimental tests on the
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• Fig. 6·3

Time

Typical waveform of the voltages on side-2 of the voltage-source­
converter type matrix converter.

matrix converter show that the lower limit for the minimum of the side-2

voltages, Vmin' is approximately zero. Aceording to these tests, a voltage

with near zero value on side-2 does not disturb the switching of the valves

at all. Therefore, the minimum for the de bias voltage that ean be ehosen

is approxirnately equal to the peak value of the ac eomponent of the

voltages on side-2.

- As will be made clear later on in seetion6.6, the braneh currents i laa, ••• , i lcc '

•
as designated in Fig. 6-1, will eontain subfrequency eomponents (Le.,

eomponents at angular frequencies below <'>1) and superfrequency
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components (Le., components at angular frequencies above wt ). These

frequencies do not appear in the source currents i la , ilb , and i tc ' but will

affect the quality of the ac voltages on side-2. The problem of waveform

distortion will be revisited later in this chapter and a novel method to

overcome this problem will be presented.

6.3 Mathematical Model

In this section, the mathematical model of the matrix converter of Fig. 6-1 will

be derived. First, let us make farniliar with the notations used in Fig. 6-1. In this

figure, from left to right, the side-1 network, the matrix converter consisting of three

voltage-source converter modules, and the side-2 network can be distinguished. ela ,

elb , and e1c denote three-phase balanced sinusoidal source voltages at angular

frequency (,)l'and i la , i
lb

, and i lc are the corresponding source currents. The three-

phase balanced sinusoidal load voltages are designated e2a , e2b , and e2c , and the

corresponding Joad currents are i:a, i~ and i~. The voltage source converters are

labeled according to the side-2 phases to which they are connected, Le., from top LO

the bottom, converter (a), converter (b), and converter (c). Onside-1, the currents

ilaa, •••, i lcc are termed branch currents, and the voltages v1aa' ..., Vlcc are called side-1

terminal voltages. In subscript, they share a l, denoting side-1. The two letters
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related, respectively; e.g., ilab is a branch of i la connected to converter b. i 2a , i2b'

and i 2c are side-2 currents of the converters (a), (b), and (c), respectively, and v2a '

V2b ' and v 2c denote side-2 terminal voltages of converters (a), (b), and (c),

respectively. va' Yb' and ve are the voltages at the cornrnon coupling points of the

branches of phases a, b, and c on side-1, respectively. Rs1 and Ls1 are the source

resistance and inductance, while Rs2 and Ls2 are the branch resistance and

inductance. Finally, Rz and Lz are the load resistance and inductance.

The switchings of the valves in each leg of the voltage-source converter of Fig.

6-1 are based on the well-known Sinusoidal Pulse Width Modulation (SPWM)

strategy [2]. Assuming that the modulating signal of the j/h phase U= a, b, c) of the

k 'h converter(k = a,b,c) is Vmod,jk' and theside-2voltage ofthe k/h converteris v2k '

and the peak value of the triangular carrier waveform is V;, the general form of the

terminal voltages on side-1 (vlaa, ..., vice) will be [2]:

_Y~"::l.d~J·~k _Y,::2kV - ,
Ijk - 2 V

t

Defining the normalized modulating signal as:

(6.1)
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(6-1) can be written as:

111

(6·2)

(6-3)

From (6-3), the three-phase voltages at the side-1 terminais of the k rh converter can

then be found:

• for converter k = a

•

•

- for converter k = b

- for converter k = c

1
Vlaa = "2 maa V 2a

1
V lb• = "2 mb• V2•

1
VIc. = "2 me. v 2•

(6.4)

(6·5)
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1
V lac = '2 mac v2c

1
v lbc = 2" mbc v2c

1
vIce = "2 mec v 2c

From KVL on side-1

R· L d.
= '.2 1Iab + .2 dt llab

R · L d.
= .2 llbb + .2 -dt llbb

R· L d.
Vc - V lcb = .2 llcb + .2 dt llcb

Adding the first lines of (6-8), (6-9) and (6-10),

112

(6-6)

(6-7)

(6-S)

(6-9)

(6-10)
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where

and
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Vlao + l'1Gb + l'lac
VIa =

113

(6-11)

(6-12)

(6-13)

Repeating the same procedure for the second and the third lines of (6-8), (6-9), and

(6-10),

(6-14)

and

(6-15)

where

(6-16)

(6-17)

•
(6-18)

and
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(6-19)

Substituting (6-11), (6-14), and (6-15) in (6-7),

+ R.2
) i + (L3 la .1

(6·20)

R.2 ) • ( L.2 ) d .+ - lIb + L 1 + - - lIb
3 • 3 dt

(6.21)

(6-22)

•
Fig. 6-4 shows the equivalent circuit diagram of the networks on side-l and

side-2 of the matrix converter of Fig. 6-1 based on (6-20)-(6-22), where

(6·23)

Equivalent circuit diagram of the system of Fig. 6-1.

i 2a
~ >---<__---'V'.r-+rVVV''-'-{

V2a • ,
12a

=+e2b-.,
12b

=+e -
• , 2c
12e

R LI
+ 1 +_- e la >--VV--""'"yv",,",-.~ Vla

lIa

- e 1-+'-'v'V----'"''''''~-+< Vlb • lb
lIb

e le f-+-vV'-"'/v""""'_.~+ Vle

Ile

Fig. 6·4•
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Substituting (6-4), (6-5), and (6-6) in (6-12), (6-16), and (6-18), the following

matrix equation for the voltage transformation results:

(6-24)

Based on power invariance principle in the system of Fig. 6.4, the following

matrix equation will be found for current transformation:

iZa m aa m ba m ca i la

i2b
1

m ab m bb m eb il b
(6·25)- -

6
i 2e mac m bc mec i le

Equations (6-24) and (6-25) can be rewritten in the following more formaI

forrn:

where

~ = [H]l!
labe 2abc

(6·26)

VIa V2a

V = V lb V = V2b-labe -Zabc

VIc V2c
(6·27)

i la iZa

i = Î lb i = Î2b-labe -Zabc

Île Î2e

and
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maa mab mac
1[H] = - mba mbb mbe
6

mea meb mec

(6-28)

with [H] being the transformation matrix of the matrix converter.

6.4 The [H]-Matrix

As mentioned in section 4.6 of chapter 4, the [H]-matrix is chosen to be the

sum of IWO matrices:

• where

(6-29)

and

C(O)

[H] = ,j2 P C(-2'1t/3)
'P 3 'P

C( -4'1t/3)

with CS(x) and C(x) defined as fol1ows:

CS( -2'1t/3)

CS (-4'1t/3)

CS(O)

C(O)

C( -2'1t/3)

C( -4'1t/3)

CS( -4'1t/3)

CS(O)

CS( -2'1t/3)

C(O)

C (-2'1t/3)

C( -4'1t/3)

(6-30)

(6-31)

•
(6-32)
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(6-33)

From (6-28) - (6-31), the matrix of the normalized modulating signais, [M(t) J, is:

[M(t)] = mb• mbb mbc = 6 [H]

[

CS(O) CS(-21t/3)

= Mf CS(-21t/3) CS(-41t/3)

CS( -41t/3) CS(O)

CS( -41t/3)]
CS(O)

CS( -21t/3)

(6-34)

•
C(O) C(O) C(O)

= M'P C(-21t/3) C(-hf3) C(-21t/3)

C(-41t/3) C(-41t/3) C(-41t/3)

where

M<p = 2.fi P'P

and CS(x) and C(x) are defined by (6-32) and (6-33), respectively.

(6-35)

(6-36)

In SPWM strategy, the maximum value of the modulating signal must not

exceed the peak value of the triangular carrier signal, Le., V;. Therefore, the

maximum value of the normalized modulating signaIs m aa, ..., mec' defined by (6-2)

is lirnited to 1. This restricts the magnitude of Mf and M'P' since from (6-34), a

• typical normalized modulating signal is the sum of MfCS(x), (x = 0, -271" /3, -471" /3)
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•

•

room for the maneuver of M ~ and vice versa. The main objective of using a matrix

converter being frequency changing and control of the amplitude of the ac voltage

on side-2, Mf is given higher priority in having the freedom to vary within a wider

range than M~. In subsection 5.2.1 of chapter 5, a method based on reactance

compensation was recommended which enables the task of displacement power

factor control on side-1 to be performed by varying P~ and therefore M~ in a narrow

range.

6.5 Matrix Converter Controllers

By looking at the structure of the matrix [M(t)] given in (6-34), one can

readily see that there exist four control levers available in the proposed matrix

converter: Mf' y, I/l, and M~.

6.5.1 Mf - Control

The scaling factor Mf is the multiplier of the frequency changing component

of [M(t) ]-matrix. It is used to control the amplitude of the ac component of the

voltages on side-2 of the matrix converter.
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6.5.2 y. Control
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•

The angle y is used ta rotate the side-l source voltage vector as viewed from

side-2, Ê;, in arder ta align the laad current vector, Î~, ta the laad voltage vector,

Ê2 , for field vector control purposes.

6.5.3 cp. Control

The angle cp is varied automaticaUy by a closed loop control system which

regulates the side-2 dc bias voltage. The cp-control rotates the ac voltages projected

on side-l due ta the dc bias voltages on side-2, until the quadrature relationship with

respect ta the side-l currents is established. Assuming that the side-2 voltage vector,

v , is expressed as:
-2abc

where

(6-37)

and

v = v'2-2ac

COS(w2t + lX)

COs(w 2t - 2
3
Tt + lX)

cos ( w2 t - 4
3
Tt + lX)

(6-38)
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Vdc

V = Vdc
(6-39)

-2dc

Vdc

the reflected voltage vector on side-1 due to the side-2 voltage vector will be:

l!labc = [H] l!2abc = ([HI] + [Hq>]) (.l!2ac + l!uc)

=[HI] l!2ac + [HI] l!2dc + [Hq>] l!2ac + [Hq>] l!2dc (6-40)

= [HI] l!2ac + [Hq>] l!2dc

since

(6-41)

and

(6-42)

The cornponent of the projected voltage on side-l that can be rotated by the Ip-

control is ~1q> = [Hq>]~2dc. The phasor diagrarn of Fig. 6·5 shows the quadrature

relationship of phase-a cornponents of v and side-1 source current, i , set up by
-1~ -labe

Ip-control.

6.5.4 M•. Control

The scaling factor M q> is used to vary the size of the reflected voltage vector

~1q> =[H'Il ] ~2dc to adjust the displacernent angle of the side-l source current, i
labc

,
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A
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• Fig. 6·5 Quadrature relationship of the side-l current and the voltage projected
on side-1 due to the dc bias voltages of side-2.

•

with respect to the side-1 source voltage, ~labc (see Fig. 6-6). Therefore, M~ is the

control lever for the side-1 displacement power factor correction.

Even though the four controllers explained above are not completely

decoupled, they can work with one another, in a range, to set up the desired

conditions.

From (6-41) and (6-42), two interesting observations can be made:

(1) The presence of the dc bias voltages on side-2 does not interfere with

the frequency changing;

(2) The VAR controller matrix [H~] does not couple with the ac voltages
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"

(c)(b)

"

"
" " " l la "
Ela l la Ela Ela

• -..
111 cp

"
lIa

(a)

"

•
Fig. 6·6 M~-control and its effect on DPF on side-l.

of side-2.

The simulation and experimental results obtained for the system of Fig. 6-1

are presented in chapter 7.

6.6 Unwanted Components in the Branch Currents

In the system of Fig. 6.1, the terminal voltages of side-1, v1aa' •••, V\cc' contain

•
unwanted subfrequency and superfrequency components as a result of the

multiplication oftrigonometric functions in the voltage transformation equations (6-4)
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- (6-6). Therefore, the branch currents i laa, ••• , i lcc , will be contaminated by the

components at the same unwanted frequencies, according to (6-8) - (6-10).

From the power invariance principle for the k 'h converter (k = a, b, c) in Fig.

6-1,

(6-43)

Therefore, the individual side-2 currents are:

•
(6-44)

•

From (6-44), one can see that side-2 currents i"" i2b' and i'2&' will contain unwanted

components as a result of the trigonometric multiplications involved in the current

transformations. Therefore, side-2 voltages v2a , v2b , and v'2& and the load currenls

ii" i~, and i~, will contain unwanted components at the same frequencies.

Comparing (6-44) and (6-25), one can see that the above Iwo equations will

be identical if and only if the branch currents and the source currents on side-l are

linearly dependent through the proportionality constant 1/3, i.e.,
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for j = a, b, c and k = a, b, c.
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(6.45)

•

As a result of voltage transformations of (6-4) - (6-6), the side-1 terminal

voltages and branch currents will contain components at angular frequencies:

or in general form, (,)1 ± h (,)2' where h = 0, 1, .... Note that (,)1 ± h (,)2 = 0 implies the

presence of a dc component. The resulting components in side·2 currents and

voltages will be at:

or in general form, h 1(,)2' where h 1 = 0, 1, .... The presence of the unwanted

components is associated with additionallosses in the system, especially in the branch

resistances Rs2 (see Fig. 6.1) as weIl as waveform distortion.

As the angular frequencies of the unwanted components on side-1 and side-2

increase, they are attenuated due to the filtering effects of side-1 branch inductances,

L s2 ' and side·2 filter capacitors, C. The dominant components will therefore be the

first few low frequency ones.

For any phase-j (j = a,b,c) on side-1, the branch currents iljk (k = a,b,c)

contain unwanted components which are cosine functions, phase-shifted by 271" /3 with

respect to one another, at each frequency. Therefore, in the sum, they add up to zero
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•

implies that, according to (6-45), for (6-25) to be the exact model of the current

transformations of the matrix converter system of Fig. 6-1, the branch currents must

not contain any unwanted components.

Using large filtering elements (inductances on side-l and capacitors on side-2)

is not a proper solution to the problem of unwanted components on side-1 and side­

2. One way, through which the unwanted components in side-1 branch currents and

therefore in side-2 voltages can be attenuated, is to limit the range of variation of

M., thus reducing the magnitude of the unwanted components which are

proportional to M •. Earlier, in chapter 5, subsection 5.2.1, a method based on 100%

reactance compensation at the desired (,)2' by adjustment of the inductances on one

side or on both sides (if applicable) was proposed. This method is effective if the

side-2 frequency is not supposed to vary in a wide range.

A novel technique for eliminating the subfrequency and superfrequency

components of side-l branch currents, and as a result, the unwanted components in

side-2 voltages, will be presented in the next section.

6.7 Elimination of Unwanted Components in the Branch Currents

The problem of presence of undesired components in the side-l branch

currents, resulting in additionallosses and waveform distortion in side-2 voltages was

explained in section 6.6. In this section, a novel technique based on using nine



identical single-phase transformers with the primary circuits in the path of side-1

branch currents, i,,,,,, ..., ilc<, as shown in Fig. 6·7, is proposed. The secondary circuits
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•

•

of the transformers are connected in delta configuration 50 that the unwanted

components are trapped in the secondary circuits, leaving the branch currents

virtually free of any unwanted component.

6.7.1 Principle of Operation

Fig. 6-7 shows the schematic diagram of the voltage-source-converter type

matrix cO:Jverter with the trapping transformers installed. To darify the way in which

the scheme shown in Fig. 6·7 succeeds in trapping the unwanted cornponents in the

side-l branch currents, the detailed equivalent circuit diagrarn of the transformers

Taa , Tab , and Tac whose secondaries are connected in delta configuration, has been

shown in Fig. 6-8.

In Fig. 6-8, each transformer has been represented by its equivalent circuit

diagram consisting of an ideal transformer, T, a shunt inductance, La, representing

the magnetizing inductane, a shunt resistance, Ra, repre~enting the iron 1055, a series

resistance, R., representing the copper 1055, and a series inductance, L, representing

the leakage inductance. The values for La, Ra, R, and L, can be easily rneasured

through open circuit and short circuit tests on the actual transforrners.

In the ideal transformers of Fig. 6-8,
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Vaa6

Ro
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Vaa2 _~'=-_....l.,::o:e,a .J
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12ab

Ro.
..--i-_l!-_'-_-,~r-~i;O:b'-I-"b---V-ab4-.J T Vab6 :Vab2

•
Fig. 6-8 Equivalent circuit diagram of the transformers used in Fig. 6-7.

Vaa3 - vaa4 vab3 - Vab4 vac3 - Vac4 ni
= = =-

VaaS - Vaa6 VabS - Vab6 VacS - Vac6 nZ

(6-46)

Also,

•
iZaa iZab izac nZ=-=-=-

From (6-47), one can conclude that

(6-47)



•

•
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AIso, since in the delta connected secondary circuits, by KVL

from (6-46),

In the primary-side of Taa , one can write:

di~a vaal - V

= aa2
dt Lo

i~a = Vaal - Vaa2

Ro

ioa = i~a + i'lla

and

129

(6-48)

(6-49)

(6-50)

(6-51)

(6-52)

(6-53)

•

dt

Similarly, in the primary-side of Tab ,

L
(6-54)



•

and
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di. b = Vabl - VabZ

dt La

130

(6-55)

(6-56)

(6-57)

di Zab =
dt

(Vabl - VabZ ) - RiZab - (Vab3 - V ab4 )

L
(6-58)

Likewise, in the primary-side of Tac'

. VGel - Vac2
l~c =

and

(6-59)

(6-60)

(6-61)

Adding both sides of (6-54), (6-58), and (6-62), and using (6-48) and (6-50),

one gets:



dt
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From Fig. 6-7,

Therefore, (6-63) can be rewritten as:

1 ni-- [3edl' 3 n la
cam 2=---=------:-------L

131

(6-63)

(6-64)

(6-65)

•

•

The voltage sum: vaal + Vabl + Vael does not contain any unwanted components, since

the unwanted components in v laa' Vlob' and v lac' and therefore in vaal' Vabl ' and vael '

at any frequency, are equal in magnitude and phase shifted by 27T /3 with respect to

one another and upon adding, they cancel out. The fundamental components of v 1aa '

V lab ' and VIoc' and therefore of Vaal' vabl' and v ac2 ' at angular frequency lùl' are

equal in magnitude and in phase so they add up. The result is that from (6-65), ieam

is a single-frequency cosine waveform at angular frequency (,lI' From (6-48), then,

one can conclude that i2aa , i2ab , and i2ac are free of unwanted components.

According to Fig. (6-8),
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î - î + îlaa - oa ZaQ

i 1ab = iob + î2ab
i 1ac = ioc + iZac

132

(6-66)

But, iao ' iob ' and ioc are very small, since La and Ro are very large; therefore, ta a

very good approximation, one can write (6-66) as:

i1aa = iZaa

i lab = i 2ab
i 1ac = izac

(6.67)

•

•

The conclusion is that since i20a , i20b , and i20c are free of subfrequency and

superfrequency components, the branch currents ilaa , ilab , and ilac will be free of

unwanted components, as weil. The same is true for the remaining branch currents.

The above discussion shows clearly that by using the transformers in the body

of the matrix converter, it is guaranteed that the unwanted components in the side-1

branch currents are eliminated and as a result, the waveforms of the side-2 currents

and voltages will be free of unwanted components.

As mentioned in section 6.6, there might be an unwanted dc component in the

branch currents on side-l. The dc components cancel upon addition and do not

appear in the source currents; but they can cause problems such as additionallosses

and saturation in the transformers. Unfortunately, the transformers used cannot

eliminate the dc components and this problem remains to be solved. However, the

dc component can be avoided by making sure that the frequency of the components

in the branch currents, i.e., <»1 ± Il <»2 (II = 0, 1, 2, ... ), never becomes equal to zero.



6.8 Summary

A similar problem exists for very low frequency components of the brunch

currents. In fact, these components, can flow through La and as a result, they cannot

be trapped in the transforrners. Apart from the de and very low frequency unwanted

components, the operation is expected to be quite satisfactory. The experimental

results obtained for the system of Fig. 6-7 are presented in chapter 7.

It should be noted that the trapping transforrners can replace the inductors in

the side-! branches of the system of Fig. 6-7. In this way, the size, weight, and cost

of the system of Fig. 6-7 will be approximately the same as those of the system of

Fig. 6-1.

•

•
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•

In this chapter, a new matrix converter composed of three modules of the

three-phase voltage-source converter, has been introduced and the dyadic matrix

converter theory, developed in chapters 2-5, has been applied to the proposed matrix

converter. The voltage-source-converter type matrix converter offers advantages in

terrns of: bypassing the switching difficulties associated with the bidirectional

switches, reduction of the conduction losses, as weil as taking advantage of a well­

known technology. The problem of presence of unwanted components in the side-!

branch currents and therefore side-2 ac voltages has been addressed. Finally, a novel

technique to overcome the above problem has been proposed.



•

•

CHAPTER

SEVEN

SIMULATION AND EXPERIMENTAL TEST

RESULTS

7.1 Introduction

In chapter 6, the voltage-source-converter type matrix converter (Fig. 6-1) was

introduced and its capabilities under the application of the dyadic matrix converter

theory were explained. This chapter presents the simulation and experimental results

obtained from the matrix converter systems of Figs. 6-1 and 6-7. For the laboratory

implementation, three identical voltage-source-converter units, each rated at 1 kVA,

have been employed as the matrix of nine switches. A hybrid (analog and digital)

electronic control circuit has been designed and constructed to realize the

• transformation matrix [H] of (6-29)-(6-33).
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The prograrn of simulation and experirnental tests has been constructed to

verify the predictions of the characteristics described in the previous chapters.

The results will be presented in the following order:

(1) De bias voltage control;

(2) Displacement power factor control on side-l;

(3) Unwanted components in the side-l branch currents and the

side-2 ac voltages;

(4) Dual Field Vector and Unity Displacement Power Factor

control;

(5) Elimination of the unwanted components.

The parameters of the systents of Figs. 6-1 and 6-7 are given in Appendices

F and G, respectively. The parameters of the equivalent circuits of the transformers

in Fig. 6-7 are given in Appendix H.

7.2 DC Bias Voltage Control

The dc bias voltage on side-2 of the matrix converter of Fig. 6-1 is regulated

by a closed-loop control system through adjusting the angle lp. The control system

is explained in Appendix D and the detailed circuit diagrams are given in Appendix

E.

In this section, the objective is to check the behaviour of the dc bias voltage

controlloop; therefore, Mf is set ta zero. The modulating signais will then be of the
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form: M~COS(wlt + (jl +x), where x = 0, -2'1r /3, -4'1r /3. As a result, the side-2 voltages

will contain only dc components, Vdc • The dc bias voltage control system adjusts (jl

until the quadrature relationship between the ac voltages projected on side-1 due to

the dc bias voltages on side-2 and the side-1 source currents is established. The

phase-a component of the projected voltage on side-1 due to the dc bias voltages on

side-2, vla~' can be expressed as:

(7-1)

•
and the side-1 source current, ila , as:

(7-2)

For v1a~ and i1a to have quadrature relationship, the following relation must hold:

1t

2
(7-3)

Figs. 7-1 and 7-2 illustrate the above condition by showing the waveforrns of i1a for1)1 = 0

and 1)1 = -'Ir /4, and the modulating signal v ad :m ,aa

(7-4)

•
which is proportional to v1a~' As seen, in both cases, the condition given in (7-3) has

been fulfilled in steady-state, after the desired dc bias voltage has been set up on

side-2.
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•

1 div.

Fig. '·1

1 div.

Fig. '·2

Quadrature relationship of VI•• and il, for Mr =0, M. = 0.5, Vdc =65
V, e2a = e2b = e2c = 0, and III = 0 (UOPF on side-1): (a) el. = 10
V/div, il, = 25 A/div, t = 2 ms/div (b) vmod.•• = 5 V/div.

Quadrature relationship of VI•• and il, for Mr =0, M. =0.2, Vdc =20
V, ~ =~ =~ =0, and III = -'lr/4 (lagging OPF on side-1): (a) el.
= 10 V/div, il, = 25 A/div, t = 2 ms/div (b) vmod,u = 2 V/div.
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To demonstrate the transient behaviour of the dc bias voltage control loop,

Fig. 7-3 shows the response of the side-2 dc bias voltage to a step change of 50% in

the dc bias voltage reference. As seen, it takes only few cycles of 60 Hz (with the

period T= 16.67 ms) for the side-2 dc bias voltage to reach the new steady-state level.

In the experimental results to follo:"" the side-2 dc bias voltages have been

kept at the minimum possible level, i.e., approximately equal to the peak of the ac

component of the side-2 voltages. Lowering the dc bias voltage level below this value,

results in flattening the bottom of the waveforms of the side-2 voltages due to the

forward biasing of the antiparallel diodes of the voltage-source converters and short

circuiting the converter legs.

•

1 div.

Fig, 7-3 Step response of side·2 dc bias voltage for Mr =0, M, =0.2, El, =10
V, and eza = e2b = e2c = 0: (a) VdC = 20 V/div, t = 50 ms/div (b)
Vdc,rcr =20 V/div.
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7.3 Displacement Power Factor Control on Side-l

The displaeement power factor on side-l is eontrolled by adjusting M., thus

varying the magnitude of the ae voltages: VI••' vlb.' and vle.' projeeted on side-l due

to the de bias voltages on side-2. As shown in subseetion 6.5.4 of ehapter 6, positive

M. values have leading effeet on the OPF on side-l. Ukewise, negative M. values

have !agging effeet on the OPF on side-l.

Figs. 7-4, 7-5, and 7-6 show the experimental results for the side-l source

voltage el.' source current il.' and side-2 voltage v2.' for different values of M. for

the case where Mf = 0 and therefore the side-2 voltages are purely de. The de bias

•

1 div.

Fig, '·4 Lagging OPF on side-l for Mf = 0, M. = 0.2, and e2a = e2b = e:z.: = 0:
(a) ell = 10 V/div, ill = 25 A/div, t = 2 ms/div (b) v2a = 100 V/div.
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1 div.

•

Fig.7·S

tt~
1 div.

Fig. 7·6

UDPF on side-1 for Mr = 0, M. = 0.55, and ela = e2b = el<: = 0: (a)
el. = 10 V/div, il, = 25 A/div, t = 2 ms/div (b) Vz. = 100 V/div.

Leading DPF on side-1 for Mr = 0, M. = 0.6, and ez. = e2b = el<: =0:
(a) el. = 10 V/div, il. =25 A/div, t =2 ms/div (b) Vz. = 100 V/div.
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voltage is regulated at Vcl< = 65 V. As seen, the displacement angles range from

lagging ta leading passing through zero degree corresponding to UDPF. There will

be no current flowing in the loads simply because the neutral point of the wye·

connected three·phase load is at the potential Vde' Also, in this case, there will be

no unwanted components in the side-l branch currents, as will be seen later in
•

section 7-4.

Figs. 7-7, 7-8, and 7-9 show the experimental results for the side-1 source

voltage, el.' and source current, il.' for Mf = 0.22 and different values of M., The

dc bias voltage is kept at VdC = 65 V using a closed·loop control system. The results

are obtained at /2 = 120 Hz. As seen, the displacement angles on side-1 assume a

•

1 div,

Fig. 7·7 Lagging DPF on side-l for Mr = 0.22, M. = 0.39, Vdc = 65 V, e2a =
e2b =~ = 0, and f2 = 120 Hz: el. = 10 V/div, il, =25 A/div, t = 2
ms/div.
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1 div.

•

Fig. 7·8

1 div.

Fig. 7·9

UDPF on side·1 for Mf = 0.22, M. = 0.55, Vdc =65 V, e2a = ~b =
~ = 0, and f2 = 120 Hz: el. = 10 V/div, il. = 25 A/div, t = 2
ms/div.

Leading DPF on side-1 for Mf = 0.22, M. = 0.66, Vdc = 65 V, e2a =
e2b =~ = 0, and f2 = 120 qz: el. = 10 V/div, il, =25 A/div, t =2
ms/div.
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wide range of leading and lagging values including zero degrees which corresponds

to UDPF.

In order to demonstrate that UDPF does not occur only at a single

cornbination of Mf and M'9 values, Fig. 7-10 shows the experimental results obtained

for M'9 and 1lr (rrns value of i la ) vs. Mf' for E Ir =10 V, Vdc =65 V, and /2 =120 Hz

under the UDPF condition on side-l. As seen, the desired condition of UDPF on

side-1 can be satisfied in a wide range of Mf variations, co,responding ta a wide

• 1 18
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I ir
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• Fig. 7-10 Experimental results: M'9 and Ilr vs. Mf for UDPF on side-1, Elr = 10
V, Vde = 65 V, f2 =120 Hz, anci eZa = e2b = e2e = O.



range of side-2 ac voltages and Ioad currents. This is promising for variabIe-speed ac• CHAPTER 7 SIMULATION AND EXPERIMENTAL TEST RESULTS 144

•

•

motor drive applications, where the motor torque has to be controIIed by varying the

side-2 current. Another significant conclusion is that the changes in the range

considered are monotonic. This implies that negative feedback control can be

empIoyed.

7.4 Unwanted Components in the Side-l Branch Currents and the

Side·2 AC Voltages

The experimentaI resuIts presented in this section, back up the discussion

made in section 6.6 of chapter 6, over the presence of the unwanted components in

the side-1 branch currents and side-2 ac voltages of the system of Fig. 6-1.

Fig. 7-11 shows the waveform of the moduIating signal vmod aa' and the,

corresponding side-1 branch current ilaa , for Mf = 0 and M ~ = 0.55. As seen, no Iow-

frequency unwanted component is sensed in the branch current waveform. This is

because the side-2 voltages are pureIy dc and the modulating signaIs are of the form:

M~cos(wlt + q> +x), where x = 0, -21T /3, -41T /3.

Comparing Figs. 7-11 and 7-5, which have been produced under identicaI

conditions, one can see that ilaa = 1/3 ila • This backs up the discussion made in

section 6.6 of chapter 6 Ieading to the conclusion that when the branch currents are

free of unwanted harmonies, they are equaI to 1/3 of the corresponding source

current; i.e., in Fig. 6-1,
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1 div.

Fig. 7·11 Unwanted components absent from the side-1 branch currents for fI =
60 Hz, Mr = 0, M. = 0.55, Elr = 10 V, e2a = e2b = el<: n, Vde = 65
V: (a) vmod,l' = 5.5 V/div, t = 2 ms/div (b) ill• = 5 A/div.

(7-S)

•

Fig. 7-12 shows the waveform of the modulating signal vmod,aa' and the

corresponding side-1 branch current for M, = 0.44, M. = 0.33, and /2 = 120 Hz. The

presence of low-frequency unwanted components is c1early seen in the side-1 branch

current. One can see, by inspection, that the dominant component is the third

harmonie at the angular frequenCl' of 3(,)1' According to the discussion in section 6.6

of chapter 6, this corresponds to the component at the angular frequency of
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1 div.

Fig. '·12 Unwanted components present in the side-1 branch currents for fI =
60 Hz, fz = 120 Hz, Mr =0.44, M., =0.33, El' = 10 V, e2a = eZb = e2<;
= 0, and Vdc = 65 V: (a) vmod... = 5.5 V/div, t = 2 ms/div (b) il" =
5 A/div.

•

Fig. 7-13 shows the side-1 source voltage, eID , source current, i la , the ac

component of side-2 voltage, VZa ' and side-2 load current, i;a' The low-frequency

unwanted components in VZa and i;a waveforms are visible.

By inspecting the waveforms in Figs. 7-12 and 7-13, one can clearly see that

even though the side-1 branch currents and side-2 ac voltages contain unwanted

components, the source currents are clean and free of unwanted components as

pointed out in section 6.6 of chapter 6.

7·S Dual Field Vector and Unity Displacement Power Factor Control
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1 div.

Fig. 7·13 Unwanted components present in the side-2 ac voltage for fI =60 Hz,
f2 = 120 Hz, Mf =0.7, M. =0.2, Vd< =20 V, and e2a =V2b =v2c =0:
(a) ela = 10 V/div, ila =25 A/div, t =2 ms/div (b) v",ac =20 V/div,

i;" = 0.5 A/div..

•

In this section, it is demonstrated, through an open-Ioop experiment and a

cJosed-loop digital simulation, that simultaneous occurrence of UDPF on side-l and

Fve on side:2 is feasible. The dual condition can be satisfied using the existing

control levers of the matrix converter (i.e., Mf' y, cp, and M. ).

7.5.1 Open-Loop Experiment

In the experiment performed, a11 the controls are open·loop except for the de

bias voltage control which is cJosed·loop. Because of the complexity of the system

and the multiplicity of the control variables, an open-Ioop experiment is not easy to
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•

"proof of principle" has been achieved.

The source voltages are at 60 Hz and the load voltages are at 120 Hz. The

reason for using /z = 120 Hz has been that at low values of /z' the presence of the

unwanted components in the side-1 branch currents and side-2 ac voltages is more

pronounced.

It is desirable to te able to observe the induced voltage behind the reactance

in an ac motar to make sure that the condition of FVe has been satisfied. That is

why in the experiment performed, a three-phase ac source is needed to represent eZa '

eZb ' and ezc ' Since no three-phase supply at 120 Hz was available in the lab, the

arrangement shown in Fig. 7·14 was set up. As shown in Fig. 7-14, the side-2 load

voltages: eZa ' eZb ' and ezc of Fig. 6-1, have been taken from the rotor terminais of

60HZ
3-PHASE,-----Mf-----------'h
SUPPLY -----11-+-..,---------\-+___,

e 2b-~---+-----;
i 2b r.-:-'I"-",,",,­e

2c
__-'

De
./----1c..::EX=.:;CITATION

WOUND • ROTOR
INDUCTION MACHINE

• Fig. '·14

SYNCHRONOUS
MOTOR

Simulation of the induced emf behind the reactance of the synchronous
motor at fz = 120 Hz.
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a wound-rotor induction machine. The rotor of the induction machine is driven by

a synchronous motor against the counter rotating magnetic flux of the induction

machine stator. The stator of the induction machine is excited by the 60 Hz supply

with the phase sequence reversed. The 120 Hz rotor voltages of the induction

machine represent the voltages induced by the dc field winding ?f a synchronous

motor which would be driven by the matrix converter. The side-2 currents i;•. i;b'

and i;c represent the stator currents of the above synchronous motor.

Fig. 7-15 shows the experimentaJ resuIts for the condition of UDPF on side-1

and FYC on side-2. The zero dispJacement angle of the Joad current i;•. with respect

•

1 div.

Fig. '·15 Dual condition of UDPF on side-1 (ft =60 Hz) and FYC on side-2 (fz
= 120 Hz) for Vlk = 48 V: (a) et. = 10 V/div, il. = 25 A/div, t = 2

ms/div (b) Cza =4.33 V/div, i~ =1.25 A/div.
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to the load voltage e2a , illustrated in Fig. 7-15, corresponds to the space quadrature

relationship of the magnetic fluxes of the rotor and the stator of the fictitious

synchronous motor. This is the desired criterion in the Field Vector Control.

It was observed, during the experiment, that the alignment of the currenti;a

and the voltage e2a is strongly dependent on the y-control, while the alignment of

the current ila and the voltage ela is strongly dependent on the M~-control.

Fig. 7-15 shows that by making use of al1 available degrees of freedom, the

involved task of simultaneous establishment of UDPF on side-l and FVC on side-2

of the matrix converter, can be performed.

7.5.2 Closed-Loop Digital Simulation

ln this subsection, it is shown that converging towards the condition of UDPF

on side-l and FVC on side-2 is feasible by closed-loop control. The block diagram

of the closed-loop control systems used are shown in Fig. 7-16.

ln the first closed-loop control system, Fig. 7-16(a), the instantaneous VAR

on side-l, QI' is measured. Then, the control system tries ta nul1 QI through M~­

control.

ln the second closed-loop control system, Fig. 7-16(b), the instantaneous VAR

on side-2, Qz' is measured and the control system tries to nul! Qz through y-control.

The dc bias voltage on side·2 is regulated by q>-control, as before.
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e 1b
e 1a e 1c

lia
QI M'Il

i 1b- PI +
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• Fig. 7-16 Closed-loop control systems of: (a) UDPF on side-1 (b) FVC on side-2.

Fig. 7-17 shows the digital simulation results for the dual condition of UDPF

on side-l and FVC on side-2. The convergence to the desired conditions on both

sides is achieved quickly and automatically, as a result of employing the closed-loop

control systems described above.

7.6 Elimination of the Unwanted Components

In chapter 6, section 6.7, a novel method for eliminating the unwantecl

•
components in the side-l branch currents and thus in the side-2 ac voltages was

proposed. The proposed method was based on using trapping transformers on sicle-]
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•
Fig. 7·17 Dual condition of UDPF on side-1 (fI = 60 Hz) and FYe on side-2 (f2

= 120 Hz) for RI =0.399 n, Lt = 0.00399 H, R2 =4 n, ~ = 0.015 H,
e = 80 J.IF, Vdc = 140 V: (a) ela = 20 V/div, ila = 80 A/div, t = 2.5

ms/div (b) ~ = 80 V/div, i~ = 20 A/div.

of the matrix converter (Fig. 6-7) and proved anatically to be effective. In this

section, selected experimental results are used to highlight the extent of the

improvement made possible by emplo}ing the above technique.

7.6.1 Branch Current Waveform

Fig. 7-18 shows the waveform of the side-1 source current, il" and that of the

side-1 branch current, il'" As seen, the branch Cllrrent '\.. is a sine wave of the

•
same quality as the side-1 source current, il•. Moreover, i,•• is in phase with il' with

the amplitude equal to 1/3 of that of il" This indicates :hat the condition given by
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1 div.

Fig. 7·18 Elimination of unwanted components in side-1 branch currents for El,
= 10 V, Vlk =50 V, ~ = e2b = e2c =0, Mr = 0.14, M. = 0.4. 'li =
o(UDPF on side-l), fi = 60 Hz, and f2 = 120 Hz: il, =SA/div, il" =
SA/div, t =2 ms/div.

•

(6-45) has been met and as mentioned in section 6.6 of chapter 6, (6-25) represents

the exact model of the current transformation in the voltage-source-converter type

matrix converter system.

7.6.2 Side·2 AC Voltage Waveform

7.6.2.1 /1 =60 Hz and /2 =30 Hz

Fig. 7-19 shows the side-l and side-2 current and voltage waveforms of the

matrix converter system of Fig. 6-7 at UDPF on side-l and /2 = 30 Hz. The distortion

noticed in the side-2 voltage and current waveforms, is due to the fact that according
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1 div.

Fig. '·19 Elimination of unwanted components in side·2 ac voltages for Elr =
10 V, Vde = 34.7 V, ~ = e2b = e2(: = 0, Mf = 0.95, M, = 0.175, 'h =
o(UDPF on side·1), fi = 60 Hz, f2 = 30 Hz, and C = 50 iLF: (a) el.

= 9 V/div, il. = 10.9 A/div, t = 5 ms/div (b) v2a,ac = 20 V/div, i;" =
2.36 A/div.

•

to the discussion in section 6.6 of chapter 6, at fi = 60 Hz and f2 = 3D Hz, the

eomponent having the angular frequency <.lI - 2<.l2 in the branch currents is a de

component which cannot be eliminated by the proposed method. The result is the

presence of unwanted components at angular frequencies <.lI + <.l2 and <.lI' equivalent

to 90 Hz and 60 Hz, which can be observed in the waveform of the side·2 ac voltage.

Fig. 7-20 shows that by increasing the size of the side-2 capacitors fromSD iLF

to 200 iLF. the waveform of the side·2 ac voltage is improved to a great extent, as

a result of the attenuation of the unwanted components.
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1 div.

Fig. 7·20 Elimination of unwanted components in side-2 ac voltages for El, =
10 V, Vdc = 34.9 V, e2a = e2b= ~ = O,Mf = 0.925, M~ =0.09, 'h =
o(UDPF on side-l), fi = 60 Hz, fz =30 Hz, and C = 200 f.LF: Ca) el.
=9 V/div, il, = 10.9 A/div, t = 5 ms/div (b) v2a,ac = 20 Vjdiv, i2a =

2.69 A/div.

•

7.6.2.2 ft = 60 Hz and f2 = 60 Hz

Fig. 7-21 shows the side-l and side-2 current and voltage waveforms of the

matrix converter system of Fig. 6-7 at UDPF on side-[ and fz = 60 Hz. The side-2 ac

voltage waveform is of a good quality. In fact, according to section 6.6 of chapwr 6,

for fz = ft = 60 Hz, the component witl; the angular frequency üll - ülZ in the branch

currents is a dc component which is not supposed to be eliminated using the

proposed method. This dc component which is generated by the M~COS(ülll + '9)

terms in the modulating signaIs, is small and does not result in observable distortion
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1 div.

Fig. 7·21 Elimination of unwanted components in side-2 ac voltages for Elr =
10 V, Vd<= 36.5 V, e2a = e2b = e:zc = 0, Mf = 0.75, M., = 0.075, '1] =
o(UDPF on side-1), fI = 60 Hz, f2 = 60 Hz, and C = 50 /-IF: (a) el.

= 9 V/div, il. = 10.9 A/div, t = 2 ms/div (b) v2a,.< = 20 V/div, i;" =
2.48 A/div.

•

in the side-2 ac voltage waveform of Fig. 7·21 since M., is very smail in this case. The

condition of UDPF on side·1 at a very low value of M., has been achieved as a result

of reactance compensation due to the conjugate property offered by the [Hf] part of

the [H]-matrix.

7.6.2.3 /1 = 60 Hz and /2 = 120 Hz

Fig. 7·22 shows the side-1 and side·2 current and voltage waveforms of the

matrix converter system of Fig. 6·7 at UDPF on side·1 and /2 = 120 Hz. As seen, the
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1 div.

Fig. 7·22 Elimination of unwanted components in side-2 ac voltages for El, =
10 V, Vdc = 50 V, ~. = ~ = e2c = 0, Mc = 0.14, M~ = 0.4, !JI = 0
(UDPF on side-l), fi = 60 Hz, fz = 120 Hz, and C =50 JLF: (a) el. =

9 V/div, il. = 10.5 A/div, ! = 2 ms/div (b) v:za.•c = 47.3 V/div, i~ =
2.4 A/div.

•

side-2 ac voltage is a good quality sine wave. Comparing the side-2 ac voltage of Fig.

7-22 with that of Fig. 7-13, one can see that the unwanted components (except for

the switching harmonies) have been eliminated, proving the effectiveness of the

proposed method. According to section 6.6 of chapter 6, no dc or low frequency

unwanted components exists in the branch currents. Therefore, the method proposed

in section 6.7 of chapter 6, can effectively eliminate ail the unwanted components in

the branch currents anà the side-2 ac voltages will also be free of unwanted

components.

As a matter of fact, the method presented in section 6.7 of chapter 6, is quite
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effective if f 2 >fi' The higher the difference of f. and f 2 , the more effective the

method is. This means that the voltage-source-converter type matrix converter of Fig.

6-7, is very suitable for ac drives operating at f 2 :> fi'

7.6.3 Dual Condition of UDPF on Side·l and FVC on Side·2

Fig. 7-23 is an improved version of Fig. 7-15. In Fig. 7-23, the side-1 and side-2

current and voltage waveforms are shown where UDPF exists on side-1 (at fi =60

Hz) and FYe is achieved on side-2 (at /2 = 120 Hz). The waveforms are of much

better quality due to the employment of the new method for the elimination of the

•

1 div.

Fig. 7·23 Dual condition of UDPF on side-l (fi = 60 Hz), and FVe on side-2
(f2 =120 Hz) for El, =10 V, Vd< =50 V, Mf =0.31, M.. =0.33, and
e =50 ~F: (a) el. =9 V/div, ila =10.5 A/div, t =2 ms/div (b) e2a

= 34 V, i~ = 3.4 A/div.
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l'nwanted components.

7-7 Summary
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•

•

In this chapter, first the results obtained from the implementation of the

voltage-source-converter type matrix converter of Fig. 6-1 have been presented. The

capability of the system in: frequency changing, side-2 dc bias voltage control, side-1

DPF control, and dual condition of UDPF on side-1 and Fye on side-2 have been

tested and verified. Also, the issue of the presence of the unwanted components in

side-1 branch currents and side-2 ac voltages have been addressed by presenting

iIlustrative experimental results.

In the second part of the chapter, the improvements made possible through

the implementation of the method proposed in section 6.7 of chapter 6 have been

appreciated by presenting the improved waveforms of the side-1 branch currents and

side-2 ac voltages.

It can be deduced that the voltage-source-converter type matrix converter

equipped with the trapping transformers (Fig. 6-7), as it stands, is very suitable for

the ac drive applications where f2> fI' In these cases, UDPF on side-l can be

achieved with no fear about the distortions caused by large M~ values. For low /2

values, where a dc or a very low-frequency component might be present in the side·1

branch currents, the distortion of the side-2 ac voltage waveforms can be avnided by

using the conjugate property offered by the [Hf] part of the [H]-matrix, resulting in



• CHAPTER 7 SIMULATION AND EXPERIMENTAL TEST RESULTS 160

reactance compensation and asking for less effort for DPF correction by M... Of

course, if DPF correction or achieving UDPF on side-1 is not an issue, the operation

and the resu!ts will be quite satisfactory, since in this case M.. will be minimal, Le.,

just big enough for the dc bias voltage control loop to be able to do ils job.
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CHAPTER

EIGHT

CONCLUSIONS

This thesis has contributed to the advancement of the theory and engineering

design of matrix converters in the following ways:

(1) Development of the Dyadic Matrix Converter Theory;

(2) Introduction of a new Matrix Converter topology based on the voltage-

source PWM converters;

(3) Implementation of the voltage-source-converter type matrix converter

under the dyadic matrix converter theory control.

In this chapter, the conclusions will be reported in the same order as above.

8.1 Development of Dyadic Matrix Converter TheOJ"y (Chapters 2-5,

Appendices A, B, and C)



The Dyadic Matrix Converter Theory has been developed and has been shown

to be an important tool in engineering design. Prior to this work, the complexity

arising from the time-varying trigonometric functions in the transformation matrix,

[H], has been a stumbling block for the past 20 years, impeding theoretical advance.

• CHAPTER 8 CONCLUSIONS 162

•

•

The time-invariant transformation matrix, [pl, derived from the theory, is a break­

through. The significance of this bre~k-through can be seen in the illustration

example of the variable-speed ac motor drive, chosen in the thesis. Using the

analyticai insights offered by the [P]-matrix, it is possible now to operate it so that:

(1) the utility supply side operates at Unity Displacement Power Factor (UDPF) and

(2) the motor operates as under Field Vector Control (FVe).

Apart from its importance as a design tool, the Dyadic Matrix Converter

Theory provides the framework for understanding the operation of matrix converters

as a Iinear mapping from the d-q-O reference frame at one frequency to the d-q-O

reference frame at another frequency. The thesis has outlined the structures for

achieving:

(1) Scaling,

(2) Phase Rotation, and

(3) Complex CorJugation

in the controls.

In addition, the Dyadic Matrix Converter Theory has shown that the zero­

sequence components can be gainfully employed. In the variable ac drive in the
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illustrative example, this consists of using the zero-sequence dc voltages to project

reactive voltages for Displacement Power Factor (DPF) correction.

8.2 Introduction of a New Matrix Converter Topology Based on the

Three·Phase Voltage-Source PWM Converters (Chapter 6)

Three identical modules of three-phase voltage-source converters have been

shown to be capable of operating as a matrix converter. The advantages of this UèW

topology over the conventional topology based on nine bidirectional switches are:

(1) Reduced Conduction Losses: The conduction losses are half of those

in the topology using bidirectional switches; and

(2) Established Switching Technology: The voltage-source PWM

converters represent established technologies of industrial practice in

contrast to bidirectional switches which still belong in research

laboratories.

Along with the advantages mentioned above, there is a drawback associated

with the voltage-source-converter type matrix converter topology: A dc bias voltage

with a magnitude of at least equal to the peak value of the side-2 ac voltage must be

kept as part of the side-2 voltages. This requires the voltage ratings of the switches

to be raised. On the other hancl, the clc bias voltage can be put to use to generate the

Static VAR Controller (SVe) voltages for Displacement Power Factor correction.

•

• 8.3 Implementation Gf Volt~ge-Source·Converter Type

Converter under the Dyadic Matrix Converter TheOl")'

Matrix

Control
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(Chapter 7, Appendices D, E, F, G, and H)
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The Voltage-source-converter type matrix converter, has been implemented

using three idF..ntical voltage-source-converter units, each rated at 1 kVA. The control

circuit is a combination of analog and digital integrated circuit elements. The

simulation and laboratory results, reported in chapter 7, have given experimental

proof te:

(1) the correctne~s of the Dyadic Matrix Converter Theory, and

(2) the capability of the voltage-source converters to function as a matrix

converter.

Experimental results also show that it is feasible to operate a variable ac

motor drive with:

(1) Unity Displacement Power Factor on the ac supply side, and

(2) Field Vector Control on the motor side.

8.4 Suggestions fm' Future Work

The dyadic matrix converter theory developed in chapters 2-5, is a complete

and effective analytical means for the design of matrix converters. It not only covers

ail the transformation matrix struct'lres already discovered by the researchers, but

also leaves more cases open for exploration.

The voltage-source-col1verter type matrix converter still has room for sorne

improvements in the following areas:
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(1) The elirnination of the dc and very low-frequency components in the

side-1 branch currents;

(2) Implementation of the closed-Ioop control systems; and

(3) DSP-based implementation of the control unit.

Even though the natural application of the voltage-source-converter type

matrix converter is in the area of ac motor drives, it has the potential capability of

being used as a phase shifter thanks ta the flexibility provided by the y-control. It

can also be used as a Variable-Speed Constant-Frequency (VSCF) power generating

unit.
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APPENDIX

A

PROPERTIES OF [Pl 2x2-MATRIX WlTH

Pu = P22 = 0, Pu '* 0 AND P2i '* 0

This appendix studies the properties of the [P]2x2-rnatrix having the following

structures:

(a) Pu =P22 = 0 and P12 = P21 = Pt

•
(b) Pu = P22 = 0 and PZI = -PIZ = Pt

[0 -01)[Phx2 = PI 1

(A.I)

(A-2)
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(c) Pu =PZ}. =0 :md Pu '" ±P2l

[
0 PU)

[P]2x2 = 0
PZl

167

(A-3)

The structure given in (A-1), results in sine functions at «,)1 + (,)2) in the [H]-

matrix. The expressions for ~:dq' [R:], [L:], and [G:], from (3-17) - (3-20) of chapter

3 become:

•
1 [e lq)e' =-

-ldq P e
f Id

(A-4)

(A·5)

(A·6)

(A·7)

•

As seen, upon referring to side-2, the d-axis and q-axis components of ~Idq have been

divided by Pt and misplaced, i.e., f!.ldq has been divided by Pf and rotated through

(1T /2 - tan-l (e lq /e ld )). The resistances and the inductances have been divided byP/

and the reactances have been divided by p/ and gone through complex conjugation.
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The referred quantities can be found from (3-17) - (3-20) of chapter 3 as:

1 [e lq
]" -Idq P-e

1 Id

168

(A-S)

(A-9)

(A-10)

•

•

(A-11)

As seen, siC: -1 source voltage is divided by Pr and rotated by -'Ir /2, when referred

ta side-2. The resistances, inductances, and reactances are oruy divided by p/.

The more general structure of (A-3) results in sine functions at bath Cùl + Cù2

and Cùl - Cù2 in the [H]-matrix. From (3-17) - (3-20), the referred quantities are:

elq

, P21 (A-12)t.1dq
=

e1d

PI2
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o

o

o
(A-l3)

o
(A-14)

(A-15)
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APPENDIX

B

[H]·MATRIX OF M. VENTURINI AND

A. ALESINA'S MATRIX CONVERTER [46, 47]

The [H]-matrix proposed by M. Venturini and A. Alesina is:

1 + 2qCD(O)
1[H] = 3"a l 1 + 2qCD(-2rc/3)

1 + 2qCD(-4rc/3)

1 +2qCS(O)
1

+ 3" a 2 1 + 2qCS( -2rc/3)

1 + 2 qCS( -4rc/3)

where

1 + 2qCD(-4rc/3) 1 + 2qCD(-2rc/3)

1 + 2qCD(O) 1 + 2qCD(-4rc/3)

1 + 2qCD(-2rc/3) 1 + 2qCD(O)

1 + 2qCS(-2rc/3) 1+ 2 qCS(-4rc/3)]

1 + 2qCS(-4rc/3) 1 + 2qCS(O)

1 + 2qCS(O) 1 + 2qCS(-2rc/3)

(B.I)



•
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(B-Z)

(B-.J)

(B·4)

(B-S)

•

•

(B-6)

"'1 and "'2 being the displacement angle of the current with respect to the voltage

on side-l and side-2, respectively, and VI and V2 being the rms values of the voltages

on side-l and side-2, respectively.

The constant scalars in the elements of the [H]-matrix do not play any raIe in

the transformations, as explained in subsection 2.4.1.5 of chapter 2. The [Phx2- matrix

corresponding to the [H]-matrix of (B-l) is of the form given in (3-26), i.e., a general

diagonal structure:

(B·7)

with
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and

From (B.4) and (B-5),

and

al - a2 ; 2a l - 1; 2tan<!>l·cotan<!>2

Therefore, the elements of the [P]-matrix will be:

Pu ; q

and

172

(B·S)

(B-9)

(B-10)

(B-11)

(B-12)

(B·13)

•

As seen, there are two control degrees of freedom and therefore only for

passive networks on side-2, displacement power factor control and UDPF condition

on side-l together with real power control can be achieved.
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APPENDIX

C

[H] -MATRIX OF L. HUBER AND D. BOROJEVlC'S

MATRIX CONVERTER [70]

The [H]-matrix used by L. Huber and D. Borojevic is:

[H] = m

cos( c.>z t - (jlz + ~)

(
1t 21t)cosc.>t-(jl +---

Z Z 6 3

( 1t 41t)cosc.>t-tn+---
Z ... z 6 3

T

(C·I)

•
where (jl\ and (jlz are the phase angles of the side-l phase current and the side-2

phase voltage, respectively, and m is a constant scalar.
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The [P]2X2-matrix corresponding to the [H]-matrix of (C-l) is of the form given

in (3-62), i.e., a general full structure:

[
cosy1 sin Y1] [COSY2

[Pl = P + P
2x2 fi -sinYl COSYI f2 sinY2

with

and

siny, ]

-COS Y2
(C·Z)

(C·3)

(C-4)

(C·S)

As seen, there are three control degrees of freedom and therefore even for

active networks on side·2, displacement power factor control and UDPF condition

on side-l together with real power control can he achieved.



• APPENDIX

D

CLOSED-LOOP CONTROL OF

THE DC BIAS VOLTAGE ON SIDE-2

According to (6-41), the dc bias voltages on side-2 do not interfere with the

frequency changing. Therefore, only the sve part of the transformation matrix, [H],

of (6-29), i.e., [H..] given by (6-31), will be used here in the analysis and the design

of the dc bias voltage control loop.

When [H] = [H..], the side-2 voltages will consist of dc components only, i.e.,

in Fig. 6-1, v2a = v2b =v2c =Vdc ' In this case, no current will flow through the loads,

Le.; ii, = i~ = i~ = O. The equivalent circuit diagram of Fig. 6-4, can then be

simplified to that of Fig. D-l.
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>------V2a

The differential equations describing the system of Fig. D-1 are:•
Fig. D-1 Equivalent circuit diagram of Fig. 6-4 simplified for the case of pure

dc voltages on side-2.

•

dv2• 1.
-- =-1

dt C 2.

dV2b 1.
-- =-1

dt C 2b

dv2c 1.
-- =-1

dt C 2c

and the voltage and current transformation equations are:

(D·I)

(D·2) \
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r
maa m ab mac v 2avI.

V lb
1 m ba m bb m bc v 2b

(0-3)- -
6

VIc mca m cb mec v 2c

i2• maa m ba m ca i la

i2b
1

m ab m bb m cb i lb
(0-4)= -

6
i2c mac m bc mec île

where the rnatrix of norrnalized rnodulating signais is:

• M'li

mca mcb mec

cos (Cù l t + <p)

cos(Cù I t + <p - 2rt/3)

cos (Cù l t + <p - 4rt/3)

COS(Cùlt + <p)

cos(Cù 1 t + <p - 2rt/3)

COS (Cù 1 t + q> - 4rt/3)

COS(Cùlt + q»

cos(Cù I t + q> - 2rt/3)

cos(Cù I t + q> - 4rt/3)

(0·5)

If the source voltages ela , elb , and elc ' and the source currents il.' i1b , and

i lc are of the forrns:

•

e1b = Elmcos(Cùlt - 2rt/3)

e lc = Elmcos(Cùlt - 4rt/3)

i la = llm cos (Cùl t + 1'\d

i lb = llmcos(Cùlt + 1'\1 - 2rt/3)

i lc = llmcos(Cùlt + 1'\1 - 4rt/3)

(0-6)

(0·7)
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(D-6) and (D-7) in (D-l) and (D-2) and expanding and equating the coefficients of

sin wl and cos U\t on bath sides of the equations and simplifying, the following

system of nonlinear equations results:

dll l =

dt

E lm •
- 1] ) - -- SID1] - W

1 LIII
1 1..

dllm =

dt

-M V
~ de COS (q>

2L I

RI
- -IL lm

1

(0-8)

•
dVde = M'9 I

lm cos (q> - 1] )
dt 4C 1

The nonlinear system of (D-8) is of the general form:

i=/(~,Il) (0-9)

where ~ and !! denote the vectors of state variables and the control inputs,

respectively, and :i: stands for the vector of the time derivatives of the state variables.

The linearized system will be:

. al al
tJ.~ = -\ tJ.~ + -1 tJ.u

a~ • aIl'-
(0-10)

•

where tJ.~ and tJ.!! are the vectors of the state variables and control inputs of the

perturbed system, and éJf/<%I. and éJf/agl. are the Jacobians of the system with

respect ta the state variables and the control inputs, respectively, evaluated at steady-

state.
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sides of ail three equations equal to zero. For any feasible steady-state value of11;

and Vd:, the corresponding steady-state values: 1';', cp', and M; can then be found.

The third equation in (D-S), with dVdc 1dt = 0, yields:

cos(cp" - Tl;) = 0 •cp"-Tl!=
1t

2
(D·ll)

•
This is nothing but the condition for the steady-state in the side-2 dc bias voltage

discussed in chapter 4. Substituting (D-l1) in the second equation of (D-S), with

dI!m Idt = 0,

(D-12)

M; can be found from the first equation in (D-S), with d11! Idt = 0:

(D·13)

•

For M; = 0,

(D-14)

This is the natural side-1 displacement angle without any correction. To give a lead

to 11;, Le., to make the value of the parenthesis in (D-13) a bigger positive number,
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a bigger positive M; should be chosen. To give a lag to ry;, beyond the natural value

at M; = 0, the value of the parentheses in (D-13) should become negative.

Therefore, a negative M; should be chosen.

Using the steady-state values given by (D-ll)-(D-13), the state-space

representation of the linear ineremental system corresponding to (D-S) can be found

as:

RI _ (il 1 M'
'"

A1Î 1
LI II~ 2LIII~ À" 1

Àilm =
(il ll~

_ RI
0 Àllm

A Iidc
LI

AVdc
M;V;c

0 0
4C

(D.IS)

0
V;c

2LII;,.

M;V;c [ A~ ]+ 0
2LI

AM",

M;II'.n
0

4C

where I~ and M; are given in (D-12) and (D-13), respeetively.

The block diagram of the closed-loop control system that regulates the side-2

de bias voltage is shown in Fig. D-2. The arrangement of Fig. D-2 together with a
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** Steady Vdccp
State

Equations

+
error PI âcp âVdc âVdc Vdc

Controller âcp +

Vdc,fbk
Lowpass Voltage

Filter Sensor

181

Fig. D-2 Closed-Ioop control system of side-2 dc bias voltage.

•

•

positive M~ can be used to cause a leading effect 'lI. In case it is desired to add a

lag to the side·l displacement angle beyond the natural value given by (D-14) that

occurs at M~ = 0, a negative M~ should be used. In this case, the error signal shown

in the block diagram of Fig. D·2 must be inverted so that the control loop can

regulate the dc bias voltage on side-2.

Since during the normal operation of the matrix converter, the side-2 voltages

contain both ac and dc components, the dc component should be separated in order

to obtain Vdc,jbk for the control loop of Fig. D·2. The method used in digital

simulation and laboratory implementation is illustrated in Fig. D-3. Since the ac

components of v2a ' v2b ' and v2c constitute a balanced 3-phase system, the average of

the three side-2 voltages is simply Vdc ' The low-pass filter is used to attenuate the
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fbk

V2a Voltage
Sensor

+
Vdc,signal

Lowpass Vdc,v2b Voltage -:-3
Sensor + Filter

+

v2c Voltage
Sensor

Fig. D·3 Derivation of the side-2 dc bias voltage signal by averaging the three
side-2 voltages.

• switching harmonics in the Vdc,signal and therefore is a very smaIl filt"r having

minimized effect on the performance of the controlloop. Note that if Vdc is ta be

found by filtering the side-2 voltage of one of the voltage-source converters, a big

filter should be used and stability problems might arise. The first-order low-pass filter

was designed with the dc-gain of 1 and the break-frequency of 1675 Hz. The PI-

controUer was designed with the proportional coefficient, Kp ' of 0.05 and the integral

coefficient, 1\, of 4. The detailed circuit diagrams of the dc voltage control loop are

given in Appendix E.

•
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•
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APPENDIX

E

IMPLEMENTATION OF:

VOLTAGE-SOURCE-CONVERTER TYPE

MATRIX CONVERTER

E.i Introduction

The voltage-source-converter type matrix converter (Figs. 6-1), introduced in

chapter 6, has been successfully implemented in the laboratory using three existing

identical BIT voltage-source converter modules, each rated at 1kVA. In this

Appendix, the powet' and the control circuits of the matrix converter will be

described briefly.

Fig. E-1 shows an overaU view of the complete experimental set-up. The

control circuitry is shown in Fig. E-2. Figs. E-3 to E-14 show the detailed circuit
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•
Fig. E·l Overall view of the experimental set-up for the systems of Fig. 6-1 and

6·7:
(A) Voltage-source converter (a), (B) Voltage-sourec converter (b),
(C) Voltage-source converter (c), (D) Side-l inductors, (E) Passive
load, (F) Active load, (G) Control unit, (H)Trapping transformers, and
(1) Side-2 capacitor.

•

diagrams of the system.

E.2 Power Circuit and Snubber Protection

The power circuit of a BJT voltage-source converter unit and the snubber
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Fig. E·2 Control unit.

protection circuit for one leg are shown in Fig. E·3. For more details, please refer

to Ref. [82].

E.3 Base Driver for the BJT Switches

Fig. E-4 shows the base driver unit used to drive the BIT switches of the

voltage-source converter modules. A detailed description of the base driver unit can

be found in Ref. [82].
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0'

06

D5

D'

c

phase - a phase • b phase - c

Three - phase voltage - source converter

•

R.

phase - a

R,

Snubber protection (phase - a)

BD 1•..., BD6 : base driver units

QI' , Q6: TIP665

DI' , 0 6: 40 - HFL - 40 - 802

Os , Di : MR 854

Cs: .047 ~F

Ls: core - type T50 - 26

Rs : 680

Ri:3.30

Fig. E-3 Power circuit and snubber protection scheme.

•

E.4 Gating Signal Generation and Interlock Circuit

There are totally nine modulating signaIs corresponding to the nine legs of the

three voltage-source converters of the matrix converter of Fig. 6-1. These modulating

signaIs are generated in the control circuit described in section E.6.
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Fig. E·4 Base driver unit for the BIT switches used in the power circuit.

•

Fig. E-S shows the gating signal generator and the interlock circuit for the two

switches of one converter leg. First, the modulating signal is compared with the

triangular carrier signal. The logic signal thus produced and its complementary signal

can theoretically be used as the gating signals of the two switches in one converter

leg. But, because of the switching transients, the ON-states of the two switches in one

leg might overlap. This is a hazardous situation since the dc terminals of the voltage-

source converter are short-circuited in this way and the switches might be destroyed

by the resulting high current. The interlock circuit (Fig. E·S) causes a delay between
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the OFF-command to one of the two switches in a converter leg and the ON­

command to the other switch in the same leg, thus assuring that the two switches are

never ON at the same time. The delay is adjustable by the period of the dock pulse

generated by the timer (555). More details may be found in Ref. [82].
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•

E.5 Side-2 DC Bias Voltage Control System

Fig. E-6 shows the detailed circuit diagram of the de bias voltage control

system described in Appendix D. In Fig. E-6, three parts can be distinguished: (1) the

isolated +5V power supply, (2) the voltage sensor, and (3) the control loop circuitry.

Employing hall-effect voltage sensors is associated with a considerable amount

of delay . Therefore, this kind of voltage sensors are not appropriate for sensing the

side-2 voltages of the voltage-source converter modules of the matrix converter which

are composed of de and ac components. Instead, a different voltage sensor with

optical isolation [83] has been used, as shown in Fig. E-6. The +5V isolated power

supply is dedicated to the voltage sensor circuit.

To derive the side-2 de bias voltage, the outputs of the three voltage sensors

measuring the side-2 voltages of the three voltage-source converters are averaged.

The ac components, comprising a three-phase symmetrical system. are cancelled out

in this way and the de bias voltage signal remains. A low-pass filter removes the

switching ripples and the result is the de bias voltage feedback signal for the

comparison with the reference. The averaging method used to derive the de bias

voltage has a significant advantage over the method of filtering one of the three side-
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2 voltages. In faet, in the latter case, the filter should be big enough to be able to

remove the ac component at (,)2' ·:..hile in the former case a very small filter will be

adequate since only the switching ripples have to be filtered out. A small filter is less

likely to create any stability problems.

The error resulting from the comparison of the dc bias voltage feedback and

the reference signais, is fed to a PI-controller and the output of the controller is the

incremental change in cp which controls the phase angle of the sve terms in the [H]­

matrix or the modulating signais of the matrix converter, to keep the dc bias voltage

regulated at the desired level.

E.6 Modulating Signais Generation

Each of the nine modulating signais is composed of two (2) parts: (1) a cosine

function at angular frequency (,)1 with the multiplier M~ and the phase angle cp + x,

where x = 0, -27f/3, -47f/3, and (2) a cosine funetion at angular frequenCY(,)1 + (,)2

with the multiplier Mf and the phase angle y + x, where x = 0, -27f/3, -47f/3. Full

periods of the waveforms of the three-phase balanced cosine functions are stored in

two sets of three EPROMs (Fig. E·7). The EPROMs have 12-bit address buses and

S-bit data resolution. One set of EPROMs is dedicated to the cosine functions at (,)1

and the other to the cosine functions at (,)1 + (,)2. The frequency of the cosine

function that can be read out of an EPROM is deterrnined by the speed at which the
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addresses are swept. Each EPROM is followed by a Digital-to-Analog (DIA)

converter. The result is two sets of three-phase balanced cosine functions at (,)1 and

(,)1 + (,)2' as shown in Fig. E-7. In orderto introduce the phase angles cp and y in the

cosine functions at (,)1 and (,)1 + (,)2' respectively, binary adders have been used. As

shown in Fig. E-S and E-9, two binary nurnbers equivalent to the analog signais of

àcp and ùy are produced using AID converters. These binary numbers are then

added to the outputs of the counters dedicated to (,)1 and (,)1 + (,)2' respectively. The

counters and the synchronization circuits will be described later in section E.7.

In the laboratory implementation, àcp-signal is produced by the dc bias voltage

controlloop (Fig. E-6) and ày-signal is manually adjusted. The output of the binary

adders of Fig. E-S and E-9 are input as addresses to the EPROMs for the cosine

waveforms at (,)1 and (,)1 + (,)2' respeetively (Fig. E-7).

Finally, the cosine functions at (,)1 and (,)1 + (,)2 are multiplied by the factors

M~ and Mf' respectively, as shown in Fig. E-10. M~ is adjusted to control the phase

angle of the side-1 source currents with respect to the side-1 source voltages, while

Mf is used to control the magnitude of the ac component of the side-2 voltages. The

complete modulating signais: vmod,"'" ..., V mod,cc are derived by adding selected pairs

of the cosine functions at (,)1 and (,)1 + (,)2"



• • •

~
~
~
t'l

-'.f

1
~
::l
~
o
;'1

10 EPROMs

-sv

ND converter power supply

-lSV

'0 A1 SI •,
A2 52 2, ., 57 15
A< 54

" B'

• B2

1 B3

+SV " ,. B4

âq> VoD oBO " 14

22 1S CO C4

ANA 0 AC 121 B 'CLIC DB'

•
7<4LSOJ

'OK
RO oB2

2 '0 •
from coUDier BUSY 1 INT oB3 A1 S, •

bil#2 >. 2. Cs" 1
A2 52 2

DB.
"

OC 1 A3 53

"20 CLK A< S.

500 VON oB5 ",g 7 .. LS37" BI,
NC DB" 4 B2

2' '"
B3

VSS DB' B4

3 14

'OK
CLK oBO CO C4

10 704LS03
AGNO oB9

23 ëëiNYST DBIO

'2
A1 SI

OGNC OB11 OC A2 52 "2
.",.

CLK A) 53

"A< S.
AD7676 ?"LS3?"

ND converter (alch " .,,
.2• B3

(rom COUDier " B'

COUNTER OUTPUT OO-Ql' " CO C4
,.

+lSV +SV 74LSO)

adder
AOOER OUTPUT 50·511

:!l
lt"

~

~
8
!il

~
[
fr
8-
~
~...
8'...
-El

l



• • •

~
~
~
~

~
~
~
t>l

10 EPROMs

10 Al 51 •• A2 52
,

3 2
~,

A3 53

"A4 S-

11 91,
92• 93

'01 +SV-G ~
~ DO DO~

,.
9'

VDD 090 q 01 501 l ,.- 22 ~
02 02 I~CO C4~

";..
121BfCLK 091 ~ D' 03~

1 211 ~
O, O. 1" :

74LSBJ

10K

from counler 12
RD DB2 05 05

~
:--4 D' D'~ •BUSY' 1NT DB3 "-o!.!!. D' D' f-l2-- .~ Al 51

bit#2 )" 2.
• A2

,
P 1 3 52

2
CS DB,

11
OC A3 53

"*-~ '/~ CLK 1

lt-- ~
A4 S-

500 VIN OB5
74L5374 11

V,;::' ,1 :! ~
, 91

NC DB'

R f-+-
B2

RM747 21
~

DO 00 • B3

10K -SV-G V55 DB' 01 01 f-+.i " B'

f..2I W 02 02 H--
"CLK OBB 03 0' w.: r CO c.

\.
10K

10K -# O, O,,.
~AGNO OB' 4 05 05 14- 74LS83

'\7\7- -& ...g. D' D'~
~ CONVST 0810 ~ ...!.!!. 07 07~ 10 Al 51 •
~ ~ 1 • ,

DGND DBl t
11

OC A2 5:<: 2+ CLK l A3 S,
\-.......l A, S, 15

AD7B76 74L5374

ND converter Iatch 11 BI,
B2• Bl

from counter " B'

COUNTER OUTPUT 00·011 ~ CO c' f..l.i..
74LSBJ

adder
AODER OUTPUT 50·511

5K

+

5K

'OK

~_.
lt'l

~

~
8
~

~....

J
8-
~...
8'...
..(
•

1

....
~



• • •

~
~
~
tt1

....
\0
0\

1
~g
Z
o;n

Vmod...

Vmod,bo

signal
adder

signal
adder

'> 10 signal adder
20K (B3)
~

'> 10 signal adder
(BI)

'OK
</'L'

(A2)
Vmod,bb

(BI)

2

2

2

..
vos 1'1 1

vos Il"'"'__-'

OUT

Z

"vs 1123".
"vos

signal
addcr

X2

X2 .. vs

'> 10 signal adder
(B2)

,,, 2DII:

X2 .vs~

"
9

,

,

'O~ 1 ' 1GUO ·YS

"0532"'0

multiplier

12. '1'2

12. '1'2

12, '1'2

~
(A3) signal

(A3) ~ signal vmod,cb addcrvmod,ca adder (B2)(BI) __

Mf i
131 Yt

" 0''''

signal
addcr

cos [(""+,,,,) + YI
'1'1'10 b

(Al)~ signal ~(Al)~ signal ~(Al) ~ signal ~Vvmod.u Vmod,ab mod,ac
(BI) adder (B2) adder (B3) adder

(A2) ~ signal ~(A2)Vmod.ba
(B2) adder (B3)

(A3)

(B3)

2

,

,

z

vos 111
!

'> to signal adder
(Al)

"vs~'20K

"vos

vos 1'1 1

OUT

'01, CND .vsl' 1

~K A0532.10

'> to signal adder ""+,,,,)n~112";;:4n~/!!3o:+;Y:I l-.2.J~m;ul:::ti~PIi:e~r
" .. 20K (A3) • " 'A

.YS~

Z

Xl OUT

'O~ CND _YS 1 ;) 1

~K AD~32JO

'> to signal adder 6>1 +6>1)1" 2n/3 + YI multiplier

(A2) ,.

><2 ..vs~

,

"

,

,

,

,
12. '1'2

12. Y2

10~ CND -vs I~'!.... ..J
A0532.10

multiplier

1 J. y, z

12. '1'2

10~ aND -YS 1 ;) 1

"0532.10

multiplier

'1 aND -vs 1-"'----­
AOSJ2.JO

multiplier

X1 OUT

131 Y1 Z

"
M. '

13 1 Y1

, DIA

1 alA

cos (",,1 + <p) ,

cos (",,1 "4n/3 + <p)
HAM 6 :

cos (",,1" 2n/3 + <p)
IFRW

signal addcr

r------------;-Q-;------------------~ë~------l
o 0
o 0
1 1Q~ 1

INI : tOK ; OUT
!N2 __ .f_";!!~.? 1

:;l
ltCl

trJ
~

i
~

f.
OQ
fi>

t

1
§"
FO



• APPENDIX E IMPLEMENTATION OF...

E.7 Synchronization Circuits

197

•

•

In arder for the phase angle Ijl ta be meaningful, a certain reference for the

cos(c.>l + Ijl+x) waveforms, (x = 0, -2'ff/3, -4'ff/3), has ta be specified. In the

laboratory implementation, the side-1 source voltage ela has been chosen as the

reference. It is assumed that e l < = E Im cos c.>l. In arder ta have a cos c.>l-signal in

phase with ela , the voltage ela has been stepped-down using a transformer, as shown

in Fig. E-11. Ta compensate for the distortion and the phase angle introduced by the

transformer, an adju~table second-arder filter is used [83]. Then the digital

synchronization signal is derived using a zero-crossing detector [83]. the phase-locked­

loop circuit is shown in Fig. E-11. The synch. signal just derived, and the MSB of the

12-bit counter are phase·compensated and the resulting signal goes through an R·C

lowpass filter and the filtered signal is used as the VCO control signal which adjusts

the CLK frequency of the counter to make the MSB of the counter have the same

frequency as the synch. signal. There is a potentiometer for center-frequency

adjustment which makes the MSB of the counter have the desired frequency c.>1 at

VCO input equal ta VDD /2 [83].

The outputs of the 12-bit counter of Fig. E-11 are used as addresses for the

EPROMs shown in Fig. E-12, in which full periods of waveforms of three-phase

balanced cosine functions are stored. The EPROMS are followed by D/ A converters
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and the result is the waveforms cos«(,)l + x), where x = 0, - 27r/3, - 47r/3. The

cos lo>l-signal can be made in phase with e1a with the adjustment of the

potentiometer named zero adj. in Fig. E-ll. The outputs of the 12-bit counter of Fig.

E-ll are also used in the binary adders of Fig. E-8.

In order for the angle y to be meaningful, a reference for the

COS[(lo>l + lo>2)t + y +x] waveforms, (x = 0, -27r/3, -47r/3), should be specified. Using

the cos(lo>l +x) waveforms, (x = 0, -27r/3, -47r/3), derived in Fig. E-12, and

cos ( lo>2t + x) waveforms, (x = 0, -27r/3, -47r/3), the waveformsof COS[(lo>l + lo>2)t + x],

(x = 0, -27r/3, -47r/3), can be derived as shown in Fig. E-13. Since in the laboratory

implementation, three distinct side-2 frequencies: /2 = 30, 60, and 120 Hz were of

interest for testing purposes, the method of derivation of cos27r 90t, cos27r 120t, and

cos27r 180t is illustrated in Fig. E-13.

Finally, cos(lo>l + lo>2)t-signal, derived in Fig. E-13, is used to synchronize the

12-bit counter of Fig. E-14 in the same way that was explained for the case of Fig.

E-ll. The outputs of the 12-bit counter of Fig. E-14 are input to the binary adders

of Fig. E-9.
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• APPENDIX

F

PARAMETERS OF THE SYSTEM OF FIG. 6·1

• EIr = rrns value of el.' elb , and elc = 10 V;

Rs1 = 0, Rs2 = 0.8 n;

L s1 = 0, L s2 = 6.6 rnH;

fI = 60 Hz;

C = 50 JLF;

R2 = 2.42 n;

L = 40 rnH'
2 '

Ir = triangular carrier frequency = 21 x fI = 1260 Hz.
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• APPENDIX

G

PARAMETERS OF THE SYSTEM OF FIG. 6·7

EIr = mIS value of ela , elb , and elc = 10 V;

Rs1 = 0, Rs2 = 0.8 n;

L s1 = 0, L s2 = 6.6 mH;

fI = side-l frequency = 60 Hz;

C = 50 ~F;

R2 = 1.86 n;

L 2 = 31.25 mH;

Ir = triangular carrier frequency = 21 x fI = 1260 Hz.
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APPENDIX

H

PARAMETERS OF TRANSFORMERS Taa, ..., Tee

Lo = 1.82 H (Xo = 686.19 n @ 60 Hz);

Ro = 9177.64 n;

L = 0.0045 H;

R = 0.28 n;

Rated Voltage = 220 V;

Rated Power = 1 kVA
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