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ABSTRACT

This thesis investigates chain formation proccsscs in syntax within the generat

framewl)rk of the Minimalist Program (Chomsky 1993, 1994, 1995), whcre comparison

among derivations play:; a central role. It is primarily concerncd with interactions hetween

Grammatical Function changing (Baker 1988a) and wh-movement. Constructions such as

antipassive, applicative, and Ohject Preposing (special "passive") from typologically

different languages are examined together with their implications tilf extraction. On a

theoretical level, this thesis proposes a modification of the notion of reli:rence set

(Chomsky 1994, 1995), which fixes the domain of comp~~ison for the purpose of

economy. In particular, the notion of reference set is defined in terms of non-distinctness

of numerations; this in turn is sensitive to the Interpretahility of features (Chomsky

1995). It is also argued that the Minimal Link Condition is an economy condition that

selects among convergent derivations on the hasis of the notion of chain link

comparahility. The system advanced here, in comhination with some independently

motivated Minimalist assumptions, explains phenomena which have so far defied a unitied

account, therehy providing important empirical support for the leading ideas of the

Minimalist Program.
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RÉSUMÉ

Cette thèse examine le pocessus de formation de chaîne en syntaxe dans le cadre

général du Programme Mmimaliste (Chomsky 1993, 1994, 1995) dans lequel la

comparaison entre dérivations joue un rôle central. Nous étudions principalement les

interactions entre le changement de Fonction Grammaticale (Baker 1988a) et le

mouvement wh. Nous examinons des constructions telles que les antipassives, les

applicatives et la préposition d'ohjet (des "constructions passives" particulières) ainsi que

leur implications au niveau de l'extraction dans des langues de typologie différente. Au

niveau théorique, cette thèse propose une modification de ia notion d'ensemhle de

référence (Chomsky 1994, 1995) qui détermine le domaine de comparaison à des fins

d'économie. En particulier, la notion d'ensemhle de référence est définie en termes de

camctère non-distinct de numérations; ceci est alors sensihle à l'Interprétation de lrdits

(Chomsky 1995). Nous montrons également que la Condition de Lien Minimal est une

condition d'économie qui sélectionne la meilleure dérivation conbergente en utilisant la

notion de comparahilité de lien de chaîne. Le système avancé ici, en conjonction avec des

hypothèses Minimalistes indépendamment motivées, permet de rendre compte de

phénomènes qui jusqu'à présent défiait toute explication unifiée, apportant ainsi un

soutien empirique important aux idées principales du Programme Minimaliste.
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CHAPTER 1

INTRODUCTION

1.0. Introduction

The thesis investigates certain chain formation processes in syntax amI thcir intricate

interactions from the viewpoint of economy, assuming the general framewmk of the

Minimalist Program (Chomsky 1993, 1994, 1995). 1 will examine relevant data l'mm a

wide range of languages. It is hoped that they will shed light on the issue of how Ihe

theory of economy should he developed so as to properly account for locality clTeets

imposed on chain formation. In the course of the discussions to fol1ow, 1 am going to

support the leading ideas of the Minimalist Program, as outlined in Chomsky (1993,

1994, 1995), while modifying sorne of it~ specifie implementations. By so doing, Ihis

thesis aspires to contrihute to the retinemenl of the theory of economy, a topic Ihat

emerged only in recent years and has so far remained rather ohscure in its details. 1

would also like to explore sorne implications and ramitications of the propo~'llls made

here.

This introductory chapter has four aims; (a) 10 exemplify the kind of data 1 will he

mainly interested in in this thesis, (h) to hriefly introduce the theoretical framework

adopted here, (c) to set the major goals of this thesis, and (d) to describe the organizalion

of this thesis. These tasks are taken up in tum in the fol1owing sections.

1.1. Phenomena of Interest

A rather wel1-known property of natural languages that sets them apart from most

formaI languages is that they often permit multiple ways of expressing more or less the
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same thing, i.e., what Baker (1988a:7) calls Themaric P~raphrases. For instance,

consider the li)lIowing productive alternation found in Kinyarwi,nda, a Bantu language

(Kimenyi 1980:94):1

(1) a. Umwaalimu y-oohere-je igitaho kw'iishuûri.
teacher sp-send-AsP hook to school
'The teacher sent the hook to schoo\.'

h Umwaalfmu y-oohere-jé-ho ishuûri igitaho.
teacher sp-send-AsP-APPL school hook
'The teacher sent school the hook.'

ln (1) the verh oohere 'send' takes two internaI arguments: one is the Theme igitabo

'hook', and the other the Goal/Locative ishufiri 'schoo\'. In (la) the Locative is the ohject

of the preposition. In (Ih), on the other hand, it appears adjacent to the verb hearing the

applicative morpheme -ho, aad is not preceded hy the preposition. (lb) is known as an

applicative construction or a "double object" construction, where an oblique (in (lb), the

Locative) has become an "object" (see for example L.arson 1988, Baker 1988a,b, Marantz

1993 for discussion). Note that (Ia-b) both express more or less the same proposition.

ln view of examples like (1), one might get the wrong impression that the kind of

altemation iIIustrated in (1) is rather free and unconstrained in natural language. As is

well-known, natural languages tolerate certain altemations such as (1) but not others.

Baker (1988a) has shown that there is a well-defined set of possible Grammatical

Function (GF) changing altemations in human language and that their possibility as weil

as the impossibility of other altemations follows naturally from proposed linguistic

principles.

Bakel' (1988a) was primarily concemed with the Case-related properties of GF

changing processes. In the tradition of the grammatical theory this thesis is advocating

1 Thanks are due 10 Alexandre Kimenyi (personal communication) for confirming the grammaticality
of (ta) and (20) below, which 1 constructed based on Kimenyi's (1980) description.
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(see section 1.2.), Case has heen associated with NP-movcmcnt (or A-movcmcnt). Thcrc

is, however, another major transformational opcration in thc thcory which has bccn onc

of the central topies of syntactie research, i.l'., Il'/z-movcmcnt (or A' -movcmcnt) (scc tilr

example Chomsky 1977). Then a natural question, which Bakcr (1988a) did not allcmpt

to answer, ari!'es: Do GF changing alternations interact with w/z-movcmcnt? And if thcy

do, how?

For those who have some familiarity with the Iiterature on Relatiollal Gmllllllar (scc

among others papers in Perlmutter 19&3, Perlmutter and Rosen 1984, and Postal ,md

Joseph 1990; see also Keenan and Comrie 1977), it is not difticult to answcr thc tirst

question: the answer is positive. As an illustration, consider (2) where thc Thcme igitaho

'book' in (1) lias been w/z-extracted hy relativization (Kimenyi 1980:94-95):

•
(2) a. Y-a-tw-eerets-e igitabo ûmwaalfmu y-06here-je

SP-PAST-OP-show-ASP hook teacher sp-send-AsP
'He showed us the hook that the teacher sent to schoo\.'

kw'iishuûri.
to schuol

b. *y-a-tw-eerets-e igitaho ûmwaalfmu y-06here-jé-ho
SP-PAST-OP-show-ASP book teacher sp-send-AsP-APPI.
('He showed us the book that the teacher sent schou\. ')

ishuûri.
school

•

As shown above, an interesting contrast emerges when we try to extract the Theme in

(l); the wh-extraction is fine with (la) but not with (lh). The ohservation is that the GF

changing process in (lb), promoting the Locative to the status of "object," makes the

other "object," i.e., the Theme inaccessible to extraction.

One might argue that the contrast in (2) is not a matter of syntax at ail. It has heen

suggested from a purely functional point of view that only nominals that are "referentially

prominent" in a given discourse can be relativized (see for instance Kuno 1973, Schachter

1977). If the status of "object" just mentioned directly entails "referential prominence,"

then the deviance of (2b) could be attributed to the fact that the relativization has targeted

the wrong nominal, i.e., the Theme which is less prominent than the Locative.
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Noncthclcss, therc arc rcasons to douht that a functional perspective offers a uni lied

account of data like (2).2 If the "applied ohject" is more prominent than the "original

ohject" in a "douhle ohject" construction, a functionalist explanation wouId expect that

the contrast iIIustrated in (2) holds universally across languages. Curiously enough, not

ail "douhle ohject" constructions hehave in the way Kinyarwanda (1 h) does. English, for

example, has a particular set of verhs that allow alternations of the kind shown in

Kinyarwanda (1) (see Oehrle 1976, Larson 1988 among üthers). Ohserve (3).

(3) a. The teacher sent the hook to the student.

h. The teacher sent the student the hook.

(3a) corresponds to (la), and (3h) to (Ih). Now, consider the following examples of

relativization hased on (3a-h):

(4) a. 1 saw the hook which the teacher sent to the student.

h. 1 saw the hook which the teacher sent the student.

The grammaticality of (4a), corresponding to (2a), is anticipated. But the grammaticality

of the English counterpart of ungrammatical (2b) in (4b) raises an interesting question.

Why is it that (2b) is ruled out in spite of the fact that superficially similar (4b) is ruled

in'l

Thus, we are faced with the similar kind of problem that Baker (1988a) was: How

can we explain why wh-movement is possible in certain OF ehanging alternations but not

in others'l ln what follows, 1 will seek a formaI analysis of the interplay between OF

changing and wh-movement.

2 s.e eSl""'ially Chapters 3 and 4 for problems with functional/semantic accounts and a Relational
Grammnr account.
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Here is a rough sketch of how my system works. Let us go hack to the Kinyarwanda

pair in (2). Suppose that (2a-h) "compete" with each (lther. We know that what is wrong

with ilI-formed (2h) is the II'/z-movement, for without the II'/z-movement, the sentence

wouId he grammatical, as shown in (Ih). Thus, let us compare the two instances of 11'11­

movement in (2a-h). Keeping the discussion on an intuitive leve1, it appears that the 11'11­

movement in well-formed (2'1) is shorter than that in ilI-formed (2h). Ohserve the word

orders in (1) once again. The element to he extracted igiraho 'hook' is doser to the

sentence-initial position in (la) than in (Ih). Suppose that a derivation counts as "more

economical" than its competing lierivation if il~ w/z-movement is shorter. Then we can

mie out (2h) in làvor of (2'1); the w/z-movement is shorter in the latter than in the limner.

What ahout the English pair in (4)'1 Given the line of analysis in the preceding

paragraph, we would wrongly expect (4h) to he hloeked hy (4a). The tacit assumption

here is that (4a-b) gets evaluated with respect to each other. 1 will suggest that this

assumption is incorrect, i.e., (4a) and (4b) do not "compete" in the first place. Ifso, they

are grammatical independently of each other, resulting in the alternation in (4). As one

can tell from this outline, the determination of comparison domains li)r "competition" will

be cmcial in the present approach.

ln brief, my primary concern will he with interactions hetween GF changing and w/z­

movement, though 1 will also discuss other kind~ of phenomena.

1.2. Theoretical Framework

Linguistics has a long and rich history. Various Iinguistic phenomena have heen

studied and analyzed from different angles. The present study is couched within one

specific tradition, i.e., the tradition of genel"dtive gl"dmmar (see Chomsky 1957, 1965,

and numerous subsequent works). The ultimate goal of generative grammar is to gain

insight into the knowledge of lan.Pllage that exists in the human mind. Generative
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grammar presupposes the existence of the /anl{lIal{e .!acII/IY in the mind, which IS

specitically devoted to language. Unil'l'T.m/ Grammar (UG) is a theory of the initial state

Su of the relevant component of the language faculty. UG interacts with experience il' a

restricted way and yields a particu1ar language. The theory of a particular language is its

wammar. See Chomsky 1957, 1965, 1981, 1986h among others.

Throughout this thesis, 1 presuppose the MinimaliSI approach to language outlined

in Chomsky (1993, 1994, 1995). This is, however, certainly not the place to provide a

comprehensive picture of this new framework. Thus, the reader is referred to Chomsky's

(1993, 1994, 1995) original works for detailed discussions. Nonetheless, 1 wili try to

summarize elements that are most relevant to the content of this thesis in the hope that

it will facilitate the discussions to follow in the succeeding chapters.

1.2. 1. Model qf Grammar

Minimalism departs sharply from "Govemment-Binding" (GB) lheory (Chomsky 1981

and suhsequent works) in that the principles of grammar are supposed to he formulated

exdusively with notions helonging to the domain of "virtual eonceptual neeessity"

(Chomsky 1993). The so-ealled T-model of grammar in GB theory is depicted in (5).

of- Move 0/

(5) Lexicon

ots
sls

PF~LF
of- Move 0/

•
Here o-s, s-s, PF, and LF mean D-Srracrure, S-Srractllre, Phol/eric Form, and Logical

Foml respeetively. These were ail assumed to he independent levels of representations,

eaeh of whieh must ohey a specifie set of principles. O-Strueture is eharaeterized as "a
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pure representation of thematically relevant Grammatical Functions" (Chomsky 1981; see

also Baker 198801). PF anô LF are illll'r(aC/' iI'I'l'is; the former inleracts with an

anicu/lIIury-perœpllla/ SYS(('III A-P, the latter with a cOIIC/'pll/a/-illll'lIliOlI<l/ SYSU'III C-I

(Chomsky 1993).3 S-Structure is ôeriveô from D-Structure hy the transformational

operation Move (i. S-<;tructure is a leve! that "Cllnnects" the Olher three levels with each

other. LF is ôeriveô from it hy further applications of Move Œ, a primary case of which

has heen thought as Quwuijier Raisil/g (QR) (May 1977, 1985) (see also Huang's (1982)

intluential work).5

The Minimalist moôel of grammar, on the lllher hanô, cOIn he schematizeô as in (6):

where CHL stanôs for the computllliolla/ system of human lauguage, N for a lIulII('mtioll

or an array of lexical items (see (7) below), 'll' for a PF representation, anô Â for an LF

representation. A quick comparison between (5) anô (6) will reveal a markeô ôifference

between the two moôels; Minimalism aholishes D-Structure anô S-Structure, anô there

are only two interface levels, PF anô LF. From the viewpoint of "virtual conceptual

necessity," the existence of D-Structure anô S-Strueture is not justifiable. Furthermore,

empirical arguments have been put forth that principles that were assumeô to apply at the

non-interface levels must in faet not apply Olt those levels (see, for example, Chomsky's

(1993) ôiscussion of Binôing Theory; see also Homstein 1995). To the extent that they

•
(6)

Spell-Out
CHL: N -----'<",---­

""'ll'

•
3 See Chomsky (t994:43 fn.4) for a remark on the two interface levels.

4 Or more generally, Affect IX (see Lasnik and Saitu 1984, 1992).

5 Recently, the existence of QR has been called into question, as the Minimalist Progr.m emerged.
Thus, Homstein (1995) proposes to do away with LF A'-movement altogether (including LF wh­
movement). See Chomsky 1995, ehap.4, subsee. 10.3. for a brief remark on QR.
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are correct, there is no motivation left to posit D-Structure anù S-Structure. ln the moùel

given in (6), a linguistic expression is taken to he nothing hut a pair of {'Ir, A}.

The computational system maps an array of lexical items to the pair {'Ir, A}. The

syntactic computation ùeriving A is assumeù to he uniform. lt induùes such operations

as Selecl, Merge, anù AI/raci. Select is a proceùure that takes a lexical item from the

numeration reùucing ils inùe;; hy 1, anù introùuces it into the ùerivation alreaùy

constructeù (Chomsky 1994, 1995). The notion ofnumeration is characterizeù as follows

(Chomsky 1994, 1995):

(7) Nlllnl'rUlioll:
A set of pairs (l, il, where 1 is an item of the lexicon anù i is its inùex,
unùerstooù to he the numher of times that i is selecteù.

An example of numeration woulù he a set of lexical items {she!> Ihem!> pUllchedt }. The

well-formeù expression she pUllched rhem is ohtaineù hy successfully computing from the

numemtion. If Select ùoes not use up all the elements in the numeration, no ùerivation

is genemteù.

Merge is an operation that takes a pair of syntactic ohjects and comhines them into

a new syntactic ohject (Chomsky 1994, 1995). The adoption of Merge allows the

Miriimalist approach to ùispense with X-bar TheOl-y assumed in earlier work (Chomsky

1981, 1986a, Fukui 1986, Jackendoff 1977, Stowell 1981 among others).

Attract is the Minimalist analogue of Move Ci (though it is substantially different).6

1 will come hack to it shortly in subsection 1.2.3.

The opemtion Spe/l-Our can in principle apply anywhere in the course of a

derivation. It is assumed to strip away from the structure already formed those elements

that are relevant only to 'Ir. After Spell-Out, the structure without. the PF-related elements

6 ln this thesis, 1 will use conventionsl tenns Iike movement and mising wilbout reservation, though
1 assume following Chomsky (1995) !hat tmnsfonnations are more precisely attmctions.
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undergoes further computation until it achieves À. If Spc1I-01J! applies at a wrong pllint

in a derivation, the derivation crashes.

A computati,m or derivation is said to wlII'I'rg/' at one of the interface levc1s if it

consisLs only of legitimate ohjects that are interpretahle al lhe levc1 in ljUestilln, satisfying

the principle of Fullint/'rpf('{l/lio/l (FI) (Chomsky 1986h, 1991, 1993). Otherwi,e, a

derivation is said to crash.

1.2.2. Refere/lce Sel

One of the leading ideas in Minimalism is that "the linguistie expressions 'Ire the

optimal realizations of the interface conditions, where 'optimality' is determined hy the

economy conditions of UG (Chomsky 1993:4)." This implies that convergence is a

necessary condition for a derivation to he realized as an expression, hut not a suflicient

condition. Thus, less economical derivations are hlocked hy more economical ones even

if they converge (Chomsky 1994:5). In other words, the notion of eomparison eonstitutes

an integral part of the Minimalist Program.

Of course, in order for economy princ:ples to have full empirical content, it is

imperative to define exactly what derivations are comparahle with each other, i.e., the

notion of refere/lce set (Chomsky 1994, 1995). Chomsky (1994, 1995) argues that a

reference set consists only of derivations sharing the same numeration.

(8) Reference Set:
A set of derivations that arise from the same numeration.

According to (8), derivations that start, for example, with the identical numeration {she.,

theml> punched!} "potentially" belong to the same reference set and hence compete with

each other. 1used the word "potentially" ahove, since Chomsky (1995) adopLs the "local"

interpretation of reference sets, under which we consider only continuations of the
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dcrivation alrcady constructcd. This interpretation is supposcd to have the desirahle effeet

of suhstantially narrowing down the numher of derivations to he evaluated, as the

computation prllceeds, reducing prohlems of computational complexity. Below 1 will

propose to modify Chomsky's notion of reference set and his local interpretation.

The next suhsection discusses the operation Attract in sorne detail.

1.2.3. Attract

Chomsky (1995:297) proposes that the transformational operation Altract is defined

in the lilllowing way:

(9) Attract:
K attracts F if F is the c10sest feature that can enter into a checking relation with
a suhlahel of K.

(9) differs from Move Ci in that it refers to features rather than categories. Chomsky

(1995) suggests that given that transformations are driven by the need for feature­

checking in the Minimalist Program, it is only natural to say that they seek to mise

features. Chomsky (1995:262) argues for the following economy condition:

(10) F carries along just enough material for convergence.

It follows From (10) that there is an asymmetry between overt movement and covert

movement. In particular, overt movement mises categories, because, otherwise, it would

(eave elements that cannot be pronounced at the level of PF. LF raising, on the other

hand, is nothing but feature raising,7 since post-Spell-Qut operations are free From PF-

7 Chomsky (1995) argues thal feature raising is adjunction 10 heads.
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crash."

Overt movement is triggered hy strong feal:ires. which must he e1iminated hd'ore

Spell-Oul. Chomsky (1995) advoeates the idea that a derivation at a given stage cannnt

proceed to the next stage if it contains a strong feature." If itl:lils 10 get l'id of the strong

feature, it will he cancelled. Overt mnvement is impossihle unless furced. as required hy

Procrastinate (Chomsky 1993, 1994, 1995), which essentially stales that derivalional

operations must he done as late as possihle. Chomsky (1995) mainlains thatthe eeonomy

condition in (10) provides a rationale for Procrastinate; featurc raising is Icss eostly Ihan

category raising in view of (10).

Features in the lexicon are assumed to divide into three major kinds; p/lOn%J.:iCCl/,

semantic, andfonnalfeatures. As far as syntactic operations arc concerned, only formai

features malter. III Chomsky (1995) assumes that Altract, applicd to the l'cature F,

automatically carries along the set of formai features FF[FI including F. In this case, the

features of FF[F] other than F l'aise as "free riders," to use Chomsky's terminology, and

may undergo feature-checking.

The formulation of Attract in (9) incorporates hoth the Minimal Link COll/li/ion

(MLC) (Chomsky 1993, 1994, 1995, Chomsky and Lasnik 1993) and the Principle of

Greed (Chomsky 1991, 1993, 1994, 1995, Lasnik 1993, 1995). This highlights another

important difference of Attract l'rom Move 0/, which takes movement to he optional,

stating "Move any category 0/ anywhere." The MLC can he stated crudely as in (11)."

8 A question arises regarding overt raising of phonologically null t1emenl< such as null operalo",.
pros, and PROs. If (10) is correct, it, like covert raising, must be fealure raising. Hnwever. 1will argue,
contrary to (10), that covert raising can raise categories. 1assume then that raising nf phnnningically null
elements is category raising.

9 ln Chomsky 1993. a strong feature is assumed tn lead 10 PF-crash fnr reasnns thalare nn lnnger
justified in Chomsky 1995.

10 Under the revised notion of reference set to be presented below, semantic fealures. being
interpretable, matter, 100.

Il Chomsky and Lasnik (1993) simply state "Minimize chain links." But this phrase i. ambigunu•.
Il means either "Minimize the length of chain links" or "Minimize the number of chain links."



• (Il) Minimal Link Condition (MLC):
Minimize the length of chain links.

12
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Chomsky and Lasnik (1993) posit (11) essentially as a retiJrmulation of Rizzi's (1990)

Re/ativiud Minillla/ity. Intuitively, (11) requires that chain links created hy the

transformational operation he minimal in length. The delinition of Altract in (9) maintains

the essence of the MLC in that a given head K can altract only the c10sest teature. The

notion of "c1oseness" is delined simply as tiJlIows (Chomsky 1995:358): 12

(12) C/oseness:
B is c10ser 10 K than 0< if B c-commands 0<.

The notion of checking domain characterizes strictly local relations such as Spec-head

and head-head relations where feature-checking can take place. The checking domain of

0< is a set of positions included in Max(o<), the smallest maximal projection including 0<,

but exc\uded by the complement of 0<.13 Consider the configurations in (13), where X

has a feature to be checked.

12 Chomsky (1995) considers another more C\'mplicated option for the notion of c1oseness, given in
(i) (Chomsky 1995:356) (seo Chomsky 1993, 1994, 1995 for the definition of minimal domain).

(i) Clostlle.~"

If Il c-commands cr. and t is the target of l1lising, then Il is closer 10 K than cr. unless Il is in the
same minimal domoin as (i) t or (ii) cr..

ln Chomsky's (1995) system, (i) is needed on the assumption the .trong foature of the "light" verb must
he satisfied by il. outer Spec, not il. inner Spec (sec Chomsky 1995 for details). But in the present
fl1lmework where the paths of NP-movement in an accusative tl1lnsitive clause "do not intersect (sec Chapter
2), the as..~mption is irrelevant and hence (i) (a10ng with the notion of equidistance) can he replaced by
much simpler (12).

13 ln Chomsky 1993, an adjoined position to the maximal projection of cr. is assumed to he in the
checking domoin of cr., an assumption dropped in Chomsky 1994, 1995.



• (13) a. XP

ypA x '

~x zp

h. X
/'-..

y x

•

ln (l3a) yp is in the checking ùomain of X. hut ZP is not. 14 ln (13\1) Y is in the

checking ùomain of X.

Greeù, which says, on an intuitive level, that there cannot he supertluous Illovement,

is now part of the ùefinition of Altract. Accofùing to (9), every single instance nI'

Attraction must estahlish a checking relation (not just a checking cm!figuration) hclween

the attracter anù the attractee (Chomsky 1995 :310). The notion of suhlahcl is slateù in

(14) (Chomsky 1995:268),

(14) A sublabel of K is a feature of H(K)Omll' .

where a feature of H(K)Om", is a feature of the head H(K) of K or sorne head adjoined to

il. Suppose that K attracts F and that each feature of FF[FI is in the checking domain of

each sublabel f of K. Then,

(15) Feature F' of FF[FI is in a checking configuration with f; and F' is in a
checking relation withfif, furtbermore, F' andfmatch.

A question arises as to what happens if there is mismatch of features during a

computation. 1 simply follow Chomsky (1995:309) in assuming (16).

•
(16) Mismatch of features cancels the derivation.

14 It is assumed in Chomsky 1995 !hat no fealure-ehecking can take place in a a·position.
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Thus, thc conlïguration containing misrnatch (JI' fcaturcs is rcgarùcù as an illegitimate

syntactic ohjcct. As Chomsky (1995) points out, it is important to ùraw a ùistinction

hctwccn mismatch anù nonmatch. Consiùer the following cxamples: IS

(17) a. *Hcr likcs us.

h. She; seems It'; to It; like usll.

(17a) is a case of mismatch of features. Thus the accusative Case feature of Izer is in

contlict with the nominative Case feature of the T (Tense), causing the ùerivation to

ahort. (17h), on thc other hanù, involves nonmatch of Case features in the Spec of TP

in the emheùùeù clause; the nominative Case feature of she t'ails to match the feature of

the inlinitival T, which has no Case. But this is line, sinœ it is not an instance of feature

mismatch, anù the computation continues until it yielùs the well-formeù output in (17b).

The Case feature of slze successfully gets checkeù against the Case feature of the m1trix

T. The attraction hy the inlïnitival T is consistent with the ùelinition of Attract, f(,r it

allows the D-feature of the T to match that of the DP she, satisfying the Extended

Projection Principle (EPP) (Chomsky 1982) (see below).

1t shoulù he emphasizeù that Attract is a ùefinition anù hence cannot be violated in

any cvent.

As an illustration, let us now see how the definition of Attract givcn in (9) accounts

for standard Relativized Minimality effects it is intended to account for. The following

examples iIIustrate Relativized Minimality violations (see Rizzi 1990):

IS TechniClilly, "Imces" are "copies" of moved elements in the Minimalisl Progmm (Chomsky 1993).
Bull do nol hesitate 10 use "traces" for the sake of exposition.



• (18) a. *Havej John might fj left for Montreal hy now'l

h. *Johnj seems that it was tolù Ij that Bill got injured.

c. *Howj ÙO you wonùer what John Iixeù fj yesterùay'l

15

•

•

Rizzi's (1990) Relativized Minimality states that (anteceùent) government of Y hy X is

hlockeù hy intervening Z only if Z is a potential governor of the same kinù as X liJr Y

(see also Baker anù Hale 1990 for an extension). (18a) is a violation of the fI/'ad

Movemenr Constrainr (HMC) (Travis 1984; see also Chomsky 1986a, Baker 1988a),

where the movement of the heaù have skips over another heaù mighl. (18h) is a case of

super-raising, in which the A-movement of John is hlockeù hy the potential antcceùent­

governor it in the A-specilier position. (18c) is a c1assic example of a \Vh-islanù violation

(see Chomsky 1964, Ross 1967 among many others); the A' -movcment of the :\ùjunct

wh-phrase ho\V out of the embedded clause is blockeù by the potential antecedent­

governor \Vhat in the intermediate Comp position, an A'-specilier position.

The HMC violation in (18a) is excluùeù by (9) in a straightforward manner. The

strong feature of the complementizer must attract the c10sest clement that can enter into

a checking relation with it, i.e., might. (19) satisfies (9).

(19) Migh~ John ti have left for Montreal by now'?

The situations concerning super-raising and wh-islands are more complicated, but arc

ruled out by (9). Let us first consider the wh-island violation in (l8e). Suppose that wc

reached the following stage of the derivation afier the strong 1+WH1 C within the

embedded clause successfully attracting wllat:

(20) [œ do you wonder [p wha~ John fixed fi how yesterdaYIl
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What we need to do in (20) is to fill the position ISpec, ad hy attracting sorne element.

Here 1should mention an extremcly important proposai reccntly made hy Chomsky

(1995) regarding the hitherto neglected asymmetry that exists hetween two classes of

formai features. Chomsky (1995) proposes to make a sharp distinction hetween

inrerpretable and uninrerpretable features. Uninterpretahle features must he deleted and,

when possihle, erased, as soon as they get checked since they do not play any role at LF.

Deleted features are invisible at LF hut accessihle to the computation. Erased features are

inaccessihle to any kind of operation. In familiar cases we are mainly concerned with in

this thesis, uninterpretahle features cease to he accessihle to the computational system

once they get checked. 16 By virtue of heing legitimate ohjects at LF, interpretahle

features, on the other hand, remain accessihle to the computational system throughout

computations even if they get checked. Interpretahle features include those in (2Ia),

uninterpretahle ones those in (2Ih).

(21) Dichotomy of Formai Features:
a. Interpretable features: categorial features, </>-features ofnominals, wh-features,

Q-features
h. Uninterpretable features: Case features, </>-features of non-nominals, affixal

features, strong features

The computational difference hetween the two kinds of features neatly explains the fact

that a single nominal can satisfy the EPP several times (see below) and can check

multiple agreement, but not multiple Case relations. In (I7b) the EPP is satisfied twice

in the embedded Spec of TP and the matrix Spec of TP. This is possible because the

categorial D-feature of she, being interpretable at LF, does not delete and hence can be

accessed over and over again throughout the derivation. Similarly, since the </>-features

16 Chomsky (t995) suggests \hal this may be paramelerized across languages; an uninterpretable
fealure of a head is nol necessarily erased when checked in languages lhat al10w multiple specifiers. See
Reinhart t981, Koizumi 1995, Ura 1994. 1will take advantage of the deletionlerasure distinction in dealing
wilh parametric variation with regard to raising out of CPs (Chapter 2, section 2.4.).
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of a nominal is interpretahle, it can check the cj>-features of non-nominal clements more

than one lime (see Chapter 5 for examples). The uninterpretahle Case fcature of a

nominal, in contrast, cannot enter into multiple checking relations, hccause it hccOllles

inaccessihle to the computational system once it is checked and erased.

Given this proposai, the derivation in (l8c) does not arise in the lirst place, since it

violates the delinition of Attract. Once the wh-phrase II'/ICII is raised into the emhedded

Spec of CP, as in (20), the matrix strong 1+WHI C cannot "sec" and attract any 11'11­

phrase that is more distant from it than whal. Thus, (22) is the only availahle choÎCe in

light of Attract.

(22) Wha~ do you wonder 1\ John lixed li how yesterday?

ln the above derivation, it is the whar that moves into the matrix Spec of CP. This is

possible and thus required, hecause ils wh-feature, being interpretahlc at LF, remains

accessihle throughout the derivation. Chomsky concludes that (22) converges with ail the

uninterpretable features properly checked, but it converges only as gihherish.

Let us next consider super-raising in (18h). Suppose that we reached the following

stage of the derivation in question:

(23) la was told John Ip that Bill got injuredll

The next ",tep is to fill the position ISpec, a], either hy raising John or hy inserting the

exp1etive il drawn from the numeration to satisfy the EPP, which has been reinterpreted

as the D-feature of T requiring mising or insertion of a DP into ils checking domain

(Chomsky 1994, 1995).
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(24) Exlended Projection Principle (EPP):

EPI' = D-feature

18

If the D-feature of T is strong, as it is in English, the EPI' must he satisfied hefore Spell­

Out. ln (23) the exercise of the option of raising lohn violates Procrastinate. Therefore,

at this phase of the derivation, the insertion of il is preferred hy Procrastinate. Then, we

get (25).

~:!5) 1« it was told John I~ that Bill got injuredll

Suppose next that we are ready to till the matrix suhject position. The detinition of

Attract in (9) dictates that the following derivation is the only choice:

• (26) *ltj seems that/j was told John that Bill got injured.

•

ln (26) the expletive il inserted in the intermediate 5ubject position by Merge has been

raised into the matrix subject position, being the c10sest element that can enter into a

checking relation with the matrix T. Although its uninterpretable nominative Case feature

gel~ erased when it is checked against the T of the intermediate clause, its categorial D­

feature, being interpretable, remains accessible to the computational system. This means

that the raising of if in (26) satisties the EPI' in (24). In effect, in (18b), John, which is

farther l'rom the matrix subject position than if, is "invisible" for Attract. In other words,

(18b) cannot be generated, in violation of the detinition of Attract itse1f.

Suppose now with Chomsky (1993) and Chomsky and Lasnik (1993) that the MLC

is an economy condition independent of the definition of Attract. Then, under the set of

assumptions Chomsky (1994, 1995) makes, the super-raising in (18b) would be wrong1y

predicted to be well·formed. Following Chomsky (1994, 1995), let us assume (27):
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(27) Economy conùitions select among convcrgent ùerivations only .

Given (27), the MLC, as an economy conùition, chooses among convergent ùerivations.

Note that the ùerivation in (26) results in a crasheù ùerivation (in contrast to the

convergent ùerivation in (22» since, among other things, the uninterpretahle Cise featllre

of Johll will remain uncheckeù. Then (26) is not qualitieù to hlock the ùerivation in

(18h), which converges since ail its uninterpretahle formai features are sllcccssflllly

checkeù anù eraseù hy the time it reaches LF. This is the reason why Chomsky (1994,

1995) proposes to incorporate the MLC into the ùelinition of Attract.

(28), which arises from the same numeration that (26) arises from, is wclHilfll1eù.

(28) It seems that JOI:.lj was tolù Ij that Bill got injureù.

(28) violates Procrastinate; in (28) Johll raises into the intermediate Spec of TP at the

stage in (23). The raising of Johll is permitted, though, hecause it is neccssary tilr

convergence. Recall that (25) leads to a crashed derivation. In order for Chomsky's

account to work, then, it must be tbat Procrastinate is a violable economy condition, i.I'.,

it is not part of the definition of Attract and can be overridden for convergence.

ln short, the standard Relativized Minimality effecL~ are accounted for hy the

definition of Attract together with the above-mentioned set of assumptions, of which the

one about the interpretable/uninterpretable di~tinction is the mo~t important.

This concludes the brief summary of Chomsky's (1995) feature-driven theory of

trdnsformation. In chapters to follow, 1will adopt ils basic technologies, but at the same

time, 1 will make and defend assumptions that differ substantially from those made by

Chomsky (1995).
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1.3. Major Goals

In section 1.1., 1mentioned that 1am interested in the way GF changing affects wh­

extractahility. For reasons to he sp..I1ed out in Chapter 4, the i1I-tlJrmedness of (2h) is

unexpected under the standard analysis of wh-movement in GB theory, the Empty

CatelilJry Principle (ECP) in particular (see Chomsky 1981, Lasnik and Saito 1984, 1992

among numerous others). Then the first major goal of this thesis will he to answer the

following question:

(29) What explains interactions hetween GF changing and wh-movemenl'I

It seems that the Minimalist model of grammar laid out in Chomsky (1993, 1994, 1995)

is conceptually more elegant than any of its predecessors. If it is in fact on the right

track, we expect that it should be explanatory empirically as weIl. The question is: Is ifl

If it can he demonstrated that the Minimalist Program offers a framework where the

interactions in question can be explained in a principled way, we have empirical eviùcn~e

for (sorne version of) Minimalism.

Given the Minimalist framework where economy conditions choose among competing

derivations, the following two immediate questions arise:

(30) a. What is the nature of the reference set?

b. What is the nature of the economy conditions"

The second major goal of this thesis is to provide answers to the questions given in (30).

As seen above, Chomsky's (1994, 1995) answer to question (30a) is that the notion

of reference set is defined in terms of the initiai numeration. Moreover, Chomsky

suggests that it is defined in a highly local manner; economy compares continuations of

the derivation already constructed out of a given numemtion. Discussing this issue,
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however, Chomsky (1994:7) remarks that "at least this much structure seems to he

requireù; whether more is neeùeù is a harù question," hinting the possihility that his

notion of reference set might neeù moùitication.

As for question (30h), Chomsky (1994, 1995) argues that economy conùitions such

as Procrastinate are local or strictly derivational in naturc. Thus, accllfùing to Chomsky

(1995:348), "we select Merge over AttractlMove ifthat yielùs a convergent derivation,

irrespective of consequences down the road as long as the derivations converges; hut wc

select Attract/Move even violating Procrastinate if that is nccessary for convcrgcnce."

These answers of Chomsky's to (30a-h) are only natural in light of his strict

adherence to the strictly derivational characterization of the computational system.

Importantly, the answer to the question in (29) will prove to hc quitc rcvcaling with

respect to the questions in (30). This is hardly surprising and in fact almost anticipatcd,

since one of the principal innovations of Minimalism, which was lacking in previous

theories, is the notion of comparison among derivations, and the inadequacy of prcviolls

theories in handling the phenomena of interest here, 1 will argue, is attrihutahlc to the

lack of this notion. By investigating the relevant data, whose account makes crucial use

of the notion of comparison, one can hope to gain insight into the theory of econlllny.

To be a bit more concrete, my short answer to (29) is that the MLC, tugether with

an appropriate notion of reference set and a notion for deciding what chain links are

comparable with each other, explains the interactions at issue. Crucially, the MLC 1have

in mind is an economy condition but not just part of the detinition of Attract, as in

Chomsky (1995).

My answer to (30a) in a nutshell is that the notion of reference set is sensitive to the

Interpretability of features. As mentioned above, Interpretability plays an extremely

important role in computational processes. 1 will argue that the distinction between

interpretable and uninterpretable features also plays an important part in defining the

reference set. In particular, 1 will suggest that only interpretable features arc relevant in
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detcrmining reference sets.

As for (30h), 1will argue contra Chomsky (1994, 1995) that the economy conditions

are nor local or strictly derivational in nature in the sense that they can apply

lran.l'daivariona//y: strictly derivational conditions, heing inherently illlraderil-arional,

cannot apply transderivationally. 1 will present empirical arguments for the non-local

characterization of the economy conditions.

lA. Organization

The rest of this thesis is organized in the following way.

Chapter 2 is intended to spell out the background assumptions ahout Case and

agreement adopted in this thesis. In addition, it will he argued that ergative constructions,

in a sense of the term to he clarified, necessitate moditication of Chomsky's (1994, 1995)

formulations of Attract and the EPP given ahove.

The topic of Chapter 3 is antipassive, a GF changing phenomenon which is known

to interact with wh-movement. First, the analysis of antipassives assumed here will he

presented. Then drawing on data l'rom Tagalog, 1will estahlish that the ECP cannot deal

adequately with wh-extraction in Tagalog. As an alternative to the ECP, an economy­

hasell account will he put forth. The MLC as an economy condition, in comhination with

a revised notion of Chomsky's reference set, will he argued to offer a unified account of

extmction facts in Tagalog and other ergative languages. Also, different kinds of

antipassives will he examinell from the perspective of economy. Their properties with

respect to the Specificity Effect (Enç 1991) and extrdction will be shown to follow from

the MLC and another economy condition called the Minimal Feature Condition (MFC).

ln Chapter 4, GF changing applicative constructions in Bantu and Austronesian are

discussed. More specifically, 1will be concerned with the way in which they interact with

wh-movement of logical objects. As will be seen, there are iIIegitimate cases of such wh-
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movement which are prohlematic for the ECP. After presenting an analysis of

applicatives, 1 will go on 10 show that the economy accounl introùuœù in Chaptcr 3

explains relevant extraction facts in a straightforwarù fashion.

Chapter 5 goes heyonù a single clause anù examines long-ùistance ùcpcmlencics. Il

will he argueù that the moùitieù notion of reference set anù the formulation of the MLC

as an economy conùition gain further support from successive cyclicity. Il will also he

argueù that the so-called Wh-Agreement, which has heen claimeù to morphologically

regisler the successive cyclic application of lI'h-movement (Chung 1982, 1994), ùoes not

in fact reflect successive cyclic Comp-to-Comp movement. 1 will show insteaù that it

results from the interaction hetween a GF changing process, i.€'., antipassive, anù lI'h­

movement.

Chapter 6 consists of extensions of the proposeù system 10 Ohject Preposing in

Austronesian, Bantu, and Romance. Il is shown that this special kind of "passive"

interacts with wh-extraction and that the intemction can he explained hy the present

economy analysis. Thus it lends further empirical supporl to the analysis.

Chapter 7 concludes this thesis .
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CHAPTER 2

CASE AND AGREEMENT

2.0. Introduction

This chapter is concerned with Case and agreement. Ils main purpose is to spell out

the present assumptions about them, thereby laying the groundwork on which the

succeeding chapters are based. As we will see, sorne of the assumptions are substantially

different from those made in Chomsky (1993, 1994, 1995).

The organization of this chapter is as follows. In section 2.1. 1 present the phrase

structure assumed throughout this thesi". In section 2.2. 1consider structural Case, which

is checked uniformly within a functional projection. It is suggested there that syntactic

ergativity derives from the defectivity of the functional category Asp (Aspect) (Travis

1991, forthcoming). Il is also suggested on the basis of ergative constructions that

Chomsky's (1994, 1995) formulations of Attract and the Extended Projection Principle,

presented in Chapter 1, need to he modified. Section 2.3. lists the basic properties of

inherent Case, which, in contrast to structural Case, is checked within a lexical

projection. Section 2.4. makes the assumption that CPs need not hut may get Case (Levin

and Massam 1985).

2. t. Clausal Structure

Throughout this thesis, 1 take the basic clausal architecture to he the following: 1

1 A. menlione<! in Chapter l, Chomsky (1994, t995) argues that X-bar Theory is almost entirely
derivable from his theory of bare phmse slnlcture based on the opemtion Merge. But in this thesis, 1 will
stick to familiBr X-bar notations for expository purposes.
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(1) CP

sr0c
/"....

C TP

~
Spec T'

structural subject/'---
T PrP

sp~pr'
logical subject~

Pr AspP

s~sp'
structural object /"--....,

Asp VP

S~V'
logical object /"--...

V XP

where VP stands for Verb Phrase, AspP for Aspect Phrase (Travis 1991, fi.Jrthcoming),

PrP for Predicate Phrase (Bowers 1993), TP for Tense Phrase, and CP for

Complementizer Phrase. There are a few points ahoutthe structure in (1) that need to he

c1arified. First, 1 assume a version of the predicute-illll'mui slIbjl'l:t Ilypothc'.I'i.l' (see

Bowers 1993, Fukui 1986, Kitagawa 1986, Koopman and Sportiche 1991, Kuroda 1988

among others), as the Minimalist Program does. The particular version 1 adopt here is

Bowers' (1993), where the logical subject or the external argument is generated in the

Spec of PrP.2 The head Pr is a functional category with semantic content; it 1· :ediates

the predication relation that holds between the logical subject in its specitier position and

its complement (cf. Chomsky's (1994, 1995) "light" verb of non-substantive category that

accommodates the external argument). Let us cali the Spec of PrP the logicul.l'abject

position. Let us also cali the VP-internal position of thematic objects the logicul object

2 See Dowers (1993) for a critiC'dl review of the other versions of the internai subject hypolhesis.
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P0.l"ilio/l. J

Sewndly, however, the structure given in (1) diffcrs l'rom the one proposed hy

Ilowers (1993) (and the one assumed in Chomsky 1993, 1994, 1995) in that the

complement of Pr is not a lexical category hut a functional catcgory, namely, AspP. 1

assume following Travis (1991, forthcoming) that the logical suhject position and the

logical ohject position are separated hy AspP.4 Travis (1991) argues for the existence of

AspP hased mainly on data l'rom Western Austronesian languages. In particular, laCIS on

verhal morphology indicate that there is an aspectual head separating the two 8-related

pn!iections, and the Spec of AspP serves as a landing site for movement (see relevant

examples helow). Il is rather common across languages of the world that aspectual

morphemes are different l'rom tense morphemes (see for instance Byhee 1985, Baker

1996). The positing of AspP has proved heneficial in amllyzing a numher of unrelated

languages (see Baker 1996, Travis forthcoming among others).

The postulation of AspP, 1 helieve, has theoretiea1 motivation as weil as empirical

motivation. ln Chomsky's (1991,1993,1994,1995) system, structural Case features are

supplied hy V and T. But notice that we have an asymmetry here; V is a lexical category,

while T is a functional category. We can eliminate this perhaps unwanted asymmetry hy

saying that structural Case features are associated exclusively with the tense-type

functional categories, T and Asp. T and Asp are regarded as virtually the same element

that has the feature specifications 1±realis], and the only difference is that they have

ditlèrent scope; T has scope over the whole event, white Asp has scope only over internai

arguments (Travis 1991, forthcoming). Asp, in this view, is nothing hut "inner T.·5

Thus, 1hold that the Spec of AspP, Iike the Spec ofTP, is a structural Case position,

3 1 D.'Sume that the logit'al obiect position enn he either the Spec of VP (in the ense of ditransitive
verhs) or the complement of V (in the ense of trdnsitive and unaccusative verbs).

4 For similar proposais, """ Koizumi (1993, 1995) and references ciœd there. 1 am commitœd to
Tmvis' (1991, forthcoming) view that the functional caœgory in question has semantic content.

5 From this perspective, 1 will anaiyze antipo.'Sives ,; Casetess Asp or "inner infinitive" in Chapter
3.
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which "derived objects" raise into (Travis 1991, tilrthcoming). Thus, the Spec of Aspl'

is called the stn/cll/ral ohject position. The Spec of TI', on the other hand, is called the

stn/cll/ral sllhject position.

Thirdly, it shou1d be pointed out that the structure in (1) does not employ the kind

of proliferated 1NFL (intlectional) system, where Agr (Agreement) and Teach head their

own projections (see Pollock 1989, Chomsky 1991, 1993, 'llId others). Chomsky (1995)

has recent1y proposed to eliminate Agr entirely from the lexical inventory of ua. The

conceptual reason for this proposai is that only functional categories with semantic content

should exist; since Agr is not interpretable at LF, it follows that its existence is not

justifiable (see Chomsky 1995 tilr discussion).6 ln this thesis, 1 subscribe to this view

both for conceptual and expository reasons. But the elimination of Agr leads us to ask

how exactly agreement is achieved. Following Travis (1994), 1 assume thal agreement

is the grammatical encoding of a relation between a specifier position and a functiona\

category (see also Sportiche 1990). Technically speaking, one way to implemenlthis idea

is to say, partially following Chomsky (1995), that.p-features are optionally added tothe

functional categories l'and Asp, as they are introduced to the numeration. Hence,

nominal elements in the Spec of TP or the Spec of AspP can in principle lrigger

agreement under a Spec-head conliguration. Even without Agr then, we can still entertain

the view before Pollock 1989 that agreement is a retlex of a local Spec-head relation (cf.

Chomsky 1986a).

Also, the phrase structure in (1) is faithful to the Minimalist daim thal a-mie

assignment and structural Case assignment are divorced; a-positions are not structural

Case positions (Chomsky 1993, 1994, 1995).7

6 A closely related restrictive view on funclional caœguries has b""n expressed by Travis (1994).

7 The situation surrounding inherent Case assignmenl is different. In fact, inherent Case pusitiuns
cuincide with a-positions. Furthennore, in syntactically ergative languages/construcliuns, the structural
object position (the Spec of AspP) and the logical subj""t position (the Spec of PrP) are virtually cullapsed
into one. See below.
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The functional head C c1early is interpretahle. Il indicates the illocutionary force of

the whole clause, such as declaration versus interrogation (see Cheng 1991 in particular).

The Spec of CP hosts a series of syntactic operators, of which wh-phrases are a c1assic

example.

In short, we have the following rather elegant system. There can he two structural

Case positions in a clause. They are the Spec of TP and the Spec of AspP, and hoth are

potentially ahle to check agreement. In a triadic clause, one argument must get inherent

Case (see section 2.3. and Chapter 4). The logical suhject and the logical ohject are

generated in the Spec of PrP and the VP-internal position, respectively. The Spec of CP

is the operator position. Ali the projections in (1), lexical and functional, survive until

LF, precisely hecause they are interpretahle.

2.2. Structural Case

2.2./. ACCUSlllil'ilY

Under the present analysis, the English transitive sentence in (2) has the derivation

in (3) (irrelevant details omitted).

(2) John hought the dress for Cindy.



ln the ahove structure in (3), the logical suhject John has overtly moved into the

structural suhject position, i. e., the Spec of TP, while the logical ohject Ih/' dr/',u has

raised into the structuml ohject position, i.e., the Spec of AspP.K 1assume with Bowers

•

•

(3) TP

A
Spec 1"
qP /"--...

JOLhn
i

T A
Spec Pr'
DP /"'-....
li Pr AspP

ho~ght /"--...
Spec Asp'

I?P ~
the dressj Asp VP

L st"v,
pp /"'-.
fj V pp

/"'-.
P DP

f~)r Cindy

29

•

(1993) that the V raises to the head of PrP in overt syntax in English.

The analysis given in (3) differs l'rom such analyses as Chomsky's (1991, 1993) and

Murasugi's (1992), under which crossing paths of NP-movement are created in the hasic

transitive clause in accusative languages. Given the phrase structure in (1), the nominative

chain and the accusative chain do not intersect at ail, since logical suhjects are generated

above the structuml ohject position.

The derivaiion in (3) clearly satisfies the definition of Attraet (Chomsky 1995).

8 Koizumi (1993, 1995) argues Ihallhe latter movemenl takes place in overt syntax, Ihough il is inlo
Ihe Spec of AgroP in his termino10gy (see also Johnson 1991). Even if ilIums ouI 10 be covert, 1 assume
Ihal the entire category nol jusl Ihe formai fealures is raised, conlra Chomsky (1995). See succeeding
chapters for arguments for Ihis assumplion.
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A({ract:
K allract.l· F if F is the c10sest feature that can enter into a checking relation \Vith
a suhlahel of K.

(5) C/os{'lIess:
1\ is doser 10 K than Ci if 1\ c-commanùs Ci.

ln (3) the T attracts]o/m generateù in the Spec of PrP, the c10sest nominal that can check

its fi.lrmal features against the T, whereas the Asp attracts the dress generateù in the Spec

of VP, the c10sest nominal that can check il~ formaI features against the Asp.

2.2.2. Ergativity

Now, let us shift our attention to ergativity. In recent years, there has been much

interest in the syntax of Case anù agreement in ergative languages l'rom a formaI point

of view (see, among many others, Bittner 1994, Bobalijk 1993, Bok-Bennema 1991,

Campana 1992, Bittner anù Hale 1996, Maclachlan 1995, Maclachlan anù Nakamura

1994, Mumsugi 1992, Nakamura 1994b). Although analyses of ergativity ùiffer in

ùetails, eviùence has been accumulating that absolutive Case is tied with T anù should be

equateù with nominative Case in accusative languages (Bittner 1994, Campana 1992,

Maclachlan 1995, Maelachlan anù Nakamunl 1994, Murasugi 1992, Nakamura 1994b,

but contra Bobalijk 1993 anù Chomsky 1993).

Here 1 wiII present an analysis of ergativity using the clause structure given in (1).

Let us consiùer the following example from Tagalog, an Austronesian language spoken

in the Philippines.9

9 Tagalog rnukes a distinction between proper oumes and non-proper names in lerms of Case-murking
and prepositions. For proper oumes, si- (absolulive), lIi- (ergalive), and kny- (oblique) are used. For non­
proper oumes, allg- (absolutive), IIg- (ergalive), and sa- (oblique) are used. Nole thatthe inhen:~t Case­
marker is homophonous with the ergalive marker IIg-. See below.



• (6) B-in-ili ni Juan ang damit
bought(TI) ERG-Juan ABs-dress
'Juan bought the dress for Maria.'

para kay Maria.
for oBl.-Maria
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(7)

•

•

Following Byma (1986), De Guzman (1988), Maclachlan (1995), Maclachlan and

Nakamura (1994), Nakamura (1994b), Payne (1982) and others, 1 regard Tagalog as an

ergative language. My commitment to the ergative view of Tagalog is retlected in the

glosses.

Essentially, 1 adopt the kind of analysis of Tagalog proposed by Guilfoyle /'( 1/1.

(1992) and Richards (1993), but with sorne modification. Under the present analysis, the

transitive construction in (6) is derived in the way shown in (7).

TP

/""-..
Spec T'
qP /"'....

the dress j T PrP
bougtit(TI)/"-..

Spec Pr'

~P /""-..
Juan Pr AspP

~
Asp VP

/"--...
Spec V'
qP /"'---..

l- (j V pp

A
p, DP
for Maria

ln (7) the absolutive-marked thematic object 'the dress' is the structural subject (Guilfoyle

et al. 1992, Richards 1993) and raises covert1y into the Spec ofTP, while the ergative­

marked thematic subject stays in the Spec of PrP. The covert raising of ahsolutive DPs

means that the T in Tagalog does not have a strong D-feature.
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What is responsihle for the parametric difference hetween, say, English and Tagalog

with respect to the pattern of NP-movement in a transitive clause'! 1 maintain thal the

diffcrence reduces to the following lexical property:

(8) ln ergative languages, Asp is defective.

My c1aim here is that in core cases, ergative languages differ from accusative languages

essentially in one respect; the Asp in the former hut not the latter is detèctive so that it

cannot check its structural Case tèature against nominals hy itself. In particular, it can

only participate in structural Case-checking with the mediation of another functional

category, i.e., the Pro The structural Case feature of the Asp is transferred to the Pr,

which in turn checks the Case feature against the nominal in its specifier position. Thus,

in ergative languages, the logical subject and structural object positions are collapsed into

one, so to speak. This immediately explains why structurdl ergative Case is found only

on logical subjects.

If Chomsky (1995) is correct in maintaining the strict complementarity of a-role

assignment and feature-checking, the ergative DP in the "inner" Spec of PrP must raise

into the "outer" Spec of PrP (cf. Murasugi 1992 and Chomsky's (1995) discussion of

agreement in APs). The short raising, if it exists, has IittIe to do with the main concerns

of this thesis and therefore will be suppressed throughout for ease of exposition.

ln aspect-split ergative languages, the defectivity of Asp is usually tied with

perfectivity (see Dixon 1979 among others). Thus, the nominative-accusative pattern is

found in imperfective clauses, where the Asp can check structural Case in its specifier,

while the absolutive-ergative pattern is found in perfective clause, where the Asp is

defective. In mood-split languages Iike Chamorro, an Austronesian language spoken in

the Mariana islands, the accusative pattern in associated with the irrealis mood, and the

ergative pattern with the realis mood (Chung 1982, Cooreman 1987). Consider the
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following pair l'rom Chamorro (Chung 1982):

i kareta.
the ear

(9) a. Ha-fa'gasi si Juan
3SG.ERG-Wash uNM-Juan
'Juan washed the car.'

h. Para u-tà'gasi si Juan
fUT 3SG.NoM-wash uNM-Juan
'Juan is going to wash the car.'

i kareta
the car

•

•

In realis (9a), the ergative agreement appears on the verh. In irrealis (9h), 011 the other

hand, the verh bears the nominative agreement. Within the current framework, one may

say that the Asp in realis clauses is defective in Chamorro. 1ll

Now, let us consider how the derivation in (7) is allowed. No interesting question

arises with respect to the logical subjeet, which remains ill sitll throughout the derivation.

The raising of the absoIutive into the Spec of TP, however, raises a question l'lll\cerning

Attract.

The definition of Attrdct in (4) seems to prohibit the raising at issue. Specit1cally, the

T must attract the IogicaI subject in the Spec of PrP rather than the logicalobject, since

Attract is supposed to be able to access the D-feature that is responsible for the Extended

Projection PrincipIe (EPP).

(10) Extellded Projectioll Prillcip/e (EPP):
EPP = D-feature

The D-feature of the T can enter into a checking relation with the undeletable D-feature

of the \ogical subject. Furtbermore, the Spec of the PrP is doser to the T than the Spec

of the VP is. Therefore, given what we have assumed so far, the absolutive raising over

10 ln split-<>rgative languages, we can draw a distinction between ergative Cuse and accusative Cuse,
though the source of these Cuses is the same, i.e., Asp; ergative Cuse needs mediation of Pr, but accusative
Cuse does not (cf. Ditlner and Hale 1996).
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the ergative DI' is incorrectly predicted to he impossihle.

Faced with this prohlem, one might he tempted to suggest that Tagalog does not ohey

the EPI'. Then the only uninterpretahle formai feature of the T to he checked would he

the Case feature. If this suggestion is correct, the covert ahsolutive movement would he

permitted, since the ahsolutive OP is the c10sest element that can enter into a checking

relation with the Case feature of the T; the ergative DI', whose Case gel~ erased in the

Spec of l'rI', cannot enter into a checking relation with the T.

There arc, however, good reasons to helieve that this cannot he the whole story. The

prohlem posed hy the kind of NP-movement shown in (7) takes the sharpest form when

we consider languages Iike Dzamha, a Bantu language spoken in Zaire, where the T has

the morphological realization of its q,-features and the NP-movement at issue takes place

in overt syntax. Let us ohserve the following examples from Dzamba (Bokamba 1976):

i-mu-nkanda.
the-NcG-letter/book

a. oP:>s:l a-tom-:iki
P:>s:l 5P(NCL\ )-send-IMPRRF
'P:>s:l sent the letter/book.'

b. l-mu-nkanda mu-tom-:iki
the-Ncw-Ietter/book 5P(NcL3)-send-IMPERF
'The letter/book P:>~J sent.'

(II)

•

•

•

As shown in (lia), Dzamba, Iike other Bantu languages, has the SVO word order in its

canonical transitive clause. Notice that in (lia), the verb agrees with the structural subject

oP:;Js:J in the Spec of TI'. Interestingly, Dzamba has the kind of construction given in

(lib), in which the thematic object of (lia) i-mu-nkanda 'the letter/book' has been raised

overtly into the Spec of TI' nover" the undemoted thematic subject, triggering the

agreement on the verb.

We can account for the aitemation in (II) by assuming that there are two kinds of

A~'Ps in Dzamba; one is defecûve, and the other is not. Dzamba, however, differs from

split ergative languages like Chamorro in that the defectivity of Asp in the language is
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not tied with any particular aspect or mood (see Chapter 6). If the initial numeration

happens to contain a non-defective Asp, the Spec of Asp is a structural Case position.

deriving the accusative pattern in (lia). If, on the other hand, the numeralion happens

to contain a defective Asp, the ergative pattern in (lib) is derived. 1I The OVS word

order in (lib) suggests that the verh raises overtly up to the T in Dzamha; the thematic

suhject is in the Spee of PrP, and the thematic ohject in the Spec of TP.

The suggestion made ahove with respect to (7) does not hclp when it encounters

(lib). Clearly, the T in (lib) has </>-features and thus must attract the closest OP, whose

</>-features remain throughout the derivation. Then Attract wouId wrongly rule out

examples Iike (lIb).

ln view of the marginal role agreement plays in the present framework, it is

reasonable to modify the detinition of Attract in (4) in the following way:

(12) Attract (revised):
K attracts F if F is the closest feature that ean enter into a cheeking relation with
an intrinsic sublabel of K.

The practical effect of (12) is that only intrinsic leatures, expliciUy Iisted in the lexicon,

can attracl. 1assume following Chomsky (1994, 1995) that features Iike Case leatures of

the T and the Asp, strong features, and wh-features are intrinsic to heads, hut the </>­

fearures of the T and the Asp are nol. Given the moditication in (12), Attract in no way

can access such optional fearures as the </>-features of the T and the Asp, a desirable

result. Chomsky (1995:259) remarks "There is, so far as 1 know, no reason to suppose

that the property [intrinsic] plays any role in CHL." Contrary to Chomsky's view, 1argue

that the very existence of ergative constructions Iike (II) justifies the compulational

system making the distinction belWeen intrinsic and optional features. In other words, 1

Il For discussion of the interaction between the ergalive construction and extraction in Ozamba, ...,
Chapter 6, section 2.
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am suggesting that the old intuition that operations involving Case and agreement are

asymmetric is in fact real; it is, say, the T that checks the Case of a OP, not the other

way around; the agreement of the T is determined hy the OP in il~ Spec, not the other

wayaround.

But this is not the end of the story. The raising in (lIb) still remains prohlematic in

terms of the EPP. Since the raising is overt, the T in Ozamba has a strong O-feature

which must he eliminated before Spell-Out. Given Chomsky's (1995) version of the EPP

in (10), the logical object does not have a chance to he attracted by the T because of the

logical suhject whose O-feature remains accessible throughout the derivation and which

is the doser to the T. Thus (1Ih) is incorrectly predicted to be iIl-formed.

The situation in (lIb) is thus analogous to super-raising in examples like (13)

repeated from Chapter 1.

(13) *Johnj seems that it was told fi that Bill got injured.

Recall that Chomsky's (1995) explanation of the iIl-formedness of(13) relies directly on

the definition of Attract. Although the uninterpretahle Case feature of the expletive il

erases as soon as it gets inserted into the intermediate Spec of TP, its interpretahle

features, i.e., the categorial O-feature and the q,-features, remain accessible to the

computational system. Thus, the matrix T must attract the expletive, because the latter

has the features that can potentially enter into a checking relation with the former. The

matrix T cannot "see" beyond the expletive, which is c10ser to it than the OP John. As

a consequence, (13) cannot be generated at ail. The question then is: How can we rule

in (1Ih) without ruling in (13)1

An important clue to the answer to this question is provided by word order facts from

certain Austronesian languages. In arguing for the existence of AspP, Travis (1991)

presents direct evidence for the overt raising of the VP-intemal absolutive OP into the
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Spec of AspP in such Austronesian languages as Kalagan, a Philippine language spoken

in parts of Minùanao, anù Pangasinan, another Philippine language mainly spoken in the

central part of the province of Pangasinan. Accorùing to Collins (1970:4), in Kalagan,

when the absolutive-markeù DP is not the Agent, it immeùiatcly follows the Agent. The

orùer of other constituents is tixeù. Apparently, the S'IOle is truc of Pang'lsin'ln (Renton

1971). Observe the following Pangasinan examples (aù'lpteù from Renton 1971: 190-191;

for similar Kalagan examples, see Collins 1970 'Inù Ket~nan 1972:180):

(14) a. I-tanem nen Peùro may ponti para kinen Ccli'l.
plant(rr) ERG-Peùro ABs-banana for oBl-Cclia
'Peùro will plant the b'lnana t(lr Celia.'

b. Man-tanem si Pedro na ponti p'lra kinen Cclia.
plant(AT) ABs-Pedro INH-hanana li)r oBl-Ccli'l
'Pedro will plant the hanana for Celia.'

c. Itanem-an nen Pedro si Celia n'l ponti.

• pIant(BT) ERG-Peùro ABs-Celia INH-hanana
'Peùro will plant the hanana for Celia.'

•

The Theme Topic construction in (14a), similar to that in Tagalog (6), cxcmplilics the

hasic transitive clause in Pangasinan. Putting aside ùetails that do not conccrn us hcrc,

(14b) anù (14c) iIIustrate the Agent Topic construction (or the 'Intipassive; sce section

2.3. anù Chapter 3) anù the Benefactive Topic construction (or the hencfactivc

applicative; see Chapter 4). (14b), where the absolutive DP is the extcrnal argument,

exhibits the canonical word order Verb-Agent-Theme-Ohlique. In (14'1) the absolutive

Theme immediately follows the ergative Agent. This example is not very informative, for

it conforms to the canonical word order, and the word order can be obtaineù without

movement of the absolutive Theme into the Spec of the AspP. (14c) is the most telling

of (14a-c). In (14c) the absolutive Benefactive appears to the .immediate right of the

ergative Agent. The structure of (14c) at Spell-Out is the following:
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Under the present analysis, (14c) is derived hy Preposition Incorporation (PI) (Baker

1988a,h).'2 The ohject of the incorporated preposition is forced to receive structural

Case. In (15) the Benefactive has raised overtly into the Spec of AspP.

One might weil wonder why the VP-intemal ahsolutive DP must raise into the Spec

of AspP in overt syntax in languages Iike Kalagan and Pangasinan, even though no

structural Case-checking takes place in the process; the Asp in these languages are

defective, and the ahsolutive DP must raise further into the Spec of TP in covert syntax.

1 suggest that this is an "inner" EPP effect; the Asp in those languages has a strong D­

feature, which triggers overt raising. The existence of the "inner" EPP is not surprising

from the present perspective. It is anticipated, hecause Asp is nothing but T with a

narrower scope. Data Iike (14c) confirm that strictly speaking, the EPP cannot be equated

with Case-checking, as is already known for languages Iike English (cf. Chomsky 1993,

12 The assumption that (14c) involves PI is motivated by the ract that only absolutive OPs are
extractllble in Pangasinan (Benton 1971, Seiter 1975). Sée Chapter 4, section 4.
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1994, 1995).

Thus, the soit: purpose of the raising in (15) is to satisfy the EPP. Notice that it is

disallowed hy Attract in conjunction with the EPP in (10). The logical ohject 'hanana'

in the Spec of VP. whose D-feature never deletes throughout the computation, c-

commands and thus is doser to the Benefactive within the PP. Hence, the slrnng D­

feature of the Asp must attract the O-feature of the logieal ohject, contraI')' to facl.

What seems to he wrong is the EPP in (10). Oescriptively, what we would like to say

is the following: only OPs with unchecked Case features can satisfy the EPP, as in (16).

(16) Extended Projection Principle (EPP) (tentative):
EPP = O[+c..,e)-feature

If we assume (16), (14c) is correctly ruled in. In (14c) the logical ohject checks ils

inherent Case directly with the verb and its Case feature gets erased in sitll (see the next

section and Chapter 4). Thus, the Benefactive is actually the closest OP that can enter

into a checking relation with the strong feature of the Asp. (16) also correctly allows

(lIb). In (lIb) the T cannot attract the logieal subjcct, whose ergative Case feature has

already been erased in the Spec of PrP, and hence atlrdcL~ the Jogical ohjcct instcad.

As noted above, the EPP cannot be identified wiL'I Case-checking. However, the

suggestion in the preceding paragraph, if correct, implies that the EPP and Case-checking

are dosely related to each other afier ail. Why should this be'! The connection belween

the two becomes c\ear if we think of 0 as the locus of Case features. In some languages,

o directly indicates Case (cf. German). In sorne languages, structural Case-checking of

logical objects is tied wiL't specificity, which 1 assume is the property of O.

Now, we have lost Chomsky's (1995) explanation of (13). Since the Case feature of

the expletive it disappears as soon as it gets inserted in the intermediate Spec of TP,

Attract seems to he able to legitimately relise the OP John. 1will postpone the discussion
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of (13) unti! section 2.4. where 1 argue that it is excluded hy Allract togdher with a

slightly modilied version of (16).

Summarizing, 1have suggested thatthe defectivity of Asp is responsihle for syntactic

ergativity. In addition, the ahove considerations of ergative constructions have led us to

conclude (a) that optional features, the q,-features of T and Asp in particular, cannot

attract, and (h) that the EPP is not entirely divorced l'rom Case, prompting sorne

modifications of Chomsky's (1994, 1995) proposaIs.

2.3. Inherent Case

The preceding section concerned structural Case. In this section, 1 enumerate the

hasic properties of inherent Case. 13

First, inherent Case is c10sely lied with 8-relations. Folhwing Chomsky (1981,

1986a), Baker (1988a,h), 1assume that inherent Case is checked hy lexical heads such

as V under direct 8-marking. Thus, the Minimalist Case theory of the sort presented here

allows us to draw a structural distinction hetween structural Case and inherent Case;

structural Case is checked within a functional projection, whereas inherent Case is

checked within a lexical projection (see Laka 1993, Takahashi 1993).14

13 1 distinguish inherent Case from "Iexical/semantic Cuse" which is presumably assigned by null
prepositions (or adpositions) (see for example lIiikanne 1993).

14 Lasnik (1995) argues that inherent Case, like structuml Cuse, is checked within a functional
projection. He considers (i):

(i) There will he a man available.

Given the "standard" small clause analysis of the kind proposed by Stowell (1981), be licensing inherent
Cuse dues not a-mark a /IIall in (i); it is available tbat O-marks a mali. According to Lasnik (1995), the
"light" verh he and the lower prediC'.lte available merge in Agro at LF and licence inherent Case in Spec
of AgroP. 1will not adoptthis kind of analysis for the following reasons. First, given the assumption tbat
cl>-features can optionally he added to functional heads in forming a numemtion (Chomsky 1995), it is
mysterious under Lasnik's (1995) account why inherently Case-marked OPs nevertriggeragreement (except
special cases like the tIJere-construction; see helow). Secondly, in applicatives derived by PI in accusative
languages (see Chapter 4), Lasnik would bave to hold tbat both the logical object with inherent Case and
the applied object with structuml Cuse must mise into Spec of AgroP, though there is no evidence to
indicate tbat Agro in question allows multiple specifiers. Thirdly, the "standard" small clause analysis may
he cballenged; certainly, he bas the ability to assign a a-role, as shown in (ii).
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In English Ihal'-constructions, for instance, unaccusative verhs can assigll inherent

Case (sec Belletti 1988, Lasnik 1992, 1995 alllong others). Consider the following

contrast in gramlllaticality:

(17) a. *Therc a lady laughed / *There laughed a lady.

h. There arrived a lady.

As shown in (17a), l/zere-constructions cannot he formed with unergative verhs, wherever

the verh lands. This is herause a lady in (17a) is an external argument generated in the

Spec of the functional category Pr, hcing unahle to reecive inherent Case. The structural

Case of the T is checked against the Case feature of the expletive l/zen,.ls Thus, the Case

of the external argument in (17a) will he left unchecked, leading to a violation of Full

Interpretation (FI) (Chomsky 1986h, 1991, 1993). In (17h), on the other hand, a lady

is an internaI argument generated within the lexical projection VP (Perllllutter 1978,

Burzio 1986, Baker 1988a among others). 1t is directly 8-marked hy Ihe unaccus,tive

verh and hence its inherent Case is successfully checked hy the verh, satisfying FI.

Secondly, in canonical cases, inherent Case assignment is suhject to the Specilicity

Effect (SE) (Enç 1991, cf. Satir 1985, Belletti 1988).16 Thus, the I)P with inherent

Case must he nonspecitic. Compare (18) with (l7h).

(18) *There arrived the lady.

The ungrammaticality of (18) is due to the fact that the "associate" of the expletive is

(ii) There must be a solution.

15 Contra Chomsky (1994, 1995), who argues thatlilere is a "pure" expletive with only Ihe cule!!orial
D-featore. Under Chomsky's (1994, 1995) proposai, nothing seems 10 rule out exnmples Iike (l7a) (a.
noled also by Lasnik (1995»; the Case anrl $-features of Ihe exlemal argument rdi.. and adjoin to the T
at LF, allowing the derivation to converge.

16 See Shapter 3 for environments where the SE on inherently Case-marked nominal. h neutrdlized.
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spccific. Thc DP rhe lady, hcing spccific, cannot check its Case, causing a violation of

FI (scc Mahajan 1991, 1992, Laka 1993, Takahashi 1993, and also Dic~,ing 1992).

Why is it that thc SE holds of inhercnt Casc (in canonicat cases, sec footnote 16)?

Onc possihlc reason has to do with thc connection hetwecn the category D and Case that

1 cxploited in the ahove discussion of the EPP. Suppose that in the constructions under

consideration, the specifie D must hear structural Case rather than inherent Case (cf.

Mahajan 1991, Laka 1993), while the nonspecific Dean hear either Case (see helow).

Then ';'e SE ohserved in (17h) and (18) follows. In (18) the .pecific DP must receive

structural Case, hut the only structural Case of the T is assigned to the expletive. (17h)

is well-formed, since th,~ nonspecific DP has the option of receiving inherent Case.

Tbis proposai directly accounts for the fact that in sorne languages, including Turkish,

specitic DPs require overt agreement or Case-marking, while nonspecific DPs do not and,

in tact, must not show overt agreement or Case-marking. Consider the following Turkish

examples (Enç 1991 :5):

(19) a. Ali bir kitab-i aldi.
Ali one book-Acc bought
'A book is such that Ali bought il.'

b. Ali bir kitap aldi.
Ali one book bought
'Ali bought sorne book or other.'

ln (19a) the object is accusative-marked «!Id is interpretcd as specific, as indicated by the

English trdnslatioll. In (19b), on the other hand, the object lacks Case-marking and is

construed as nonspecific. This sort of general discrepancy between specifie and

nonspecific DPs with regard to agreement and Case-marking can naturally be accounted

for within the Minimalist Case theory. Specitic DPs, having to undel'go structural Case­

checking, must mise and enter into a Spec-head relation with a functional category, '"' t1ich

can manifest itself morphologically as agreement on the verb or ClIse-marking on the
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nominal, as in (19a). Nonspccitïc DPs may receivc inherent Case within the VI', in

which case they never enter into a Sper-head contïguration with a runctional category amI

thus do not trigger agreement or get overt Casc-marking, as in (19h).

At this point, a question arises as to why the inherently Case-markcd nominal can

trigger agreement in the (llere-construction, as in (20).

(20) There are many people in the garden.

This construction seems to pose a prohlem for the moditïed detinition or Altraet in (12).

ln (20) the Case and strong D-features of the T get climinatcd hy the expletive, leaving

only the q,-features. But aecording to the formulation of Attraet in (12), the q,-fcaturcs

of verbal elements, being optional, cannot attrac!. Then there would be no way in which

they can be erased anù the deri" ,tion would be expected to crash, contrary to làc!.

1 believe that the key '. the solution to this problem lies in the proper understanding

orthe morphological nature of (llere. Let us assume following Chomsky (1991, 1993) and

Lasnik (1995) that (llere has an uninterpretable [+affix1feature; tht, derivation containing

(here will crash at LF unless the associate with inherent Ca,~ adjoins to it (Lasnik

1995)y The affixal feature of (llere, being an intrinsic feat;;:e, can altract the associate,

and in this case the q,-features of the associate raise as "free riders," entering into the

checking relation with the T. In short, the agreement between the inherently Case-markcd

OP and the T can exceptionally be established in examples Iike (20) thanks to the affixal

feature of (here, which allows LF attraction of the OP.

Thirdly, inherent Case-checking is optional, as argued by Bellelti (1988). Considcr

the following example:

17 Wilhin lhe framework of Chomsky (1994, 1995), only lhe sel of formai fealures of lhe associale
sho.lld raise. 1 should poinl oUllhal il is nol clear how tllere cun osee" only lhe inherenlly Case·checked
nominal; the inherenl Case gels erased ""fore lhe LF raising. Il may be lhal the nominal in queslion is an
NP rather than a DP and !hal tllere altracls lhe N-fealure (cf. Chomsky 1995).
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(21) A laùy arriveù.

The well-formeùness of (21) inùicates that the uninterpretahle Case feature of the T has

heen successfully checkeù anù eraseù. This implies that a lady in (21) ùoes not receive

inherent Case from the unaccusative verh wrive, which can potentially assign inherent

Case to il. If inherent Case assignment were ohligatory, (21) woulù he wrongly expecteù

to he iII-formeù; the Case feature of a lady gets eraseù in its hase position anù cannot

enter into a checking relation with the Case feature of the T, resulting in a crasheù

ùerivation. Therefore, the conclusion is that assignment of inherent Case is an optional

process.

Inherent Case plays an important role in antipassive constructions, sorne of which

exhihit the SE on inherently Case-markeù DPs in the expecteù way (see Chapter 3).

Inherent Case assignment will also be relevant when we examine applicative constructions

in Chapter 4.

2.4. Case of CPs

Let us finally consiùer the relation between Case anù CPs. Following Levin anù

Massam (1985), 1 assume that CPs neeù not but may receive Case (cf. Boskovié 1995,

Chung 1991, Safir 1985, Stowell 1981). The fact that CPs ùo not need Case can be

illustrated by the following examples:

(22) a. my proof *(ot) John's guilt

b. my proof that John is guilty

(23) a. 1 am afrclid *(ot) John.

b. 1 am afraid that John is insane.
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The (a) examp1es ahove show that nouns and adjectives do not assign Case in English.l~

Despite the inahility of these predicates to assign Case, the (h) examplcs are well-formed.

demonstrating that CPs do not need Case. Thus, there is an important diffcrencc hetween

DP arguments and CP arguments; the former always need Case, whereas the latter do

not.

But CPs can get Case (Chung 1991, Kitagawa 1986, Salir 1985, Stowell 1981). Thus

in well-formed examples like the following,

(24) That John likes Mary is ohvious.

the CP in the structural suhject position is assumed to hear a Case feature to eliminale

that on the tensed T, which ohligatorily assigns nominative Case in English. 1f the CP

failed to check the nominative Case of the T in (24), (24) would he incorrectly expeetcd

to he iIl-formed.

The daim that CPs receive Case in certain situations can he justiticd on the hasis of

tacts from ergative languages. Let us consider the following Chamorro cxamplcs (sec

Chung 1982, 1991):

18 One may ask why Asp does notlieense structuml accusative Case in examples like (23a). Ad,'pting
Noonun's (t992) proposaI, we can assume thut accusative Case-ehecking is somehow depcndent on the
presence of the functional hcad Pro This L,"ptures the observution Ihat accusative Case is not uvailable with
stative predicates and unaccusative verbs, which lack external argumenls (sec Burzio 1986 among others).
This account, however, does not cover examples Iike (ia).

(i) a. John insisted *(on) Mary's resignution.
b. John insisted that Mary resign.

(ia) contains the external argument John. This mcans that the structuml requirement on accusative Case·
checking is satisfied. Nonetheless, (ia) is ungmmmutical withoutthe preposition. As argced by ROlhstein
(1992), the ungmmmuticality has nothing to do with Cuse, contm Peselsky (1982). Rather, it is duc ln a
violation of the selectional property of the verb insisl. Then examples Iike (ib) cannot he used 10 show lhat
CPs do not have to get Cuse.
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(25) a. Kulan in-sicnti Ina mahalang i chc'Iu-nmami nu hamil.
likc IpL.ERG-fcd COMP miss thc sibling-lpL.POSS DBL-lpL.EMPH
'Wc sort of l'cel that our sister misscs U3.'

b. Ha-istotba ham Ina maltigu' i lahi-nmami ni karetal.
3SG.ERG-disturb 1PL.ABS COMP want the son-I PL.PDSS DBL-car
•It disturbs us that our son wanL~ the car. •

Notc that the matrix vcrbs in (25) are realis, bearing ergative agreement. In (25a) the

lirst-person plural pronoun gets ergative Case. It must be then that the structural Case of

T is assigned to the complement CP, assuming that the tensed T in Chamorro, like that

in English, must have a Case feature. (25h) contains a sentential logical suhject. Notice

that it triggers the third-person singular ergative agreement on the verb, suggesting that

it receives structural ergative Case. The first-person plural pronoun in (25h) receives

ahsolutive Case.

In brief, CPs do not have to get Case, hut they may do so. In certain environments,

Iike (24) and (25), they are in fact forced to hear Case.

Now let us go back to the prohlem posed by the English ~uper-raising in (13). As we

noted ahove, given the EPP in (16), Cbomsky's (1995) account of (13) cannot be

mainlained. The raising ofJohn into the matrix Spec ofTP in (13) satisfies the definition

of Attract, because ir in the intermediate Spec of TP, its Case feature being already

checked and erased, can no longer satisfy the EPP. In other words, John is the closest

element that can ent~r into a checking relation with the matrix T in (13). Notice that (13)

converges. Then, it would be incorrectly predicted that (13) should block (26), which

arises l'rom the same numeration as (13).

(26) It seems that Johnj was told rj that Bill got injured.

This is because of Procrastinate: at the point where we must fill the intermediate Spec of

TP, the raising of John into the position, as in (26), is not required for convergence, and
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hence is prohihited.

What thcn cxcludcs the supcr-raising in (13)'1 Since (13) docs not hlock (26). it must

he either that it crashcs or that it cannot hc gcncratcd. 1 hclicvc that a cluc to thc auswcr

to this question is provided hy the long-standing ohscrvation in thc litcraturc that CPs arc

an ahsolute harrier for NP-movement in languagcs likc English. l'hus. NP-movcmcnt out

of a CP is iIl-formed, whether the emhedded clause in qucstion involvcs CXplClivcs ur

nol.

(27) a. *Maryi seems that John met fi.

h. *1 helieve Maryi that John met fi'

ln (27a) the thematic ohject of the cmhedded clause has super-raised into the matrix

structural suhject position, while in (27h) it has super-raised into the matrix structural

ohject position.

One might think that examples like (27) are ruled out purely for Case rcasons. If the

Asp in English ohligatorily checks structural accusative Case, then in (27) Mary cannot

mise out of the emhedded clause. This is hecause once its Case feature gets erased in the

emhedded clause, it can no longer he attracted hy the matrix T, whether the attraction is

to satisfy the Case requirement or the EPI' of the T. Then (27) violates the detinition of

Attract and hence cannot he generated.

1 assume, however, that languages like Turkish and English have Caseless Asp in

their lexicon. If thisis correct, the above Case account of (27) is untenahle. Consider the

Turkish pair in (19) again. In (19a) there are two instances of structural Case-checking;

one for nominative Ali, the other for accusative bir birab 'one book', which, heing

specifie, cannot get inherent Case. The inherent Case the verh can assigli does not cause

(19a) to crash, since it is optional; in (19a) we take the option of not assigning inherent

Case. Now, in (19b) we take the option of the verb checking inherent Case within the
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VP, as can be seen by the absence of the accusative Case-marker on 'one book'. How

about the Case of the Asp in (19b)'1 The well-formedness of (19h) shows that Turkish has

Caseless Asp; if the Asp in (19h) must always be with a Case feature, (19b) would be

incorrcct1y expected to crash, leaving an unchecked Case feature.

English also has Caseless Asp. Consider (28) which differs from (2) minimally.

(28) John bought a dress for Cindy.

In (2), simitar to (19a), the specifie Theme cannot get inherent Case, and hence checks

iL~ structural accusative Case against the Asp. In (28), simitar to (19b), the nonspecific

Theme checks its inherent Case within the VP in the same way that the associate in the

well-formed t/lere-construction does. Then it must be that the Caseless Asp is used in

(28), since otherwise (28) would result in a crashed derivation.

ln Turkish examples Iike (13), the difference between accusative Case-checking and

inherent Case-checking is morphologically realized. But in English examples like (2) and

(28), it is not. There are, however, reasons to believe that the specific Theme with

structural accusative Case in (2) raises out of the VP, white the nonspecific Theme with

inherent Case in (28) remains within the VP. One reason has to do with the ~ J-called

Antecedent-Contained Deletion (ACD) construction. Observe the following contras!:

(29) a. 1 read the books that you did.

b. *1 read two books that you did.

Hornstein (1994, 1995), Lasnik (1993), and Takahashi (1993) argue that what licenses

the ACD construction in (29a) is the raising of the specific Theme out of the VP into a
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structural Case position. 19 Consider the following LF represcntations for (29a-I1):

(30) a. (TI' li (1',1' (i read IA,pp 101' the books that you did Ivp ellj Ivl' (v (jllll

h. *ITP 1; Iprp (i read [A'pp Asp [VI' (v [DI' two books that you did Ivp 1'111111

ln (30a) the specific DP object raises into the Spcc of AspP, whilc in (30b) the

nonspecitic DP object stays in sim. In (30a) the non-elided VP which gets copicd into the

gapped VP will not contain a null VP at LF due to the raising of the objcct. As a

consequence, no infinite regress arises (see May 1985). (30b) is iII-formed bccause of the

Jack of raising of the nonspecitïc object; copying the non-elided VP into the g<lpped VP

necessarily Jeads to a regress with yet another empty VP to be Iïlled (see the a!love

references for detailed discussion).

Then there is evidence that nonspecific Theme gets inherent Case within the VP in

English. This in tum means that English has Caseless Asp in its lexicon and that it is used

in examples Iike (28).

Hence let us make the assumption that in (27) we insert the Asp without a Case

feature in the embedded clause. Joli" does nOl block the raising of Mary, for il~ Case

feature is already erased when its raising takes place. Nonetheless, (27) is iII-formed,

since the raising crosses the CP boundary.

Why should this be the case? 1 would like to suggest that the answer resl~ on the

proper formulation of the EPP. Note that CPs can salisfy the EPP in English, as shown

in (24) above. This means that the EPP must refer not only to the D-feature but also ta

the C-feature at least in English.

We saw that DPs and CPs form a natural c1ass in that they are able ta receive Case.

19 Hornstein (1994, 1995), Lasnik (1993), and Takahashi (1993) ail take Ihis lllising 10 be inlo the
Spec of AgroP above dIe higher VP (the PrP in the presenl flllm.work). Sec Ihese works î,)t prublems with
previous analyses of the ACD construction such as Ballin 1987 and May 1985.



•

•

•

50

The difference, though, is that OPs need to get Case, while CPs do not. Since the

modifïed version of the EPP crucially hinges on Case, the similar hehavior of OPs and

CPs with respect to Case is one more reason to helieve that the EPP must make reference

to CPs.

From this perspective, it wouId he natural to propose (31).

(31) Extended Projection Principle (EPP) (tinal version):
EPP = O/Cluncrascd c.sc)-feature

This particular version of the EPP states that the EPP can he satistied hy a Case-sensitive

categorial feature i.e., a O-feature or a C-feature, whose Case has not heen erased. There

are two situations in which a given Case-sensitive categorial feature can enter into

satisfaction of the EPP. In one, the categorial feature at issue hears Case. This is the

standard instance of the EPP fultïlled by DPs. In the other, the categorial feature lacks

Case altogether even hefore the computation. This case is Iimited to CPs, which do not

need to hear Case.

It seems that there is parametric variation in terms of NP-movability out of CPs.

Thus there are languages which, unlike English, permit raising out of CPs (see Ura 1994

and Chapter 5). To deal with this variation, 1exploit the distinction between deletion and

erasure proposed by Chomsky (1995). As mentioned in Chapter l, when uninterpretable

features enter into a checking relation, they delete. Furthermore, they erase, if nossible.

Oelrted features are invisible at LF but accessible to the computational system, whereas

emsed features are inaccessible to any k.nd of syntactic operation. Let us stipulate that

in languages Iike English, Case features of CPs, when they are checked, delete but do

not erase.

Going back to (13), suppose that we reached the stage where the matrix T induces

attrdction. With the version of the EPP in (31) and the assumption made in the preceding
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paragraph, 1 maintain that the following is the only option:

(32) *llthat it was told John that Bill got injuredl; seems 1;).

The definition of Attraet dictates that matrix T must attractthe emhedded CP, as in (32),

since the CP, whether or not it has inherent Case, qualifies as the closer e1ement that can

enter into a checking relation with the T in terms of the EPI'. Il is clear that if the CP

lacks Case, it can satisfy the EPI' imposed hy the T. Even if the CP checks its inherent

Case feature against the matrix verh Seetll, the Case feature, though deleted, remains

visihle to the computation. This means that the CP can still fullill the EPI'. The

derivation in (32) crashes, leaving the Case feature of Johll uncheeked. Note that in (32)

Johll (or il~ Case feature), hy detinition, cannot be attnlcted hy the matrix T, because the

latter does not c-command the former. Thus, Johll in (13) does not have any chance of

being attracted by the matrix T due to the fact that it is contained in a CP. The ill­

formedness of (27) can be handled in the same manner. In brief, we <;3n derive the

absolute barrierhood of CPs for NP-movement in English-type languages from the

detinition of Attract in a way different from Chomsky's (1995), which does not consider

the possible role of CPs in satisfying the EPI'. Raising out of TI' complements is allowed

even in English under the present analysis, since they cannot bear Case or satisfy the

EpP.

ln languages where checked Case features of CPs delete and further erase, CPs do

not constitute a barrier for NP-movement, because once their Case features crase, they

cannot satisfy the EPI' in the way their English counterparl~ can (see Chapter 5 for

examples). 1 will continue to assume that Case features of DPs, when properly checked,

delete and erase in ail languages.
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2.5. Summary

The main aim of this chapter has heen to make explicit the hackgrounù assumptions

ahout phrase structure, Case, anù agreement aùopteù throughout this thesis. In the course

of the ahove ùiscussion, 1have moùilïeù Chomsky's (1994, 1995) versions of Attract anù

EPP. 1 have also maùe the assumption, following Levin anù Massam (1984), that CPs

may hut neeù not he assigneù Case.
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CHAPTER 3

ANTIPASSIVES

3.0. Introduction

ln Chapter 2, 1 laid out an analysis of Case and agreement in the spirit or

Minimaiism. With this analysis as hackground, 1now proceed to intricate interactions of

Grammatical Function (GF) changing and Il'h-movement. This chapter focuses on one

topic of this nature-the interaction of antipassivization and wh-extraction-which is of

much interest, heeause pre-Minimalist analyses have failed to deal adelJuatcly with it. 1

wiII argue that the interaction in lJuestion is hest explained in terms of eCllnlllny, the

Minimal Link Condition (MLC) in particular. Signiticantly, the discussion in this chapter

provides insight into current issues surrounding the Tlotion ofreterence set, the MLC, and

the nature of parameterization.

The organization of this chapter is as follows. In section 3.1., the primary prohlem

which this chapter addresses is mised, using data l'rom Tagalog. There the descriptive

generalization to he explained and the intuitive idea to he pursued are presented. In

section 3.2., 1 present an analysis of antipassives as involving Cascless Aspect. Section

3.3. is devoted to estahlishing that the Empty Category Principle (ECP) l'ails to offer a

unitied account of extraction in Tagalog. Section 3.4. proposes an economy account of

Tagalog extraction couched within a particular conception of Minimalism. It is argued

that the extraction at issue can he explained in a principled way hy the MLC as an

economy condition comhined with a moditied version ofChomsky's (1994, 1995) notion

of reference set. After presenting the analysis, 1 go on to extend it to ergative languages

other than Tagalog. It is shown that they are also amenahle to the present treatment.

Section 3.5. concems a secondary question that arises in connection with the relation

between antipassivization and extraction, i.e., the dichotomy of antipassive constructions
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of!en mentioned in the Mayan literature; so-cal!ed Ahsoilllil'l' AllfipllSsil'l', which re4uires

its logical object to be nonspecilic, versus so-cal!cd Agl'lIfil'l' AlIIiJ}(Jssi\'l', whicb re4uires

its logical subject to be extracted. 1 suggest that the dichotomy is a result of tension

hetwccn the two general economy conditions; the MLC and the Minimal Feat ..:re

Condition (MFC), of which the latter demands that the numher of features used in a

derivation be minimal. Section 3.6. explores sorne implications 01 the present account.

They indude the fol!owing daims: (a) the notion of referencc set is sensitive to

Interpretability (Chomsky 1995), (h) the MLC 4ualities as an economy condition that

selects among convergent derivations, and (c) variation in terms of extractahility stems

l'rom morphological properties of the lexicon, as daimed in the principles-and-parameters

approach,

3,1. The Problem: Object Extraction in Antipassives

Throughout the history of generative syntax, one of its main concems has heen the

prohlem of locality imposed on movement operations, ln the last fifteen years or so, we

have ohserved a considerahle progress in this area. Since Chomsky's (1981) postulation

of the ECP within the framework of Oovernment-Binding (OB) theory, a large amount

of work has heen carried out to elahorate on it (Huang 1982, Lasnik and Saito 1984,

1992, Cinque 1990, Rizzi 1990 among numerou5 others) or to present alternatives to it

(Pesetsky 1982, Kayne 1983, Aoun 1985 in particular). Whatever il~ precise definition

may he, the ECP aims to aCCt"''1t for the so-cal1ed slIbject/object and argllment/adjllnct

asymmetries. Consil1er the fol!owing «2) adapted from Rizzi 1990):

(1) a. *Who; ùo you think that t; Iikes Mary?

h, Who; do you think that John Iikes t;?



• (2) a. '!Whkh prohlellli ÙO you wonder how to solve li'!

h. *HOWi do you wonder whkh prohlcm to solve li'!
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ln langua!',es like English, ohjeets arc Illure extraetahle thilll suhjects, as shown in (1). and

a'buments more extraetahle than adjunc!s, as shll\vn in (2). Thus. logkal ohjects arc taken

to he the most extractahle. This has heen eaptured hy either the "disjunetive" version of

the ECP (see Chomsky 1981, Lasnik and Saito 1984 for details) or th" "conjunetive"

versinn of the ECP (sec Cinque 1990, Rizzi 1990 li)r details). LInder the di~illllctive

version, traces of (ogical ohjects are a'lllarked anù hencc properly govel1led hy verhs.

LInder the conjunctive version, they are (a) properly head-governed, and (h) assigned

referential a-mies and hence virtually exempt l'rom anteccdent govel1lmen!.

The ECP then makes the following empirical prediction: logieal ohjects arc always

extraetahle in cases where such locality conditions m; the SuhjaCl'/lcy CO/ldilio/l (Chomsky

1973, 1977) or Huang's (1982) CO/lditio/l O/l Extractio/l Domai/l (CED)I arc not a factor

(see among others Chomsky 1986a, Cinque 1990, Lasnik and Saito 1992 lilr relevant

discussion) .

Languages like Tagalog, an Austronesian language, appears to falsify this

prediction.2 This is hecause there are constructions in Tagalog where Suhjacency and the

CED are irrelevant, hut logical ohjects eannot he extracted, though suhjects and adjuncts

can he. This extraction pattern seems to he essentially the opposite of that predicted hy

1 COl/di/iol/ ,m Ex/ractiol/ Domail/ (CED):
A phraso Arnay bo oxlractod out of a domain B only if B is pruporly goyomod.

(Huang 1982:505)

Primary casos of CED violations are oxtrdction out of subjoeL' (in languages Iike English) and extrJetion
out of adjuncts.

2 Tho gonoral oxtraction paUom to bo discossod bdow holds of othor Wostcm Austnmosian languagos
such as Iban, Javanoso, Malagasy, Bahasa (Indonosia and Malaysia), Minang-Kabau, Toba Butak (Kconan
and Comrio 1977), Bikol, Pangasinan, Hiligaynon, 1I0kano (Soitor t975), Cobuano (Bell 1976),
Kaparnpangan (Mirikitani 1972, Rowsell 1983). Hore 1 shall use Tagalog as a representativo. Extr.::::;,,"
in Malagasy is oxaminod briony in Soction 3.4. bolow. Buhasa data are eonsidored in Chaptor 4 and
Chapter 6.
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thc ECI'. As a point of dcparturc, ohservc thc following paradigm from Tagalog:

(3) a. Sino ang h-um-ili ng damit'!
who ANG hought(AT) INII-drcss
'Who is thc onc that hought a/the dress'!'

h. *Ano ang h-um-ili si Juan'!
\,hat ANG hought(AT) ABs-Juan
('What is the thing that Juan hought'!')

c. Saan h-um-ili si Juan
wherc hought(AT) ABs-Juan
'Whcre did Juan huy a dress'!'

ng damit'!
INH-dress

•

•

(3a-c) are examples of the so-called Agcnt Topic construction, where the ahsolutivc­

marked Agcnt is the structural suhject in the sense defined in Chapter 2 (see among others

Guilfoyle et al. 1992, Kroeger 1993, Mac1achlan 1995, Madachlan and Nakamura 1994,

Nakamura 1994b, Richards 1990, 1993). Under the ergative analysis of Tagalog we have

been assuming in this thesis, the Agent Topic construction is an antipassive construction.

Descriptively speaking, antipassivization can be characterized as a GF changing operation

that "demotes" the direct (thematic) object to sorne sort of "oblique" status (see Baker

1988a among others). Quite strikingly, the Theme, which is expected to he readily

extractable by the ECP, cannot be extracted in this antipassive construction, as iIlustrated

in (3b). In spite of this ban on Theme extraction, it is possible to extract Agent and

adjuncL~, as shown in (3a) and (3c). Thus, (3) highlight~ what may be called the reversed

subject/object and argument/adjunct asymmetries.

A skeptic wight object that the Theme in Tagalog antipassives is no longer an

argument or even an object in sorne sense and hence its inextractability does not pose real

threat to the ECP. But as we will see in the next section, there is evidence that logical

objects in Tagalog antipassives are in no way demoted syntactically. Then the problem

for the ECP posed by (3) is indeed real.

In order to extract the Theme in (3b), it must be made the structural subject by the
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use of the so-calleù Theme Topic construction, as in (4h) .

(4) a. '"Sino ang h-in-ili ang ùamit'!
who ANG hought(Tr) ABs-ùress
('Who is the one that hought the ùress'!')

h. Ano ang h-in-ili ni Juan'!
what ANG hought(Tr) ERG-Juan
'What is the thing that Juan hought'!'

c. Saan h-in-ili ni Juan ang ùamit'!
where hought(Tr) ERG-Juan ABs-ùress
'Where ùiù the man huy the ùress'!'

Unùer the present ergative analysis of Tagalog, the Theme Topie construction is the hasic

transitive sentence where the logieal ohject gets ahsolutive Case, while the logical su~iect

get~ ergative Case. In this construction, the Agent cannot he extracteù. as in (4a), though

the al\iunct can he extracteù, a~ in (4c).

Given the ùifficulties with the ECP (see section 3.3.), the main purpose of this

chapter is to seek an aiternative analysis that account~ for the peculiarities of IVh­

extraction in ergative languages like Tagalog in a unified way. Sincc extraclion facts like

(3) and (4) have remained prohlematic tor GB theory, and any contemporary syntactic

theory for that matter, it would he interesling to see if the Minimalist approach provides

an explanatory solution to those puzzling tàct~.

Keeping to IVh-extractions in simple clauses in ergative languages, like thosc in (3)

and (4), 1 maintain that the descriptive generalization to he explained is the lollowing:

(5) Generalization:
Extraction of a non-absolutive DP argument in a certain construction is
prohibiteù only if there is a well-formed equivalent of the construction whcre il
gets absolutive-marked.

What (5) says is roughly "Extract structural suhjects whenever possible" (cf. Keenan
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1972, Keenan anù Comrie 1977, Wooùhury 1977, Dukes 1993, Kroeger 1993). As we

will sec, (5) is a rather roilUst generûlizaiion that is valiù across a numher of unre1ateù

ergativc languages.

The suggestion 1 am going to make is relatively simple. The generalization given in

(5) has an onvious economy tlavor; extraction of structural suhjects out of the Spec of

TP fOfn.s the shortest wh-chain po.;sihle, i. e., the most economical chain in view of the

MLC. Rec::li one of the guiùing motlos of the Minima1ist Program, as it is voiceù hy

Chomsky (1993, 1994, 1995); "the linguistic expressions are the optimal realizations of

the interlace conùitions, where 'optimality' is ùetermineù hy the economy conùitions of

UG (Chomsky 1993:4)." Thus, it is c1aimeù that a well-formeù ùerivation must survive

competition among a set of ùcrivations ùelineù hy the notion of reference set. From this

perspective, consiùer the pair (3h) anù (4h) once again. Suppose that we take seriously

the fact that (3h) anù (4h) are intenùeù to express the same meaning anù that they

compele with each other for the purpose of economy. Then, a rather straightforwarù

account of prohlematic (3h) hecomes availahle; (3h) is hlockeù hy more economical (4h)

in the sense to he spelleù out in ùetail helow. Section 3.4. will execute this iùea using

elemenl~ of the Minimalist Program.

But hefore we go into the ùiscussion of wh-extraction, it is r.ecessary to see how

antipassives are ùeriveù.

3.2. Antipassives as Caseless Aspect

Consiùer the following pair of sentences From Greenlanùic Eskimo (Eskimo-Aleut)

(Wooùhury 1977):



• (6) a. AlJut-ip miirqa-t paar-al.
man-ERG child-PL(ABS) can.:-lNDIJSG .slIulJSG .(JBJ

'The man takes care of the children.'

h. Auut-0 miirqa-t paar-sl-vug.
man-ABS children-INST care-APAss-IND/JsG.SlIU
'The man takes care of children.'
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GreenlandiL E:;kimo is an ergative language. (6h) is the antip,lssive countcrpart of (6a).

As shown ahove, transitive sentences hecome intransitive, when the antipassive morphellle

attaches to the verh; in (6h) th'~ "demotion" of the Theme is signalled hy the instrulIlent­

marker, and the intransitivizing effect hy the fact that the verh has lost the ohject

agreement and that th(: Agent geL~ ahsulutive Case.

Working within GB theory, Baker (1988a) argues that antipassivization is a species

of Noun Incorporation (NI). Under his analysis, antipassive morphellles are generated in

the direct ohject position (the sister position of V in his fralllework) and suhsequently

undergo head movement to V due to their affixal status. Baker would posit the following

derivation for the Greenlandic Eskimo example in (6h):

(7) S
~

NP VP
mJn~

V NP PP

Ali"--.
N V N PI N, 1 1 1

APASSi care t i INST children

t 1

•
In the above derivation, the antipassive morpheme incorporates into the verh. The

instrumental phrase is regardf"1 as an adjunct "douhling" the a.-role of the antipassive

morpheme similar to a "by-phrase" "doubling" the Agent a-role in passives in sorne

languagës.
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Baker (1988a) notes that his analysis of antipassives as NI explains the laet that the

distrihution of the antipassive proccss is similar to that of the NI proccss. ln particular,

hoth proccsses arc restricted hy the ECP under Baker's framework. 3

Here 1 present an alternative aCCIlunt to Baker's (1988a) analysis. 1 would like to

suggest that an antipassive morpheme is an intransitivizing morpheme associated with the

functional category Asp.

Let us consider antipassives in Tagalog in some detail. Ohserve the Tagalog examples

in (8):

•

(8) a. B-in-ili ni Juan
hought(Tr) ERG-Juan
'Juan hought the fish.'

h. B-um-ili si Juan
hought(AT) ABs-Juan
'Juan hought tïsh.'

ang isda.
ABs-tïsh

ng isda.
INH-tish

•

(8a) is an example of the transitive Theme Topic construction, which we have already

seen in Chapter 2. ILs LF representation looks like the following (Guilfoyle et al. 1992,

Richards 1993):

3 For Bakor's (t98Su) ECP account, it is crucial thatlogical subjects are genomtod outside the VP,
... in (7), contmry to the VP-intomal subjoct hypothosis. Seo Bakor (1996) for an economy-based account
of NI using tho MLC. Seo also L:ushi (1995) for an altomative view.



• (9) TP

~
DP T'
_1 /"'...

the hsh i ,/ "'-

T PrP
hought(TI) /"-.....

DP Pr'
Ju~n /"---...

Pr AspP

/"-.-.
Asp vr
~

v DP
1
1;
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(9) is the hasic ergative transitive clause where we timl two instances of structural Case­

checking; one is the ergative Case-checking of the Agent 'Juan' in the Spec of PrP, the

other the ahsolutive Case-checking of the Theme 'the tish' in the Spec of Tl'.

What is the nature of the Theme Topic morpheme -in- in (8a)'1 It is arguahly the

aspect marker with the feature specitication 1+realisl or 1+startedl (see fur instance De

Guzman 1978, Kroeger 1993, Maclachlan 1995).4 ln view of this, 1 ::ropose to analyze

it as the transitive marker or the morphological realization of the (1 +startedD Asp with

a structural Case feature which licenses ergative Case. This claim seems to he supportel!

by the fact that the morpheme appears on the verh even in constructions other than the

Theme Topie construction where there is an ergative DP. The constructions in question

inc\ul!e, for example, the so-called Benefactive Topic construction, as in (IDa), anl! the

so-callel! Locative Topic construction, as in (lOh).

4 To be precise, it is probably misleading to <..II Ihe aspeclual morpheme -in- the "Theme Tupic"
morpheme, because examples like (8a) can be analyzed as containing Ihe "real" Theme Topic morpheme,
which happens 10 be phonologically null. The lalter morpheme is realized as Ihe surrix -ill when the aspecl
is I-realis] or I-started) (thus Ihe Iwo morphemes do nol couccur). For discussiuns of Tagalog verbal
morphology, sec among olhers De Guzman 1978, Maelachlan 1995, Schachter and Otanes 1976, Voskuil
1993. For presenl purposes, 1will continue 10 refer 10 the aspeclual -in- as the "Theme Topic" morpheme.



• (10) a. I-b-in-ili ni Juan ng isda
bought(OT) ERG-Juan INI1-lïsh
'Juan bought Maria (the) lïsh.'

b. B-in-ilh-an ni Juan ng isda
bought(LT) ERG-Juan INI1-lï!;h
'Juan bought (the} lïsh at the store.'

si Maria.
ABs-Maria

ang tindahan.
Aos-store
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1defer detailed diseussion of these constructions until Chapter 4. What should be noted

here is that the morpheme -in- shows up in the verbal complex in (10) (but erucial1y, not

in (8b); see below). Ils appearance in (10) is straightforwardly accounted for if it is a

morphological spel1-out of the ergative Case feature of the Asp.

(8b), on the other hand, is the antipassive clause where there is only one instance of

structural Case-cheeking, i.e., the absolutive Case-checking of the Agent. But how is the

Theme Iicensed'?

ln this conneetion, it is important to realize !hat the Theme in antipassive (8h)

exhihiL~ the Speciticity Effect (SE) (Enç 199\); it must be nonspecitic (see Adams and

Manaster-Ramer 1988 among others).5

As we saw in seetion 2.3. in Chapter 2, the SE is symptomatie of inherent Case. In

this lighl, 1 argue that the 1I';;,.eal ohject in (8b) receives inherent Case directly from the

verh and stays within the VP throughout the derivation (see also Mae\aehlan 1995,

Mae\aehlan and Nakamura 1994, Nakamura 1994h). Thus (8h) is assumed to have the

following struetural representation at LF:

5 For an eeonomy-based account of the specificity facts in (8), seo Section 3.5. below. The Specificity
Effeet in the Agent Theme construction is neutralized when its Agent undergoes extraction, as indicated
by the gloss for (3a). Again, seo Section 3.5.



• ( II) TP

~
DP r

JU~ni /'-....
T PrP

hought(i\T)~
DP Pr'

'---li ~
Pr AspP

/"'"Asp VP

~
V D,P

tïsh
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ln (1 1) the Agent raises into the Spec ofTP covertly, while the nonspecitic Theme, heing

direcUy 6-marked hy the verh and hence eligihle for inherent Case, remains within the

VP.

Notice that the structure in (II) differs l'rom that in (7) in that the logical ohject is

not syntactically demoted. If (II) is the right kind of structure for antipassives, it follows

that the antipassivc morpheme cannot he an incorporated noun, silice the complement

position !lI' the vel'b is occupied hy the logical ohject iLself.

There is empirical evidence that the Theme in antipassives in Tagalog docs not have

the status of adjunct. Kroeger (1993) presents convincing argumenLs for this thesis hased

on two kinds of te~'ts. One is what he calls Adjunct Fronting ("Emphatic Inver.sion" in

Schachter and Otanes 1972) that affects only obliques and adjuncLs. The other is

controllabiIity. The generalization is that only argument DPs may be controllers. First.

observe the following Tagalog examples pertaining to Adjunct Fronting (Kroeger 1993):6

6 For placement of pronominal clitics in Tagalog, sec Sityar 1989 and K"",ger 1993. For present
purposes, one cao assume !hat they appear in the second position of the clause they helong 10.
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(13)

a. I?ara kay Pedro KO binili
for (,"L-Pedro ISG.ERG bougbt(rr)
'For Pedro 1bougbt tbe toy.'

b. *Ang libro ng ito ko binili
ABS-book-LK-tbis ISG.ERG bought(rr)
('This hook 1bought for Pedro. ')

a. *Ng balot siya kumail1.
INH-duck.emhryo 3SG.ABS ate(AT)
(' Balot he ate.')7

ang laruan.
ABS-tOY

para kay Pedro.
for OBL-Pedro
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h. *Ng isda siya hindi
INH-tïsh 3SG.ABS not
('Fish he cannot cal. ')

makakakain.
NONvoL.eat(AT)

•

(12d), where the PP para kay Pedro 'for Pedro' has been preposed, is well-formed, hut

(12h), where the structural subject ang /ibro ng ira 'this hook' has heen preposed, is ilI­

formed. This i1Iustrates the fact that only PPs can undergo Adjunct Fronting. If the

Theme in the Agent Topic construction were demoted, we would predict that (13a-b), in

which it has heen fronted, should he grammatical. Clearly, this is not the case. The

ungrammaticality of (13) remains mysterious under Baker's (1988a) analysis positing the

structure in (7).

Second, consider (14) from Tagalog (Kroeger 1993):

(14) Bumisita si Juan sa hari
visited(AT) ABs-Juan oBL-king
'Juan visited the king alone.'

nang nagiisa.
ADVLK one(AT)

•

ln (14) only the argumentJuan can be interpreted as the subject of the verb nagiisa 'be

alone'. Since hari 'king' is oblique-marked,8 it cannot qualify as a controller. Given this,

7 ln Tagalog and Chamorro (see below), gender is not specified on third-person pronominals, but 1
gloss them with the masculine fO!\l1 in English.

8 The oblique-marker is used as a last resort in Tagalog antipassives when the Theme is specifie and
cannot get inherent Case. See section 3.5. below.
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if the Theme in antipassives is non-ohlique, the prediction would he that it Illay he a

legitimate controller. (15) conlïrms this prediction (Kroeger 1993):

(15) a. Hinuli ng polis ang magnanakaw nang pumapasok sa hangko.
caught(Tf) ERG-police ABs-thiel' ADVLK cntcr(AT) oBI.-hank
'(The) police caught the thief cntering the hank.·

h. Nanghuli ng magnanakaw ang polis nang pumapasok sa hangko.
caught(AT) INH-thief ABs-polis ADVLK enter(AT) OIIL-hank
'The police caught a thief entering the hank. '

These sentences are hoth ambiguous in the same way. i. e., either lIIagnanakaw 'thief or

polfs 'police' can be interpreted as the Agent of the verb plllllcipasok 'cnter'. The

ambiguity of (1 Sa) is not surprising because both of the DPs in the superordinatc clause

are non-oblique. The ambiguity of (15h), howcver, is not expected under Baker's (1988a)

analysis, which would treat magnanakaw 'thier as an oblique and thus predict it to be

unable to be a controller.

ln brief, the logical object in antipassives like (8b) is not demoted syntactically,

pointing to the correctness of the structure in (II).

If the antipassive or Agent Topic morpheme in (8b) is not an incorporated noun,

what is it'? Within the current framework, the natural thing to say is that it is the

intransitive marker or the morphological realization of the Caseless Asp. In structures like

(11), the Asp must be without a structural Case feature. Othl'rwise, they wouId result in

crashed derivations, with the uninterpretable Case feature of the Asp surviving until LF.

The present analysis of the Agent l'opic morpheme as the Caseless Asp explains the fact

that it is in complementary distribution with the l'heme l'opic morpheme.

The cIaim that antipassive morphology is somehow tied with Asp seems to be

supported by the fact that in many languages, it has obvious aspectual overtones. In

particular, antipassives differ from their ergative tram:iLive counterparts in that they are

often construed as "imperfective." This has been reported to hold in such diverse
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languages as Chamorro (Austronesian: Cooreman 1988), Chukchee (Paleo-Asiatic;

Comrie 1979), Circassian (Northwest Caucasus; Hewitt 1981), West Greenlanùic

(Eskimo-Aleut; Fortescue 1984; see also Bittner 1987), Tzutujil (Mayan; Daylcy 1985a),

Warrungu (Australian; Tsunoùa 1988), Kalkatungu (Australian; Dixon 1980), Wargamay

(Australian; Dixon 1981), anù K'iche' (Mayan; Monùloch 1981).

At this point, let us go hack to the Greenlanùic Eskimo examplcs in (6). Accorùing

to Wooùhury (1977) anù Saùock (1980), the logical ohject accompanieù hy the

instrument-marker in the antipassive in (6h) shows the SE (sec Payne 1982 for Yup'ik

Eskimo)." This is highly suggestive of the ohject receiving inhere'1t Case. Morphological

realizations of inherent Case arc suhject to cross-linguistic variation (Bittner anù Hale

1996).10 Inherent Case happens to he realizeù morphologically as the instrument-marker

in Greenlandic Eskimo. Morphological rea1izations of the Case feature of Asp also vary

l'rom language to language. The Case feature of the Asp has overt morphology in Tagalog

(8a), hut not in Greenlandic Eskimo (6a).

The present analysis of antipassive still captures its distrihutional similarity with NI

noted hy Baker (1988a); the antipassive process affecls logical ohjects." Baker (1988a)

derived this ohservation l'rom the ECP. Und~r the present analysis, the distrihutional

property of antipassive follows l'rom the fact that logical ohjects hut not logical suhjects

arc eligihle for inherent Case. Let us take once again the Greenlandic Eskimo antipassive

in (6h). Suppose that we attempt to assign the on1y structural Case of the T to lhe logical

ohject in (6h) (recall l'rom Chapter 2 that assignment of inherent Case is optional). What

happens is that the Case of the logical suhject will he left unchecked, resulting in a

cmshed derivation. Thus the proposed account together with Full Interpretation (FI)

9 But according to Biune< (1987), antipassive objects can he specific in West Greenlandic Eskimo.
Then the antipassive in this language is similar to the Ailent Topic construction in Malagasy. See helow.

10 BiUner and Hale (1996) cali what J have been calling inherent Case structunll ùblique Case.

Il Baker (1988a), citing Gibson 1980, mentions!hat Exceptional Caso-Marking (ECM) subjects can
he antipassivizod in Chamorru. Such antipassivization can also he handled under the present approach.
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guarantees that antipassive affects logical ohjecls in such a \Vay that they receive inherent

Case.

The ùistrihution of antipassive in ùitransitive sentences is abo esplicahlc. Baker

(1988a) ùisCllsses the following esamples l'rom Central Arctic Eskimo (Johnson 1980.

Johns 1984):

(16) a. Anguti-up titiraut nutarar-mut tuni-vaa.
man-ERG pendl('\Bs) chilù-,\u. give-3sG.slIII/3sG.oIIJ
'The man gave the pencil to the chilù.•

h. Anguti-ur. titirauti-mik nutaralj
man-ERG pendl-INST chilù('\ns)
'The man gave the chilù the pend!.'

tuni-vaa.
give-3SG .SlIlI/3sG.UIIl

•
ln (1 Ga) the Goal is accompanieù hy the allative-marker, anù the Theme reccives

absolutive Case. (16b) can be regarùeù as the "ùouhle ohject" version of (16a). Thus in

(16b) the Goal gets absolutive Case, while the Theme gets inherent instrumental Case.

It is possible to form an antipassive baseù on (16a) hut not on (16h), as shown in

(17).

(17) a. Anguti titirauti-mik nulamr-mut tuni-si-vulj.
man(ABs) pencil-INST chilù-ALL give-APASS-3sG.suII
'The man gave the peneil to the chilù.'

b. *Anguti titirauti-mik nutarar-mik
man(Ans) pendl-INST cbilù-INST
('Tbe man gave the chilù the pend\. ')

tuni-si-vulj.
give-APASS-3sG.suII

•

(17) is grammatical in the same way as (6b) is; the Theme receives inherent Case within

the VP. The ungrammaticality of (17b) inùicates that antipassive cannot affect inùirect

objects. 12 One can attribute the ungrammaticality to the general ban on a verb assigning

12 Bitlner (1994:74) reports that examples Iike (17b) are marginal in West Greenlandic E.skimo.
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two inhercnt Cases (sec Baker 1988h). What is wrong with (17h) then is that hoth the

Theme and the Goal are as~;i;;ned inherent instrumental Case. 13

Th~s concludes the presentat;on of the analysis of antipassives as involving the

Cascless functional category ASI'.14 ln the next section, 1 wish to estahlish that the ECP

<:annot provide a s"tisfactory account of Tagalog extraction.

3.3. Prcblcms with ECP Accounts

Bearing in mind the analysis presented in the preceding section, let us go hack to the

data in (3) amI (4).

Notice, tirst of ail, that examples like (3h) immedia~.dy rule out the possihility of

explaining Tagalog extraction hy the d',sjunctive ECP, accordir,g to which an empty

category must he either lexically goverl\ed or antecedent-governed (see Chomsky 1981,

Lasnik and Saito 1984 in particular). In (3b) the trace of ano 'wbat' is lexically governed

by the verb, satisfying this version of the ECP. Recall l'rom the preceding section that

inherently Case-marked DPs in Tagalog like the wh-trace in (3b) are not syntactically

demoteù in the sense that they are not accompanied by a covert preposition.

13 Altemativdy, if the Goal is not directly O-marked by the verb, it is not e1igible for inherent C.se.

14 As is weU·known, the logical objeet may often be omitled in antipassives, as in (i) from
Greenlandic Eskimo (Saùock 1980):

(i) Angut unata-u-voq.
man(ADs) beat-APASS-IND/3so.SUD
lThc man bt=at sorncone.·

1ussume that in examples Iike (i), a nonspecifie (,~jectp'" may get inherent Case within the VP. Aceording
to the description of Aissen (t983), Tzotz!l (Mayan) seems to have an antipassive whieh dues not aUow
the logic-ul object to he phoneticaUy realized. The implied objeet must he human, eithor a nonspecifie
human or u diseourse referent. (H) exemplifies this antipassive (Laughlin 1975).

(H) Muk' bu ~-i-mil-van.

nevcr ASP-lso.Ans-kill-APASS
'1 never killed anyone.'

11 may he that the antipassive morpheme -l'ail is the morphologieal reahzation of nuU Case (Chomsky and
Lasnik 1993) of the Asp, a mther natuml possibility if the Asp is indt.ed Iike the T. Then in (H) a PRO
woold he genemted in the logical object position and mise into the Spec of AspP.
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One may suppose then that the conjunctive IllrIllUlation of the l'CP givcn in (18)

(Cinque 199a, Rizzi 1990 among other.~) could explain the ungrammaticality of (Jh) and

(4a).

(\8) Emply Call'gory Princip/e (ECp):
A nonpronominal emllty category must he
(i) properly head-governed
(il) antecedent-governed.

Clause (i) is irrelevant for present purposes (see Cinque 1990, Rizzi 1990). This is

hecause the three positions in question, the structural suhject position (the Spec of Tp),

the logical suhject position (the Spec of PrP), and the logical ohjcct position (the Spec

of VI' or the complement of VI') are all properly head-governcd in Tagalog; the Spec of

Tl' must he properly head-governed, given the grammaticality of (3a) and (4h) where the

extraction leaves a trace in the Spec of Tl', and the Spec of l'rI' and the Spec or

complement of VI' are properly head-governeù a-positions. In fact, we will see helow

that IVh-extraction can take place out of the logical suhject anù ohject positions.

Following Rizzi (1990:37-40), let us assume that clause (ii) applies at LI'. The

detïnition of antecedent government is given helow (Rizzi 1990:6):

(19) Antecedent Oovernment: X anteceùent-governs Y iff
(i) X anù Y are coinùexeù
(ii) X c-commanùs Y
(iii) no baITier intervl:nes
(iv) Relativizeù Minimality is re~"pecteù

As the definition in (19) inùicates, there are two primary ways in which antcccdent

government l'ails: (a) a barrier (Chomsky 1986a) intervenes bctween a trace and iL~

lintecedent «19iii» or (b) an clement intervening between a trace and its antecedent

induces a Relativized Minimality effect «19iv». In actuality, Guilfoyle el al. (1992:393)
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notl: in passing that thl: ill-formedness of (3h) and (4a) might he attrilmtahle to either

harril:rs or Relativi7.ed Min:mality.

First, let us considl:r a putative harrier account of the impossihility ohserved in (3h)

and (4a) of extracting non-ahsolutive DPs l'rom within the PrP directly to the Spec of CP,

skipping the Spec of TP. An ohvious solution is to suggest that PrP constitutes a har.ier

in Tagalog. But in order for this Barriers account to work, hoth of the following two

assumptions have to he correct; in Tagalog, (a) PrP is not L-marked (see Chomsky

1986a:II)-16), and (h) adjunction to PrP is impossihle. This is hecause only a non-L-

marked maximal projection can he an inherent harrier and adjunction voids harrierhood.

One couId perhaps maintain the tirst assumption hy saying that T in Tagalog is not an L­

marker. The second assumption, however, seems implausihle. Chomsky (1986a:6)

suggests the following:

• (20) Adjunction is possihle only to a maximal projection that is a nonargument.

•

Under the standard assumption, arguments are DPs, PPs, and CPs. Given (20), to save

the Barriers aecount, we are forced to say that PrP in Tagalog is actually an argument

and thus nothing can adjoin to il. IS But it is certainly theoretically undesirable to

parameterize argumenthood across languages.

More importantly, there is an empirical prohlem with this harrier approach. Recall

that extraction of VP-adjuncts Iike saan 'where' is fine in both the Agent Topic

construction, as in (3c), and the Theme Topic construction, as in (4c). Then the harrier

account must allow adjuncts but not arguments to he able to adjoin to PrP. 16 It remains

IS Within the Barriers approach, NP-movement to Spec of TP from within PrP in examples Iike (8)
(see (9) and (11» would be 1egitimate without PrP-adjunction if we acoopt the notion of extended chain
(Chomsky 19868:75).

16 TP-adjuncls such as bakil 'why' are also extractable in both the Agent Topic and the Theme Topic
constructions, as shown below:
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mysterious why there must be a difl~rence between arguments and adjuncts in tenns of

voiding the barrierhood of l'rI'. As far as 1 am aware, no independent argument for such

a difference has been presented in the literature.

The so-called reecnt past construction, shown in (21) bdow, poses a further emrirical

problem tilr the burrier accoun!. The reecnt past tense is indicated by the morpheme ka-

and aspectual redup1ication (Schachter and Gtanes 1976). Sentences with verbs in the

reecnt past are peculiar in that they lack topic morphology (such as the Agent Topic

morphology) on the verhs and ahsolutive DPs. The absence of absolntive DPs can be

straightforwardly explained if we assume that the T in this construction is devoid of a

Case feature.

(21) Kahihili lang ni Juan ng tela.
hUY(RPAST) just ERG-Juan INH-c1oth
'Juan has just hought sorne/the c1oth.'

They are also peculiar in that they permit extraction of logical suhjecl~ and logical

ohjecL~, as shown in (22) (McGinn 1988):17

(i) a. Bakit s-um-ulat ang doktor ng liham"
why Wrote(AT) ARS-doctor INH-Ietter
'Why did the doctor write a letter'!'

b. Bakit s-in-ulat ng doktor ang liham'/
why Wrote(TT) ••a-doctor ARS-Ietter
'Why did the doctor write the letter'/'

Examples like (ia-b) would not pose a problem for the ECP (the barrier accoont and the Relativized
Minimality account helow), since the adjunct in question is assumed to be generuted i,1 a TP-adjoined
position above the PrP and the Spcc of TP.

17 Kroeger(t993), discussing extraction in the recent past construction, remark.. that "the aCCL'Plability
of patient extraction is greutly reduced when the patient phmse is a common noun, pcrhaps hecause of
potential ambiguity." ln (i), for instance, bala 'child' t'Un he interpreted as the cater or the eaten hecause
the ergative Case-marker and the inherent Case-marker are homophonous in Tagalog (adapted form Kroeger
1993):

(i) 11Ano ang kakakain lang ng bata"
what ANa cat(RPAst) Just ..a-child
'What is the thing that bas a/the child just caten'"

1 ussume with Kroeger thatthe low aCt'Cptability of (i) is due to a pragmatic factor.



• (22) a. Sino ang kahihili Jang ng tela?
who ANG hUY(RPAST) just INH-c1oth
'Who is t.~/~ one that has just hought sorne/the c1oth?'

h. Ano ang kahihili lang ni Juan?
what ANG hUY(RPAST) just ERG-Juan
'What is the thing that Juan has just houghtT

72

•

•

Now compare, for example, ungrammatical (3h) with grammatical (22h). Notice that in

hoth of them, the extraction has targeted the inherently Case-marked DP within the VP.

ln order to explain the contrast, the harrier account must maintain either that PrP­

adjunction is possihle in (22h) hut not in (3h) or that the PrP is L-marked in (22h) hut

nm in (3h). These assumptions, however, are c1early stipulative. ls

ln short, the ahove considerations show that the notion of harrier cannot provide a

satislàctory account of the Tagalog t1affi. \t is prohably worth pointing out that the

innovations of the definition of barrier since Chomsky (1986a) suggest that PrP or VP

is not a barrier (see Cinque 1990, Lasnik and Saito 1992).

The generalization about argument extraction we can make from thf; examples

considered so far is that it cannot skip the Spec of TP.19 This is ohvious in the case of

(3h) and (4a). In (22) the T in the recent past, devoid of a Case feature, presumably dœs

not project a specifier position.

Here a natural way to capture this generalization suggests itself, i. e" a Relativized

18 Richards (199Ia) argues that relativization and c1efting in Tagalog, which bohavelike wh-questions
in the language, can be explainod by Huang's (1984) GeneroUzed Control Rule (GCR) logeth.. with the
...sumption lhat the empty calegory involvod in these constructions is pronominal at S-struclure. The
grammaticality of examples like (22b) (and (25) helow) are problematic for this account, sinee the GCR
forces the allegodly pronominal empty category to he coindexed with the nearest c-<:ommanding DP, i.e,
the Agenl, resulting in a violation of Condilion B of Binding Theory.

19 This rough gener.lization has been made for Bahasa (Malaysia) in Hung 1987. Hung (1987'
captures il by assuming that ail maximal projections are polential barriers to govemment and movement
exeept for the e1ements in their specifier positions. Under her account, (4a) would he ruled out by the
(disjunctive) ECP, sinee the IP blocks the required anteœdent govemment (it is cruciaUy assumed that the
Spec of VP is notlexically govemod). (3b) would bo excludod by Subjaeency (Chomsky 1973, 1977), sinee
the wh-movement crosses Iwo barriers, the VP and the IP. This account, however, dues not coYer (25)
bolow from Tagalog. In addition, it is far from obvious how the account deals with adjuncl extraction like
(3c) and (4c). 1 will discuss some Bahasa dala in Chapters 4 and 6.
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Minimality account. Relativizeù Minimality is formulateù as follows (Ri1.l.i 1990:7):

(23) ReialÏ\'ized MinimalilY: X OI-governs Y onl)' if there is no Z snch tha!
(i) Z is a typical potentia! OI-governor li.Jr Y,
(ii) Z c-commanùs Y anù ùoes not c-commanù X.

Intuitively, (23) says that government of Y hy X is hlockeù hy intervening Z only if Z

is a potential governor of the same kinù as X for Y. If an e1ement in the Spec of TI'

counts as a potential governor ti.Jr a trace whose anteccùent is in the Spec of CP, then

Relativizeù Minimality can hanùle the ahove examples involving argument extraction.

This account has sorne initial plausihility. As has heen noteù in the 1iterature, the

Spec of TI' in ergative laliruages hehaves like an A'-position with respect to tests snch

as hinding (see Campdna 1992, Guilfoyle et al. 1992, Bittner 1994 among others). If the

Spec ofTP is invariahly an A'-~"pecifier position in Tagalog, then the argum'~nt extraction

pattern examined ahove is expected under Relativized Minimality; movement into the

Spec of CP, an A'-specifier position, is hlocked hy the structural ahsolutive suhject in an

intervening A'-specifier position (at LF). As a matter of tact, this kind of account of

extraction in ergative languages has heen proposed hy Campana (1992).211

The Relativized Minimality account, however, is not without prohlems. First, the

adjunct extraction iIlustrated in (3c) and (4c) is prohlematic tor this acconnt. The

extraction is assumed to he from sorne position internaI to the l'rI'. Then Relativi7.ed

Minimality incorrectly predicts that (3c) and (4c) should he iII-formed.

Secondly, Relativized Minimality also predicts that whenever an ahsolutive structural

subject is present in the Spec of TI', wh-extraction out of the l'rI' should he hlocked. This

prediction, however, is not home out. Consider the foIlowing examples (cf. Cena 1979):

20 Campana (1992) assumes \hal muvemenl of absolutives is adjunet;un lu AgrsP, thuugh.
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ang tao.
ABs-man

Kasama ni Juan
he with ERG-Juan
'Juan is with the man.'

h. Kasingtaas ni Juan ang tao.
he as taH as ERG-Juan ABs-man
'Juan is as taH as the man.'

a.(24)•
(24a-h) illustrate the comitative construction and the comparative construction in Tagalog

respectiveJy. As in the case of the recent past construction, they contain the morpheme

ka- and Jack topic morphoJogy. This leads us to helieve that ka- is in complementary

distrihution with topie morphemes. The constructions in (24) differ, though, from the

recent past construction in that they permit ahsolutive DPs. Now consider (25):

•
(25) a. Sino ang kasama ang tao'?

who ANG he with ABs-man
'Who is the one that is with the man'?

h. Sino ang kasingtaas ang tao?
who ANG he as taH as ABs-man
'Who is the one that is as taH as the man?

ln (25a-h) it is possihle to extract the ergative DPs from the PrP "over" the ahsolutive

~tructul"dl ~'Uhjec\' tao 'man' to the Spec of CP, contrary to the ahove prediction.21

Examples such as (25) show that ReJativized Minimality fails to offer a unified account

of extraction in Tagalog.

It is worth pointing out that examples Iike (25) also show that Keenan and Comrie's

21 As is expected, the absolutive DP is also extmctable in (24):

Obviously, (ia-b) are fully consistent with the present analysis.•
(il a. Sino ang kasama ni Juan'!

who ANO he with ORo-Juan
'Who is the one tbat Jlliln is with'l'

b. Sino ang kasingtaas ni Juan'!
who ANO as tall as RRo-Juan
'Who is the one that Juan is as tall as?'
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(1977) account hased on the Acccssihility Hierarchy and functional ,ICCOunts thm make

crucial use of the topicality associated with the structural suhject (cf. Schachter 1(77) are

on the wrong track (sec Cena 1979)Y Keenan and Comrie (1977) maint,lin that only

structural suhjecl~ can he extracted in languages like Tagalog (see ,llso Keen.:n 1(72). The

fact that the ergative DPs can he extracted il: (25) argues against this daim. Furthernlllre.

the extraction facts in the reccnt past consl lction in (22) are prohlematic for Keenan and

Comrie (1977). Schachter (1977) suggest:. that only "referentially prominent" topics (i.I'.•

ahsolutive DPs) are extraetahle in Philippine languages. (25), where the lIoll-topic DPs

has heen extracted, poses a prohlem for this functiollal account. The same point can he

made on the hasis of (22).

1'0 sum up. this section has estahlished that the ECP eannot deal adelJuately with

Tagalog extraction, no matter whether we invoke the notion of harrier or the notion of

Relativized Minimality.

ln what follows, 1 will seek a unified account of extraction in Tagalog hased on the

Minimalist approach outlined in Chomsky (1993, 1994, 1995).

3.4. An Economy Account

ln this section, 1 will pursue the intuitive idea mentioned in Section 3.1.; a most

natural way ta deal with prohlematic (3h) within the Minimalist Program would he to say

that it is hlocked hy a more economical alternative derivation, that is, (4h).

3.4.1. Notions of Economy

The first step toward an economy account is to decide exactly what derivations are

evaluated with each other, i.e., the notion of reference set. In order to make the

22 They also are problemalic for Ihe above barrier accounl.
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comparison hctwccn (3h) and (4h) possihle, we must modify Chomsky's (1994, 1995)

original conccpt of rcfcrcncc sct, given hclow:

(26) Reference Set:
A sct of dcrivatiolls that arise from the same numeration.

The notion of numeration is detined in the folJowing way (Chomsky 1994):

(27) NUl/lI'ration:
A set of pairs (1, n), where 1 is an item of the lexicon and n is its index,
understood to he the numher of times that 1 is selected.

It is important to realize that Chomsky's notion of reference set in (26) does not allow

us to compare (3h) and (4h). According to (26), economy compares derivations that share

the same initial array of lexical items. (3h) and (4b) contain the arrays of lexical items,

roughly {anol> allgl> bl/lI1ilil> Jl/alllAbsl., OPllnhl., Aspl> PTI> TI> CI} and {anol> angl>

billilil> Juan(Ergl., OptAbsh, Aspi +Caseh, Prl , TI' CI}, respectivelyY The arrays

are not totally identical, because there is a Case difference in them; for example, JI/an

has absolutive Case in the tirst array, while it has ergative Case in the second. Thus the

derivations arisinl; from them do not compete under Chomsky's (1994, 1995) system.

1 argue that Chomsky's notion of reference set is a bit too tight and should he

loosened slightly. More specitically, let us assume that economy compares derivations

that have "sufticiently similar" arrays of lexical items (Nakamura 1994a). 1propose (28)

for syntactic computations.

23 OP stands for null 0I"'Dllor. 1 assume lhal examples Iike (3a-b) and (4a-b) consisl of headless
relative clauses. Seo belllW.
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A set of derivations that arise l'rom IlOIl-disTiIlCT numerations.

77

•

•

The notion of non-distinetness used in (28) can he stated as follows:'·

(29) NOIl-DisTiIlCTlless:
Numerations N Gnd N'are IlOIl-disTiIlCT if and only if there is a one-lo-one
correspondence C hetween their memhers, such that if (1, Il) E N and (l', Il') E
N'and (1, Il) corresponds to (l', Il') in C then 1 and l' have the same
illTerprewhle features and n = n'.

The most salient feature of the revised notion of reference set in (28), C\lupled with (29),

is that it asserts that only certain lexical features-those that get interpreted at LF-are

relevant. As already mentioned in Chapter 1, Chomsky (1995) proposes to make a sharp

distincticn between interpretable and uninterpretable features. He daims that this

distinction plays a crucial role during computations leading to LF, Interpretahle features

remain accessible to the computational system even if thcy get eheeked, while

uninterpretable ones cease to he accessible once they get checked and erased, Interpretable

features inc\ude formai features such as categorial features and the q,-featurcs of

nominals, whereas ,. interpretable leatures indude phonological leatuics, Case features,

the q,-features of verbal clements, and aftixal features (Chomsky 1995). Given this

dichotomy of great significance, one may weil wonder if it has another prominent

influence on the language facu1ty, My suggestion is that it does hy cntering into the

notion of reference set. If my suggestion is on the right track, it means that

Interpretability is even more important than is envisaged in Chomsky 1995. Note that

semantic features, being interpretable, matter in terms of the reference set. Thus the

lexical items cats and dogs, for example, are distinct l'rom each other, though they share

24 1 wish 10 than!< Mark Baker (personal communication) for helpful discussion of non-distinclness
in the reference sel.
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the same catcgorial and q,-features.

Given the revision in (28), (3h) and (4h) arise l'rom non-distinct numerations and

thercfore hclong to the same reference set, a we1come result l'rom the present perspective;

the difîerenccs hetween them in terms of phonology and Case are immaterial for the

purpose of the referencr: set. For instanee, the phonological/Case differencc hetween

humi/i and hinili is ignorahle, so is the difference hetween si Juan with ahsolutive Case

and ni Juan with ergative Case. The intuition is that (3h) and (4h) compete, for they are

"intended to express the same meaning."

ln effect, then, 1 am arguing for the general picture of the computational system

depicted in (30).

(30) NI
"'71"1

Â1

CUL: RS N2

""'71"2

Â2

• NJ
"""7I"J

ÂJ
•
•
•

Before the syntactic computation, a set of competing numerations which consists of

unordered lexical items with the same interpretahle features is selected. What the

computational system does is to create legitimate syntactic ohjects interpretahle at LF hy

efticientiy getting rid of uninterpretahle features. Economy conditions select among

convergent derivations.

•

The revised notion of reference set, as it stands, appears to he too lax to he

computationally realistic. Thus, for example, the derivation yielding the expression he

loves her competes with the one yielding the expression she loves him under (28), since

they contain non-distinct arrays of lexical items. But it would he wrong to say that they

in fact compete, for they lead to LF representations that receive distinct interpretations



•

•

7')

reganling lhe B-roles.

1 wish 10 suggesl, modifying Chomsky's (1995) idea of the local reference set. that

derivations are comparahle at some step of computation only if their numerations yel to

he exhausted hy the operation Scleet are non-distinct from each other. ln (lther '.vonls,

1 propose that the notion of reference set in (28) should he interprcted derivationally.

Accordingly, the reference set is not dclined once for ail hefore the computation hegins.

Given this interpretation of the rderence set as non-distinetness of numerations

throughout the computation, the ahove-mentioned prohlem regarding he lol'l'.I' hl'I' and .l'h/'

loves him is avoided. Although they are potentially comparahle helilre computation, they

hecome incomparahle as soon as relevant lexical items are drawn from their numerations

hy the opemtion Select to form VPs. In the case of the lilrluer expression, the numeration

{he l } will he left, white in the case of the latter expression, the numeration {she l } will

be. But these Ieftover numerations <'re distinct, making the derivations incomparahle fur

the purpose of economy.

Examples Iike the following seem to indicate that this kind of dynamïc

characterization of the rcference set is necessary anyway.

(31) Where did John say that Mary bought the dress'l

(31) is ambiguous. On one interpretation, the wh-adverbialwlwre is associated with the

matrix l'lause, and (31) is con~trued as asking the location where John's utterance tl'ok

place. On the other interpretation, where originates from the embedded clause, and (31)

is Laken to be asking the location where Mary purchased the dress. The two

interpretations result l'rom different derivations given below:

• (32) a. Icp wherei did John say (i Icp that Mary bought the dressll

b. Icp wherei did John say Icp ('i that Mary bought the dress (ill
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(32a) corresponùs ln the tirst interprctation, (32h) to the seconù interprctalÏol1. Notice that

they hoth arise from the same numeration. Suppose that the referencc set is ùetermineù

once lilr ail hefore computation. Then we woulù wrongly preùict that (32h) shoulù he

hlockeù hy (32a). Given the notion of chain link comparahility to he presenteù shortly,

the chain link (1';, f;l in (32h) is not comparahle to any chain link in (32a). But the link

(where;, f ';) in (32h) is comparahle with the link (where;, f;) in (32a), anù the latter is

shorter than the former. The MLC to he formulateù helow woulù incorrectly preùict that

(32h) is hlockeù hy (32a).

With the proposeù interpretation of the reference set (or Chomsky's (1995) local

interpretation), (32a-h) ùo not really compete, a ùesirahle result. Once II'here gels inserteù

into the emheùùeù clause in (32h), (32h) can no longer he compareù with (32a).

Thus, there are reasons, hoth conceptual anù empirical, to aùopt the ùerivational

interpretation of the reference set, anù so 1 do.

Unùer Chomsky's (1995) system, the MLC is part of the detinition of Attract and

thus inviolahle. But 1 will show helow that the MLC qualilies as an economy condition

inùependent of Attracl. Now that 1 have expandeù the reference set hy allowing

(transùerivational) comparison among non-identical (hut non-distinct) numerations, it will

he necessary to ùetermine exactly what chain links get compareù with each other for

economy purposes. Accordingly, 1 propose a measure for applying the MLC to a set of

eompeling ùerivations. It can he slated as follows:

(33) Chain Link Comparabiliry:
Chain links CL and CL' are comparable if and only if derivations D and D'
helong to the same referenee set, sueh that if CL E D and CL' E D' then items
of the lexicon 1E CL and l' E CL' have the same Interpretable features, and K
and K' attracting 1and /' are selecteù from numerations N and N' at the same
point.

The intuitive idea here is that it is "fair" to compare chain links only if they are of the
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same kind, i.e., they arc formed hy the correspondillg heads attracting the ClltTeSpolllling

clements III satisfy the "same" ml\rphological reljuiremenl. Thus. acwnling to (.Hl,

comparing Case-driven movement \Vith \\'h-movement, fnr e~ample, would he pointless.

(33) is perhaps reminisœnt of Rizzi's (1990) Rclativized Minimality. Il is similar to

Relativized Minimality in that it recognizes different types of nlllvemenl. But it is

different fmm Relativized Minimality in that (i) it refers to the non-distinctness of moveù

elements, (ii) it does not refer to syntactic positions such as A-specilïer nr A'-spccilïcr

positions hut to the attracting head, and (iii) it is silent ahout potential antecedent

governors that would hlock certain instances of movemenl. Duc to (i), chains headed hy

distinct clements are not comparahle. As for (ii), given that landing sites for movement

are determined on grounds independent of Relativized Minimality (sec Chomsky 1994,

1995 for recent discussion), there is no need for a theory of locality to he sensitive to

har-Ievel or positional distinctions, as has heen pointed out hy Chomsky and Lasnik

(1993). This is precisely the reason why Chomsky and Lasnik (1993) reduce Relativized

Minimality to the MLC. With regard to (iii), (33) does not have to make reference to

potential anteeedent governors, hecause derivation~ whose movements skip them will he

screened out hy derivational economy, in particular, t'Y the dclinition of Attract itself,

as we saw in Chapter 1 (sec Chomsky 1994, 1995). The revised dclinition of Attracl is

given helow:

(34) Attrace:
K attraces F if F is the dosest feature that can enter into a checking relation wilh
an incrinsic suhlahel of K.

RecaH from Chapter 2 that we conduded that only intrinsic features of heads can attract

and that optional features such as the q,-features of T or Asp cannot attract nominals.

Given the notions in (28)-(33), the Minimal Link Condition, which roughly says

"Minimize the length of chain links (Chomsky and Lasnik 1993)," can he formulatcd in



• the fol\owing manner as an econom)' condition:

(35) Minimal Link Condition (MLC):
Derivation D hlocks derivalion D'if there exist ehain links CL E D ,ml! Cl.' E

D' such that CL and CL' arc comparaN/' and CL is shorter than CL'.

Thc notion of chain lcngth can he inlilrmal\y statcd as lill\OWS (Nakamura 1994a, Baker

1995; sel' also Collins 1994):

(36) LengEI! of Chain Link:
Length L of chain link CL is the numher of maximal projectillns Ihat dominate
the tail hut nut thc head.

Thus, in the following hypothetical structure:

• (37) ... Ixp or; X (yp UP y Izp E; Z WPIII ...
1 1

•

the length of the chain link (or;, E;), which crosses the maximal projl:ctions ZP and YP,

is 2,

With these notions of economy in mind, let us go hack to the Tagalog extraction data

introduced in the preceding section,

3.4,2. WeSEern AusEronesian

(3a) and (4a), where the Agent has been extracted, arc repeated here as (383) and

(38b) respectively,



• (38) a. Sino ang o-um-ili ng ùamit'!
who ANG oought(AT) INH-ùrcss
'Woo is thc onc toat oought a/toc ùrcss'!'

o. *Sino ang o-in-i1i <lng ùamit'!
who ANG oought(TT) Ans-ùress
('Who is thc onc that oought tnc ùrcss?')
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Givcn thc rcviseù notion of reference set in (28), (38a-o) competc with each nthcr. This

is occausc thcy sharc the same sct of scts of interpretaole features. The phonological am1..

Casc ùiflèrcnccs octwcen thcm arc ignoraole, since they are not interpretaole at LF. The

ù(~rivations for the relcvant portions of (38a-o) are (39a-b) (with the wh-chains inùicateù

oy thc Iines).25 1 assume with Seiter (\975), Richarùs (\99Ib) among others that a

sentcncc like (38a-b) consisLs of a wh-worù preùicate preùicateù onto a heaùless relative

c1ausc introùuceù by anl~ anù that it involves null operator movement before SpeH-Out

(Chomsky 1977).

(39) a. I...p OPi ITP T'i bought(AT) Ip,p Ti Pr I,,,pp Asp Ivp Tv the ùresslllll

I-!
h. *I cp OPi hp the ùressj bought(TT) Ip,p Ti Pr IA,pp Asp Ivp Tv Tjlllll

1 1

Cbain link comparability states that the wh-chain links in (39) are inùeeù comparable, for

thcy arc formeù by the corresponùing C heaùs attracting the non-ùistinct nuH operators.

The MLC correct1y preùicts that (39a) blocks (39b), because the wh-chain Iink in the

25 As mentioned in foutnote 5, the SE is neutralized in (38.). (38.), under the interpretation where
the Theme is construed as nonspecific, dues not compete with (38b), in which the Theme is oblig.torily
specifie, because the :nterpretalive difference with respectto specificity (which 1assume is associated with
D) mesns thatthey arise from distinct numerations. (38a) under this interpretalion converge independently
of (38b). (390) is the structure for (388), where the Theme is specifie. and competes with (39b).

2~ Evidence for this assumption includes, for instance, the inwriant form of the wh-word (the
argument wh-in-situ ~hows Case) and the structural identity wilh clefling. The element ang !hat introduces
lhe hesdless relalive clau~ is presumably o(n) (absolulive-marked) specifie determiner (500 Seh.chter and
Otanes 1976 among others).
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former (DPi, t';), whose Iength is 1 (the maximal projection crosscd is TP), is shorter

than that in the latter (OP;. t;), whosc Iength is 2 (the maximal projcctions cn>sscll arc

PrP and TP). The NP-movement of the null operator in (39a) docs not cntcr into the

caleulation of the "cost" at issue, since it does not have a comparahlc chain link in (39h)

due to chain link comparahility. Intuitively, thc NP-nllIVemcnt has to !akc place anyway

for Case-theoreticlEPP reasons and thus counts as a "frec ridc" for the \\·!I-movcmclIl.

Next, consiùer (3h) anù (4h), which are rccapitulatcù hcrc as (40a) and (40h).

(40) a. *Ano ang h-um-ili si Juan'!
what ANG hought(AT) ARs-Juan
('What is the thing that Juan hought'!')

h. Ano ang h-in-Hi ni Juan'!
what ANG hought(TT) ERG-Juan
'What is the thing that Juan hought'!'

As alreaùy mentioneù, in light of (28), (40a-h) helong to the same reference set for

syntactic computations. The relevant parts of (40a-h) have the structures in (4Ia-h)

res'Jlectively.

(41) a. *1eP DPj ITP Juani hought(AT) Iprp ti Pr IA,pp Asp IVI' tv tjllili
1 . 1

h. leP OPj hp t'j hought(TT) IPrP Juan Pr IA,pp Asp Ivp tv Ijlllli
1-1

ln (41 a) the null operator gets inherent Case within the VP, whereas in (41 h) it checks

its absolutive Case in the Spec of TP. As in the case of (39), the extraction must take

place out of the Spec of TP in (41). (4Ib) blocks (4Ia), for the wh-chain Iink in the
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former is shorter than that in the latter."? ln this way, data like (40a) which are

prohlematic for the ECP can he neatly handled hy the MLC as a relative economy

condition.

ft should h'~ pointed out and emphasized herc that iIl-formed (38h) and (40a) cannot

he rulcd out hy the delinition of Attract in (34) even if we assume (a) that the reference

set is delined as in (28) instead of (26) and (h) that IV!I-movement of DPs whose Cast is

unchecked forces them to pass through a Case position on their way to the Spec of CP

(cf. Boskovié 1993). This is hecause Attract is inherently intraderivational, i. e., it appHes

within a single phrase-marker. Therefore, the kind of relative transderivational

comparison given ahove cannot he done in terms of Attract (thanks to Hidekazu Tanaka

(personal communication) for elarifying discussion).2K The conclusion is that (38a-h) and

(40a-h) ail satisfy Attract and converge, leaving no iIIegitimate LF objects, but the MLC,

as an economy condition choosing among convergent derivations, roles out (38b) and

(40a) in favor of (38a) and (40b).

Now, let us consider extraction of possessors out of DPs, which is allowed in

Tagalog. Tagalog then offers a special opportunity to empirically test one of the recent

c1aims made hy Chomsky (1995). He c1aims that LF raising is nothing hut feature

raising. The rationale hehind this daim is the following: given that Attract carries along

the least amount of matcrial for PF-convergence, it follows that there is no LF pied­

piping, since post-Spell-Out operations are free from PF-crash. Recall that ahsolutive

Case-checking happens after Spell-Out in Tagalog (Richards 1993, Madachlan and

27 Il has been argue<! lhal the exlrscted nominal in relative clauses musl "" specifie (cf. Kuroda t969,
Perlmutter t972). This c1aim seems 10 he weil in accord wilh Ihe observalion thallhe headless relalive
clause in Tagalog is headed by QlIg (see foolnote 26). If il is lrue, then (4Oa) would doubly violate Ihe
MLC and Ihe MFC (see Seclion 3.4.). The same remark applies 10 (42a). See ""Iow for Malagasy d:lla
similar 10 (40), where Ihe SE and the MFC are irrelevanl.

2K Thus Ihe notion of closeness used in Ihe definilion of Attracllo express locality cannol he used for
Ihe purpose of relalive economy and henco somelhing like (36) is neede<!. This ""comes especially c1ear
when we discuss examples like (42) helow, where a wh-chain Hnk fonne<! in the overt componenl is made
shorler by raising of an elemenl conlaining the lai! of the wh-chain link in the covert componenl.

1 will presenl empirical arguments \hal Altracl cannol apply transderivationally in Chapters 4 and 6.
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Nakamura 1994). Chomsky's (1995) theory predicts then that in the Agent l"'pic ami

Theme Topic constructions, extraction of possessors can take place not only out of

ahsolutive OPs hut also out of non-ahsolutive OPs; if only the Case feature of an

ahsolutive OP raises and adjoins to T, it wouId not affect in any way the Iength of the

wh-chain whose tail the ahsolutive OP contains. This prediction, however, is not home

out. ühserve the examples in (42) where the posscssor of the Thcmc has hecn cxtraclcd.

(42) a. '"Sino ang h-um-ili si Juan ng kotsc?
who ANG hought(AT) Ans-Pedro INH-car
(Lit. 'Who is the onc that Juan hought 1 car"!')

h. Sino ang h-in-i1i ni Juan ang kotsc?
who ANG hought(TT) ERG-Juan Ans-car
Lit,. 'Who is the one that Juan hought 1 carT

(42a-h) compete with each other under the proposed revision in (28). In (42) the

extmction of the possessor has to take place out of the ahsolutive DP.2
'
1 (43a-h) arc the

LF structures for (42a-h) respectively.

(43) a. '"leP 0ri !Tp hought(AT) (PrP Juan Pr IA,pp Asp (vp Iv lop Il carIl Il Il

h. leP OPj ITP lop li car\; hought(TT) Iprp Juan Pr IA,pp Asp Ivp Iv Ijlllli

1 1

29 This is also true of cases where the possessor of the Agenl is extracted.

•

(i) a. Sino ang b-um-ili ang nanay ng kot.e'!
who ANa bought(AT) Aos-mother INH-I:ar
Lit. 'Who is the one thatt mother bought a/the car'!'
(* as Lit. 'Who is the one thatthe mother boughtt car?')

b. *Sino ang b-in-ili ng nanay ang kotse'!
who ANa bought(TT) ERa-mother Aos-<''8r
(Lit. 'Who is the one thatt molher boughtthe car'!')
(OK as Lit. 'Who is the one that a/lhe mother boughtt car'!')

The Iack of Subject Conditioll violations in Tagalog (and ergative languages in generdl) would follow
if we assume that Huang's (1982) Condition on Ext",ction Domain (see footnote 1) (or whatever replaces
it in the Minimalist Progrnm) applies strictly derivationally. At the time when the extrdclion takes place
in examples like (42b), the structu",l subject is within the VP, properly govemed by the verb,
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The wh-chains in (43a-h) arc the same in length at the time they arc formed. The crucial

dilrerer:~e here is that the Theme stays within the VP in (43a), while it raises covenly

into the Spec of the TP in (43h). (43a), 1 argue, is hlocked hy more econlllnical (43h),

sincc the wh-chain link hecomes shoner in the latter after the LF raising of the ahsolutive

DP.

Data Iike (42) an~ signilieant in that they demonstrate that coven raising can raise

entire categories, not just fealUres. They also conlirm the daim that the MLC cannot

simply he pan of the definition of the derivational operation Attract: as noted ahove,

there is no way to draw derivationally a distinction hetween (42a) and (42h) in tern.s of

the wh-chain~.

Turning next to the reccnt past construetion, the derivauons for (22a,h) are (44a,h)

respectively (1 disregard the adverhial lang 'just'):

• (22)

(44)

a. Sino ang kahihili lang ng tela?
who ANG hUY(RPAST) just INH-doth
'Who is the one that has just hought sorne/the doth?'

h. Ano ang kahihili lang ni Juan?
what ANG hUY(RPAST) just ERG-Juan
'What is the thing that Juan has just hought?'

a. Icp OPi ITP hought(RPAST) Ip,p ti Pr IA'PP Asp Ivp tv sorne/the dothlllli
1 1

h. leP OPj ITP hought(RPAST) [p,p Juan Pr [AspP Asp [vp Iv tjlllll
1 1

•

The extractions in (44a-h) are legitimate in spite of the fact that they proceed in the same

way as those in ill-formed (39h) and (41h) in relevant respects. Note that they show that

there is no generdl han on extracting ergative DPs «44a)) or inherently Case-marked DPs

«44b)). Under the present economy account, their well-formedness is predicted, since

there is no alternative derivation that would hIock them. In particular, one cannot turn

the 10gical suhject or the logical object into the structurdl subject in (22); the recent past
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construction Jisallows ahsolutivc DPs. Morcoycr. (22h). f,'r instancc. cannot hc hlockcll

hy (40h), hccausc thcy Jn not hclong tn thc samc rcfcrcncc sct; thc)' Cllnlain lliffcrcnt

aspectual morphemes with Jiffcrcnt meanings.

Next. let us consitler the exampks of thc l'llmitative ami comparativc l'llnslructions

in (25) whose structural representations are given in (45):

(25) a. Sino ang kasama ang tao'!
who ANG he with ARs-man
'Who is the one that i~ with the man'!'

h. Sino ang kasingtaas ang tao'!
who ANG he as tall as Ans-man
'Who is the one that is as tall as the man'!'

(45) a. Icp OPi ITP the manj he-with IPrP li Pr IA'pP Asp Ivp Iv IjIIIII
1 1

h. lcp OPi ITP the manj as-tall-as IFrP li Pr IA'PP Asp Ivp Iv IjIIIII
1 1

Again, (45a-h) are well-formetl even though (39h), where the wh-phrase has heen

extractetl in exact!y the same way as (45a-h), is ruletl out. The reason has to tlo with the

ahsence of more economical altematives to (45a-h). As Cena (1979: 123) notes, ergatiye

DPs in the comitative antl comparative constructions cannllt he turnetl into structural

suhjects in Tagalog, for there simp!y is no topic morphology that makes them ahsolutivc.

ln other wortls, there is no way for them to take a "free ritle" into the Spec of TP in the

tirst place when they are extractetl. This means that the extractiol1 in (45a-h) actually

forms the shortest possible link. Therefore, examples such as (25) are correct)y ruletl in.

It is worth pointing out that the Tagalog extrdction facL~ examinetl ahove conform to

the generalization in (5).

The economy account tleals straightforwartlly with the atljuncl extraction in (3c) antl

(4c), which are repeatetl below for convenience:



•
(46) a. Saan h-um-ili si Juan

whcrc hought(AT) ABs-Juan
'Whcrc ùiù Juan huy a ùrcss'!,

h. Saan h-in-ili ni Juan
whcrc hought(TT) ERG-Juan
'Whcrc ùiil Juan huy the ùress?'

ng ùamit'!
INH-ùress

an~ ùamit?
ABs-ùress
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Unlikc argument extraction, aùjunct extraction ùoes not involve a p.eaùless relative clause,

as suggcstcù hy the fact that the fronteù wh-aùjunct is not followeù hy ang. The

ùerivations for (46a-h) are given in (47a-h).

(47) a. Icp wherek ITP Juan; hought(AT) Ip,p T; Pr IASpP Asp Ivp ùress Tv Tkillll
1 1

h. Icp whcrek hp the ùressj hought(Tr) (p,p Juan Pr lAspp Asp Ivp Tj Tv Tdllll
1 1

(47a-h) arc hoth legitimate, since they have no alternatives that woulù he more

economical. To be precise, (47a-b) ùo nnt compete with each other. This is because the

Theme in (47a) is necessarity nonspecific, whereas that in (47b) is necessarity specific.

This interpretive ùiscrepancy means that (47a) anù (47b) arise l'rom ùifferent reference

sets. Hence, they converge inùepenùently of each other.

ln short, the present economy account successfully explains ail the Tagalog ùata

examineù 3bove, The reversed argumentladjunct asymmetry arises because arguments can

potentially take a Case/EPP-driven "free ride" to the Spec of TP, white adjuncts, having

no need to check a Case feature or a D-feature, cannot. Economy dictates that whenever

wh-arguments can enjoy a "free ride," they must. In cases Iike the recent past

construction where the option of taking a "free ride" is not open, non-absolutive DPs cao

be directly exlrclcted. What we have been observing in this chapter is the working of

relative economy.

The reversed argumentladjunct asymmetry is also observed in languages Iike
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Malagasy (footnote 2). Consider the fol\owing pair l'rom Malagasy (hased on Guilfoyk

el al. 1992):

(48) a. Mividy ny vary ny khilahy.
hUY(AT) the rice the man
'The man hought the riee.'

h. Vidin' ny lehilahy ny vary.
hUY(TT) the man the rice.
'The man t10ught the riee.'

ln Malagasy, the structural suhject (or the ahsolutive in my terms) oeeurs at the end of

a sentence (Keenan 1976, Guill~)yle el al. 1992). Thus, although no Case-marking

morphology appears on the DPs in (48), we know that IlY /t'hi/uhy 'the man' gets

ahsolutive Case in (48a), whereas IlY vary 'the rice' geL~ ahsolutive Case in (48h). 1

assume that the present ergative analysis of Tagalog applies to Malagasy as weil. The

Theme in the Agent Topie construction in Malagasy gets inherent Case within the VP.

But unlike ils counterpart in Tagalog, it is not conditic,ned hy the SE (see Section 3.4.).

Thus, it can readily he specific, as shown in (48a). The Agent in the Theme l'opic

construction receives ergative Case in the Spec of the PrP.

Consider next (49) and (50), which involve the Agent extraction and the l'heme

extraction, respectively (adapted l'rom Guilfoyle et al. 1992).

(49) a. lza no mividy ny vary?
who NO hUY(AT) the rice
'Who hought the rice'?'

b. *Iza no vidin' ny vary'!
who NO bUY(TT) the rice
('Who bought the rice?')



• (50) a. *Inona no mividy
what NO hUY(AT)
('What did the man huy?')

h. Inona no vidin'
what NO hUY(TT)
'What did the man puy'!'

ny lehilahy?
the man

ny lehilahy?
the man

91

(49) is paraI\el to Tagalog (38), and (50) to Tagalog (40). The ahove economy account

explains these examples in the hy now familiar manner; (4%) is hlocked hy (49a), and

(50a) hy (50h) hecause of the MLC in (35).

As in Tagalog, adjunct extraction is possihle hoth in the Agent Topic construction

and in the Theme Topic construction «5\) is provided hy Lisa Travis (personal

Ç()mmunication)).

(51) a. Aiza no mividy ny vary ny lehilahy.

• where NO hUY(AT) the rice the man
'Where did the man huy the rice?'

h. Aiza no vidin' ny lehilahy ny vary.
where NO bUY(TT) the man the rÏ'.:e.
'Where did the man buy the rice'!'

The weI\-formedness of these examples is expected. (51) differs from (46) in Tagalog,

though, in that (5Ia-b) do compete with each other. This is because the Theme is specitic

in both of them. The adjunct extractions in them are equally economical and the most

economicaI.

3.4.3. Outside Western Austronesian

•
1 have iIIustrated rny system of relative econorny using the data from Tagalog and

Malagasy. In the rest of this section, 1 would Iike to discuss sorne data from languages

outside Western Austronesian.



• Many (hut not a11) ergative languages of the world have antipassive <:onslnl(tions.

Thus, Mayan languages su<:h as Ja<:alte<: (Craig 1977), K't~k<:hi (l3erinstein 19R5). K'idte'

(Mondloch 1981, Larsen 1987, Davies and Sam-Colop 1990). Mam (England 19!U). ami

Tzutujil (Dayley 1985a,h) have heen reported to have prodll<:live antipassiv<:

conslluctions. In addition, a numher of Aus!r:llian ergative languages, of which Dyirhal

(Dixon 1972, 1979) is perhaps the hest docllmented, have antipassives. Looking at the

north, we find, for instance, such languages from different families as Halkomclem

(Salish; Gerdts 1988), Greenlandic and Yup'ik Eskimo (Eskimo-Alellt; Payne 1982,

Woodhury 1977), Chllckchee (Paleo-Asiatic; Kozinsky et al. 1988). QlIite sllrprisingly,

those languages with antipassives are faithflll to the generalization in (5) repeated hclow

(see the references cited ahove; see also Larsen and Norman 1979 for Mayan):·lll

•
(5) Generaliz<ltion:

Extraction of a non-ahsollltive DI' argument in a certain construction is
prohihited only if there is a we11-formed eqllivalent of the construction where it
gel~ ahsolutive-marked.

ln what fo11ows, 1 will hriefly examine Dyirha!, Halkomelem, and Mam in tum.

Dixon (1972), studying relativization in Dyirhal, states that onl)' ahsolutive-marked

nominals can he relativized in the langauge. Ohserve the fo11owing Dyirhal examples:

•

(52) a. Payi yuri pangkul yarangku
there(Aos) kangaroo(ABs) there(ERG) man(ERG)
'The man speared the kangaroo.'

o. Payi yara pakal-nga-nyu
there(ABs) man(ABs) spear-APAss-NONFUT-ABS
'The man speared the kangaroo.'

30 With a handful of exceptions. See for instance footnote 32.

pakan.
spear-NoNFUT

pakul yuriku.
there(DAT) kangaroo(DAT)
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(52a) is a transitive sentence, whereas (52h) is its antipassive version, where the

antipassive morpheme -ngay- appears i'l the verhal complex. As ~;hown in (52h), the

inherent Case assigneù hy the verh is realizeù morphologically as ùative in Dyirhal. Now

consiùer the following examples of relativization:

(53) a. Palan Jukumpil ngaja purangu nyinanyu.
there(ARs) woman(ARs) I(ARs) see-NONFUT-ARS sit-NONFUT
'The woman whom 1am watching is sitting ùown.'

h. Payi yara pakal-nga-nyu pakul yuriku
there(ARs) man(ARS) spear-APASS-NONFUT-ARS there(DAT) kangaroO(DAT)
panakanyu.
return-NONFUT
'The man who speareù the kangaroo is returning.'

ln (53a) the Theme argument has heen extracteù in the transitive clause. In (53h) the

Agent has heen extracteù with the ohligatory use of the antipassive. In hoth (53a) anù

(53h), the extracteù nominal must he ahsolutive. In particular, one cannot use an

antipassive in extracting the Theme or a simple transitive sentence in extracting the

Agent. This restriction can he explaineù hy the present analysis.

Examples (54a-h) are l'rom Halkomelem (Gerùts 1988):

(54) a. Ni pc3n-at-c3s kwea sw<3y'lqe? kwea sqéwe.
AUX plant-TR-3ERG DET man DET potato
'The man \llanteù the potatoes.'

h. Ni pc3n'l-am kwea sw<3y?qe'l 'la kwea sqéwe.
AUX plant-INTR DET man OBL DET potato
'The man planteù the potatoes.'

(54a) is transitive, as inùicateù by the transitive morpheme -à-, while (54h) is
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intransitive ur antipassivized, as indic'lted hy the intransitive morphen1l' -''/11- . .11 ln

Halknmdem antipassives, the thematic ohject is aCl"llmpanicd hy the "ohlique'" marker.

as in (54h), which 1assume is the Halkol11dem-particular morphological l'''rm or inl":rent

Case.

As expected, argument extraction targets ahsolutive Dl's ln Halkomelcm «55a) IS

l'rom Gerdts 1988, (55h) is l'rom Gerdts 1980):.I~

(55) a. Scé.ltàn kwea ni q''''al-at-'!é. n'!.
salmon DEl' AUX hake-TR-lslIll
'Salmon is what 1 haked.'

h. Sléni'! ea ni q'Wal-am 'la tl'a sBp1l1.
woman DE'\' AUX hake-INTR OllL-DE'\' hread
'A woman is the one who haked the hread.'

These examples contain headless relative clauses introduccd hy the determiners. In (55a)

the ahsolutive Theme has heen extracted, and in (55h) the ahsnlutive Agent has heen

extracted.

Interestingly, Halkomelem seems to hehave in the same way as Tagalog in terms of

31 Thus, the Halkomdem pair in (54) is similar to lhe Tagalog pair in (8) wilh respcel to verhal
morphology.

3~ An apparent counterexample fmm Halkomdem to the genemlizatilln in (5) is given in (i) (Gerdts
1980):

(i) Sténi'! ea ni q'"al-élt t°é. ,.
woman Drrr AUX bak~-TR Dr.T 1.. :.Ad
'A woman is the one who baked Se bread. '

10 (i) it apl""'r5 that the ergative DP has becn directly extrdcted. The "<JOomy accllunt scems III p",dicl
that (i) should be blocked by (55b). There is, however, som"thing strange abllut (i). ln partieolar, lhe
ergative agreement drops in (i). Compare (i) to (ii) wilhout wh-exlraction.

(ii) Sàplil tOa ni q'"al-élt-ils ea sléni'!.
bread DnT AUX bak~-TR~3IiRG DIiT woman
'Bre..d is what the woman baked.'

1speculare tbat the Spec of PrP in Halkomdem can licen.. an A'-bound pm when ils binder b "",ferenti..l"
(Cinque 1990, Chung 1994). If this speculation is on the right trdck. (i) and (55b) do not compclc, since
the former but not the latrer contain an extrd element in the numerdtion. i.•.• a pm. Then (i) and (55b)
would converge independently of each other <sec also the brief discussion of the mie of "referentiality" in
Chamorra in Chaprer 5). It may he that an A'-bound pro cannot trigger agreement in Halkomdem.
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extraction of possessors. Gerdts (1988:76) explicitly states that a possessor can he

extracted only if '.he possessive phrase l'rom which it is extracted receives ahsolutive

Case. Consider the following (Gerdts 1988):

la sléni?
DET woman

(56) a. Ni q'Wal-at-as kwea scé.ltan-s
AUX hake-TR-3ERG DET salmon-3POss
'He haked the woman's salmon.'

h. Stâtal-staxWcan la sléni? ni q'Wal-at_&
know-cAuS IsuB DET woman AUX hake-TR-3ERG
'1 know the woman whose salmon he haked.'

kwea scé.ltan-s.
DET salmon-3POss

•

•

(57) a. Ni q'Wal-at-as kwea sqé?aq-s la sléni? kwea scé.ltan.
AUX hakc-TR-3ERG DET y.hrother-3POss DET woman DET salmon
'The woman's younger hrother haked the salmon. '

h. *Stâtal-staxw can la sténi? ni q'Wal-at-& kwea sqé?aq-s
know-cAuS IsuB DET woman AUX hake-TR-3ERG DETy.hrother-3POss
kwea scé.ltan.
DET salmon
('1 know the woman whose younger hrother haked the salmon.')

I.n wel1-formed (56h) hased on (56a), the possessor of the ahsolutive Theme has heen

extracted hy relativization. In iII-formed (57h) hased on (57a), the possessor of the

crgative Agent has heen extracted. It should he clear how the explanation goes; (57h) is

blocked by il~ antipassive counterpart.33 Since possessor extraction in Halkomelem

patterns with that in Tagalog, the points made earlier about the latter can also be made

on the basis of the former; i.e., there is LF pied-piping and the MLC cannot be a strictly

derivational condition.

Let us now turn to Mam. Consider tirst the fol1owing pair l'rom Mam (England

1983):

33 Genlts (1988) dœs not give examp1es whe", the possessor of Agent is extracted with antipassives.



• (58) a. Ma 0-tzaj t-tzyu-7n Cheep
RPAST 3SG.ABS-DIR 3SG.ERG-grah-Ds José
'José grahhed the hird.'

eh·it.
hird
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h. Ma 0-tzyuu-n
RPAST 3SG.ABs-grah-APAsS
'José grahhed the hird.'

Cheep t-i7j ch·it.
José 3SG.ERG-RN hird

(58a) illustrates the transitive clause in Mam. Like many other Mayan languages, Mam

is a verh-initial language. (58h) is the antipassivc counterpart of (58a), in which the

antipassive morpheme -Il is suftixed to the verh, and the thematic ohjeet is preceded hy

the dative "relational noun." 1assume that the dative "rclational Dl'un" in antipassives like

(58h) is the morphologieal retlex of inherent Case assignment, which has no categorial

status.

xiinaq.
man

t-e cheej.
3SG.ERG-RN horse

Observe the follG""ing Mam examples of extraction (England 1983):

• (59)

(60)

Cheej chi-0-kub't-tzyu-7n
horse Asp-3sG.ABS-DIR 3SG.ERG-grab-Ds
'It is the horse that the man grabbed.'

a. *Xiinaq chi-0-kub't-tzyu-7n
man Asp-3sG.ABS-DlR 3SG.ERG-grab-Ds
('It is the man that grabbed the horse.')

b. Xiinaq x-0-kub'-tzyu-n
man Asp-3sG.ABS-DIR-grab-APAsS
'It is the man that grabbed the horse.'

chc«i·
horse

•

In (59) the absolutive Theme of the transitive clause has been extracted with no difficulty.

But when it cornes to Agent extraction, one is obliged to use' le antipassive construction,

as shown by the contrast between (60a) and (60b). Under the economy account, (60a) is

blocked by (60b), since the extraction of the absolutive in the latter creates the shortcr
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wh-chain. 34

Berore c10sing this section, yet another preùiction the economy account makes is

worth mentioning, i.e., that if an ergative language Jacks a counterpart of the Tagalog

Agent Topic or antipassive construction altogether, the ergative DP shoulù he extractahle

in simple clauses. There are inùeeù ergative languages without antipassive constructions.

They incluùe, for example, Niuean (Polynesian) anù Chorti (Mayan). The prediction is

horne out hy Niuean (Seiter 1980). (61) illustrates the simple transitive sentence in

Niucan.

(61) To lagomatai he ekekafo a ia.
FUT help ERG-Ùoctor ABs-him
'The ùoctor will help him.'

As in Tagalog, the extraction of absolutive DPs is tine, as shown in (62).

(62) Ko hai ne fahi
PRED who NONFUT beat
'Who is it that Sione beat'l'

e Sione'l
ERG-Sione

•

But unlike Tagalog, Niuean permits extraction of ergative DPs freely. This is shown in

(63).

(63) Ko hai ka kini e mUla'!
PRED who FUT c1ear ABs-plantation
'Who is it that is going c1ear the plantation'?,

.',

ln the absence of more economical alternatives (i.e., an antipassive), (63) is the most

J.l The meaningless "dinoctional suffix" -7n in (60s), 1assume, can be ignored for the purpose of the
reference set. See below for K'ekchi. Note \hat the aspectual morphemes in (59) and (60b) take different
shapes, which may make sense from the pl-esent view \hat the anûpassive morpheme is ûed with Asp.
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economical and therefore well-formcd .

According to Quizar and Knowles-Bcrry (1988), the Cho1an Langu<lgcs \<lck

(productive) antipassives. "Although the Cho1<1n \<lngu<lges are likc other M<lY<ln langu<lgcs

in uti\izing SVO order to indicate agent-focus, they do not h<lvc <In <lntip<lssivc vcrh for

this construction (Quizar <lnd Knowles-Ben)' 1988:91)." As cxpected. cxtr<lction of

ahsolutive argumenL~ is also fine in Chorti.

(64) e winik se? yo?pa-0
the man who came-3SG.ABS
'the man who came to the house'

tama e otot
to the house

As shown in (65), ergative argumenL~ can he directly extracted in Chorti.

•
(65) e winik se? uy-ahk'-u-0

the man who 3SG.ERG-hit-Ts-3sG.~BS

'the man who hit his wife'

uw-isk-a?r
3sG.ERG-wife-N

•

Again, (65) is well-formed, because there is no antipassive equivalent of (65) which

would be more economicaI.

To sum up this section, the economy account has been shown to be successful in

capturing the generalization given in (5),

3.5. Two Types of Antipassives

This section considers a curious phenomenon observed in certain ergative languages

including Tagalog, whereby extraction of the Agent argument in a clause neutralizes the

SE otherwise imposed on the Theme argument in an antipassive clause. 1will present an

economy-based account of the phenomenon, which 1believe leads to undel'l>tanding of the

dichotomy of antipassives mentioned at the outset of this chapter,
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As notcd in Chapter 2 and ahove, the SE is ohservel1 in the Agent Topic construction

in Tagalog (see, for example, Adams and Manaster-Ramer (988). Thus, the following

pair from Tagalog is typical:

(66) a. B-in-ili ni Juan
hought(TI} ERG-Juan
'Juan hought the car.'

b. B-um-ili si Juan
hought(AT} ABs-Juan
'Juan hought a car.'

ang kol~e.

ABs-car

ng kotse.
INH-car

•

ln the Theme Topic construction in (66a), the Theme kotse 'car' must he specitic, while

in the Agent Topic or antipassive construction in (66h), it must he nonspecitïc, exhihiting

the SE. 1have argued that the SE imposed on the Theme in the Agent Topic construction

has to do with inherent Case. When the Theme happens to be nonspecitic, it is eIigihle

for inherent Case and therefore remains within the VP throughout the derivation (cf.

BeIIetti 1988, Diesing 1992).35

It is interesting to note that we tïnd situations in Tagalog where the SE on the Theme

with inherent Case is neutralized (see Maclachian and Nakamura 1994, Nakamura 1994b

and references cited there). First, consider the foIIowing examples of the Agent Topic

construction (Byma 1986):

(67) a *Nag-hintay si Juan
wait for(AT} ABS-Juan
('Juan waited for Maria.')

b. Nag-hintay si Juan
wait for(AT} ABS-Juan
'Juan waited for Maria.'

ni Maria.
INH-Maria

kay Maria.
oBL-Maria

• 35 For reasons of "';'nomy, the MFC in particular. See below.
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ln (67) the Theme is the proper noun Maria, which is inherently specitic. (67a) is i1\­

formed due to the SE.3fi But in fact, one can have a specitic Theme in the Agent Topic

construction by placing an oblique preposition befmc the Theme, as in (67b).J1

It is wiJely known that object~ of prepositions are exempt l'rom the SE. This point

can be seen by the French il impersonal construction. Observe the following French

examples (Safir 1985):

(68) a. Il est arrivé trois hommes.
'There arrived three men.'

b. *11 est arrivé les trois hommes.
('There arrived the three men.')

The impersonal construction in (68), Iike its counterpart in English, exhibits the SE; the

nominal after the unaccusative verb arrivé must be nonspecitic. However, the SE does

not hold if the nominal in the impersonal construction is the complement of a preposition

(Safir 1985).

(69) a. Jean a tiré sur le bateau.38

'Jean shot at the boat.'

b. Il a été tiré sur un bateau.
Lit. 'There was shot at a boat.'

c. Il a été tiré sur le bateau
Lit. 'There was shot at the boat.'

36 Compare (67a) with (i), where the Theme is nonspecific.

(i) Nag-hintay si Juan ng bus.
wait for(AT) ABS-Juan INN-bus
'Juan waited for a bus.'
37 There seems to be dialectallidiolectal variation conceming the acceptability of senlences Iike (67b).

For instance, theyare reporled as ungrammatical in Schachler and Otanes 1972:382 (see also MacFarland
1978, Adams and Manasler-Ramer 1988). 1t would be reasonable ta assume !hat the variation at issue
depends on whether a given dialectlidiolect permits "preposition insertion" in the Agent Topic construction
as a last resort.

38 (69a) also bas the inlerpretation 'Jean shot on the boat' , which is irreJevant for present discussion.
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The SE is ahsent in (69) Î.n contrast to (68). This is the case hecause of the preposition

.l'liT 'at'.

There is further indication that ohlique prepositions play a mIe in neutralizing the SE.

Consider the Benefactive Topic construction in Tagalog mentioned ahove, as in (70):

(70) I-hinili ni Juan ng kotse
hought(OT) ERG-Juan INH-car
'Juan bought the woman a/the car.'

ang habae.
Aos-woman

•

•

ln (70) the Benefactive babae 'woman' is the structural subject and absolutive-marked.

The Benefactive Topic construction is assumed to he an applicative construction derived

hy Preposition Incorporation (PI) in the sense of Baker (1988a,b) (see Chapter 4 for more

details). Thus, the morpheme i- in (70) is analyzed as an incorporated preposition. The

Pl makes it impossible for the Benetàctive to get Case in .l'itll (Baker 1988a,b), forcing

it to move into a structural Case position, i.e., the Spec ofTP (at LF). Interestingly, the

Theme ka/se 'car' in (70) can he specitic in spite of the fact that it is assigned inherent

Case within the VP. The Jack of the SE in applicative constructions in Tagalog would be

captured if we assume that the oblique Case feature of the incorporated preposition can

somehow optionally participate in inherent Case assignment by the verb.

ln view of this, 1 present the following condition as a descriptive generalization (cf.

Maclachlan and Nakamura 1994, Nakamura 1994b):
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Condition on the Specijiciry Eifect (CSE):
A nominal with inherent Case fails to exhihit the SE if an ohlillue Case fealme
is part of the inherent Case-assigning head.

Given the CSE in (71), the neutralization of the SE in (67b), (69c), and (70) follows ..'·

The CSE also accounl~ for the SE in serializing languages like Anyi, a Western Kwa

language spoken mainly in Ivory Coast. As is well-known, serializing languages have few

prepositions if any. Then, it would be predicted that the inherently Case-marked Theme

in double object constructions in such languages should exhibit the SE, sincc there would

he no PI involved. This prediction is borne out, as the following Anyi examples

demonstrate (Van Leynseele 1975:200-202):

(72) a. Koff mii kàsf bùlûkû.
Kofi give(HAB) Kasi book
'Kofi gives Kasi a book. '

• b. *Koff ma kàsf bùlûkû-à.
Kofi give(HAB) Kasi book-DEF
('Kofi gives Kasi the brok. ')

c. Koff tà bùlûkû-ll tàJm~ kàsf.
Kofi take(HAB) book-DEF take-give(HAB) Kasi
'Kofi gives the book to Kasi.'

The contrast between (72a) and (72b) shows that the Theme in the double object

construction has to be indefinite or nonspecific. In order to express the meaning of (72b) ,

the seriai verb construction in (72c) must be used (for an analysis of seriai vero

constructions, see Baker 1989). In (72c) the Theme exhibits no SE, presumaoly oecause

it can be assigned structural Case by the Asp associated with the first vero.

Let us assume then that the CSE is descriptively correct, though 1will not try to spell

• 39 ln the rocent past construction in Tagalog, no SE is observe<! on the Theme with inherent Case.
1 must assume that the recent past morphology can optionally have an oblique Case feature.
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out the exact mechanism of how the SE geL~ neutralized.-Iu

Tagalog constructions involving Agent extraction, however, seem to pose a prohlem

tilr the CSE just presented (as pointed out also hy Richards (1995)). Consider the

ti>lIowing clef! construction:

(73) Siya ang h-um-ili ng kotse.
3SG.ABS ANG hought(AT) INH-car
'He is the one who hought a/the car. '

As shown in (73), the SE ohserved in the Agent Topic construction is neutralized if the

construction involves extraction (Sehachter and Otanes 1972, MacFarland 1978 among

others). Why should this he the case? It appears that the CSE is at odds with the

neutralization of the SE in examples Iike (73), hecause no element with an ohlique Case

feature seems to he found in the verhal complex; to account for the SE in (66h), we must

assume that the morpheme -UIn-, which 1 regarded as r. morphological realization of the

Caseless Asp, lacks such a feature.

[ would Iike to argue that the prohlem for the CSE posed hy (73) is only apparent.

My suggestion is that Tagalog has two kinds of Agent Topic morphemes, one which has

an oblique Case feature, and the other which does not. If the latter is used, the SE is

observed. If the former is used, the SE l'ails to be observed. What is confusing is that

these morphemes happen to be homophonous. In effect, 1am c\aiming that the two kinds

of -UIn- can be used in (73), but only one kind without a11 oblique Case feature can be

used in (66b). If this is correct, the specificity facts in these examples follow.

On the face of it, this account may sound very ad hoc. 1 suggest that there is good

evidence for it. First, 1 would Iike to establish based on Chamorro, an Austronesian

language, that it is perfectly natural to posit two kinds of Agent Topic morphemes in

40 Further support for the CSE may come from eross-linguistie variation among Austronesian
languages in terms of the SE in the Agent Topie eonstruetilln. Sec below for Malagasy.
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Austronesian. Consider the following Chamorro pair (Topping 1973:85):

(74) a. Hu-hatsa i lamasa.
ISG.ERG-litied the tahle
'1 Iifted the tahle.'

h. Man-hatsa yu' lamasa.
AT-Iitied ISG.Ans tahle
'1 lifted a tahle.'

(74a) exemplilies the regular transitive or "Theme Topic" construction, and (74h) the

Agent Topic or antipassive construction (Cooreman 1987). The Agent Topic morphellle

in (74h) is man-, while (74a) does not contain any special topic morphology. The

transitivity of (74a) is evident from the Agent pro triggering the ergative agreement. The

intransitivity of (74b) can be seen by the fact that the pronominal Agent takes the

absolutive form; the Theme is assigned inherent Case within the VP. As in the case of

Tagalog (66b), the Agent Topic construction in (74b) exhibil~ the SE; il~ Theme must he

nonspecific.

The SE in the man-marked Agent Topic construction can also he iIIustrated hy the

following pair parallel to Tagalog (67) (based on Gibson 1980):

(75) a. *Man-man-bisita i famagu'un
PL-AT-visited the children
('The children visited Juan.')

b. Man-man-bisita i famagu'un
PL-AT-visited the children
'The children visited Juan.'

si Juan
uNM-Juan

gias Juan.
oOL-Juan

•
(75a) is iII-formed since the Theme Juan is intrinsically specifie. (75b), on the other

hand, is well-formed since Juan is the object of the preposition gias.

Now, let us see wbat happens in Agent Topic constructions involving extraction in
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Chamorro. Consider (76) where the Agent is extracted hy clefting (Topping 1973:244):

(76) a. Guiya man-li'e' palao'an.
3SG.EMPH AT-saw woman
'He is the one who saw a woman.'

h. Guiya I-um-i'e' i palao'an.
3SG.EMPII AT-saw the woman
'He is the one who saw the woman.'

Interestingly enough, two kinds of Agent Topic morphemes are used depending on the

specificity of the Theme.41 ln (76a) the Theme pa/ao'all 'woman' is nonspecitic, and

the morphememall-isused.ln (76h), on the other hand, the Theme i pa/ao 'ail 'the

woman' is specifie, and the morpheme -/lm- is used, which is most likely to he cognate

with the homophonous morpheme in Tagalog (Topping 1973). Chung (1982, 1994) caBs

this special morphology contingent on Agent extraction" Wh-Agreement" (see Chapter 5).

ln present terms, mall- in (74h) and (76a) Jacks an ohlique Case feature, whereas -/lm­

in (76h) has one. Thus (74b) and (76a) exhihit the SE. ln (76h) the ohlique Case feature

of -/1/11- is supposed to take part in the inherent Case-checking, permitting the specifie

Theme. (76) demonstrates that Chamorro has two types of Agent Topic morphemes, and

they have different phonological realizations. Given this fact, it is reasonahle to daim that

Tagalog, just like Chamorro, has two types of Agent Topic morphemes, which happen

to he homophonous.

ln the preceding discussion, we saw that Chamorro has two kinds of Agent Topic

constructions. Recall that under an ergative analysis of Philippine-type languages, the

Agent Topic construction is regarded as an antipassive construction. In this light, it is

41 These morphemes are homophonous with the number agreemenl mOfphemes used in intransitive
realis clauses (man- is fur pluml subjects, -um- for singular subjects; Topping 1973, Chung 1982,
Cooreman 1987). The homophony of these morphemes may lIll'ke sense in lighl of Tmvis' (fortheoming)
daim thal the funetional category Number (see Rilter 1991) is the nominal eounterpart of Asp; the Agenl
Topie morphemes are relaled 10 Asp under the presenl analysis.
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only reasonahle to expect that there exist ergative languages outsiùe the Austronesian

family which possess two types of antipassives parallel to those founù in Chamnrro. As

a .natter of fact, Mayanists have traùitionally ùistinguisheù hetween two kinds of

antipassives in Mayan languages; Ahsolutive Antipassive anù Agentive Antipassive (see

Smith-Stark 1978 among others). Here 1will illustrate each of them hy drawing relevant

ùata l'rom K'ekchi, a Mayan language spoken in Guatemala (Berinstein 1985).

Beginning with Ahsolutive Antipassive, consiùer (77) {Berinstein 1985).

(77a) exemplifies a transitive clause in K'ekchi. In (77a) the Agent pro 'you' anù the

Theme li ic 'the chile' trigger the ergative agreement and the ahsolutive agreement

l'espectively. (77b) iIlustrates the Absolutive Antipassive. In this construction, the Theme

must be nonspecific. This point can be appreciated by contrasting (77b) with (78)

(Berinstein 1985).

li ic.
the chile

•

(77) a. X-0-a-tiu
RPAST-3ABS-2ERG-eat
'You ate the chile.'

h. X-at-ti'-o-c ic.
RPAST-2ABs-eat-APAsS-ASP chile
'You ate chile.'

(78) *X-at-ti'-0-';

RPAST-2ABS-eat-APAsS-ASP
('you ate the cbile.')

li ic.
the chile

•

In the above sentence, the Theme in (77b) has been made specifie by adding the definite

determiner li to il. The result is the ungrammaticality of (78). The intransitivity of (77b)

is c1early indicated by the fact that the Agent triggers the absolutive agreement; the

nonspecific Theme gets inherent Case within the VP without the mediation of a functional
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category and thus cannot trigger agreement. Notice that (77h) is strikingly similar to

Tagalog (66h) and Chamorro (74h) in terrns of the ohligatory nonspecificity of the

Th':me.

Let us turn next to Agentive Antipassive. Il is an antipassive construction where

extraction of the Agent is mandatory. In K'ekchi, the Theme in this construction is

dative-marked. Ohserve the following examples (Berinstein 1985):

(79) a. X-0-x-sac' li !Z'i' li cuink.
RPAST-3ABs-3ERG-hit the dog the man
'The man hit the dog.'

h. *X-0-sac'-o-c r-e li !Z'i' li cuink.
RPAST-3ABs-hit-APAss-Asp 3ERG-DAT the dog the man
('The man hit the dog. ')

(79a), like (77a), is a usual transitive clause. (79h) is the Agentive Antipassive version

of (79a), in which the Theme li tz 'i' 'the dog' is assigned "dative" Case. It is

ungrammatical, since the Agent li cuink 'the man' is not extracted (for a well-formed

example of Agentive Antipassive, see (SOh) helow).

Now, let us consider extraction of the Agent in the two kinds of antipassives. As

shown in (SO), hoth of them permit such extraetion (Berinstein 19S5).

(SO) a. Laat nac-at-i1-o-c
2EMPH TNS-2ABS-see-APAss-ASP
'It is you who watch children.'

h. Li cuink x-0-sac'-o-c
the man RPAST-3ABS-hit-APASS-ASP
'It was the man who hit the dog. '

coc'al.
children

r-e li tz'i'.
3ERO-DAT the dog

•
(SOa) contains the Absolutive Antipassive, (SOb) the Agentive Antipassive. What is

noteworthy about (80a-b) is that they are exactly Iike Chamorro (76a-b) in that it is the
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specitïcity of the Theme that determines which of the two kinds of .mtipassives will he

employed. If the Theme is nonspecific, thc Ahsolutivc Antipassivc will hc choscn, as in

(80a). If it is specitïc, the Agentive Antipassive will hc choscn, as in (80h). Thus, thc

Absolutive Antipassive behaves in the samc way as the IlIllfl- Agcnt Topic construction.

The Agentive Antipassive corresponds to the -lIllI- Agcnt Topic construction. In fact, thc

latter two constructions share one more striking similarity, i. /'., thcy arc uscd whcn thcir

external arguments are extractcd (for reasons to be explained helow). This has alrcady

been demonstrated in (79b) for K'ekchi. And this is apparcntly truc of Chamorru, too

(see Chung 1982, Cooreman 1987).42 For example, -/1/11- cannot antipassivizc (74a).

ln brief, K'ekchi has two kinds of antipassive or "Agcnt Topic" morphcmcs: onc,

like Chamorro mall-, has no oblique Case fealure, and the other, Iike Chamorru -/1/11-,

has an oblique Case feature. The former produces Absolutive Antipassivc, whilc the lattcr

produces Agentive Antipassive. Unlike the situation in Chamorru, but like that in

Tagalog, they happen to be homophonousY But unlike in Tagalog, the difference

between them clearly manifests itself in the way the Theme gets Case-markcd when they

are used. If the Absolutive Antipassive morpheme is used, the Theme is assigncd inherent

Case in the by now familiar way, exhibiting the SE. If the Agentive Antipassive

morpheme is used, it a1so gets inherent Case, but with the help of the oblique Case

42 ln Chamorro, there is another context in which the morpheme -UIII- shows up, i.e., the conlml
construction, as in (i) from Topping 1973 (seo Cooreman 1987 for detailed discussion).

(i) Maliigu' gui' b-um-isita
want 3SO.ABS AT-visit
~He wants to visit Rita.'

si Rita.
UNM-Rita

•
The use of -um- is required in (i), sinee the Agent PRO must mise into the Spec of TP in the embedded
clause to check ils null Case (Chomsky and Lasnik 1993). Obligatory antipassivization within control
infinitival clauses is also found in such ergative languages as Dyirbal, as in (H) (Dixon 1991).

(ii) Bay-i yam walnggarra-nyu qunyjal-nga-ygu ba-gù-n bana-gu.
there.ARS-MASc man.ADS want-PAST drink-APASS-PURP there-DAT.pfI.M water-oAT
'The man wanted to drink waler.'
43 The antipassive morpheme in K'ekchi is realized as -0 when attached ln a monosyllabic verb, and

as -n otherwise (Berinslein 1985).
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feature of the Agelltive Antipassive morpheme. One may propose to take the dative Case

in (BOh) 10 he the morphological reflex of the participation of the ohlique Case feature

of the Agentive Antipassive morpheme in the inherent Case-checking.44

The K'ekchi data just reviewed arc signitkant in that they demonstrate that the kind

of phenomena we saw for Tagalog and Chamorro is in fact general and is not sorne sort

of quirk associated solely with Austronesian; K'ekchi has no genetîc connection

whal~oever with the two (possihly closely related) Austronesian languages. Given this,

il is sensihle to conclude that the distrihution of the SE we are interested in here must

fi.lllow not l'rom sorne language-particular rules hut l'rom principles of grammar. In what

follows, 1 will attempt to offer a principled account l'rom an economy perspective.

So tar, 1 have argued that Tagalog, Chamorro, and K'ekchi ail have two kinds of

Agent Topic or aniip~,sivcmorphemes: one with an ohlique Case feature, and the other

without such a feature. There is a remaining question regarding their distrihution.

Phrasing the question in terms of Tagalog, why is it that -um- with the ohlique Case

feature cannot he used in contexts involving no extraction, as in (66h), while it can he

used in contexts involving Agent extraction, as in (73)'1 1 wish to suggest an economy­

hased solution. In particular, 1 propose (81) as a general economy condition on feature

specitication.4s

44 It could he suggeste<! that (SOb) is a case of preposition insertion as a last resort, triggered by the
specificity of the Theme. This suggestion, however, has difficulty in explaining why the dative
"preposition" cannot he used without Agent extlllction. Compare the ill-forrnedness of (79b) with the well­
forrnedness of Tagalog (6Th) and Chamorro (7Sb).

4S Burzio (1991) proposes that Binding Theory should he replace<! by the following:

(i) Billding Theory = Morp1l%gical Ecollomy:
A bound NP must he maximaUy underspecified.

1 suspectthat (i) may he subsume<! under (SI). But an al1emptto that end would demand a modification
of the concept of reference set adopted here.
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Minimal Featllre Condirion (MFC):
Derivation D hlocks derivation D'if D and D' helong to the same referenœ set
and the numher of features in numeration N of D is less than th'~ nllmher of
features in numeration N'of D'.

•

(81) requires that the numher of features used in a successful derivation he minimal.

More explicitly, it, comhined with the notion of refcrence set in (28), states "Minimize

the numher of unimerprerable formai features."

Concentrating for the moment on Tagalog constructions where no extraction is

involved, the intuitive idea is that when the Theme is spccitic, it is not necessary to use ­

um- with an oblique Case feature, since the alternative Theme Topic construction is

available, as in (66a). Hence, the use of -um- with an oblique Case fcature is prohibited.

This idea accords weil with the observation that the "insertion" of oblique-markers in

examples like (67) and (75) is a "last resort." The LF structures for (66a-b) under the

intended reading 'Juan bought the car' are given in (82a-b) respectively.46

a.(82) hp thi cari bought(TI) Iprp Juan Pr IA'pp Aspl +Casellvp rv tH

b. *ITP Juall; bought(AT) Iprp ri Pr IA'PP Aspl +Case, +oblllvp rv the carHH
1 1

•

Given the revised notion of reference set in (28) where only interpretable features malter,

(82a-b) compete with each other for economy purposes. Notice that neither of (82a-b)

blocks the other, as far as the MLC in (35) is concerned. This is simply because they do

not have any comparable chain links (see (33». How about the MFC'l The crucial

difference between (82a) and (82b) lies in the uninterpretable Case features of the Asps;

the Theme Topic morpheme in the former has a Case feature, which 1 represent as a

46 Case and oblique festures, being uninterpretable, are assumed nut tu be present at LF, but are
shown in (82), (83), and (8S) for the sake of exposition.
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single feature 1+Case), while the Agent Topic morpheme in the latter has an oblique

Case feature, which 1 represellt as a combination of two features 1+Casel and

1+obllique)l· (82b) is b10cked by (82a) in terms of the MFC, since the use of the Theme

Topic morpheme in the latter with one feature is more economical than that of the Agent

Topic morpheme in the former with two features. This explains why only -lI/n- without

an oblique Case feature can be used in (66b), which exhibit the SE due to the CSE.

There is, in fact, another question about (66) that must be answered. 1 have been

a~suming following Belletti (1988) and Lasnik (1992) that assignment of inherent Case

is optional (see Chapter 2). Suppose that we choose to have a nOllspecific Theme in the

Theme Topic construction and choose not to assign inherent Case to the nonspecific

Theme. Then the Theme must mise into the structural subject position for absolutive

Case-checking. In the derivation under consideration, the Agent would get ergative Case

in the usual way. The question is: why is it that the Theme in the Theme Topic

construction, as in (66a), cannot be nonspecific? The proper answer, 1 argue, hinges on

the MFC. Now, we are comparing the following two derivations \\ ith the intended

reading 'Juan bought a car':

(83) a. *ITP a carj bought(rr) IPrp Juan Pr IA'pP Asp[ +Case] [vp tv tjlm
1 1

b. ITP Juanj bought(AT) [PrP ti Pr IA'pP Asp Ivp tv a car]]]]
1 1

Once again, neither of (83a-b) blocks the other with respect to the MLC, for no

comparable chains are formed in (83). What is responsible for the iII-formedness of (83a)

is the presence of the Case feature of the Asp, which is lacking in (83b); from the

viewpoint of the MFC, (83b) counts as more economical than (83a).

In short, the MFC successfully accounts for the specificity facts in non-extraction

contexts such as (66). Note that the MFC is a transderivational economy condition. There
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is nothing wrong with each individual derivation in (82) and (83). In particular, the

derivations in (82) and (83) each satisfy the delinition of Attract. There is nothing wrong

with their LF representations, either, which consist only of legitimate LF ohjects. Thus,

the MFC selects among convergent derivations.

What ahout cases such as (73) where extraction of Agent is involved? Recal1 l'rom

the previous sections that when one wishes to extract Agent in sentences like (73), the

Agent Topic construction must he used. Compare (73) with i1\-formed (84) where the

Agent has been extracted in the Theme Topic construction.

(84) *Siya ang h-in-ili ang kotse.
3SG.ABS ANG bought(rr) ABs-car
('He is the one who bought the car. ')

The explanation offered above made crucial use of the MLC given in (35). To rcpcat it

briefly, the definition of reference set in (28) al10ws us to make comparison bctween (73)

and (84), and (84) is blocked by more economical (73). Consider LF representations

(85a) and (85b) for (73) and (84) respectively (only relevant portions shown). Note that

the relevant interpretation is the one where the Theme is construed as specific and hencc

the Asp in (85a) must have an oblique Case feature.

(85) a. leP OPdTP t'i bought(AT) IPrp ti Pr IA'pP Aspl + Case, +obl( Ivp tv the carlllll

1-1
b. *1eP DPi !Tp the carj bought(rr) [PrP ti Pr [A.pP Aspl +Casel Ivp tv tjlllll

1 1

According to chain link comparability in (33), the wh-chain link in (85a) and that in (85b)

are comparable. The MLC correctly predicts that (85b) is blocked by more economical

(85a), because the wh-chain link in the latter is shorter that in the former.

Therefore, in cases involving Agent extraction, the use of the Theme Topic
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morphcme -in- is simply not an option. The use of -um- with an ohlique Case feature is

permitted in such situations, heing the most economical hy default. And of course,

nothing prevenl~ one from using -um- without a Case feature.

ln this way, the economy account nicely captures the fact that the SE is ohservahle

in non-extraction contcxl~ like (66h), hut not in extraction contexl~ like (73). Notice that

the ahove discussion forces us to assume the following:

(86) The MFC is overridden hy the MLC.

If the reverse of (86) were true, we would incorrectly expect that Agent extraction has

no effect whal~oever on the SE; using the Agent Topic morpheme without an ohlique

Case feature would always he more economical than using the one with it. 1speculate that

(86) would follow from the interpretation-oriented nature of the computational system.

Intuitively, Iinguistic ohjects such as chains that can get interpreted at LF are more

important than those uninterpretahle formai features that play no role at LF. Hence, the

MLC, which constrains chain formation, outweighs the MFC, which concerns

uninterpretahle features.47

An alternative to this speculation would he to suggest that (86) would follow if (i)

only convergent derivations compete for the purpose of economy, and (ii) violations of

the MLC lead to cmshed derivations (Chomsky 1994). In other words, if the derivation

in (85h) crashes, there would he no way for it to block (85a). But 1 have rejected the

second assumption: (85a-h) compete with each other for relative economy, hecause both

of them converge (see section 3.4.). Thus, this alternative seems untenable.

The present analysis also straightforwardly extends to the Chamorro and K'ekchi

examples examined above. Let us consider Chamorro first. Chamorro (74) can be

47 (86) will be modified later in Chapter S.
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accounted for in the same way as Tagalog (66). When the Theme is specilic, the use of ­

II/n- with an oblique Case feature is blocked by the availability of the more econolllicai

Asp with a structural Case feature, as in (74a). The Agent Topic morpheme //lilll- does

not possess any Case feature, requiring the Theme to be nonspecitic, as in (74\1). The

Theme in (74a) must he specitïe for the same reason as that in (66a) must be specilie.

The same explanation for Tagalog (73) covers Chamorro (76). The only differenee

hetween them is that Chamorro distinguishes hetween the two Agent Topic lIIorphemes

phonologically, while Tagalog does nol. Note that as in Tagalog (73), the Agent Topie

construction must he used in sentences Iike (76). In particular, (76h) is the most

economical for reasons mentioned ahove, blocking (87) (based on Topping 1973).

(87) *Guiya ha-Ii'e' i palao'an.
3S0.EMPH 3S0.ERo-saw the woman
('He is the one who saw the woman. ')

Thus, the present economy account, extended to Chamorro, neatly captures the

ohservation that in that language, -um- never show up on the two-place verb when the

"Theme Topîc" construction is lIvailable.

Let us next go back to the K'ekchi data. When the Absolutive Antipassive morpheme

lacking the features [+Case, +obl) is used, as in (77b), the inherently Case-marked

Theme is obligatorily nonspecific. The reason why the Agentive Antipassive cannot be

used without Agent extraction has to do with the MFC. Consider the pair in (79) once

again. Given the notion of reference set adopted here, (79a-b) belong to the same

reference set, assuming that the dative-marker on the Theme in (79b) is nothing but a

dummy Case-marker with no categorial statuS.48 In Iight of the MFC, (79b) is bIocked

48 There is another noteworthy difference between (79'..) and (79b), i.e., the presence or the absenc...
of the "aspect marker" -co This "aspect marker" is merely the non-future inlnlnsitive suffix !hat bears no
aspectual meaning on ils own (Berinstein 1985). Thus, it can be found in intransitive sentences like the
following where ils appearance is only optional, suggesting the relative insignificance of ils role:
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hy more economical (79a); the former uses the ohlique Case feature of the Agentive

Antipassive morpheme in order to accommodate the specific Theme.

Turning to the Agent extraction in (SO), the same explanation for Tagalog (73) and

Chamorro (76) holds of (SO) as weil. Again, one must use the antipassive constructions

in (SO), as required hy the MLC. The transitive counterpart of (SOh) is iII-formed, as

iII~strated helow (hased on Berinstein 19S5):

(SS) '"Li cuink X-0-x-sac' li tz'i'.
the man RPAST-3ABs-3ERG-hit the dog
('It was the man who hit the dog.')

(SS), in violation of the MLC, is hlocked hy more economic~,1 (SOh). (SOh) is the most

optimal output, even though (SS) is more economical in terms of the MFC.

To summarize, given the assumption that Ahsolutive Antipassive morphemes are truly

Caseless, white Agentive Antipassive morphemes have a peculiar oblique Case feature,

the economy analysis based on the MFC and the MLC successfully accounts for why

Absolutive Antipassive requires nonspecific Theme, white Agentive Antipassive requires

specifie Theme and Agent extraction, allowing us to make sense of this intriguing

dichotomy of antipassives.

As ilIustrated above, Tagalog, Chamorro, and K'ekchi ail show the SE in their

antipassive constructions involving no Agent extraction. There are, however, ergative

languages whose antipassive constructions are totally insensitive to the SE even without

Agent extraction. One such language is Malagasy. Observe the following parddigm from

(i) X-0-<:hal(-<:).
RPAST-3.ns-arrive(-ASP)
'He arrivoo. t

1 assume for concreleness lhal the verbal complex in (79&) contains a null transitive morpheme
corresponding 10 the intransitive morpheme -c.



•

•

•

116

Mablgasy (adapted l'rom Guill'oyle eT al. 1992:380-381):40

(89) a. Sasa-na ny zazavavy amin 'ny savony ny lamha.
wash(TI) the girl with the soap the dothes
'The girl washes the c10thes with the soap. '

h. M-an-sasa ny lamha amin'ny savony ny zazavavy.
wash(AT) the dothes with the soap the girl
'The girl washes the dothes with the soap.'

c. An-sasa-na ny zazavavy ny lamha ny savony.
wash(CT) the girl the dothes the soap
'The girl washes the c10thes with the soap. '

ln the Agent Topic sentence in (89h), the Theme lamha 'clothes', which is supposed to

he assigned inherent Case, is specifie with no preposition preceding il. Why shollld

Malagasy be dil'ferent from Tagalog, ChamoITo, and K'ekchi in this regard'l

Let us focus on the topic morpholoh'Y in (89). As iIIl1strated in (89a), the Theme

Topic morpheme in Malagasy is -na. This transitive morpheme is found in the

Circumstantial Topic sentence in (89c), which 1 assume is an applicative construction

derived by PI. It fol1ows then that the morpheme an- in (89c) is an incorporatcd

preposition. Notice that this morpheme is homophonous with the Agent Topic morpheme

in (89b), One may suggest then that the Agent Topic morpheme in Malagasy is Iike an

incorporated preposition in that it has an optional ohlique Case feature. Given this, the

absence of the SE in (89b) is exactly what we expect in view of the CSE in (71). When

the Theme is nonspecific in the Agent Topic construction, the Agent Topic morphemc

does not have any Case feature, When the Theme is specific, it has an optional ohlique

Case feature. so In effect, the reasons for the neutralization of the SE in (89h) and the

49 The morpheme rn- on the verh in the Agent Topic construction in (890) indicates present tense.
Present tense is morphologically null in other constructions. .

50 To be precise, what is optionsl is the feature [+oblique] of the Agent Topic morpheme. Under the
revised notion of reference set, (890) and (89b) belong to the same reference set. Ignoring the prepositionsl
phrase, (890) and (89b) each use two Case features and hence are equally economical. If the Case feature
of the Agent Topic morpheme in (89b) did not count for the MFC, it would be incorrectly expected that
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Tagalog applicative construction in (70) are hasically the same. As is expected, the SE

is ahsent in the applieative construction in (89c).

To wrap up, under the present approach, the cross-linguistic differencc in terms of

the SE in antipassive constructions reduces to the morpholngical nature of antipassive

morphemes, a welcome result.

3.6. Sorne Implications

1 conclude this chapter hy considering sorne implications of the economy account

presented ahove.

To the extent that the present analysis is correct, it lends empidcaI support to the

general framework of Minimalism, in which it is c1aimed that a set of convergent

derivations are evaluated with respect to one another, and the optimal one is selected. In

the Minimalist Program, there is no pIace for the ECP. With the notion of govemment

gone, it is simpIy unformulahle. It has heen demonstrated that the pIGh!p.m for the ECP

posed hy the interaction hetween antipassivization and II'h-extT'dction can he resolved

naturally by eeonomy.

The success of the economy account implies that Chomsky's (1994, I995) notion of

reference set must he moditied in such a way that it refers to Interpretahility of features

(Chomsky 1995) along the lines of (28). This modification, if on the right track, should

have far-reaching consequences. Indeed, it will prove essential in solving sorne of the

long-standing prohlems to he discussed in the succeeding chapters.

As for the MLC, it must he a non-local economy condition, contra Chomsky (1994)

who c1aims that it applies strictly derivationally. As mentioned in Chapter l, Chomsky

(1995) goes so far as to argue that it is simply part of the definition of Attract. If the

(89a) is blocked by (89b). See Chapler S. section 5.1. for the irrelevance of optiona( features 10 economy.



•

•

•

118

present analysis is correct, the MLC must he maintaincd as an indcpendent econlllllY

condition that selecL~ among convergent derivations.

Furthermore, as already pointed ahove, the present account suggests that LF pied­

piping is a viahle option, contra Chomsky (1995), who claims that LF raising is nothing

hut feature raising. We will see more evidence supporting this conclusion later in Chapter

5.51 If il is correct, it implies that the rationale Chomsky (1995) gives to Procrastinate

is mistaken; there is an economy condition which requires attracted F to carry along just

enough material for convergence. According to Chomsky, this condition is directly

responsihle for Procrastinate; it has the effect of making pre-Spell-Out movement, which

must raise categories for PF convergence, more costly than post-Spell-Out muvement,

which is assumed to he ahle to raise only features, heing free from PF-crash. Given the

existence of category raising at LF, we cannot reduce Procrastinate tu the alleged

economy condition.52

With regard to parameterization, the present account reinforces the view, held in the

Minimalist Program, that linguistic variation reduces to differences in the lexicon (see

Baker 1996 for recent discussion of the nature of parameterization). 1 would like to

suggest that the kind of interlinguistic as weil as intrdlinguistic variation in terms of

extractability investigated above stems from the morphological properties of antipassive

morphemes or Asps. The reversed argumentladjunct asymmetries obtain, say, in an Agent

Topic construction and its corresponding Theme Topic construction in Tagalog, because

the Asp without Case and the one with Case, which are indistinguishable for economy

purposes, put these constructions in competition. The Asp in the recent past, comitative,

and comparative constructions in Tagalog, as a lexical property, does not have a choice

between the two kinds of Asps regarding Case, and hence they exhibit no such

51 If the Case-theoretic account of the English ACD construction proposed by Homslein (1994, 1995),
Lasnik (t993), and Takahashi (t993) is correct, then it shows!hat the coverl movement inln the structural
object position can raise the entire calegory including the relative clause containing the elided VP.

S2 ln Chapler 5, 1will suggest a different way ln derive Procrastinale.
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asymrnctries. Similarly, if an ergative language lacks the Caseless Asp in its lexicon, as

in Niucan, no oasis of comparison oetween an ergative construction and its antipassive

counterpart is formed, allowing argument extraction rather freely. Note that this kind of

parameterization is made possible by the introduction of the new concept of reference set,

wbich 1 take to he one of its important consequences.

The discussion in section 3.5. indicates that the interlinguistic as weil as

intralinguistic variation concerning the SE in antipassives is also reducible to the lexical

properties of antipassive morphemes or Asps. We can distinguish three kinds of

antipassives. First, if an antipassi"e morpheme is devoid of a Case feature, the

construction containing it (i.e., Absolutive Antipassive) shows the SE. Secondly, if an

antipassive morpheme has an oblique Case feature, the antipassive containing it (i. e. ,

Agentive Antipassive) must have specific Theme and involve Agent extraction due to the

conspiracy between the MLC and the MFC. Thirdly, if an antipassive morpheme can be

either with or without an oblique Case feature, as in Malagasy, the Theme can be either

specific or nonspecific, with no Agent extraction required. The revised notion of

reference set has been found crucial in accounting for the distribution of the SE in

antipassives.
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APPLICATIVES

4.0. Introduction

The focus of this chapter is on extraction of logical o~iects in applicativc

constructions, another phenomenon which has remained prohlematic in GB thcory.1 1

will attempt to show that the economy analysis laid out in the previous chapter naturally

extends to such extraction, therehy providing further empirical support lilr the Minimalist

framework.

This chapter is organized in the following way. Dmwing on data from Bantu

languages, Section 4.1. discusses why ohject extraction in app!icatives is prohlematic lhr

previous theories and hence is of considerahle interest. Bantu languages arc chosen as the

object of the study, because they are known to be very productive in applicative

constructions and thus provide a good place to look into from the present perspective, as

we will see. The generalization to be captured is presented there. Section 4.2. summarizcs

an updated Minimalist version of Baker's (1988b, 1992a) analysis of two types of Bantu

applicatives, on which the succeeding discussions are based. Descriptively, if an

applicative involves Preposition Incorporation, then its Theme gets inherent Case within

the VP and cannot trigger agreement or passivize. Otherwise, the Theme in an applicative

may control agreement and undergo passivization. In Section 4.3., an economy-bascd

accountofTheme extraction in Bantu applicatives is presented. More specifically, 1daim

1 Extraction of applied objects, which has also escaped a principled account as far as 1am aware, will
not be discussed here and is left open for future investigation. For atlempts in this regard. see Baker
t988a,b, A1sins and Mchombo t99t among others. 1believe that the omission of discussion of extraction
of applied objects here is justifiable. sinee there are reasons la think that extraction of logical objects and
that of applied objects in applicatives cannot be given a unified account; the kind of descriptive
generalization about the former to be presented below dues not exlend la the latler.
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that the MLC together with the notion of reference set proposed in Chapter 3 neatly

handles ail relevant data. Section 4.4. eonsists of a discussion of applicatives in

Austronesian, Bahasa (Malaysia and [ndonesia), Tagalog, and Chamorro in particular. [t

is argued that the generalization presented for Bantu holds of these languages, hence the

economy account generalizes to them, !OO. Section 4.5. Iists sorne implications of this

chapter.

4.1. The Prohlem: Object Extraction in Applicatives

As pointed out at the heginning of Chapter 3, the ECP espoused in GB theory,

whether it is formulated disjunctively (Chomsky 1981, Lasnik and Saito 1984 among

others) or conjunctively (Cinque 1990, Rizzi 1990), predict~ that thematic ohjects can

always he extracted in cases where such locality conditions as the Subjacency Condition

(Chomsky 1973, 1977) and Huang's (1982) CED are irrelevant (see Cinque 1990; see

also Chomsky 1986a, Lasnik and Saito 1992). This prediction is disconfirmed hy the

Kinyarwanda example in (lb) repeated from Chapter 1 (Kimenyi 1980:94-95).2

(1) a. ~' -a-tw-eerets-e igitaho umwaalîmu y-oohere-je
SP-PAST-Op-show-ASP book teacher sp-send-AsP
'He showed us the book that the tcacher sent to school. '

b. *y-a-tw-eerets-e igitabo umwaalîmu y-oohere-jé-ho
SP-PAST-Op-show-ASP hook teacher sp-send-AsP-APPL
('He showed us the book that the teacher sent to school.')

kw'iishuüri.
to school

ishuüri.
school

•

(Ia-b) both involve relativization.3 (lb) is an applicative construction, extensively

2 Kinyarwanda is spok~n in Rwanda as th~ national language, and also in eastem Zaire and southem
Uganda (Kim~nyi 1980). The oth~r Bontu languages discussed in this chapter are: Chichewa, spoken in
Malawi and eastem Zambia (Trithart 1977), Chimwiini, closely related to Swahili and spoken in Somalia
(Kiss~berth and Abasheikh 1977), and Kichaga, spok~n in TaRZania (Rresnan and Moshi 1990).

3 ln g~n~ml, Bontu languag~s aUow wll's-in-situ for questions. The exampl~s of extmction discussed
h~re are those of relativization or clefting.
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discussed in Baker 1988a,h within the framewnrk of GB theory (sec Chomsky 1981 <lml

suhsequent work), while (la) is a hasic tr<lnsitive cI<luse, with the Loc<ltive expressed hy

a pl"~positional phmse headed hy kll,4 Roughly speaking, "<In <lpplic;llive construction"

is used as a coyer term for a set of closely related gr<lmmatical function changing

processes where the addition of an applicative morpheme to the verh nmkes some ohlique

hecome an ohject (Baker 1988a), Of great interest in the present context is the lilct that

the Theme argument can he extracted in (la) hut not in (Ih), The ungrammatic<llity of

(lb) poses a serious prohlem for any version of the ECP, And no GB theorist (with the

sole exception of Marantz 1993, to the hest of my knowledge) has <lddressed this prohlem

seriously,5

Within the framework of Relational Grammar (RG), the ungrammaticality of (Ih) has

been captured by the Relational Annihilation Law (RAL) originally due to Perlmutter and

Postal (1974). It can be stated as fol\ows: "NP whose grammatical relations have been

taken over by another cease to bear any grammatical relation to their verb, that is, they

are demoted to nonterm status (Gary and Keenan 1977:87)." ln RG, (lb) is taken to he

an example of objectivization of Locatives since the applied locative object acquires al\

the properties associated with direct object (DO) (Kimenyi 1980; sec below). By the

RAL, the initial DO or the Theme is put en chômage and loses al\ its DO properties

including extractability.

Given a pair Iike (1), one might conjecture that thematic o~iects can never be

extracted in applicative constructions. Interestingly, this is not the case even within

Kinyarwanda, as the example in (2b) demonstrates (Kimenyi 1980:79-83).

4 1n (la) the vowel after the preposition ku is lengthenod. Seo Kimenyi (1980) for some phonological
rules of Kinyarwanda.

5 Maranlz's (1993) account of (lb) and ils problems will he discussod laler in Section 4.3. afler the
economy nccount advocated in Ibis paper is presented.



• (2) a. N'iilnifÛwa umugahu y-aandik-a n'ffkaramu.
he !ctter man sp-write-AsP with pen
'lt is the !ctter that the man is writing with the pen.

h. N'ilbanJwa umugahu y-aandik-iish-a ikaramu.
he lelter man sp-write-APPL-Asp pen
'lt is the 1etter that the man is writing with the pen.'
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(2h) contains an instrumental applicative constructiun, and (2a) iL~ analytic cuunterpart,

with the prepusition na placed hefure the Instrumcnt.6 ln hoth of them, the extraction

of the Theme is grammatical, consistent \Vith the ECP.

InstrumenL~ advanced tu DO hy the use of the instrumental applicative morpheme

acquire ail the DO properties in Kinyarwanda (Kimenyi 1980; see helow). Then, the RAL

predicts that (2h) should he ilI-formed, a prediction làlsilïed by its well-formedness.

Thus, the Kinyarwanda instrumental applicative blunUy violates the RAL, as observed by

Kimenyi (1980).7

ln short, we have a paradoxical situation surrounding (lb) and (2b). Namely, the

ungrammaticality of (lb) favors (one aspect 01) RG over (one aspect ot) GB theory, while

the grammaticality of (2b) favors the latter over the former. It seems that neither theory

provides a truly satislàctory explanation. If (lb) and (2b) receive a unitied account from

a Minimalist perspective, we have empirical support for the general framework outlined

in Chomsky 1993.

1 daim that the descriptive generalization about the puzzling behavior of Theme

extraction in applicatives, inc1uding (lb) and (2b), is the following:

6 1n (2a), as in (la), Ihe objecl of Ihe preposilion has undergone vowe1lengthening. In Kinyarwanda
the Agenl in passives is also expressed by Ihe preposition na (seo below).

7 ln Irying 10 cope with Kinyarwanda applicalives, Gary and Keenan (1977) present a weaker version
of the RAL. However, il is nol withoul problems, as Gary and Keenan themselves note (seo also Dryer
t983, Perlmulter and Postal 1983, Bresnan and Moshi 1990). Perlmulter and Postal (t983) allempllo
ex"lain relevanl Kinyarwanda data withoul relying on the RAL. Bul again, their RG accounl is nol free
from problems (seo Bresnan and Moshi 1990). Note lhal a more serious problem with the RAL is posed
by applicatives (dubbed Type 3 applicalives below) such as the Chimwiini benefaclive and goal
applicalives, where NP-movability and wf -movability of themalic objects do nol correlale wilh each other.
Sec Section 4.3.

;~ .
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GelleraliZlltioll :
Extraction of Theme in an applicative is prohihited only if
(i) the applicative is derived hy Preposition Incorporation, and
(ii) there is an analytic equivalent of the applicative containing an independent

preposition.

As can he seen in (3), there are two factors that determine the extractahility of Theme in

applicatives. One is the relevance of Preposition Incorporation (henceforth PI) in the

sense of Baker (1988a,h) «3i», and the other the availahility of an unincorporated

counterpart of the incorporated preposition in question «3ii». Only when the two

conditions in (3) are met simultaneously does extraction of logical ohjects result in iIl­

formedness.

The interaction of the two factors given in (3) yields the fi.lllowing lilUr-way typology

of Bantu applicatives, where each of the lilUr possible combinations is attested:

• (4) FOllr-Way Typology of Hamll Applicatil'es:
Type 1 Type 2 Type 3 Type 4

Pl? yes no yes no

llldepelldem P? yes yes no no

Applicatil'es -Killyanvallda - Killyanvttllda -Chimwiilli -Kichaga
ta be disclIssed locative illstrumemal bellefactive bellefactive

-Chimwiilli -Chichewa -Chilllwiilli -Killyanvallda
instrumemal instrumemal goal benefactive

•

Type 1 applicatives are those in which both of the two conditions in (3) are satislied and

thus Theme extraction is banned. 1 suggest that the Kinyarwanda locative applicative,

exemplilied in (1 b), represents this type; the applicative morpheme -ho in (1 b) is an

incorporated preposition and bas its independent counterpart kil in the analytic

construction in (la). As we will see below, the Cbimwiini instrumental applicative, Iike
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the Kinyarwanda locative applicative, disallows extraction of ,[heme arguments. Type 2

applicatives lack PI, hut have their analytic counterparts. They are represented hy the

Kinyarwanda and Chichewa instrumental applicatives (and also hy the Chichewa locative

applicative). Hence, the applicative morpheme -iish- in (2h) is not an incorporated

preposition (see Section 4.2. for discussion) but has its corresponding preposition na in

(2a). We have not seen any examples of Type 3 and Type 4 applicatives yet (see Section

4.3.). Type 3 applicatives are derived by PI hut lack their analytic equivalents. The

Chimwiini henefactive and goal applicatives (along with the Chichewa benefactive

applicative) helong to this type. Type 4 applicatives are those in which neither of the two

conditions in (3) is met. They include the Kichaga benefactive/malefactive applicative and

the Kinyarwanda benefactive applicative. In accord with the generalization in (3), Type

3 and Type 4 applicatives allow extraction of logical objects.

The challenge then is 10 ..~,Iain why only Type 1 applicatives prohihit extraction of

Theme arguments without recourse to ad hoc stipulations.

1 argue that the generalization in (3) can be best explained by economy

considerdtions. To the extent that the present analysis is correct, it gives substantial

support to the Minimalist contention that the ECP reduces to descriptive taxonomy, of

no theoretical signi.~··~nce (Chomsky 1993:46, fn. 19).

The intuitive idea to be pursued, as touched upon in Chapter 1, section 1.1., is fairly

simple. Rememher that the notion of relative comparison among competing derivations

has proved very useful in accounting for the extraction facts in antipassives in Chapter

3. Capitalizing on this notion once again, 1 suggest that there are c;;:;(;;; where an

applicative and its analytic counterpart compete with each other. To be more specifie, 1

maintain that a Type 1 applicative and its analytic equivalent get compared with each

other, precisely because the incorporated preposition and the independent preposition are

non-distinct as far as the determination of comparison domains is concemed. Then,

Kinyarwanda (Ia-b) compete with each other. What 1 will claim is that (lb), containing
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the applicative, is blocked by the more economical (la), containing the analytic

construction (for reasons to be spelled out below), resulting in the curious extraction

asymmetry. In the case of Type 2, Type 3, and Type 4 applicatives, on the other hand,

there is no such basis of comparison. The applicative morpheme in a Type 2 applicative,

not heing prepositional, is to be distinguished from its corresponding independent

preposition for economy purposes. This means that economy does not choose betwccn

Kinyarwanda (2a) and (2b). Hence, neither of them blocks the other. As for Type 3 and

Type 4 applicatives, they do not compete with analytic constructions since there are no

such constructions in the first place. In brief, Theme extmction in Type 1 applicatives

behaves differently from that in the other types of applicatives, because it gets evaluated

(and eventually rejected) by economy with respect to its comparable extraction in analytic

constructions. In what follows, 1 will strive to show that the economy account presented

in Chapter 3 automatically extends to object extraction in applicatives without any

modification.

4.2. Two Types of Applicatives in Bantu

Before going into the analysis of extraction in applicatives, however, it is imperative

to make explicit my assumptions about how applicatives are derived. 1assume fol1owing

Baker (1988b, 1992a) that there are (at least) two kinds of Bantu applicative constructions

(see also Marantz 1993 and Woolford 1993). One kind, represented by the Kinyarwanda

locative applicative, involves syntactic PI, whereas the other kind, represented by the

Kinyarwanda instrumental applicative, does not. In the latter kind, one May as~"Ume that

the applicative morpheme is verbal, combining with a verb in the lexicon and introducing

an additional internaI argument into the argument structure of the verb (cf. Aisina and

Mchombo 1990, 1993, Bresnan and Moshi 1990). The distinction between the two kinds

is one of the IWO factors that determine the extractability of Theme in applicatives (see
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(3» .

Consider first the minimal pair in (5) from Kinyarwanda (Kimenyi 1980:94).8

(5) a. Umwaalimu y-oohere-je igitabo kw'iishuûri.
tcacher sp-send-AsP hook to school
'The tcacher sent the book to school.'

h Umwaalfmu y-oohere-jé-ho ishuûri igitaho.
tcacher sp-send-ASP-APPL school book
'The teacher sent the hook to school.'

(5h) is the applicative equivalent of (5a). As Kimenyi (1980:94-95) notes, the thematic

object in the Kinyarwanda locative applicative, as in (5b), does not show any properties

associated with the structural object. In particular, it cannot trigger pronominal

agreement:

• (6) a. *Umwaalfmu y-a-cy-oohere-jé-ho
tcacher SP-PAST-op-send-AsP-APPL
('The tcacher sent it to school. ')

b. Umwaalfmu y-a-ry-oohere-jé-ho
tcacher SP-PAST-op-send-AsP-APPL
'The teacher sent the book to it.'

ishuûri.
school

igitabo.
book

Nor can it become the subject of a passive:

8 The locative applicative mOlJlheme in Kinyarwanda is peculiar in that unlike other Bantu applicative
morphemes, it does nol gel suffixed directly to the verb stem. As a matter of fact, it can even appear after
the locative instead of being attached to the verbal complex, as iIIustrated in (i) (Kimenyi 1980:89):

If the locative applicative morpheme is an incorporated preposition, as 1 asscme it is, Baker's (1985)
Mirro, Principle would expect itto be altached directly to the verb stem. 1do not have K p.üjNsalto orrer
regarding ils idiosyncratic placement.•
(i) Umug6re y-oohere-je is6ko ho

woman sp-send-ASP market APPL

'The woman sent the cook to the market.

umubooyi.
cook



• (7) a. *lgitabo cy-oohere-j-w-é-ho ishuûri n'ûûmwâalfmu.
book sp-send-AsP-PASS-ASP-APPL school by tcacher
('The book was sent to school by the teacher. ')

b. lshuûri ry-oohere-j-w-é-ho igitaho n'ûûmwâalfmu.
school sp-send-AsP-PASS-ASP-APPL book by teacher
'The school was sent the book by the teacher. '
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The applied object, on the other hand, can trigger agreement, as in (6h), and can be

passivized, as in (7b). Thus, the applied ohject in the Kinyarwanda locative applicative

acquires the properties of the strueturdl object. In other words, the Kinyarwanda locative

applicative complies fully with the RAL (see (Ih) ahove fIJr extraction).

Consider next the pair in (8) again from Kinyarwanda (Kimenyi 1980).

•
(8) a. Umugabo a-ra-andik-a fbârûwa

man SP-PRES-write-AsP lelter
'The man is writing a lelter ",ith the pen.'

b. Umugabo a-ra-andik-iish-a ika....imu
man SP-PRES-write-APPL-ASP pen
'The man is writing a lelter with the pen. '

n'fikaramu.
with pen

iMrûwa.
lelter

According to Kimenyi (1980:81-83), in the Kinyarwanda instrumental applicative, either

the Theme or the Instrument can trigger pronominal agreement:

(9) a. Umugabo a-ra-y-aandik-iish-a
man SP-PRES-op-write-APPL-ASP
'The man is writing it with the pen.'

b. Umugabo a-ra-y-aandik-iish-a
man SP-PRES-QP-write-APPL-ASP
'The man is writing a lelter with it. '

ikaramu.
pen

IMrûwa.
lelter

•
And either can become the subject of a passive:



• (10) a. fhaniwa i-ra-amlik-iish-w-a ikârâmu n'ûmugaho.
lelter SP-PRES-write-APPL-PASS-ASP pen hy man
'The lelter is heing wrilten with a pen hy the man.'

h. fkârâmu i-ra-andik-iish-w-a Ibârûwa n'ûmugaho.
pen SP-PRES-write-APPL-PASS-ASP lelter hy man
'The pen is heing used to write a lelter hy the man.'
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This means that the Kinyarwanda instrumental applicative does not ohey the RAL, as

already shown hy the legitimate extraction in (2h).

The ahove contrast hetween the locative applicative and the instrumental applicative

in terms of the hehavior of the Theme is explicahle if we follow Baker (1988h, 1992a)

in assuming that the locative applicative involves the process of PI, hut the instrumental

applicative does nol. Thus, (Sb) has the following structure (irreIevant details omiued):9

•
(II) TP

/"-..-
DP T'

teac~eri /'--...

~
PrP

sen1t-tÜJ< ./'-..
pp Pr'
ti ~

Pr AspP

/'-..
qP A~'P'

schooIj /"-.

Asp VP

/"-...
DP V'

bobk ~
V PP

/'--...r qP
tk tj

• 9 ln examples like (5b) involving PI, 1assume \hat the applied object bas overtly mised into th. Spec
of AspP. making it adjacent to the mise<! verb. If the Locative is in the Spec of AspP in (5b), the verb
must have rnised at least up to Pr. In the representations \hat follow. 1 place verbs in T.
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Baker's (1988a,h, 1992a) analysis of PI can he recast in the following manner within the

current framework. Il is assumed here that structural Case is checked uniïormly in

specilïer positions of functional pr~iections, in the case of accusative clauses, TP and

AspP (cf. Chomsky 1993). According1y, in (Il), afler the PI, the Locative 'schoo!' is

forced to move to a structural Case position, that is, the Spec of AspP, since traces left

hy PI are not capahle of assigning or checking Case, as argued hy Baker (1988a). As

noted in Chapter 2, one of the advantages of a Minimalist Case theory is that it enahles

us to draw in clear structuralterms the distinction hetween structural and inherent Casc.~

that has always remained ohscure: structural Case is checked within a functional

projection, while inherent Case is checked within a lexical projection. 1assume following

Baker (1988a,h) that in (11) the Theme 'hook' get~ inherent Case within the VP. It is

eligihle for inherent Case hecause it is the internai argument directly S-marked hy the

verb (Chomsky 1981, 1986b, Baker 1988a,b).

The daim that the Theme in (II) is assigned inherent Case rather than structural Case

immediately accounts for the tàct that it cannot control agreement or undergo

passivization, as shown in (6a) and (7a). First, it cannot trigger agreement hecause it

stays within the VP throughout the derivation; in order for a OP to trigger agreement,

it must he in a Spec-head relation with a functional head with q,-features at sorne point

in a derivation (Chomsky 1995, Sportiche 1990, Tmvis 1994 etc.). Secondly, it cannot

be passivized since, as is well-known crosslinguistically, inherent Case cannot be

"absorbed" by passive morphology. We may assume following Baker ( 1992b) Ihat passive

morphology is tied with Asp; it renders structural Case-checking in the Spec of AspP

impossible, forcing objects with structural Case to mise further into a higher structural

Case position, that is, the Spec of l'P. It is very common across languages that passive

morphology is related to aspect, perfective aspect in particular. Also, in many languages

induding Kinyarwanda, the passive morpheme suppletes with or infixes into the aspectual

morphology of the verbal complex. In contrast with the Theme, the Locative in (II) can
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control agreement, as in (6h), and passivize, as in (7h), since it checks iL~ structural Case

in the Spec of AspP.

As we have already seen in Chapter 2 in connection with Pangasinan, the raising of

the Locative in (II) across the Theme oheys the revised detinition of Attract in (12), if

we assume the EPP in (13).

(12) Attract:
K attracts F if F is the c10sest feature that can enter into a checking relation with
an intrinsic suhlahel of K.

(13) Extended Projection Principle (EPP):
EPP = D/C1un.....c"<! ca5Urfeature

The overt raising in question is triggered hy the "inner" EPP, the strong D-feature of the

Asp. The Theme does not block the raising, because its inherent Case feature gets erased

automatically, as soon as it is introduced into the phrase marker by Merge. As a

consequence, the raising of the Theme into the Spec of AspP would not satisfy the EPP

in (13) and hence Attmct in (12). In other words, the Locative is the c10sest nominal that

can enter into a checking relation with the Asp.

Adapting Baker's (1992a) account, 1 assume that the function of the Kinyarwanda

instrumental applicative morpheme is to add a new internaI argument (namely, the

Instrument) to the existing argument structure of the verb (cf. Mamntz 1993). Thus, (8b)

is supposed to have the following structure: 10

10 ln (8b), as in the Chichewa instrumental applicative (Baker 1988b), the Theme can precede the
Instrument (Kimenyi 1980). 1 assume \hat the OP adjacentto the vero has raised into the Spec of AspP.



•
(14) TP

/"--..
DP T'
m~n; /"--..

1:: PrP
write~appl/,--

DP Pr'
1; ~

Pr AspP

/"'-....
DP Asp'
p~nj ~

LSPÂ
DP v'
lj ~

V DP
1

letter
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ln (14) both the Theme 'Ietter' and the Instrument 'pen' are the internai arguments of the

lexically formed applied verb and are directly 8-marked hy the verh. Thus, either of them

is eligihle for an inherent Case that the verh can assign (see Baker 1988h for the

Chichewa instrumental applicative). The result is that either of them can be structurally

Case-marked; if one of them gets structural Case, the other can get inherent Case. Il

This stmightforwardly explains why either the Theme or the Instrument can exhibit the

hallmarks of the structuml ohject in (9) and (10), that is, agreement controllability and

Il To be precise, this is nol exacUy the case wilh Kinyarwanda, although il is with Chichewa. As
discussed in detail in Bresnan and Moshi 1990, Ihere are importanl sySlemalic differences belween
Kinyarwanda-type and Chichewa-type Banlu languages. Wilhin Ihe presenl fl1lmework, Ihey ail slem from
the facl that more than one poslverbal DP can be slruclul1llly Case-marked simultaneously in Ihe fonner
languages, while only one can at a time in the lalter languages. Thus, in Kinyarwanda (8b), for example,
buth the Theme and the Instrumenl can polentially get slruclul1l1 Case.

One may suggest that Ibis is auributable 10 the difference in the nalure of the functional head Asp; Ihe
Asp in Kinyarwanda, for example, can check more than one struclul1l1 accusative Case, while lhal in
Chichewa can check only one (see Chomsky 1994, I99S, UI1I 1994; cf. Baker 1988a). In other words, Ihe
checked Case feature of the Asp in Kinyarwanda deletes but dues nol necessarily ernse, admilting multiple
specifiers, whereas thal in Chichewa always ernses. ft is important to note thal. in the Kinyarwanda locative
applicative, as in (Sb) (see the structure in (II», the Asp can check only one Case. Il seems lhal in (Sb),
the incorpol1lted preposition somehow forces the Case feature of the Asp 10 ernse when it is checked. Tbe
question of how exacUy this process works will be left open.

1 will suppress Ibis parametric difference for the most part except when Mal1lOlZ's (1993) work is
discussed in the next section.
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passivizability (but see fuotnote Il). (14) is the structural representation where the

Instrument checks its structural Case in the Spec of AspP, whereas the Theme is assigned

inherent Case within the VP (see fuotnute 10).

I! should he c1ear that the definitiun uf Attract in (12) is ubserved whether it is the

Instrument that checks structural accusative Case, as in (14), ur it is the Theme that dues

sn, given the EPP in (13), accurding to which only DPs with unerased Case features can

satisfy the EPP.

1 assume partly fulluwing Marantz (1993) that the Kinyarwanda instrumental

applicative murpheme -iish- is uf the verhal category I-N, +VI. It comhines with a verh

lexically, forming a complex verh. In contrast, the locative applicative murpheme in

Kinyarwanda is assumed to he of the prepositional category (-N, -VI. I! comhines with

a verh syntactically.

To sum up this section, if an applicative construction involves PI, then the Theme no

longer exhihil~ the Case/agreement-related properties that it has in a hasic transitive

clause, that is, it cannot he passivized, nor can it trigger agreement. On the other hand,

if an applicative construction does not involve PI, then the Theme may retain its

Case/agreement-related properties: it can he passivized and can trigger agreement.

Therefore, passivization and pronominal agreement serve as diagnostics for the presence

or ahsence of PI in Bantu applicatives.

With this hackground on applicatives in mind, let us tum now to the main concem

of this chapter, extraction of thematic objects in applicatives.

4.3. An Economy Account

As noted at the outset, the ungrammaticality of (1h) poses a serious problem for the

ECP. Pursuing the intuitive idea mentioned in Section 4.1., a most natural way to deal

with it within the Minimalist Program would be to say that (lb) is blocked by a more
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eeonomical alternative derivation, that is, (la) .

Let us remind ourseIves of the key clements of the eCllnomy aCCllunt prescnted in

Chapter 3. It has been argued that the notion of reference set for syntactic computations

is sensitive to the distinction between interpretable and uninterpn:tahle fealures (Chomsky

1995). More specitically, 1suggested thatone can disregard such uninterpretahle features

as phonologieal features, Case features, the ci>-features of verbal clements, and aftïxal

features in determining a set of competing derivations. The revised notion of reference

set is repeated below:

(15) Referellce Set:
A set of derivations that arise l'rom Iloll-distillct numerations.

The notions of numerdtion and non-distinctness used in (15) are stated as follows « 16)

is taken l'rom Chomsky 1994):

(16) Numeratioll:
A set of pairs (1, Il), where L is an item of the lexicon and Il is its index,
understood to he the number of times that L is selected.

(17) Non-Distillctness:
Numerations N and N'are non-distinct if and only if there is a one-lU-one
correspondenee C between their members, sueh that if (L, n) E N and (l', Il) E

N'and (L, n) corresponds to (L', n) in C then Land l' have the same imerprerable
features and n = n'.

Recall that (15) should be interpreted derivationally in terms of the operation Select. Thus

competing derivations must meet (15) at each step (defined by Select) of the computation.

1also suggested that we need the notion of chain Iink comparability, which decides

what chain links are comparable with each other in competing derivations. Il can be

characterized as in (18).
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(18) Chain Link Comparabiliry:
Chain links CL and CL' are comparable if and only if derivations D and D'
helong to the same reference set, such that if CL E D and CL' E D' then items
of the lexicon 1 E CL and [' E CL' have the same inrerpretable features, and
K and K' attracting 1and [' are selected from numerations N and N' at the same
point.

Given the notions in (15)-(18), the MLC, which roughly says "Minimize the length of

chain links," can he formulated in the following manner:

(19) Minimal Link Condition (MLC):
Derivation D hlocks derivation D'if there exist chain links CL E D and CL' E

D' such that CL and CL' are comparable and CL is shorter than CL'.

Remember that it has been argued in Chapter 3 that the MLC, as an economy condition,

selecl~ among derivations leading to convergence and applies transderivationally. 1

continue to assume that the length of a chain link can be stated as follows (Nakamura

1994a, Baker 1996),

(20) Length of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

With (15)-(20) in mind, we can now go back to (1) and (2).

4.3,1, Type 1 and Type 2 Applicatives

Let us begin with the Kinyarwanda locative applicative, a Type 1 applicative. But

before we consider (Ia-b), let us see how (5a-b) without Theme extraction are both

allowed. (5a-b) have the following derivations (with the NP-chains indicated):



• (21) a. ITP teacher, sent Ip,-p l, Pr L"pp hookj Asp Ivp Ij Iv 11'\' to schoollllii

1----1 1 1
h. ITP teacher, sent-to,lp,-p l, Pr IA'I'I' sehoolk Asp Ivl' hook Iv 11'1' Illklllll

1 1 1 1

U6

•

•

Under (15), the derivations in (21) helong to the same referenee set, assuming that the

preposition in (2Ia) and the incorporated preposition in (21 h) share the idenlical

interpretah1e teatures. This assumption is motivated hy the fact th:ll (5a-h) arc essentially

equivalent in meaning and that the preposition in (Sa) and the applicative morpheme in

(5h) are of the same category I-N, -VI. The only differenee hetween the two clements

is that the latter is an aftix, while the former is not (Baker 1988a)Y As far as the

referenee set is coneerned, the phonologieal, aftixal, and Case difterenccs hetween (2Ia)

and (2Ih) are immaterial, hecause they have no hearing on interpretation whatsoever.

In (21 a) the strong D-feature of the Asp attracts the Theme 'hook'. In (21 h) il attracls

the Locative 'school'. In hoth of them, the T attracts the Agenl 'leacher' wilh nominative

Case. These instances of movemenl are not hlocked hy lhe MLC in (19). The reason is

as follows. The nominalive chains headed hy 'leacher' in (21), which are indeed

comparahle in Iight of (18), are equally economical, since lhey are the same in lenglh.

The accusative chains in (21) are not comparahle with each other, hecause lhey are

headed hy the difterent elements. Furthermore, the head chain crealed hy lhe PI in (21 h)

does not have any corresponding head chain in (2Ia).

But notice that if Attract applied transderivationally in such a way lhal il chooses

hetween (2Ia) and (2Ih), we would incorrectly expect that (2Ih) cannol he generated, li.>r

12 ln view of AUraet, it must he the verb that bas the affixal feature nol the applicalive morpheme.
Notice that the uninterpretable affixal feature should not eount for the purpo.. of the Minimal Fealure
Condition (MFC) put forth in Chapter 3. If it did, (2Ib) with the feature would wrongly he blucked by
(21a) without it (neither of them blocks the other in terms of the MLC; sec: helow). Then one may suggest
that the affixal feature is optionsl and thus immaterial for the purpo.. of ecclOomy (sec: Chapler 5). This
suggestion, however, is incompatible with the formulation of AUraet in (12), under whieh only inlrins;e
features can aUraet. 1 leave this issue unresolvod, but for concreteness, 1 assume with Baker (198&8) lhat
the affixal feature in question is on the applicative morpheme.
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the Asp would have to attract the Theme 'hook' which is doser than the Locative

'school'. Thus the well-formedness of pairs like (5a-h) provides an empirical argument

that Allract is intraderivationa\, the thesis we put forth in Chapter 3 on conccptual

grounds.

Turning now to (la-h), the structural representations for their relevant portions arc

given he\ow (details omilled): 13

(22) a. Icp aPi ITP teacherj sent Ip,p (j Pr IA'PP ('; Asp Ivp (i (v Ipp to schoolllllli

1---------1
h. ""I cp OP; ITP teacherj sent-toI Ip,p (j Pr IA,pp schoolk Asp Ivp (; (v Ipp (1 (dlllli

1 1

(22a-h) compete for econom)l. Sincc (22a-h) are virtually (2 1a-h) plus the wh-extraction

of the Theme, the wh-extraction must he the caus~ of the ungrammaticality of (22h), So

let us locus on the wh-movement indicated in (22). The two instances of wh-movement

in (22) each satisfy the detinition of Attract. Thus there is nothing wrong with (22a-h),

if cO!lsidered separately, Chain link comparahility holds that the two wh-chain links are

comparahle. The MLC, as a relative economy condition, correctly predicts that (22a)

hlocks (22h) , hecause the wh-chain in the lormer (aPi' ('i), whose length is 3 (the

maximal proj(~ctions crossed are AspP, PrP, and TP), is shorter than that in the latter

(aPi' fi), whose length is 4 (the maximal projections crossed are VP, AspP, PrP, and

TP).14 The NP-movement of the null operator in (22a) is extraneous to the calculation

of the "cost" at issue. This is hecause it does not have a compardhle NP-movement in

(22h), according to the definition of chain link comparahility. Thus the NP-movement

13 As OOfore, OP in the representations stands for a null operator. Recall from footnole 11 that the
Asp in Kinyarwanda (22b) dues not allow multiple specifiers, making the extrdction of the null operator
through a second Spec of AspP impossible.

14 The ill-formedness of (22b) cannot 00 attribUled to the fact that the null operator bas inherent Case
sine.., there is no general ban on extracting inherently Case-marked DPs. See well-formed (32) and (33)
from Chimwiini OOlow where the null operators are assigned inherent Case.
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forceù to take place for Case/EPP reasons counts as a "free riùe" for the succecùing \l'h-

movemenl.

The contrast hetween (1 a) anù (1 h) i~."llportam in that it proviùes evidence that the

MLC is more than a Minimalist renùition of Rclativizeù Minimality (cf. Chomsky anù

Lasnik 1993). Notice that Relativizeù Minimality fails to explain the ill-formedness of

(Ih) (sec (22h)), since the Spec of AspP is not an A'-specifier 11llsition that woulù hlock

A'-movemenl. Thu" examples such as (lh) algue for the MLC over Rc!alivized

Minimality.

1 remarkeù ahove that (5a-h) are essentially equivalent in meaning. It Ims heen

ohserveù, howe~er, thatthe applieù oi~ect in Bamu applicatives 1s conslrueù as "aITec:teù"

(see, for instance, Marantz 1993). Thus it seems that the Locative ishllliri 'schoo\' is

somehow "affecteù" in (5h) hut not in (501). As is ohvious, it is crucial to the present

account that (5a-h) are comparable for economy. 1suggest that the kinù of "affectcdne~::,"

in (5h) is insignificant for the purpose of the referellce ~:;;i, hccausc it is "<lt a fcaturc of

nominals in the lexicon; there is nothing that makcs nominals intrinsical,y "affct:d" (sec

(16)). !S

Turning next to the Kinyarwanùa instrUll1ental applicative, a Type 2 applicative, the

relevant parts of (2a-h) have the derivations in (23a-h) reslleetively.

(23) a. [cp OPi hp manj write Ip,p t j Pr IA'pp t'i Asp Ivp ti tv [pp with penlllili

1--------1
b. [cp OPi lTP manj write-arpl Ip,p t j Pr IA'PP t'i Asp Ivp pen tv tjlllil

! 1

•
In (23a-b) the Theme raises irlto the Spee of AspP to check its structural Case. (23a-b)

arise from distinct numerations anù hence are not su~iecl to comparison at ail. This is

IS Il may be that "aff""tednoss" is read off LF as a configurdtional df""t (Mark Bakor (persunal
communic-dtion).
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precisely because no PI is involved in (23b) (see Section 4.2.). ln light of the notion of

non-distinctness in (17), the preposition in (23a) with the catcgorial features I-N, -VI

and the applicative morpheme in (23b) with the categorial features (-N, +Vj are

distinguishable for economy purposes. 16 The well-formedness of (23a-b) thus cornes as

no surprise, since they are independently the most economical result of their respective

referencc sets. The same remark applies to the well-fonnedness of (8a-b) without

extraction of the logical object.

As discussed in Baker 1988b, the Chichewa im ~rumental applicative does not involve

PI. Hence, the Theme in the Chichewa instrumental applicative (in the dialect described

by Baker (1988b» can trigger agreement. 17 Furthermore, it has an analytic counterpart.

This means that the Chichewa instrumental applicative is identical to the Kinyarwanda

instrumental applicative in the relevant respects. As 1 predict, the Theme is extractable

in the Chichewa instrumental applicative (Baker 1988b, Aisina and Mchombo 1990,

1993). The following example t'rom Aisina and Mchombo 1993:32 shows that thlS is true:

(24) ïli ndi dengu liméné anylini a-kli-phwany-fr-a
this iJe hasket REL hahoons SP-PRES-hreak-APPL-ASP
'This is the hasket that the hahoons are hreaking with a stone. '

mwala.
stone

•

As in the case of Y.inyarwanda (2h) , (24) is not blocked hy its analytic equivalent,

because they do not helong to the same reference set.

The present account of extraction of thematic ohjects in the instrumental applicative

in Kinyarwanda and Chichewa also extends to the locative applicative in Chichewa, which

Baker (1992a) argues is not derived hy PI. Baker's (1992a) daim is supporteJ hy the fact

that the Theme in the locative applicative exhibits the properties of structurally Case-

16 Or if the applicalive morpheme is indee<! lexical, il woold nol be visible 10 syntax al ail.

17 However, il cannaI be passivized. Thus, the Chichewa counterpart ai Kinyarwanda (lOs) is
ungrammatical. 1 do nol have anything inœresling la say abool this unexpected discrepaDcy. See Baker
1988b, Alsina and Mchombo 1993, Marantz 1993, and Woolford 1993.
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marked DPs, namely, it can induce pronominal agreement and passivize (sec Alsina and

Mchombo 1990, 1993). Then, the prediction is that the Theme in the applÏl:ative can he

extracted in spite of the fact that there is an analytic counterpart of the applicative

(Trithart 1977, Mark Baker (personal communÏl:ation». This predÏl:tion is fullilled. as the

following example provided hy Sam Mchombo (personal CllmmunÏl:ation) shows.

(25) Owu ndi mke1<â uméné âlënje â-nâ-1ûk-fr-a
this be mat REL hunters SP-PAST-weave-APPL-ASP
'This is the mat that the hunters wove on the heach.'

pâ-mchcnga.
lm-sand

•

•

4.3.2. Type 3 and Type 4 Applicarives

Above, we saw how PI plays a role in determining the extractability of the Theme

argument in applicatives (see (3i». 1maintain that there is another key factor, that is, the

availability of the inôependent counterpart of the affixal applicative morpheme in question

(see (3ii».

Recall that in my account of (1), it is (la) that blocks (lb). Suppose that (la) was nol

available for some reason. Then, economy would pr',',dict that (lb) would he well-formed,

being the most economical in the absence of ',letter alternatives. 1 argue thal Ihis

possibility is in fact instantiated in the Chimwiini benefactive and goal applicatives.

The Chimwiini benefactive and goal applicatives involve PI. Thus, they pattern with

the Kinyarwanda locative applicative in that the Theme in them does not show any

characteristics of the struclIIral object (Kisseberth and Abasheikh 1977). Specifically, the

Theme cannot control agreement: 18

18 The applicaHve morphemes in the Chimwiini examples are capitalized. as in Kisseberth and
Abasheikh t977.



•

•

•

141

(26) a. *Hamadi 0-sh-pikILile wa:na cha:kuja.
Hamadi sp-op-cooked(APPL) children food
('Hamadi cooked food for the children.')

h. Hamadi 0-wa-pikILile wa:na cha:kuja.
Hamadi sp-op-cooked(APPL) children food
'Hamadi CIloked food for the children.'

(27) a. *Nu:ru 0-chi-letELeie mwa:limu chihu:ku.
Nuru sp-op-brought(APPL) teacher book
('Nuru brought the book to the teacher.')

b. Nu:ru 0-m-letELele mwa:limu chibu:ku.
Nuru sp-op-brought(APPL) teacher book
'Nuru brought the book to the teacher.'

In (26) and (27) the (a) examples where the logical object triggers object agreement are

ungrammatical. On the other hand, the (b) examples where the applied object controls

object agreement are grammatical.

The Theme in the Chimwiini benefactive and goal applicatives cannot be passivized,

either:

(28) a. *Cha:kuja sh-piklLila wa:na na Hamadi.
food sp-was cooked(APPL) children by Hamadi
(' Food was cooked for the children by Hamadi.')

b. Wa:na wa-piklLila cha:kuja na Hamadi.
children sp-was cooked(APPL) food by Hamadi
'The children was cooked food by Hamadi.'

(29) a. *Chibu:ku chi-letELela mwa:limu na Nu:ru.
book sp-was brought(APPL) teacher by Nuru
('The book was brought to the teacher by Nuru.')

b. Mwa:limu 0-1etELela chibu:ku na Nu:ru.
teacher sp-was brought(APPL) book by Nuru
'The teacher was brought the book by Nuru.·

But what sets the Chimwiini benefactive and goal applicatives apart ITom the

Kinyarwanda locative applicative is that they do not have analytic counterparts (Kisseberth
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and Abasheikh 1977). Consider the following Chimwiini examplcs:

(30) a. *la:ma 0-tilanzile: nama ka chija:na.
lama sP-cut meat for sOlaIl child
('lama eut the meat for the small child. ')

b. la:ma 0-sh-tilangILile chija:na nama.
lama sP-O\,-cut(APPL) small child meat
'lama eut the meat for the small child.'

(31) a. Mwa:limu 0-lesele chibu:ku ka Nu:ru.
teacher sp-brought book to Nuru
'The teacher brought the book to Nuru's place.'

b. Mwa:limu 0-m-letELele Nu:ru chibu:ku.
teacher sp-op-brought(APPL) Nuru book
'The teacher brought the book to Nuru.'

As shown in (30), there simply is no analytic equivalent of the benefactive applicativc.

(30a) is ungrammatical under the intended reading. According to the description of

Kisseberth and Abasheikh (1977), it appears that the goal applicative has a corresponding

nonapplicative version. But as Kisseberth and Abasheikh point out, in pairs Iike (31), the

nonapplicative and applicative versions are c\early different in meaning, as indicated by

the translations in (31). In view of (25), (3Ia-b) are not comparable tilr the purpose of

economy, since although the preposition in (31 a) and the applicative morpheme in (31 b)

share the same categorical features [-N, -VI, they are semantically distinct and thus do

not have the same interpretable features,

Given that Chimwiini benefactive and goal applicatives are derived by PI but lack

their analytic counterparts, economy predicts that extraction of the Theme in them is

legitimate, a prediction borne out by th.: following examples of relativization:



• (32) nama ya Nu:ru 0-m-tilangILilo:
meat REL Nuru sp-oP-cut(APPL)
'the meat that Nuru cut for the child'

mwa:nâ
child
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(33) chihuku cha Nu:ru 0-m-letELelo
hook REL Nuru sp-op-hrought(APPL)
'the hook that Nuru hrought to the teacher'

mwa:limu
teacher

•

•

(34) illustrates the derivation for (32) (irrelevant details omitted).

Notice that in (32) (and (33» there is a pretix on the verh agreeing with the applied

ohject, pointing to the correctness of (34) where the applied ohject occupies the Spec of

AspP. The extraction in (34) is fine in spite of the fact that it proceeds in exactly the

same way as the iIIegitimate extraction in Kinyarwanda (Ih) (see (22h» since in

Chimwiini there is no alternative derivation to he taken into consideration. The well­

formcdness of (33) receives the same explanation.

One might suspect that the extractahility of the Theme in applicatives is an inherent

property of a given language. Thus, one might say that it must he the case that the Theme

in applicatives can always be extracted in Chimwiini. We have already seen, however,

that this line of thinking is incorrect. In Kinyarwanda, the Theme is extractab1e in the

instrumental applicative, but not in the locative applicative.

Similarly, the instrumental applicative in Chimwiini differs from the benefactive and

goal applicativcs in the same language in that it does have a basic transitive counterpart,

as shown in (35) (Kisseberth and Abasheikh 1977).19

19 Kisseberth and Abasheikh (1977:196) point out!hat in the Chimwiini instrumenta! applicative, the
Instrument is presupposed. Thus, the instrument applicative is natural when the Instrument is topicalized,
as in (300) and (i) in Contnole 20, though senlences tilte (35b) are grammatical, with the Theme stressed.



• (35) a. Nu:ru 0-tilanzile: nama ka: chisli.
Nuru sP-cut meat with knife
'Nuru eut the meat with a knife.·

h. Nu:ru 0-tilangILile: nâma chisu.
Nuru sP-cut(APPL) mcat knilè
'Nuru eut the meat with a knife.·
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Note that these sentences are hasically synonymous. suggesting that the preposition in

(35a) and the applicative morpheme in (35h) possess the same semantic features. The

diagnostics for the presence or ahsence of Pl adopted here tell liS that the instrumental

applicative morpheme in Chimwiini is an incorpor.lted preposition. Consider the

following examples:

•
(36) a. *Chisu, nama i-tilanglLila na Nuru.

knife meat sp-was cut(APPL) hy Nuru
('The knife, the meat was cut with hy Nuru. ')

h. Chisu sh-tilangILila: nama na Nuru.
knife sp-was cut(APPL) meat hy Nuru
'The knife was used to cut meat hy Nuru. '

•

(36) shows that the Instrument hut not the Theme can undergo passivization in the

Chimwiini instrumental applicative. This means that the applied Instrument rather than

the Theme is the structural object, indicating that PI is at work in the applicative.2o

Given that the Chimwiini instrumental applicative morpheme is prepositional and has

its independent counterpart, the present analysis predicts that the Theme cannot be

20 In Chimwiini. th~re is a restriclion Ihal an appli~d objecl cannollrigg~r agreemenl if il is inanimate
(Kisseberth and Abasheikh t977). Thus, (ib). where Ihe verb agrees wilh Ihe Inslrumenl, is unacceptable
along with ex~ctedly ungrammalical (ia), where Ihe verb agrees wilh the Theme.

(i) a. ·Chisu, Nu:ru 0-i-tilangILile: nama.
knife Nuru sp-oI'-CUI(APPL) meal
'The knif~, Nuru cul meal with.'

b. ·Chisu, Nu:ru 0-sh-tilangiLile: Rama.
knif~ Nuru sp-oP-cUI(APPL) meal
'The knife, Nuru cul meal with. '
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extracted in the applicative, as in the ca~e of the Kinyarwanda locative applicative. This

predication is correct, as iIIustrated helow:

(37) a. nama ya Nu:ru 0-tilanzilo: ka: chisû
meat REL Nuru sp-cut with knife
'the meat that Nuru cut with the knife'

h. *nama ya Nu:ru 0-tilangILilo: chisû
meat REL Nuru sP-cut(APPL) knife
('the meatthat Nuru cut with the knife')

The relevant structures for (37) are provided below (unimportant details suppressed):21

(38) a. leP OPi ITP Nuruj cut IPrp fj Pr IA'pP f'i Asp Ivp fi fv Ipp with knitèllllli

1--------1

Since the applicative morpheme and the instrumental preposition in Chimwiini share the

same semantic as weil as categorial features, they are treated as indistinguishahle for

economy purposes. With the notion of reference set given in (15), then, the structural

representations in (38) are evaluated with each other. As in the case of Kinyarwanda (22)

ahove, (38b) is blocked by the more economical (38a), since the wh-chain Iink in (38a)

is shorter than the one in (38b).

The Chimwiini data examined here g; ve support to the daim that whether or not there

is an independent counterpart of an applicative morpheme is crucial with regard to the

extractability of the Theme argument in an applicative.

21 Presumably, Ihe raising of the Inslrumenl in (38b) takes place al LF, given the word order in (35b).
Although 1 do nol know exaetly why Ihis should he the case, 1 suspecl \hal the covert raising may he
relaled 10 Ihe fael mentioned in the preceding footnole \hal inanimale applied objects cannol lrigger
agreemenl in Chimwiini. As bas been noled in the literalure, Ihere is a tendeney lbol agreemenl is
conlingenl on overt raising (cf. Chomsky 1995).
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Given that the instrumental applicatives in Kinyarwanda and Chiehewa pattern

together in terms of ohjeet extraction (nar,lely, the Theme is extr<letahle), one might h<lve

suspeeted that the extractahility of the Theme in an <lpplie<ltive is diet<lted hy the sel11<lntie

nature of the applieative. Chimwiini (37h) argues <lgainst this view; the Theme is not

extractahle in the Chimwiini instrument<ll applie<ltive. The moml then is th<lt '1 sel11<lntie

aeeount that foeuses on the thematie roIes of the DPs in the cl<luse does not work <lnd

thus a syntaetie account seems to he called for.

The Chiehewa henefactive applicative, like the Chimwiini henelaetive <lpplie<ltive, is

known to involve PI (only the applied Benelaetive can trigger <lgreement <lnd e<ln he

passivized) hut has no analytie equivalent (B<lker 1988h, Alsin<t <lnd Mehomho 1990).22

Then, the prediction is that the Theme is extractahle in the applieative. This is true, <lS

shown below (Alsina and Mchombo 1990:496):

• (39) Tyi ndi mphatso iméné chftsÎru chf-na-gûl-fr-a
this be girl REL fool SP-PAST-huY-APPL-ASP
'This is the gift that the fool bought for the girls. '

<ltsfklIn<l.
girls

•

80 far, we have examined applicatives of Type 1 (the Kinyarwanda locative

applicative and the Chimwiini instrumental applicative), Type 2 (the instrumental

applicatives in Kinyarwanda and Chichewa along with the Chichewa locative applicative),

and Type 3 (the Chimwiini benefactive and goal applicatives along with the Chichewa

benefactive applicative described by Baker (1988b) and Aisina and Mchombo (1990».

22 The benefactive applicalive morpheme in Chichewa differs in Ienns of P[ From Ihe insll1lmenlal and
locative applicative morphemes in the language, though Ihey are homophonous. Thus [ divorce lhe
calegorial status of an applicative morpheme From etymology. The remark aboullhe benefaclive applicalive
does nol app[y 10 Trithart's ([977) dialecl of Chichewa. [n particular, either the Benefactive or Ihe Theme
in the benefaclive applicative can trigger agreemenl and passivize in Ihe dialecl, indicaling thal no P[ is
involved in the applicative. Furthennore, no anslylic equivalenl of the benefactive applicalive is found, as
in the dialecl investigated by Baker (1988b) and Alsins and Mchombo (1990). Tbs, the benefaclive
applicative in Trithart's dialecl is similor ta the Kichaga and Kinyarwanda benefaclive applicalives, ta
which 1 will tum momentarily. As is expected, the counlerpart of (39) in Trithart's dialecl is well·fonned.
Nole thal the dialectal differenne in Chichewa shows thal whether an applicalive morpheme is preposilionsl
or nol bas nothing 10 do with etymology.
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For the sake of completeness, let us look at the benefactive/malefactive applicative

in Kichaga, which represenl~ Type 4 applicatives. According to Bresnan and Moshi

(1990), Kichaga lacks prepositions altogether. This means that an applicative in Kichaga

does not have an analytic version. The benefactive/malefactive applicative in the language

does not involve PI. Thus, either the Theme or the Benefactive/Malefactive can trigger

agreement and undergo passivization, as ilIustrated below (Bresnan and Moshi 1990: 150):

m-kà.

•

(40)

(41)

N ""k'l-fàa. -a-I- 1- YI- -'
FOC-SP-PRES-op-eat-APPL-ASP wile
'He/She is eating it Illr/on the wife.'

b. N-a-î:m-lyH-à k-èlyâ.
FOC-SF-PRES-op-eat-APPL-ASP food
'He/She is eating food l'orlon him/her. '

a. K-èlya k-i:lyl-f-o m-kà.
food SP-PRES-eat-APPL-PASS wife
'The lllOd is being eaten l'orlon the wile. '

b. M-kà n-iH:lyH-o k-èlyâ.
wïte FOC-SP-PRES-eat-APPL-PASS food
'The wife is being benefitted/adversely aftected by someone eating the food. '

•

As is expected by the present economy account, the Theme can be extracted in the

Kichaga benefactive/malefactive applicative (adapted l'rom Bresnan and l-10shi 1990:159):

(42) K-èlya a-f-lyl-f-à m-kà kl~pùsù.
food SF-PRES-eat-APPL-ASP wife rotten
'The food that he is eating for the wite is rotter.. '

No alternative is available that would black (42).

The same situation holds of the Kinyarwanda benefactive applicative, which has

neither Pl nor ils analytic version; the Jack of Pl is confrrmed by the fact that the Theme

in the applicative can lrigger pronominal agreement and undergo passivization (Kimé••yi
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1980). Then it is predicted that the Theme is extractahle. which is indeed the case «43)

adapted from Marantz 1993: 134).

(43) N-a-hoon-ye ihiryo umugllre a-râ-hé-er-a Ilmllgaho
SP-PAST-see-ASp food woman sP-PRES-give-APPL-ASP man
'1 saw the food that the woman is l!;ving the dog for the man.'

imhwa.
dog

•

•

Again, (43) is the MOSt economical in the ahsence of alternative derivations.

4.3.3. Problellls \Vith an ECP Aeeol/nt

Having presented my economy account, now 1wouId like to turn to Marantz's (1993)

explanation of extraction of logical ohjecl~ in Bantu applicatives, which merits special

attention since it is the only serious attempt in the GB literatllre to deal with the prohlem

addressed here.

As noted in passing (see footnote Il), there are roughly two kinds of Bantu languages

with respect to the number ofpostverbal OPs in applicatives that exhibit "primary object"

properties like passivizability, object agreement, and adjacency to the verb (see Bresnan

and Moshi 1990 for a detailed discussion). In languages such as Kinyarwanda and

Kichaga, more than one postverbal OP ':an potentially display "primary o~iect"

properties, while in languages such as Chichewa and Chimwiini, only one OP cano

ln Marantz's (1993) terms, Kinyarwanda-type languages arP.l"dising/adjunction (RIA)

languages, whereas Chichewa-type languages are merger/incorporation (MIl) languages.

ln the former languages, the main verb is assumed to raise and adjoin to the applicative

morpheme, which Marantz analyses as a verb heading ils own projection. In the latter

languages, the main verb and the applicative morpheme "merge" in the sense of Marantz

(1984) or they undergo Incorporation in the sense of Baker (1988a). In conjunction with

a set of srecific assumptions (which are no longer tenable in Minimalism), L'le difference

between the two types of languages is argued to reduce to the difference in the way that
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the vero and the applicative morpheme comhine. The crucial assumption is that the main

verh comhined with the applicative morpheme will govern into the lower VP in M/I

languages (due to Baker's (1988a) Governmellt TransparellLY Corol/ary2J) hut not in

RIA languages (see Marantz 1993 for details).

From this assumption, it follows that the lower VP is never a harrier in Mil

languages. Marantz (1993) notes that this VP may be a harrier to government and

movement in RIA languages, which he exploits to account for the correlation between the

NP-movability and the wh-movahility of internai arguments in applicatives in these

languages.

Going back to the Kinyarwanda locative applicative, Marantz would assign (5h) the

following structure:24

(44) IP

/"-..
DI> l'

teacher /'--...
1 VP

~
DP V'

sch~ol /'--......
V VP - harrier

appl /'-.....
DP V'

bobk /'"'--....
V XP
1

sent

Marantz suggesls that the lower VP in (44) may he a barrier. This would explain why the

'3- Gllvemmelll Transparency Cllrllllary (GTC):
A loxical catogory which bas an irem incorporate<! into it govems ovorything which tho incorporated

itom goveme<! in ils original structural position.
(Baker 19880:64)

24 Marantz (1993) assumes that logical subjecl' are genemte<! in Spec of IP, contra the Predicate­
Internai Subjecl Hypothesis adopte<! in the Minimalis! framework.
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Theme dominated hy the lower VP can neithér hé extractéd (Séé (1 hl) nor passivizéd (Séé

(7a».

Under Marantz's account. thé relevant part of thé Kinyarwanda hénéfactivé

applicative in (43) wouId have the following structuré similar to (44):

(45) IP

~

•

DP
1woman

l'

/"'---...
1 VP
~

DP V'
m~n ~

V VP
aprl /"--.-..

DP V'
dJg /"'--.-..

V DP
• 1

give OP (food)

•

Marantz stipulates that the henefactive applicative morpheme hut not the locative one has

the ahility to void the harrierhood of the VP in Kinyarwanda. Thus, the crucial difference

hetween (44) and (45) is that the lower VP is a harrier in the former hut not in the latter.

This would explain why the Theme can he extracted in (43) hut not in (Ih).

There are, however, prohlems with Marantz's account. As he himself notes, it does

not explain why there must he a difference hetween the locative applicative and the

benefactive applicative in Kinyarwanda in terms of the harrierhood of the lower VP. In

addition, it is not c1ear how the main verb can raise over the barrier to adjoin to the

applicative morpheme in structures Iike (44). More generally, recent studies on locality

point to the conclusion that VP is not a barrier (see Cinque 1990, Lasnik and Saito 1992).

There is a further problem with Marantz's approach. As mentioned above, the lower

VP in applicatives in MIl languages is never a barrier under his analysis. The prediction
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then is that the Theme can always he extracted in those languages. This prediction,

however, is empirically incorrect. As shown in (37h), the Theme in the instrumental

applicative in Chimwiini, a Mil language, cannot undergo IVh-movement. To deal with

Chimwiini, Marantz wouId have to stipulate, as he does for Kinyarwanda, that the lower

VP is a harrier in the instrumental applicative, while it is not in the henelactive and goal

applicatives, a move that would make his account far frOlr. explanatory. Note that he

explicitly argues that in applicative structures, Benetactives and Goals are always

generated in the Spec of the higher VP, while Instruments and Place Locatives can he

generated either in the Spec of the higher VP or in the Spec of the lower VP. This would

cope with the Kinyarwanda instrumental applicative where the Theme is indeed

extractahle (see (2b» since it has the option of being generated in the Spec of the higher

VP above the putative barrier. But the diftïculty with this account is that the Theme in

instrumental applicatives is wrongly expected to be extmctable in any language.

Therefore, 1conc1ude that Marantz's (1993) account contains many problems. They

do not arise under my account, which does not make use of the notion of barrier.

To summarize, the present economy account successfully captures the genenilization

given in (3). When and only when the two conditions in (3) are met simultaneously, as

in the case of Type 1 applicatives, an applicative constru~ticn and ils analytic version get

compared, and the latter counls as a more economical alternative to the former, as far as

Theme extrdction is concerned, due 10 the MLC. Otherwise, no c~mparison can be made

between an applicative and ils corresponding nonapplicative (if there is one), allowing

them to converg, independently of each other. Furthermore, it has been shown that the

economy account is both theoretically and empirically superior to Marantz's (1993) ECP­

type account using barriers.

Before c10sing this section, let us consider the following English examples repeated

from Chapter 1:
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(4G) a. The teacher sent the hook to the student.

• h. The teacher sent the student the hook.

(47) a. 1 saw the hook which the teacher sent to thc studcnt.

h. 1 saw the hook which the te'!cher sent the studcnt.

ln Chapter 1, these examples were contrasted with thc Kinyarwanda examples in (1) and

(5). The question raised there was: Wi.y is it that (47h) is grammatical WhCll its

Kinyarwanda counterpart in (Ih) is ungrammatica1?

ln the present eontext, the answer must he: PI is not involved in thc English douhle

ohject construction. If this is true, then (46a-h) do not helong to the same referencc set

in the first place, and neither do (47a-h). Each of (47a-h) converges without hlocking the

other.

•

•

Here 1 will not go into a detailed analysis of the English douhle ohject construction

(see, among many others, Aoun and Li 1989, Baker 1988a, Bowers 1993, Kayne 1984,

Larson 1988, Oehrle 1976, Stowell 1981). The ahove references except Baker 1988a

argue that the English double object construction is not derived hy PI, a conclusiûn

consistent with the present analysis.2S

4.4. Applicatives in Austronesian

ln the preceding sections, we concentrated on applicatives in several languages of the

Banto family. If the present account is actually capturing some truth ahout natural

2S ln the English double object construction, its verb never bears an overt applicative morpheme. This
may he taken to he an indication of the lack of PI in the English double objecl construclion, given the
assumption that substantive categories such as Ps cannot genemlly he morphologically null (pcrbaps for
reasons baving to do with recovembility). The fact that only "applied" objects seem to hebave like
strucluml objects in English (for instanee, the student but not the book can he passivized in (46b) (for most
speakers» cao he accounted for by posting the kind of double predication structure proposed by Dowers
(1993), where "applied" objects are genemted in the Spec of PrP as "inner" logical subjects. Then they are
nol eligible for ioberenl Case (sinee they are nol genemted wilhin lexical projeclions) and hence musl gel
slrUcluml Case.
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languages, wc would expect it to prove successful be:'ond Bantu, too. In this section,

therefore, 1 consider another language family, i. e., Austronesian languages, where

productive applicative constructions arc attested. In particular, Bahasa (Malaysia and

Indonesia), Tagalog, and Chamorro will he discussed in turn.

Bahasa is a Western Austronesian language with a basic word order of SVO.

(48) Ali mcm-ukul
Ali TR-hit
'Ali hit the dog.'

anjing itu.
dog the

•

•

ln (48) the verh hears the transitive prefix meng-, whose appearancc on the verh has hecn

descrihed as hcing conditioned by semantic and stylistie factors (Danoesoegondo 1971).

Unlike Philippine languages such as Tagalog, which 1 c1aimed have fully ergative

syntax, Bahasa has accusative constructions.26 115 ar.cusativity can he c1early seen by

examining applieative constructions likc the one in (49b) (Chung 1976b).

(49) a. Orang itu masak ikan untuk perempuan itu.
man the eook fish for woman the
'The man eooked fish for the woman.'

b. Orang itu me-masak-kan perempuan itu ikan.
man the TR-cook-APPL woman the fish
'The man cooked the woman fish.'

(49b) is a benefaetive applicativc construction, (49a) its analytic counterpart, where the

Bencfaetive is aeeompanied hy the preposition untuk 'for'. In Bahasa the structural subject

in the Spee of TP precedes the verb (Hung 1987, Guilfoylc et al. 1992 among others).

Thus, orang ifU 'the man' is the structural subject in (49). As shown in (49b), the applied

26 But in fact, Bahasa shows a high degree of ergativity in such constructions liS the Object Preposing
construction (Chung t976a,b, Hung t987). Object Preposing is discussed in more detail in Chapter 6.
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ohject peTl'lIIpllan illl 'the woman' hecomes the structural ohject rather than the structural

suhject in Bahasa. The word order in (4%) can he explaiOl:d hy saying that the applied

ohject has raised into the Spec of AspP aner the Pl (sec hc1ow), and the verh has raised

at least up to Pr. Thus, the applied ohject in Bahasa contrasts ,imrply with its cOllllterpart,

say, in Tagalog in that the laller always hecome5 ù'le structural SUhj';~l (sec hc1ow).

Here a hrief remark is in order ahout the applicativc morphcme in Bah<:"". The

applicative morpheme is usually reali;:ed as -kan, hut il has the alternative forms -i and ­

o for a small set of verhs. For instance, the verh irim .send' takc.~ -i, while the verh

bajar 'pay' takes -0 (Chung 1976h).

(50) a. Lakilaki itu meng-irim-i wanita itu sepu~iuk surat.
man the TR-send-APPL woman the a letter
'The man sent the woman a leller.'

•
h. Anak lakilaki itu mem-hajar polisi itu

child male the TR-pay police the
'The hoy paid the policeman tive dollars.'

lima dolar.
tive dollar

According to Chung's (1976h) description, verhs that take -i or -0 in their applied forms

regularly allow -kan to attach to them in their nonapplied fi.lrms. Compare (50) with (51).

kepada wanita itu.
to woman the

(51) a. Lakilaki itu meng-irim(-kan) surat
man the TR-send(-KAN) letter
'The man sent a letter to the woman.'

b. Anak lakilaki itu mem-bajar(-kan) lima dolar kepada polisi itu.
child male the TR-paY(-KAN) five dollar to police the
'The boy paid five dollars to the policeman.'

•
(51a-b) are the ana1ytic versions of (50a-h) respectively. Thus, in (51) the Goal argument

is preceded by the preposition kepada 'to'. As indicated by the parentheses, the
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morphcme -kan is optional in (51), suggesting that it is insignilicant, as far as the c1ass

of verhs acccpting -i and -@ are concerned. 111 contrast, verhs that take -kan in their

arp!i::d l(lrmS normally do not permit it otherwise (Chung 1976h).

As shown in Chung (1976h), the applied ohject hut not the thematic ohject acts like

the structural ohject. One ohvious piece of evidence cornes from the fact that the applied

ol'lject must immediately follow the verh; the immediate postverhal position is the

canonical structural ohject position in Bahasa.

Passivization prov:des tilrther evidence that the applied ohject is the structural ohject

in the Bahasa applicative construction. Consider the following examples hased on (49h):

(52) a. *Ikan di-masak-kan perempuan itu oleh orang itu.
lish PAss-cook-APPL woman the hy man the
('A lish was cooked the woman by the man.')

b. Perempuan itu di-masak-kan ikan oleh orang itu.
woman the PAss-cook-APPL lish by man the
'The woman was cooked lish by the man.'

As shown in (52b), the applied Benefactive object perempllan itll 'the woman' in (49h)

can b>.: passivized. Cn the other hand, the logical object ikan 'lish' in (49b) cann"t be

passivized. Given the assumption that passivization targets only structural objects (see

section 4.2. above), it follows that the applied object is indeed the structural object. The

ungrammaticality of (52a) suggests that the logical object receives inherent Case.

The same point can be made with respect to applicatives Iike (50a) where we tind the

morpheme -i on the verb. Observe (53):



• (53) a. *Surat itu di-kirim-i wanita itu oleh lakilaki itu.
letter the PAss-send-APPL woman the hy man the
('The letter was sent to the woman hy the man.)'

h. Wanita itu di-kirim-i sehuah surat oleh lakilaki illi.
woman the PAss-send-APPL a letter hy man the
'The woman was sent a letter hy the man.'

156

•

•

(53a) is ungrammatical, hecause the logical ohject in the goal applicative in Bahasa resists

passivization. (53h), on the other hand, is gramm,ltical, since the structural Case of the

applied ohject Cd!! he "ahsorhed" hy the passive morphology.

ln the present context, this means that the applicative in Bahasa is derived hy Pl. In

vie", ;je examples Iike (51), however, one may weil raise ohjection to the idea that the

applicative morpheme in Bahasa is an incorporated preposition. In (51) -kali can cooccur

with an independent preposition and therefore cannot he an incorporated preposition. 1

agree that -kali in (51) is not an incorporated preposition, hut this does not m:ccssarily

imply that -kali in (49h) is not an incorporated preposition (see footnote 22). In tact,

there is a marked difterence hetween the two instances of -kali; in contrast to -kali in

(51), -kan in (49) cannot cooccur with the preposition.

ln this Iight, 1 assume that in the dialect of Bahasa (Indonesia) descrihed hy Chung

(1976h), there are (at least) two kinds of -kan. One is an ineorporated preposition used

with verhs that disallow the supertluous use of -kan, as in (51). The other is a verhal

derivational suffix that optionally attaches to the special c\ass of verhs that lake -; and -flJ

in applicatives and its role perhaps is to indicate the ditransitivity of the verhs.27

If it is true that the Bahasa applicative is derived hy PI, the economy account

advocated here straightforwardly explains the tact that it prohihits extraction of logical

27 lt is interes':ng to note that this use of -kan has virtually disappeared in the young.. genellltion of
lndonesians (Chung 1976b:55). This is in line with the genellli trend toward eliminating .j and ·0 in favor
of -kan, as observed by Chung (1976b). What seems to he happening, fmm the present viewpoint. i. that­
kan is becoming the only prepositional applicative morpheme-probably as a way of economizing the
lexicon.
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ohjects. Consider the tilllowing examples of relativization (Chung 1976h):

(54) a. Djaket yang saya djahit untuk Hasan ter-Ietak di atas medja.
coat COMP 1 sew for Hasan AcclD-lie on top tahle
'The coat that 1sewed for Hasan is Iying on the tahle.'

h. *Djaket yang saya djahit-kan Hasan ter-Ietak di atas medja.
coat COMP 1 seW-APPI. Hasan AcclD-lie on top tahle
('The coat that 1 sewed Hasan is lying on the tahle.')

(55) a. Saya me-Iihat surat yang Ali kirim(-kan) kepada kakak saya.
1 TR-see letter COMP Ali send(-KAN) to sihling my
•1saw the letter that Ali sent to my sister.'

h. *Saya me-lihat surat yang Ali kirim-i kakak saya.
1 TR-see letter COMP Ali send-APPL sihling my
CI saw the letter that Ali sent my sister.')

Under the present proposaI, an applicative and its analytic equivalent, heing non-distinct

from each other in the sense of (17), are suhject to relative comparison for economy

purposes. As in the case of the Kinyarwanda locative applicative and the Chimwiini

instrumental applicative, Theme extraction in the Bahasa applicative, whether it is the

henefactive applicative (54h) or the locative/goal applicative (55h), results in iIl­

formedness. The structures for the relevant parts of (54a-b), for example, are provided

below:

(56) a. Icp OPi ITP 1"; T IPrp 1 sew IA'pP f'ï Asp Ivp fi fv (pp for HasanIl 1111
1 1

h. *Icp OPi ITP li T IPrp fi sew-forl IA.pp Hasank Asp Ivp fi fv (pp fi fkllllll
1 1

For (economy) reasons to be discussed in Chapter 6, it is assumed that the thematic object

or the r.uIl operator in (56a) has undergone Object Preposing (Chung 1976a,b) into the
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Spec of TP,:!N and the thematic suhject gets covert ergative Case in the Spec of PrP,

though what is really crucial for the current discussion is that the nullllperator reccives

structural Case. In (56h) the null operator gcts inherent Case within the VP (Ohject

Preposing cannot affect DPs ..... ;ih inherent Case (Cr.iJng 1976h), while the logical suhject

and the applied ohject receive structural Cases; nominative Case and accusative Case,

respectively. The MLC formulated above correctly maintains that (56h) is hlocked hy

more economical (56a), for the length of the wh-chain link is shorter in the former than

in the latter. The same cxplanation applies to the pair in (55).

The Bahasa applicatives just examined give further support to the mnral of th.: story

drew on the hasis of the Bantu applicatives; it is not the semantic nature of an

applicative that govems the extractahility of iL~ thematic ohject. For instance, one might

have suspected from the ahove discussion of the Bantu henefactive applicatives that

Theme extraction is universally possihle in a given benefactive applicative. This is

incorrect: Theme extmction is impossihle in the Bahasa henefactive applicative. Hence,

1emphasize once again that a purely syntactic account, like the one pursued here, seems

to be what we need.

Up until now, we have examined Bantu languages and Bahasa, whose hasie syntax

is accusative (though Bahasa is in fact much more ergative than the Bantu languages

surveyed in this chapter; see Chapter 6). Let us now tum to ergative languages of the

Austronesian family, Tagalog and Chamorro.

Notice tirst that the present account maintains that the generalization in (3), repeated

below, covers not only accusative but also ergative languages.

28 Object Preposing requîres the absence of the transitive marker meng- on the verb (Chung 1976a,b,
Hung 1987). Examples like (54a) and (55a) are consistent wîth this requîrement.
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Generalization:
Extraction of Theme in an applicative is prohihited only if
(i} the applicative is derived hy Preposition Incorporation, and
(ii) there is an analytic equivalent of the applicative containing an independent

preposition.

•

•

Suppose that there is a pair of an applicative and its analytic equivalent in an ergative

language and that it meets hoth of the two conditions given in (3). Then it is predicted

that the Theme in the applicative, which gets inherent Case, cannot he extracted. The

reason should he clear hy now; the wh-chain of the Theme in the applicative is longer in

length than that in the analytic equivalent, where the Theme can take advantage of a

Case/EPP-driven "free ride," and therefore the former is hlocked hy the latter in light of

the MLC. The only relevant difference hetween accusative and ergative languages is that

the "free ride" the Theme enjoys in the analytic construction is longer in ergative

languages than in accusative languages; in the latter, the Theme raises into the structural

ohject position, i.e., the Spec of AspP, while in the former, it Taises into the structural

suhject position, i.e., the Spec of TP (as in the Bahasa structure in (56a) with Ohject

Preposing).

Notice also that in principle, we should lind the four-way typology depicted in (4)

in ergative languages as weil. In the above discussion, passivizability and agreement

conlrollahility were used as independent diagnostics for the presence or absence of

syntactic PI. The core observation was that if an applicative involves PI, then only the

applied ol1iect can he passivized and lrigger agreement. These diagnostics, extended to

ergative languages, would state that if an applicative is derived by PI, then the applied

argument (Benefactive, Locative etc.) but not the Theme becomes absolutive. If, on the

other hand, an applicative Jacks PI, either the applied argument or the Theme should be

able to become the structural subject in an analogous way that either the Instrument or

the Theme can become the structural object in Chichewa (but see footnote 17).
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ln what Il'Ilows, 1 will examine sorne data l'rom Tagalog and Chal11orro. lt is

suggested that Tagalog has Type 1 applicatives, where the logieal ohject cannot he

extracted in accord with the generalization provided in (3), while Chamorm has Type 2

and TYf.e 4 applicatives, where no PI is involved.20

Let us hegin with Tagalog, which 1 helieve has Type 1 applicatives. As is well-

known, Philippine languages induding Tagalog are very productive in "Topie"

constructions other than Agent Topic or Theme Topie constructions. Ohserve lllr example

the pair in (57). In the Benefactive Topie construction given in (.'i7h), the Benel:lctive

o~iect of the preposition para has heen turned into the structural suhject ur the ahsolutivc

hy the use of the Benelàctive Topic morpheme ;- attached to the transitive Theme Tupic

form of the verh.

•
(57) a. B-in-i1i ni Juan ang isda

hought(TI) ERG-Juan ABS-tish
'Juan hought the tish for Maria. '

b. I-binili ni Juan ng isda
bought(BT) ERG-JUan INH-tish
'Juan bought Maria (the) tish.'

para kay Maria.
for oBL-Maria

si Maria.
ARs-Maria

•

Following the lead of Starosta el al. (1982) (cf. Baker (1988a:468, fn. 17), Guilfoyle el

29 1 suspect that the Tzotzil applicative may represent Type 3 applit-utives. According to Aissen
(1987:104), a Tzotzil transitive clause can contain an (thematie) indin,et object only if the predicale is
suffixed witb the morpheme -be. Consider the following Tzotzil examples:

(i) a. 7i-j-meltzan j-p'ej na.
C,\Sp-lERo-makt: one~NC house
61 made a house. '

b. 7i-j-meltzan-be j-p'ej na li Xun..,.
CASP'"!ERo-make-APPI. one-Ne house the Xun-a.T
'1 made a house for Xun.'

(ia) has been turned into applicative (ib) by the use of -he. Nole that there seems to he no analytic
eounlerparts of applicatives Iike (ib). Nole also that it is the applied argument that receives structural
absolutive Case; it can trigger absolutive agreement and undergo passivization, but not the direct object,
as demonstrated by Aissen (1987). Thus the Tzotzil applicative appears to have the signature properties of
PI. If this judgement is correct, it qualifies as a Type 3 applicative, and ils Theme is predicted to he
extraclable. Regretlably, 1 do not have relevant Tzotzil dala.
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al. (1992:382, fn. 7», \ analyze (57) as an applicative construction involving PI. This

analysis immeùiatcly accounts for the fad that in the Benefactive Topic construction, only

the Benefactive can he the structural suhject; if the applicative morpheme ;- in (57) is

verhal rather than prepositional, it woulù he incorrectly expecteù that the Theme coulù

he the structural suhject, too. The Lfo structure of (57h) unùer this analysis is proviùeù

helow:

•

(58) TP

/'---...
DP T'

Ma~ill; ~
T PrP

hought-forj~
DP Pr'

Jua'n ~
Pr AspP

~
Asp VP

/ ..............
DP V'
ti~h ,/"-....

V pp

~
P DP
1 1
tj ti

•

ln (58) the applicative morpheme i- generated as the head of the pp undergoes movement

to the V ùue to its aftixal nature (Baker 1988a). After the PI, the Benefactive Maria is

forced to move to a structural Case position. It covertly raises into the Spec of TP

(Maclachlan 1995, Maclachlan anù Nakamura 1994, Nakamura 1994b, Richards 1990,

1993; cf. Guilfoyle et al. 1992). The Agent is assigned ergative Case in the Spec of PrP.

The Theme receives inherent Case within the VP (Baker 1988a,b). The raising of the

Benefactive satisties the detinition of Attract in (12), since neither the raising of the
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Agent nor the raising of the Theme into the Spec of TP wOllld contrihllte to chccking lIf

the EPP and Case featllres of the T.

If the derivation of (57) depictcd in (58) is indecd correct, thc present analysis

predicls that the Theme cannot he extracted in the Bencfactive Topic constructilln; it

should he more economical to extract the Themc in its Cllrresponding Thcme Topic

construction. This prediction is hllrne out, as shown helow:

(59) a. Ano ang h-in-i1i ni Juan para kay Maria'?
what ANG hought(n) ERG-Juan for oBL-Maria
'What is the thing that Juan hought for Maria'!'

b. *Ano ang i-binili ni Juan si Maria'!
what ANG hought(BT) ERG-Juan ABs-Maria
('What is the thing that Juan hought Maria'!')

In (59) the Theme Topic construction yield~ a grammatical output. (59h), the Benefactive

Topic construction, is blocked by (59a). Let us assume that the indcpendent preposition

para and the incorporated preposition i- share the same interpretahle features, more

specifically the same semantic and categorial features. Then (59a-h) hoth helong to the

same reference set, the phonological, Case, and affixal differences heing ignorahle.JO

The derivations for the relevant portions of (59a-h) are given helow:

(60) a. Icp OPi ITP t'i bought IprP Juan Pr L.,pp Asp Ivp ti tv Ipp for Mariallllll
1 1

(60b), where the null operator is inherently Case-marked, is blocked by more economical

(59a), where it checks ils absolutive Case in the Spec of TP, hecause the length of the

JO The oblique-marker kay in (59a) is assumed to he nuthing but a morphological reflex or the Case
of the preposition, with no categorial status.
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wh-chain is shorter in (59a) than in (59h).

This account automatically extends to other Tagalog constructions such as the

Locative Topic construction. Consider (61):

(61) a. Il-jn-ili ni Juan ang isda sa tindahan.
hought(rr) ERG-Juan ABs-tïsh OBL-store
'Juan hought the fish at a/the store.'

h. Binilh-an ni Juan ng isda ang tindahan.
hought(LT) ERG-Juan INH-fish Aos-store
'Juan hought (the) Iish at the store.'

(61h) iIIustrates the Locative Topic construction, where the ohject of the preposition

lilldahan 'store' in (6Ia) has hecome the absolutive. Again, 1 propose to analyze the

Locative Topic construction as an instance of PI. As expected, the Theme in this

construction is not extractahle. This is demonstrated in (62).

(62) a. Ana ang b-in-i1i ni Juan sa tindahan.
what ANG bought(rr) ERG-Juan OOL-store
·Wh.'; ::; the thing that Juan hought at a/the store'!'

b. *Ano ang binilh-an ni Juan ang tindahan.
what ANG bought(LT) ERG-Juan Aos-store
('What is the thing that Juan bought at the store'!,

The reason for the iII-formedness of (62b) as opposed to the well-formedness of (62a)

should be obvious. Given that the preposition sa in (62a) and the applicative morpheme ­

ail are indistinguishable for economy purposes, (62a-b) are in competition with each

other. 31 (62b) is blocked by (62a) for the same reason that (59b) is blocked by (59a).

Let us next consider Chamorro applicative constructions, which 1 suspect exemplify

31 The relevant interpretation of (62a) here is the one where the Locative is eonstrued as specifie.
When the Locative is nonspecifie in (618), (618) dues not eompete with (62b). in whieh the Locative is
obligatorily specifie.
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Type 2 amI Type 4 applicatives. As noted in the previous chapters, ChanllllTo is a mllod­

split ergative langauge. The Chamorro examples given helow are ail in the realis mood,

where the language exhihits ergativity. Ohserve the following Chamorro eX:lmples

(Gihson 1980):

(63) a. Hu-tugï i kiitta para i che'lu-hu.
ISG.ERG-write the letter to the sihling-lsG.I~)SS

'1 wrote the letter to my hrother. '

h. Hu-tugi'-i i che'lu-hu ni kiitta.
1SG.ERG-write-APPL the sihling-I SG.POss oBL-Ielter
'1 wrote my hrother the letter. '

(63h) is an applicative constru:;f;on, whereas (63a) is il~ analytie eounterpart. In the latter,

the Goal argument is precedell hy the preposition püra. ln the fi.Jrmer, the verh hears the

applicative morpheme _i,32 and the Goal appears without the preposition.

As has hee!! noted in the literature (Gihson 1980), the applied argument hut not the

logical ohject bebaves like a structurally Case-marked element in the Chamorru

applicative. For instance, the Goal in (63b) can be the structural subject of a passive, but

the Theme cannot be. Then, given th·.; line of logie utilized above, one might he temptL'd

to conclude that the Chamorro applicative involves PI.

There are, however, reasons to doubt this conclusion. For example, there is an

indication that the applicative morpheme in Chamorro is not prepositional. Observe the

following pair (adapted l'rom Topping 1973):

32 The applicative morpheme -i is realized as -yi or -gui depending un the phonological cunle'l' it
occurs in (Gibson t98O).



(64) a. Hu-fa 'tinas-i si Paul
ISG.ERG-make-APPL uNM-Paul
'( made Paul sorne coffee.'

h. Hu-fa'tinas-i si Paul
ISG.ERG-r.1ake-APPL uNM-Paul
'( made Paul the coffee.'

kale.
coffee

ni kafe.
OBL-collee
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•

•

As one might have already noticed, there is one marked diflerence hetween Tagalog and

Chamorro applicatives in terms of the use of the ohlique-marker with the Theme.33 If

the Theme is nonspecific, as in (64a), it hears no ohlique-marker. If, on the other hand,

it is specilic, as ie (64h), it must he ohlique-marked.

ln the discussion of the Specificity Eflect (SE) in antipassives in Chapter 3, it was

suggested that the Chamorro ohlique-marker is "inserted" l!S a last resort into the man­

antipassive construction, \\hich, without the oblique-marker, exhibits the SE on its

Theme. Then what we have in (64) is the SE; the Theme in the Chamorro applicative

must be nonspecitic, but the SE is neutralized by the use of the oblique-marker.

Il has been observed in Chapter 3 that PI neutralizes the SE. Thus, consistent with

this observation, the Theme in, say, Tagalog applicatives, which 1analyzed as PI, is not

subject to the SE; the Theme argument in (57b) and (61b), for instance, can be either

specifie or nonspecific. If a double object construction is not derived hy PI, it can impose

the SE on its Theme. Consider the following examples ITom Anyi, a Kwa language,

recapitulated from Chapter 3 (Van Leynseele 1975):

33 Note thatlli, as in (63b) and (64b), is the combined fonn of III/ and the determiner i (see Topping
1973 and Cooreman t987).



hùhlkû.
hook• (65) a. Kotï m~ kàsi

Kolï give(HAB) Kasi
.Koti gives Kasi a hook.'

h. *KOfi mû kàsi hùlûkû-a.
Kolï give(HAB) Kasi hook-DEF
('Koti gives Kasi the hook.')
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c. Kàtï fa hùlûkû-â
Koti take(HAB) hook-DEF
'Koti gives the hook to Kasi. '

, 'tà-' mû
take-give(HAB)

kàsi.
Kasi

•

•

The contrast hetween (65a) and (65h) shows that Anyi douhle ohject constructions are

constrained hy the SE. In order to express the intended meaning of (65h), one has to use

the seriai verh construction in (65c), where the detinite or specilïc Theme is ;;,;sumed to

check its structural Case against the Asp associated with the higher verh and thus is free

l'rom the SE, an effect related to inherent Case-checking.

If it is true that PI neutralizes the SE, then it must he that Cham:Jrro applicatives,

showing the SE, lack PI. It should he pointed out here that the Kinyarwanda locative

applicative, the Chimwiini instrumental, benefactive, and goal applicatives, and the

Bahasa applicative, which 1 c1aimed invo\ve PI above, do not seem to invo\ve a SE.

Besides agreement controllahility and passivizability, the lack of a SE servcs as a third

diagnostic for the relevance of PI; an applicative derived by PI must pass ail the three

diagmIStiCS.

There is in fact more direct evidence that the applicative morpheme is not an

incorporated preposition. According to Gibson (1980), the preposition plira can occur in

applicatives in sorne dialects of Chamorro. Gibson (\980) gives the following example:

(66) Hu-tugi'-i (piira) si Juan ni kiitta.
Iso.ERG-write-APPL (to) uNM-Juan OBL-Ietter
'1 wrote Juan the letter.'
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(66) provides a straightforward argument for the lack of PI in Chamorro applicativc

constructil'ns; if the applicative morpheme in (66) is indeed an incorporated preposition,

we would not expect the preposition piira to appear hefme the applied ohject. 34

Therefme, let liS assume that the Chamorro applicative does not involve PI. The LF

representation for (63h) wOllld he as follows:

TP

~
DP T'

my hr~)therj/"-.
T PrP

wr()te~appl/'--..
DP PI"

prh ~
PI' AspP

/'-
Asp VP

~
DP V'

'----------}j ~
V DP

1
the letter

[n (67) the GuaI 'my mother' raises into the Spee ofTP at LF. The Agent pro is assigned

ergative Case in the Spee of PrP. The specitie Theme 'the letter' gets ohlique Case within

the VP.35

If the Chamorro applieative is not derived by PI, the present analysis can account for

the faet that its Theme is extractable, as shown by the grammaticality of (68b) (based on

Gibson 1980).

34 Mark Baker (persoaal communication) points out the possibility that historically, the applicative
morpheme may he the reduced form of the verb na'i 'give'. See helow.

35 Fmm the present perspeclive, it is not c1enr why the Goal cannot get inherent Case in the way the
Instrumenl in the Kinyarwanda instrumental applicative cano It may he that the applied verb, as a lexical
property, assigns inherent Case only to the Theme in Chamorro. Or it may be that the structure of the
Chllmorn> lIpplicative is more complex than that in (67) and the Goal is genemted in a position (i.e., Spec
of PrP) where it cannot receive inherent Case (see Bowers 1993).
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(68) a. Hafa un-tugi' para i che' lu-mu .
what 2SG.ERG-write to the sihling-2sG.l'oss
'What did you write to your hrother'!'

h. Hafa un-tugi'-i i che' lu-mu?
what 2SG.ERG-write-"I'I'L the sihling-2sG.I~lsS

'What did you write your hrother'!'

(68h) is an applicative construction, and (68a) its analytic equivaknt. In hoth of them,

the Theme argument has heen sucœssfully extracted. The LF structures for the rdevant

parts of (68a-h) are given in (69a-h).

(69) a. IcI' OPi ITP l'i wrote 11',1' you 1",1'1' Ivp li Iv 11'1' to your hrotherlllill
1-1

h. IcI' OPi hl' your hrotherj wrote-appllp,p you 1",pl> IV!' Ij Iv lillill
1 1

Since the preposition in (69a) and the applicative morpheme in (69h) are distinct lilr the

purpose of the reference set, the derivations in (69) do not compete with each other in

the first place. Hence, they converge independently of each other, though the length of

the wh-chain is shorter in (69a) than in (69h),

The sharp contrast hetwccn Tagalog and Chamorro with respect to extraction of

Themes in applicatives can he regarded as a rather striking confirmation of the

generalization put forward in this chapter. It has been argued in the literaturc (Topping

1973) that these two languages of the Austronesian lamily are close relatives. Given their

alleged genetic association, one might reasonably expect that they behave more or less

the same way in terms of major syntactic operations such as extraction, As a malter of

fact, we saw in the previous chapter that the two languages behave in hasically tbe same

way regarding the interaction of antipassives and extraction, Naively speaking, then, there

would he no rcason why Theme extraction in applicatives in these languages should

behave differently, Under the present view, the answer is solid: the presence versus



•
169

ahscncc of Pl.

Shlllillg our attention now to Type 4 applicatives, note first that Chamorro has a

group of ditransitive verhs that "require" douhle ohjcct structures (3-2 Advancement in

RG terms; Gihson 1980). One mcmher of this group is na'; 'give'. The following

exampJe is from Gihson 1980:161):

(70) Ha-na'i yu' si Antonio
3SG.ERG-give ISG.ABS UNM-Alltonio
'Antonio gave me the tlowers.'

nu i tloris.
DBL-the tlower

•

(70) is similar to the applicative construction in (63h) in terms of the Case arrays; the

Agent, the applied argument, and the Theme are assigned ergative, ahsoJutive, and

ohlique Cases, respectively. But it is dissimilar to (63h) in that it does not have its

analytic counterpart, satisfying one of the two conditions on Type 4 applicatives. 36

Ooes (70) meet the other condition that Type 4 applicatives Jack PI? The answer

seems to he positive. Thus, double object constructions liJ;.e (70) display the SE

(Cooreman 1987).

(71) a. Ha-na'i yu' i patgon
3SG.ERG-give 1SG.ABS the child
'The child gave me a book.'

b. Ha-na'i hao ni lepblo.
3SG.ERG-give 2SG.ABS DOL-book
'He gave you the book.'

un lepblo.
a book

•

(7Ia-b) are parallel to (64a-b). As shown in (71), the Theme in the double object

structure must he nonspecific without the SE-neutralizing oblique-markel.

36 Note also thal the double obj""l slructures in (70) and (71) do nol conlain overt applicative
morphology.
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Given that Chamorro constructions such as (70) and (71) arc Typc 4 applicativcs. it

IS predicted that the Theme in them should he ahle to extract. This prediction IS

empirically correct (Gihson 1980, Sandra Chung (personal communication)).

(72) Hafa ha-na'i hao si Antonio?
what 3SG.ERG-give 2SG.ABS uNM-Antonio
'What did Antonio give you?'

The well-lormedness of (72) is in total accord with the present analysis. In the ahscnce

of more economical alternatives, (72) is the optimal derivation.

To wrap up this section, the generalization givcn in (3) has heen argued tll he valid

in Austro~e.sian languages like Bahasa, Tagalog, and Chamorro. The cconomy accllunt

developed in this thesis automatically ex:ends to Theme extraction in applicativcs in thcsc

languages.

4.5. Sorne Implications

Il has heen shown ahove that the economy account explains in a uni lied way

extraction of thematic ohjects in applicatives buth in accusative and ergativc ~,ll1guagcs.

Let us now discuss some implications uf the account, which 1 belicve are nontrivial.

First, to the extent that the present analysis is correct, il lends further cmpirical

support to the geneml fmmework of Minimalism, in which it is c1aimed that a set Ill'

convergent derivations are evaluated with œspect to one another, and the optimallllôe is

selected. In the Minimalist Progmm, there is no place for the ECP, which played a

central role in the GR era. It has been demonstrated that the prohlems object extraction

in applicatives po~es for the ECP can be resolved by economy. As already nuted above,

the MLC, which Chomsky and Lasnik (1993) put forth virtually as a substitute for

Relativized Minimality of Rizzi (1990), is in fact superior to Relativized Minimality. As
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we can easily verify once again, the ungrammaticality of Kinyarwanda (Ih) and

Chimwiini (37h) cannot he handled hy Relativized Minimality, since there is no potential

antecedent-governor in an A'-specifier position that would hlock the A' -movement. 37

Secondly, the ahove analysis provides interesting (theory-internal) evidence that

ohjects with structural Case undergo movement, in the CUITent framework, into the Spec

of AspP in accusative languages, again supporting Minimalism. Let us reconsider, for

example, (38a-b), the LF structures for Chimwiini (37a-h). (38a) is more economical than

(38b) because of the NP-movement of the structural ohject into the Spec of AspP. Notice

that there is no way for GB theory to draw a distinction hetween (38a) and (38b), since

in that theory, Case assignment to ohjects is done under government hy verhs within the

VP. Thus, extmction in Bantu applicatives provides yet another piece of evidence for the

assumption that ohjects raise into the Spec of AspP for structural Case-checking (see also

Hornstein 1994, 1995, Lasnik 1993, and Takahashi 1993).

Thirdly, the present account reinforces the view, held in the Minimalist Program or

in the principles-and-parameters tradition in general, that linguistic variation reduces to

di~ferences in the lexicon. It has been shown that the interlinguistic as well as

intralinguistic variation in terms of Theme extraction in applicatives stems from the

morphological/semantic properties of applicative morphemes and prepositions.

NO:letheless, the c1aim that only functional elements, as opposed to substantive elements

such as vt>rbs and nouns, can be parameterized (Chomsky 1991, 1993, Borer 1983, Fukui

1986) seems too strong: it is prepositions, affixal or nonaffixal, and affixal verbs (like

the Kinyarwanda instrumental applicative morpheme) that are ultimately responsible for

deciding whether or not Theme can be extmcted in a given applicative. It appears then

that UG can parameterize not only functional categories but also substantive categories.

Finally, the success of the economy account implies that the revised notion of

37 Even if we assume \hat argument traces with referential 8-roles must he antecedent-govemed, an
assumption that is explicitly denied in Rini \990.
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reference set is empirically justitied further and that, as argued in Chapter 3, the MLC

must he taken to he an economy condition indepcndent of Altract, conlr:. Chlll11sky

(1995) .
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CHAPTER 5

BEYOND A CLAUSE

5.0. Introduction

ln Chapt~rs 2, 3 and 4. w~ were primarily concerned with chain formation within a

single clause. But movement can aIso take place out of a clause. The purpose of this

chapter is to ~xamine long-distance (transclausaI) dependencies created hy movement and

see if they are amenahle to th~ same kind of treatment as the one developed in the

previous chapters. Il is argued that they indeed are, showing that the present analysis has

a wide range of empirical coverage and therefore gains further support.

The organization of this chapter is as lollows. In section 5.1. 1 examine "classic"

successive cyclic movement l'rom the present perspective. It is claimed that successive

cyclicity is ensured hy the MLC as an economy condition, hut only with the modified

notion of reference set adopted in this thesis. Seclion 5.2. discusses the so-called Wh­

Agreement (Chung 1982, 1994) observed in Western Austronesian languages such as

Chamorro and Tagalog. Il has been argued that Wh-Agreement provides striking

contirmation that wh-movement applies successive cyclically (Chung 1982, 1994).

Contrary to this widely accepted view, 1 argue that Wh-Agreement is a morphological

ret1ex of antipassivization, a GF changing process, rather than successive cyclicity per

se. More specitically, it is a ret1ex of CaselEPP-driven "free rides" wh-movement is

required to take, given the MLC and the notion of reference set advocated here. This

characterization of Wh-Agreement naturaUy explains the systematic differences between

Wh-Agreement in Tagalog-type languages and" Wh-Agreement" in Irish-type languages.

Section 5.J. consists of brief discussion of the predictions that the present analysis makes

with regard to the interaction between hyperlsuper-raising-to-object and extraction. This

section is necessarily sketchy because of the lack of relevant data. But there is at least one
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language in which the predictions seem to he home out. i.l'.• Quechua.

5.1. Successive Cyc1icity

1t is well-known since Chomsky (1973) that movement applies in a successive cyclic

fashion. In the tradition of (Revised) Exrellded SflIlldurd Theory. the successive cyclic

nature of movement operations has heen accounted for hy the Suhjacency Condition

(Chomsky 1973, 1977).

Thus, the following English examp1es are assumed to he derived in the way indicated:

(1) John; seems Ir"i to he likely It'; to Iti pass the examlli.

(2) Wha!; did John say It"; Mary thought Ir'; Bill had Ihought t;III'!

(1) is an example of successive cyclic NP-movement, (2) an example of successive cyclic

IV/z-movement.

Although successive cyclicity in English is not directly ohservahle and re4uires rather

elahorate arguments (see Ross 1967, Chomsky 1973, 19'17, Chomsky and Lasnik !977

among 'any others), other languages provide more transparent evidence that movement

operates in this fashion. One of the most direct pieces of evidence comes l'rom languages

like Afrikaans, where each "copy" of the moved IVh-phrase in the Spec of CP can he

pronounced. Observe the tollowing examples l'rom Afrikaans (du Plessis 1977):
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die hure
the neighhors

dink
think

a. Waaroor dink.lY waaroor
whereahout think you whereahout
waaroor stry ons die meeste?
whereahout argue wc the most
'What do you think the neighhors think we are arguing ahout the most?

h. Met wic het jy nou weer gese met wic het Sarie
with who did you now again said with who did Sarie
gedog mct wic gaan Jan trou?
thought with who go Jan marry
'Whom did YllU say again Sarie thought Jan was going to marry'l'

(3)•

•

ln (3) the wll-phrase has heen extracted l'rom the mo.t deeply emhedded clause. As shown

ahove, each Spec of CP is occupied hy the fronted wll-phrase. (3) can \1e explained hy

assuming (a) that wll-movement is successive cyclic, (h) that movement leaves a copy

rather than a trace (Chomsky 1993), and (c) that Afrikaans, unlike English, allows

intermediate copies to he pronounced. 1

Another similar kind of evidence for the successive cyclic property of wll-movement

is found in such languages as Irish (Chung and McCloskey 1987, McCloskey 1979,

1990). Consider the following Irish examples (hased on McCloskey 1990):

1 According 10 McDaniel (1989:569, fn. 5), wil-word copying similar 10 (3) is also found in sorne
dialecl' of Yugoslav Romani as weil as German dialects from Ihe Cologne region. She gives Ihe following
examples «i) from German, and (;i) from Romani):

•

(i) Wen glaubl Hans wen Jakob gesehen hal'!
whom thinks Hans whom Jakob see has
'Whom docs Hans think Jakob saw'!'

(H) Kas o Demlri mislino!a kas i Arifa dikhla?
whom Demir Ihinks whom Arifa saw
'Whom does Demir Ihink Arifa saw'"

Incidentally, no language pronounces wil-word copies in a VP-adjoined pOsilion, as far as 1am aware,
suggesling thallhe Barriers-slyle derivalion of wil-movemenl (Chomsky 19860) is incorrecl. Conceplually
speaking, VP-adjunclion of wh-phrases has no place within lhe Minimalisl framework; il ",;11 nol salisfy
the definilion of Allracl. Sec Cinque 1990 and Lasnik and Sailo 1992 for problems wilh Ihe Barriers
system.



• (4) a. an rud aL shI1 mé aL dliirt tli
the thing COMP thought 1 COMP said yon
'the thing that 1 thought you said you wonld do'

h. "an rud aL shI1 mé gur dliirt tli
the thing COMP thought 1 COMP said you
('the thing that 1 thought you said you would do ')
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aL dhéanüi
COMP dll-CllND-2sli

aL dhéanf:i
COMI) dO-COND-2S{i

•

•

(4a-h) are exampies of relativization, where the Theme argument of the most deeply

emhedded clause has heen extracted long-distance. We saw in (3) i1lmve that Afrikaans

indicates successive cyclicity with respect to the moved II'h-phriise :,sclf. Irish, on the

other hand, exhihits it in terms of the distrihution of complementizers. Thus, in (4a) the

same wh-complementizer aL must introduce evcry clause in which II'h-movement hils

applied.' Failure to meet this condition results in ungrammaticality, as in (4h), for

example, where the complementizer of the intermediate clause is not aL hut gllr, the

normal (pas\) suhordinating complementizer. Data likc (4) offer further evidence fur the

cyclic application of wll-movement.J

Similarly, there are languages where NP-movement leaves marks of its successive

cyclicity. One such langauge is Kipsigis (Nilotic) whose hasic word order is VSO (Jake

and Odden 1979). Consider the following pair l'rom Kipsigis:

(5) a. Mjcè Mù:sa llO-tU Kfplànàt pè:nd:il.
wanlS Musa 3S0.SUB-cut Kiplangat meal
Lit. 'Musa wanlS (that) Kiplangat eut the meat.'

h. M:Scè Mù:sa pè:nd:l llO-tU Kfplànàtl.
wanlS Musa meal 3S0.SUB-cut Kiplangat
Lit. 'Musa wants the meal; (that) Kiplangat eut li"

2 Irish uses lhe cumplemenliz", aN, which 1pul aside here, when lhe Spoc of CP is occupied by a wh­
oporalor binding a resumplive pronoun (McCloskey 1979, 1990).

J For more arguments from olher empirical domains, see among olhers Knyne a.ld Pollock (1978) for
French and Torrego (1984) for Spanish. s.. also Mco-.lDioi 198!J for "partial" wh-movemenl in German
and Romani, based on which lhe same points lhis seclion makes can he made. Wh-Agreemenl in languages
Iike l:hamorro, which bas becn pul forth as evidence for successive cyclicity of wh-movemenl (Chung
1982, 1994), will he discussed in Ihe nexl seclion.
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(Sa) shows that the verb m:icè 'want' takes a sentential complement in Kips:gis. (Sb)

iIlustrates the super-raising version of (Sb), which is well-formed in Kipsigis. Along the

lines suggested in section 2.4. in Chapter 2, 1assume that in this language, the (inherent)

Case feature of the CP gel~ erased when checked, and thus the CP directly 8-marked hy

the verh does not constitute a harrier for NP-movement under the revised version of the

EPP (see (22) helow). In (Sh) the logical ohjectpè:nd.:f 'meat' has overtly raised past the

logical suhject Kfplà!Jàl into the matrix clause (see Ura 1994 for a recent proposaI on

various mising constructions within the Minimalist framework).4

Consider further the following Kipsigis examples of super-raising (hased on Jake and

Odden 1979):

KCplàQàt
Kiplangat

)-nnc-f:n (Ià-yây-fn
ISG.suB-want-2sG.oBJ 3SG.suB-make-2sG.oBJ
IIô-tIl-fn Mù:sall.
3SG.SUB-cUt-2sUB.OBJ Musa

Lit. '1 want YOUi (that) Kiplangat make l'i (that) Musa cut li.'

h. *j-m::lc-C:n llô-yây Kiplànàt
ISG.suB-want-2sG.oBJ 3SG.suB-make Kiplangat

IIO-tII-Cn Mù:sall.
3SG.SUB-cUt-2sUB.OBJ Musa

(Lit. '1 want you; (that) Kiplangat make (that) Musa cut li. ')

(6) a.

•

ln (6) the Theme of the most deeply ernhedded clause, i.e., the pro 'you' has raised

(overtly) all the way to the matrix structural ohject P'lsition, where it is assumed to check

its accusative Case. As shown in (6a), the agreements on the verbs indicate that the

raising takes place in a successive cyclic fashilo, through the specifiers of functional

•
4 Um (t994) holds that super-mising is allowed in a given language if the T in the language cao.

project multiple specifiers, providing an escape hatch for super-mising (cf. the definition of AUmct). Thus,
he c!uims that there is a correlation hetween the possibility of multip!e subject constructions and the
possibility of super-mising. At the moment, 1 do not know whe:her Kipsigis bas multiple subject
constructions. If Ura's account is correct, when super-raising is ovelt, as in (5b), the mising of the
embedded subject must he overt, too. If his genera1ization is true, it must he captured somehow under the
present unulysis, but 1 will not make an atlempt here.
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projections; each verh must hear the second person ohject agreement which. under the

present assumption, is tied with the funetional category Asp (Travis 1991, forthcoming).

If the raising ski!Js its potentia\ landing site, ungrammaticality resuits, as in (6h) where

the verh of the intermediate clause !ilÎls to hear the agreement morpho\ogy. Th;ls. the

situation in (6h) is analogous to that in (4h).

Now the question is: How can we ensure the kind of successive eyclic application of

movement iIIustrated in (4) and (6) within the framework of Minimalism'1 SpeciticaIly,

how can we mIe out examples like Irish (4h) and Kipsigis (6h)'1

The key to the answer seems ohvious enough; the MLC, which was originally

designed to demand that movement cannot skip a potential landing site, replacing Rizzi 's

(1990) Relativized Minimality (Chomsky and Lasnik 1(93). 1 would like to point out,

'. however, that under Chomsky's (1994, 1995) notion of reference set, we cannot really

exclude examples like (4b) and (6b) as a violation of the MLC (whether it is taken to he

part of the definition of Attract or an economy condition). The reason is as follows. Let

us take the Irish pair in (4). 1 assume that the eomplementizer aL is two-way amhiguous

with respect to its feature specitic~ti~'fi; it is either 1+strongl or 1+WH, +strongl. 1'0

derive well-formed (4a), it must he that the intermediate Comps have only strong

features, while the top Comp has both strong and wh-features. Otherwise, the derivation

in question would converge but only as gibberish. Notice that according to Chomsky's

(1994, 1995) notion of reference set, recapitulated in (7) along with the notion of

numeration in (8), (4a) and (4b) do not helong to the same reference set and therclbrc do

not compete.

(7) Reference Set:
A set of derivations that share the same numeration.

•
(8) Numeration:

A set of pairs (1, 1), where 1 is an item of the lexicon and i is il~ ind~x,

understood to he the number of times that i is selected.
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This is simply hecause the arrays of lexical items contained in (4a) and (4h) are not

identical; (4h) hut not (4a) has the complementizer gllr in its initial numeration. Thus let

us concentrate on the reference set detel mined hy the numeration of (4h). Recall that

Chomsky (1995) adopts the local interpretation ofreference set, under which we consider

only continuations of the derivation already constructed. Consider (9), which illustrates

how (4h) is derived.

(9) a. Ido you aPI

h. ICI+5lnmgl Ido you OPII

c. 10Fi (: Ido you t;1I

d. IC Isaid you IOPi C Ido you t;1I1I
e. ICI+WH, +5lnmg1 Ithought 1 IC Isaid you IOP; C Ido you tolllili
f. IOP; CI+WHI Ithought IIC Isaid you It'; C Ido you toi Il Il 1

1 assume that relativization in Irish involves movement of null op::rators with the feature

1+WHI (see McCloskey 1990 for an argument for the null operator analysis). Suppose

that we have constructed (9a). The next move is to select. a cOluplemcntizer l'rom the

numeration and merge it with (9a). In (4h) the complementizer with a strong featurc is

selected. As soon as the complementizer is introduced into the phrase markcr, as in (9h),

its strong feature must be eliminated by attracting the null operator, as in (9c). This

attraction satisfies Chomsky's (1995) definition of Attract, given in (ID).

(10) Attract:
K attracts F if F is the closest feature that can enter into a checking relation with
a sublabel of K.

Suppose now that we have reached the stage in (9d) for (4b), where the complementizer

without a strong feature is merged at the root. Since the complementizer lacks a strong
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feature, it does not trigg~r overt attraction. In (ge) the complementizer with the fcatures

1+ WH, +strongl is inserted into the matrix Comp position. Il triggers attraction of the

null operator, as in (91). Notice that this attraction does not violate the delinilion of

Attract, for the null operator certainly is the closest element that enters into a checking

relation with the complementizer. Notice also that (9f) converges, with ail the

uninterpretahle formaI features successfully eliminated. In hrief, under Chomsky's (1995)

system, there is nothing wrong with the derivation in (9) and hence with the Irish

cxample in (40). The same remark holds true if the complementizer gllr appears in a

different Comp position.5

How can we deal with the iII-formedness of (40)'1 1 suggest that what is wrong with

Chomsky's system is (a) its determination of the reference set and (h) its lack of the MLC

as an economy condition. Let us adopt the revised notion of reference set defended in the

preceding chapters on the oasis of data independent of successive cyclicity. It is given in

(II).

(II) Reference Set:
A set of derivations that arise from non-distinct numerations.

Recall that (II) is interpreted derivationally in terms of the operation Select. The \lotion

of non-distinctness is defined as follows:

(12) Non-Distinctness:
Numemtions N and N'are non-distinct if and only if there is a one-to-one
correspondence C between their members, such that if (L, n) € N and (L', ri) €

N'and (L, n) corresponds to (l', n) in C then Land L' have the same interpretabLe
features and II = n'.

5The version of (4b) where gurappears in the highest Comp position may be excluded on independent
grounds, probably as a violation of the identification requirement !hat holds between the nuJl operator and
ils antecedent.



•

•

•

181

Rememher that the most important aspect of the moditïed notion of refercncc set in (II)

is that it allows us to ignore uninterpretahle features such as phnnologÏL'al fealures. Case

features, the cI>-features of non-nominals, strong features. In view of (11). (4a) and (4h)

arise l'rom the same reference set, for the snle differencc hetween them reganling lhe

complementizers aL and gllr in the intermediate clause is immaterial; al. has an

uninterpretahle strong feature, while gllr does nnt,h

The MLC as an economy condition is formulated in (13):

(13) Minimal Link Condition (MLC):
Derivation D blocks derivation D'if there exist chain links CL E \) and CL' E

D' such that CL and CL' are comparable and CL is shorter than CL'.

The relevant notions used in (13) are given below:

(14) Chain Link Comparabiliry:
Chain links CL and CL' are comparable if and only if derivations D and \)'
helong to the same reference set, such that if CL E D and CL' E D' then items
of the lexicon 1 E CL and l' E CL' have the same inrerpretable features, and K
and K' attracting 1 and l'are selected l'rom numerations N and N' at the same
point.

(15) Leng!h of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

The modified definition of AtU'act is repeated below for convenience:

(16) Allract:
K allracts F if F is the closest feature that can enter into a checking relation with
an inrrinsic sublabel of K.

6 It may he that gur bas an uninterpretable fealure lbat must match wilh the fealure sp"cificaliun uf
T, i.e., [+past).
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Now wc arc comparing lhe following converging derivalions for (4a-h) (irrclevant

details suppressed):

(17) a. Icp OPi ITP lhoughl 1 Iv lep l''i ITP said you Iv Icp l'i ITP do you Iv lillllii
1 Il li 1

h. *Icp OPi ITP lhoughl 1 Iv Icp ITP said you Iv Icp l 'j ITP do you Iv li 111111
1 Il 1

The tirsl wh-chain links in (17) are idenlical and lhus equally economical. The second

wh-chain link in (17a), which is formed in accord wilh the detinilion of Attract, does not

have a comparahle counlerpart in (17h) due 10 chain link comparahility; in (17h) there

is no chain link whose head occupies lhe intermediate Spec of CP. But the wh-chain links

formed hy attraction from the highest Comp in (17) are comparahle. Since the last wh­

chain link is shorter in (17a) than in (17h), the HLC in (13) correctly rules out the latter

in favor of the former. In effect, the second instance of wh-movement in (17a) counts as

a "free ride" for the last instance ofwh-movement. The situ<\tion in (17) is different from

thal in extraction in antipassives and applicatives examined in the previous charters in that

here it is wh-movement that counts as a "free ride," while in the previous cases, it was

Case/EPP-driven movement.

Even with the assumption that (17a) and (17h) helong to the same reference set,

Attract cannot explain the contrast hetween (17a) and (17h), precisely hecause it cannot

perform tf'dnsderivational comparisons.

Note that (17h) is more economical than (17a), as far as the Minimal Feature

Condition (MFC), repeated helow from Chapter 3, is concemed:

(18) Minimal FealUre Condition (MFC):
Derivation 0 blocks derivation D'if 0 and D' belong to the same reference set
and the number of features in numeration N of 0 is less than the number of
features in numef'dtion N'of D'.
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The reason is that the numeration of (17a) contains three strong features in the Comps.

whereas that of (17h) contains two such features. But recall that 1 ar~ued til!' the

following:

(19) The MFC is overridden hy the MLC.

Section 3.5. in Chapter 3 dealt with the extraction of the Agen; in antipassives which

neutralizes the Specitïcity Effect on the clause-mate Theme. This phenomenon was

analyzed as an instance of the MFC overridden hy the MLC in constraining

uninterpretahle Ca~e/ohlil\ue features. (4) represents anothee instance of the MFC

overridden hy the MLC, hut this time as it applies to uninterpretahle strong fcatures.

At this point, it is instructive to reconsider well-formed overt super-raising, which

prompts a revision of (19). Ohserve the following pair from Kipsigis similar to (5):

(20) a. M:Scè Mù:sa lk:l-t11-an KfplàOàtl.
want Musa 3sG.suB-cut-lsG.oBl Kiplangat
Lit. 'Musa wants (that) Kiplangat cut me.'

h. M~c-:):n Mù:sa 1k:l-t1I-an Kfplànàll.
want-lsG.oBl Musa 3SG.SUB-cut-lsG.oBl Kiplangat
Lit. 'Musa wants mei (that) Kiplangat cut (i"

111 (5) the DP that undergoes super-raising is a third-person singular nominal, which docs

not trigger agreement. ln (20), on the other hand, the super-raised DP is lhe agreement­

triggering first-person singular pro. Given the concept of reference set in (II), (20a-h)

compete with each other. Their structures at Spell-Out would he (21 a-b).

(21) a. leP want!Tp Mi (PrP (i IA,pp Ivp (v lcp eut ln K' j IPrp (j IA,pp mek Ivp (v (kil 1111 Il Il
1 1

b. leP want [TP M'i [PrP fi [A'pP m~ Ivp (v (cp eut lTP K' j (PrP (j [A'pP ('i Ivp (v (ill 1111 Il Il
1 Il 1
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1'0 allow the super-raising in (21 hl, 1 must assume that the Agent raises overtly into the

Spec of TP (sec also footnote 4). If the Agent in the emheùùeù clause ùoes not check its

Case in overt syntax, the matrix Asp woulù not he ahle to attract the logical ohject of the

emheùùeù clause. This is hecause the Agent with an uneraseù Case feature woulù count

as the closest feature that can satisfy the "inner" EPP imposeù hy the Asp. The reviseù

version of the EPP is given helow:

(22) Extended Projection Princip/e (EPP):
EPP = D/C'unem,ed ca,el-feature

1'0 capture the V-initial worù orùer in Kipsigis, 1 assume that the verh raises overtly up

tl' Comp in the language.

As far as the MLC is concemeù, (2Ia-b) are equally economicaI. The Iink (mej, ti)

in (2 1a) anù the Iink (t ';, ti) in (21 h) are the same in length. The relative cast of the Iink

(me j, t';) in (2Ib) is nil, since it ùoes not have any comparable chain in (2Ia); the Asp

in (2Ia) ùoes not attmct a OP. However, the MFC would rule out (20b) in favor of (20a)

for the following reason. (20a) and (20b) use the same number of structural Case

features, i.e., three structural Case features. The difference is that the embeùùed Asp

happens to have a Case feature in (20a) but not in (20b). In (20a) super-raising cannat

take place, since nothing requires il. In (20b), on the other hand, it is forceù by the

matrix Asp with a Case feature. The apparent optionality of mising in (20) is thus

attributable to the two options of inserting into the embeùded clause either the Asp with

a Case feature or the Asp without a Case fealure.

But how about the number of strong features and "'-features of verbal elements? It

appears that there are more of these in (20b) than in (20a). (20a) contains three strong

features on the matrix l'and the embedded l'and Asp, while (20b) contains four strong

fealures on the matrix and embedded Ts and Asps. Furthermore, the former has only one
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ohject agreement on the emhedded verh, while the hltter has two ohject agreements on

the emhedded and matris verhs. Then the present analysis seems to wrongly predict that

the kind of super-raising illllstrated in (20h) can never he derived. 7

How can we remedy this situation? The prohlem appears to he with the lack of

statement ahout what features enter in:o the calculation of cost with respectto the MFC.

ln this light, 1 propose to modify (19) in the following way:

(23) Features that contrihute to minimization of chain links do not enter into the MFC.

The idea is that the strong features that trigger "free rides" are virtually "costless,"

because we get so mueh in return by using them. Given (23), (20a) and (20h) arc equally

eeonomical in terms of the number of strong features. They both contain three strong

features from the viewpoint of the MFC. In particular, the strong feature of the

embedded Asp in (20b) which motivates the "free ride" does not enter into the calculation

of the "cost."

It remains to deal with the 4>-features of verbal elements. Notice that they do not

contribute to minimization of chain links in any way, since they cannot attmct, ileing

optional (see (16». Given that optional features play only a marginal role in the

computational system, it would be natural to assume (24).

(24) Optional features do not enter into economy.

With (24), the MFC is simply not applicable to the 4>-features of non-nomin~ls Then we

can disregard the agreement on the verb in (20).

ln short, given (23) and (24), (20a) and (20b) are equally economical with respect

7 The (false) prediction alsa holds of "hyper-raising" (Ura 1994). Sec Seetion 6.3. below ror a brier
discussion of hyper-rdising.
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tll the Mf'C, a wclellme result. (23) and (24) hdp us tll deal with the faet that super-

raising (along with hyper-raising, sec footnote 7) is in prineiple possihle in natural

language.

Returning nllW to the Kipsigis super-raising examples in (6), it ShllUld he c1ear how

the present account deals with them. The derivations for (6a-h) are given in (25a-h)

respectively (only relevant parts shown).

(25) a. Icp want 1IA'pP YOUi tv Icp make K. IA,pp t"i tv lcp cut M. IA'pp t'i tv '0111I11111
1 Il 11-1

h. *Icp want 1 IA'PP YOUi 'v Icp make K. IA'pp 'v Icp cut M. IA'pP ,'i 'v tolllllllll
1 11-1

Given the notion of reference set in (11) (hut not the one in (7», (Ga) and (Gb) compete

for economy purposes despite their difference in terms of the Asp in the intermedlate

clause. In particu1ar, the Asp in question has a strong feature and ,p-features in (Ga) but

has no such features in (Gb). This difference, however, is irre1evant in determining the

reference set. Also, it is ignorable for the purpose of the MFC, in Iight of (23) and (24).

The MLC correctly exeludes (25b), since the chain Iink formed by the matrix Asp

attracting the second-person singular pro is shorter in (25a) than in (25b) thanks to the

"free ride," which creates the intermediate chain Iink (t"i, t'il, in the former. (25a)

exemplifies the case where NP-movement counts as a "free ride" for the succeeding NP-

movement.

Let us now pause and consider what the above analysis of successive cyclicity says

about Procrastinate. Take (25) once again. Given that (25a) and (25b) belong to the same

reference set, the second overt raising in (25a) violates Procrastinate; in (25iJ) such

rdising does not take place. In spite of this, (25a) counts as more economical than (25b)

in terms of the MLC, as we have seen. To put it differently, Procnlstinate is overridden

by the MLC. This statement is highly reminiscent of (19)-the MFC is overridden by the
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MLC. Thus 1 woulù like to argue that this aspect of ProcrastÎnate should he reduccd to

the MFC, which requÎres that the numher of strong features that inducc overl movemenl

he as few as possihle in compeling ùerivations.M

There is another aspect of Procrastinale Ihat must he c,lptured, i.e., only strong

features inùuce pre-Spell-Oul lTIovemenl. As mo:ntÎoneù in Chapler 1. Chomsky (1995)

attempts to derive this property of Procrastinate from the economy condition in (26).

(26) F carries along just enough material for convergence.

According to Chomsky (1995), LF raising is "cheaper" in light of (26), sincc it mises

features hut not categories, heing free from the danger of crashing at PF.

As 1 argued in Chapter 3 and will argue again later in this chapter, there is eviùenee

for covert category mising. As already noted in C\upter 3, if my daim in this regard is

correct, then we cannot resort to the economy condition in (26) to ensure that covert

raising is preferred over overt raising.

Thus 1would like to suggest an alternative. One ohvious alternative relies on the fact

that movement introduces a new node into a phrase-marker. What we would like to say

is that overt movement is more costly than covert movemcnt, since it creatcs an extra

node earlier than is necessary. This is essentially what Salir's (1992) Structural Economy

Principle states: At any point in a derivation, a structural description employs as few

nodes as grammatical principles and lexical selection require.

Under Chom'sky's (1995) theory ofhare phrase structure, the operation Mcrge lakcs

8 Bo~kovié (1993) argues based or. superiority phenomena that wh-muvement uf lugical ubjects must
proœed via the Spec of AgroP even in languages which otherwise prohibit uvert "ubject shirt," viulating
Procrastinate (seo also Branigan 1992, Borer 1995). If this faclual evaluation is correct, it would reccive
a natural interpretation under the MFC; the use of a strong feature that ind.uces overt NP-muvement is
toleraled only when it leads to a "free ride" for succeeding wh-movement. This is essentially une uf the
IWo ways Bo~ovié (1993) considers to explain the observation in question. However, it shuuld be puinted
out \hat Bo~kovié's account crucially depends on the assumption that the AgroP is lucated abuve the
logical subjoot position, and thus is incompatible with the phrase structure assumed here. For an alternative
account of superiority effoots within the Minirnalist framework, seo Homstein 1995, chap.?
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two syntactic ohjccts a and Il, and comhines them into another syntactic ohject of the

form {y {c., Il}}, whcrc y is the lahel of the newly created ohject. Adapting Safir's

(1992) proposai, let us assume the economy condition in (27):

(27) Minimal Lahel Condition (MLAC):
Derivation D hlocks derivation D'if D and D' helong to the same reference set
and the numher of labels employed in D is less than the numher of labels
employed in D'.

Like other economy conditions, (27) is taken to be ahle to apply across non-distinct

derivations, selecting among convergent onesY Given that (27) constrains phrase

structure, built hy the derivational operation Merge, it appHes derivationally (but

tmnsderivationally). Il guarantees that in languages Hke Tagalog where the T does not

have a strong feature, the raising of the absolutive DP does not take place before Spell­

Out. 1f the raising takes place overtly hefore Spell-Out, the derivation has to employ one

more label than the one without the overt mising at the time when Spell-Out appHes.

With (27) assumed, we can capture the observation that only strong features trigger overt

movement without recourse to (26).

Since Procrastinate is overridden by the MLC, we need (28) analogous to (23).

9 (27) ("ovides a theory-internal reason not to assume movement of ergative Agent into the "outer"
Spec of PrP for Oll'e-ehecking (Chapter l, subsection 2.2.2.). Consider the following Malagasy examples
",peated from Chapter 3:

(i) a. Mividy ny vary ny lehilahy.
bUY(AT) the riee the man
'The man bought the rice.'

b. Vidin' ny lehilahy ny vary.
bUY(TT) the man the riee.
'The man bought the rice.'

(ia-b) belong to the same ",fe",nce set. They are equally eeonomical in terms of the MLC and the MFC
(see Chapter 3). If we assume that the ergative Agent ny lehilahy 'the man' in transitive (ib) raises into the
"outer" Spec of PrP, it would be wrongly expected that (ib) is blocked by antipassive (ia) in terms of the
MLAC. This is because (at least at LF) (ib) would have one more label than (ia) due to the ergative
raising.
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(28) Lahels that contrihute to minimization of chain links do not cntcr inlo thc MLAC.

(23) and (28) l'an hc collapsed into (29).

(29) Elements that contrihute to minimization of chain links are not cOllntcd tilr
pllrposes of economy.

One may weil wonder why (29) sholiid hold. Again, the possihle rationale hehind (29)

wouId he that chains are so central to the computational system that their minimization

must he achieved, if possihle, even atthe expense of compromising economy conditions

other than the MLC.

At this point, it is worth considering expletive constructions that motivated Chomsky

(1995) to maintain Procrastinate as an economy condition. Ohserve (30).

(30) a. There seems to he someone in the room.

h. *There seems someone to he in the room.

Chomsky's (1995) analysis of the contrast hased on Procrastinate (30) goes as tilllows.

Suppose that Merge has created the following phrase-marker:

(31) Iy to he l~ someone in the roomll

What needs to be done next is to fill the Spec of y to satisfy the EPP. At this stage in

derivation, we havp two choices. One is to select there l'rom the numeration and put it

in the Spec of y by Merge, as in (32).

(32) Iy there to be l~ someone in the roomll
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The other is to raise SO//ll'one alreaùy present in the phrase-marker into the Spec of y hy

Attract, yiclùing (33).

(33) 1y someonei to he 1p li in the room Il

The first option respects Proerastinate hy ùelaying the raising of someone, whi1e the

seconù option vio!ates Procrastinate.

Let us consiùer the continuations of (32) anù (33). After the insertion of Ihere in

(32), it raises into the matrix structural suhject position, as shown in (34).

(34) 1~ there; seems ry 1; to he 1p someone in the roomIII

This ùerivation converges. Unùer Chomsky's (1995) analysis, Ihere is a "pure" expletive

in the sense that it has only the categorial D-feature. In (34) Ihere satisfies the EPP in the

matrix clause only. Thus the Case and ,p-features of its associate someone are assumeù

to raise anù aùjoin to the matrix T at LF, eliminating the uninterpretahle Case anù ,p­

features of the T.

(35) is ùeriveù by computing (33) further.

(35) l~ there seems Iv someone; to be [p fi in the roomlll

In (35) Ihere is mergeù at the root, meeting the EPP. Crucially, this derivation

converges, too, unùer Chomsky's (1995) system. As in the case of (34), the matrix T

attracts the Case and ,p-features of someone at LF.

Both (34) anù (35) converge. Here Chomsky makes another crucial assumption, i. e. ,

that they compete for economy. As noted above, (34) but not (35) obeys Procrastinate.

Thus, given that Proc1"dstinate is an economy condition that selects among convergent
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ùerivations, the contrast hctwcen (30a) anù (30h) is explicahle in thcse tel'll1S .

Note that the contrast in (30) cannot he explaineù hy the MFC allli the M1.i\C'. Silll:e

hoth (30a) anù (30h) contain the same numher ofuninterpretahlc lCatul'es, i.l'., two strong

features of the 'l's, one Case feature of the matrix T, one ohli4ue Case featme of the l',

anù one affixal feature of there, they are e4ually economical in tenllS of the MFC. They

are also e4ually economical in terms of the MLAC, since they use the same numher of

noùes in their ùerivations.

This may seem to inùicate that Procrastinate cannot he reùuceù to the MFC ami the

MLAC after ail. But unùer the present analysis, (30h) is ruleù out as a crashed derivation

for l'casons having nothing to ùo with Procrastinate. In sectilln 2.3. in Chapter 2,

pointeù out that Chomsky's claim that there is a "pure" expletive is prohlematic.

concluùeù following Belletti (1988) anù Lasnik (1991) that tl!l'l"I' has a Case feature as

weil as a D-feature anù that its associate receives inherent Case. Let us continue to

assume that inherent Case assignment is an optional process. Then thert: are two

ùerivations to consiùer, i.e., the one where l!le unaccusative verb he assigns inherent

Case, anù the one where il ùoes not. (30a) illustrates the tirst situation. Since SOml'OI/l'

has its inherent Case checkeù in situ, it cannot satisfy the EPI' given in (22). Thus there

must be selected from the numeration anù inserted into the Spec of TI' in th\: embcùùeù

clause. Then it raises into the matrix Spec of TI', successfully eliminating the strong and

Case features of the matrix T. (30b) is the second situation. Since someone has an

unchecked (say, nominative) Case, it can satisfy the EPI' re4uired by the T in the

embedded clause. 10 Then to exhaust the numeration, there is inserteù in the matrix Spec

of TI'. Now (30b) is excluded as a violation of FI; the Case feature of someone in the

embedded Spec of TI' survives until LF.

In short, data Iike (30) do not justify the iùea that Procrastinate is neeùeù

10 If the choice of inserting the,e in the embedded Spec of TP is taken, We would gel the same surface
string as (303). But the derivation crashes, because the Case feature of somemle is unchecked.
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imkpendently of the Mr-C and the MLAC on this analysis.

To summarize this section, 1 have argued that successive cyclicity is guaranteed hy

the MLC as a non-local economy condition, in comhination with the revised notion of

reference set. Il Thus, the successive cyclic nature of movemenl provides further

justification für the MLC in (13) and the present notion of referencc set. 1 have also

argued that Procrastinate should he replaeed hy the MFC and the MLAC.

5.2. Wh-Agreement

The preceding section considered successive cyclicity. We saw that wh-movement in

languages like Irish lcaves morphological reflexes along ils path, providing one of the

most striking err,pirical motivations to hetieve that movement appties successive

cyclically. In this connection, it is worth noting that there is a superficially similar

phenomenon that has heen argued to hear on the issue of successive cyclicity, i.e., what

Chung (1982, 1994) calls "Wh-Agreement" in languages tike Chamorro. Relevant facts

from Chamorro can he summarized as follows (see Chung 1982, 1993, 1994 for a wide

range of data).

First, if the logical suhject of a reatis transitive clause is extracted, the infix -/lm­

shows ur on the verh, replacing the ergative agreement. Consider (36).

(36) Ha-fa'gasi si Juan
3sG.ERG-wash uNM-Juan
'Juan washed the car. '

i kareta.
the car

•
Il One might ask whether a language could have a 1+ WH, +strongl.Comp but lack a [+strongl

Comp. If this is a possibility, wh-movement in the language would not apply in a successive cyclic fashion.
One relevant language in this respect may be Duala (Bantu), where the marker no shows up only in a
clause headed by a [+WH, +strongl Camp, giving a superficial navor of non-successive cyclicity (Epée
1976). But it may he thata (+strongl Camp in Duala has no phonological realization. Ileave this question
open. In what fo\lows, however, 1 assume that wh-movement is successive cyclic.
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ühserve (37) where the Agent in (36), a realis transitive sentence, has hcen extr'Ktel!. \n

(37) the verh must hear the" Wh-Agreement" morpheme -/1/11-.

(37) a. *Hayi ha-fa'gasi i karcta'!
who 3sG.ERG-wash the car
('Who washel! the carT)

h. Hayi f-um-a'gasi i kareta'!
who AT-wash the car
'Who washed the car'!'

Seeondly, if the logkal ohjeet of a transitive clause is extracted, the verh may

optionally he nominalized hy the use of the intïx -in-, as in (38h). (38a) shows that the

logical ohject can also he direetly extracted without triggering any change of the verhal

morphology.

(38) a, Hafa ha-l'ahan si Maria'!
what 3SG.ERG-huy uNM-Maria
'What did Maria huy'?'

h. Hafa f-in-ahan-iia si Maria'!
what NMLZ-huy-3sG.POss uNM-Maria
'What is the thing that Maria hought'?'

Thirdly, if an "oblique-marked" NP is to be extracted in examples like (39), the verh

obligatorily undergoes "bare nominalization," as in (40).12

•

(39)

(40)

Hu-punu' i talu' ni nius.
ISG.ERG-kill the fly oBL-newspaper
') killed the fly with the newspaper. '

Hafa puno'-mu ni talu'?
what kill-2sG.POss oBL-fly
'What is the thing that you killed the fly with'?'

12 Recall that the "oblique marker" ni is the combined fonn of "" and the detenniner i.
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Finally, "Wh-Agreement" mOlphology is also ohserved 10 long extraction. For

instance, consider (41) taken from Chung 1994Y

un-paniti r!
2sG.ERG-punch

(41 ) a. Hayi mu-na'manman si Juan Ina
who AT-surprise uNM-Juan COMP

'Who did it surprise Juan that you punched'!'

h. *Hayi n-in-a'manman si Juan Ina un-panitil'!
who PAss-surprise uNM-Juan COMP 2sG.ERG-punch
('Who did it surprise Juan that you punched'!')

ln (41) where the Theme has heen extracted out of the sentential suhject,14 the matrix

verh must hear the morpheme -lIIn-. Other morphemes such as the "passive" morpheme -

in- (Topping 1973, Cooreman 1987) (see (42» cannot he attached to the matrix verh,

hence the ungrammaticality of (4Ih).

• (42) H-in-aLsa i lamasa ni lahL
PAss-lift the tahle OOL-man
'The tahle was Iifted hy the man.'

•

Then, there appear to he (at least) two kinds of -in- in Chamorro; one is the nominalizing

-in-, as in (38h), and the other the "passive" -in-, as in (41h) and (42).

Chung (1982, 1994) proposes to analyze the morpheme -um- and the nominalizing

morphcme -in- as agreeing with extracted wh-phrases. She assumes that whenever

extraction takes place, it triggers Wh-Agreement. Thus, even in cases Iike (38a) and (40)

where there is no overt realization of Wh-Agreement, she maintains that the verb bears

a null Wh-Agreement rnorpherne.

13 According to Cooreman (1987), the mOlpheme -um- undergoes metalhesis, as in (4Ia), when it
attaches to stems that begin with a Iiquid or nasal.

14 Chamorre does not obey the SUDject Condition. As mentioned in foolnote 29 in Chapter 3, the Jack
of Subject Condition violations in Chamorre would be expJained if the CED applies derivationally.
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Chung (1994: 13) presents the fo\towing rule for Wh-Agreement: l'

(43) Wh-Agreeme11l:
An A'-hound trace that is free within the minimal m-Cllmmand dOlllain of 1"
shares its Case feature with 1".

Chung daims that the ahove extraction data can he explained hy (43). In (37), (38), and

(40), the variahles are free within the IP, resulting in Wh-Agreement, overt or covert.

Under her account, what triggers the appearance of -lI/lI- in (41) is the II'h-traee in the

intermediate Comp; the Case feature of the CP is transferred to the head C. which in turn

transfers that feature to the wh-trace under a Spec-head agreement. Thus, data like (4 la)

have heen taken to he strong evidence for the successive cydie nature of wh-movement

(Chung 1982, 1994).

Dukes (1993), however, points out several prohlems with Chung's analysis. First,

(43) l'ails (0 account for the fact that the morpheme -11111- shows up in inlinitival

complements of certain control verhs (Topping 1973, Chung 1982:49 fn. 5, Cooreman

1987), as shown below «44a) is l'rom Topping 1973, and (44h) l'rom Chung 1982). Sincc

wll-movement is not involved in (44), no unified analysis of the infix -1/11/- is possihle on

Chung's account. 16

si Rita.
uNM-Rita

(44) a. Malagu' gui' b-um-isita
want 3SG.ABS AT-visit
'He wants to visit Rita. '

b. Hu-ehagi h-um-atsa i lamasa.
ISG.ERG-tried AT-lift the tahle
'1 tried to lift the table.'

•
IS ln Chung 1982, "Wh-Agreement" is characterized as verbs agreeing in grammalkal functi"n with

moved wh-phrases.

16 Bul sec Chung t994:9-1 t for an al!empllo make sense of the presence of Ihe "Wh-Agreement"
morpheme in non-exlraction conlexts like (44). See a1so Aoun t985, Inlroduction for a brief discussion of
Wh-Agreemenl from the viewpoinl of Genera/ized Binding. Thanks 10 Sandra Chung (personal
communication) for bringing the laUer reference 10 my altention.
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Secomlly, the characteristics of the morpheme -11111- and the nomina1izing lT'orpheme­

ill- arc so different that it is not !ikely that they arc part of the same grammatical system.

As '1oted ahove, the appearanœ of -11111- is ohligatory in (37), while that of -ill- is only

optional in (38). It seems that Chung's analysis cannot account for the differences

hetween -11111- and nominalizing -ill-. The same kind of ohjection can he raised ahout the

nominalization involved in extraction of ohlique-marked DPs.

Thirdly, Chung's account crucially relies on the use of a good deal of zero

morphology, which has no independent empirical motivation.

Finally, the role for Wh-Agreement in (43) is Chamorro-particular. As always, it is

desirahle to derive seemingly language-particular roles from general principles of

grammar whenever possihle.

1would like to point out that as a matter of fact, there is a more fundamental problem

with Chung's role given in (43); it does not explain exactly what kind of Case an A'­

bound trace must have. It tums out that in the above well-formed questions without

nominalization, the extracted elements ail bear absolutive Case (under the present

analysis).17 An adequate theory of Wh-Agreement must explain why this should hold.

Recall that we have already discussed the Chamorro morpheme -11111- in Chapter 3.

The c1aim there was that the morpheme in question is an antipassive morpheme, an

Agentive Antipassive morpheme in particular. As noted in Chapter 3 (footnote 42), our

treatment of -UIII- as an antipassive morpheme immediately accounts for ttle fact that it

appears in control structures Iike (44); the antipassive morpheme prevents the logical

object from raising into the Spec of TP within the infinitival clause, which in tum allows

the PRO to check its null Case (Chomsky and Lasnik 1993) in the Spec of TP.

Under the present economy account, (37a) and (37b) belong to the same reference

17 Thuugh it is nut true \hat unly absulutive DPs am he extnlcte<! in Chamurro, as we have seen in
Chapter 4. Nute that Chung bas tu assume that nulllV/I-Agreement morphemes appear on the applied verbs
in the Chamorro examples of extnlction discussed in Chapter 4.
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set and thus compete with each other. Their relevant stmctures are given in (45) .

(45) a. *I cp OPi ITP the carj washed Ip,-p li Pr IA,pp Asp Ivp Iv Ijllill
1 1

h. Icp OPi ITP l'i AT-washed Iprp li Pr IA'pp Asp Ivp Iv the carl Il Il
1-1

(45a) is hlocked hy (45h) in terms of the MLC, since thc wh-chain link in thc lattcr is

shorter than that in thc former.

The stmcture for well-formed (38a) is given in (46).

(46) (cp OPi ITP t', hought Ip,-p Maria Pr IA,pp Asp Ivp tv t,llIlI
1 1

Obviously, the wh-chain link in (46) is the shortest possible, since it originates l'rom the

stmctural subject position. In this way, the present analysis explains why the extracted

elements in data like (37b) and (38a) must bear ahsolutive Case.

As for (38b) and (40), 1 suggest that the wh-word in them is a predicate predicated

of the nominalized clause. In (38b) the morpheme -in- turns the verbal clause into a

passive nominal. In (40) the nominalization is obligatory, since (semantically) oblique

elements cannot be directly extracted in Chamorro (Chung 1982). Notice that whatever

the proper derivation of nominalization may be, (38a) and (38b) do not belong to the

same reference set, because the latter but not the former includes the nominalizing infix -

in-. Hence, they converge independently of each other.

Then, the economy account suggests that Case-related Wh-Agreement (as opposed to

nominalizing Wh-Agreement, of which 1 do not have an explicit analysis to offer here)

is not a morphological reflex of successive cyclicity per se, contra Chung (1994). Rather,

it is a reflex of minimization of the length of wh-chain links.
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How ahout long-distance extraction in data Iike (41)'1 Before returning to (41), let us

considei sorne relevant data on long-distance extraction from Tagalog, which 1 rnanaged

to arrange in a rather systematic way.lK As we saw in Chapter 3, Charnorro and

Tagalog hehave in hasically the same way in terrns of the interaction hetween extraction

and antipassivization (though they hehave differently with respect to applicatives, as we

saw in Chapter 4). Then one would reasonahly expect that they hehave in hasically the

same way with respect to long-distance extraction as weIl, given thatthe "Wh-Agreement"

morpheme -11111- in Chamorro is really an antipassive morpheme. This expectation is

fulfiIleù, as we will see helow. 19 It will he argued that the economy account developed

so far extends naturally to such extraction.

Consider first the following paradigm from Tagalog:

18 The Tagalog data in this section are due to Natividad dei Pilar (personal communic-.ltion).
19 As is expected, similar facts on long-distance extraction are found in other Western Austronesian

languages Iike Cebuano (&111976), Bahasa (Indonesiaand Malaysia) (Hung 1987), and Malagasy (Koenan
1972). Some Bahasa data considered in the next chapter. It is perhaps worth noting that Tagalog-type Wh­
Agreement in long-distance extraction is also found outside Austronesian. For example, in Kwakwala, a
Wakashan language of British Columbia, argument extraction targets only structural subjects, and in the
case of long-distance extraction, the embedded clause must be the structural subject of the matrix clause
(Anderson 1984). This is shown in (i) (In Kwakwala, the determiner appears as a clitic attached to the
preceding word).

1 suspect that the syntax of Kwakwala is ergative and that what is glossed as the "passive" morpheme in
(i) is really the transitive marker. If so, Kwakwala is amenable to the present <conomy account, just as the
above Austronesian languages are.•
(i) '/c3nqwadz-i-s axixsdil-saw-a?us [q-c3n

who<LT-2ross want-PASS-2POSS COMP-I
'Who do you want me to give the fish to?'

ts'u-su?-s-ga
give-PASS-INST-the

k'utala)?
fish



• (47) a. Nag-sahi si Pedro na h-um-ili
said(AT) Ans-Pedro COMP hOllght(AT)
'Pedro said that Linda hought a car.-

h. Nag-sahi si Pedro na h-in-ili
said(AT) Ans-Pedro COMP hought(TT)
'Pedro said that Linda hought the car.'

c. S-in-ahi ni Pedro na h-um-ili
said(TT) ERG-Pedro COMP hought(AT)
'Pedro said that Linda hought a car. '

d. S-in-ahi ni Pedro na h-in-i1i
said(TT) ERG-Pedro COMP hOllght(TT)
'Pedro said that Linda hought the car.

si Linda
Ans-Linda

ni Linda
ERG-Linda

si Linda
Ans-Linda

ni Linda
ERG-Linda

ng kotse.
(Nil-Car

ang kotse.
Ans-car

ng kotse.
IN II-car

ang kotse.
Aus-car

II)I)

•

•

(47a-d) exemplify the canonical hiclausal structures in Tagalog. Since the matrix verh and

the emhedded verb each take two arguments in (47), four comhinations of topic

morphemes are possible. (47a-d) exhaust the four possihilities. ln (47a-b), where the verh

sabi 'say' is antipassivized, the matrix structural subject is the absollltive Agent Pet/ro.

ln (47c-d), on the other hand, it is the whole embedded clause; this ean he seen by the

fact that the matrix Agent gels ergative Case, indicating that the emhedded clause is the

structural subjeet. The assumption here is that except for peeuliar cases sueh as the recent

past construction (see Chapter 3), the Spec of TP must be oecupied hy sorne material by

LF in Tagalog duc to the feature of the T responsible for the EPP. In (47a) and (47c),

where the verb bili 'buy' is antipassivized, the structural subject in the embedded clause

is the Agent Linda, while in (47b) and (47d), it is the Theme ko/se 'car'.

Here one mu~t ask why (47a-d) are ail well-formed. Note that under the CUITent

version of reference set, (47a) competes with (47e), and (47b) with (47d). In light of the

MFC, we would wrongly expeet that (47a) should block (47c), and (47b) (47d). The

reason has to do with the number of structural Case features used in the matrix clause.

In the Agent Topie constructions in (47a-b), only one structural Case feature of the T is

used, and the CP is assumed to get inherent Case from the matrix verb. In the Theme

Topie constructions in (47c-d), on the other hand, two structural Cases seem to be used;
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one is the ergative Case of the Asp assigned to the Agent, the other the ahsolutive Case

of the T assigned to the CP. Then the MFC would dictate that the Theme Topic

constructi,ms should he hlocked hy the more economical Agent Topic constructions,

contrary to fact.

But recall From Chapter 2 that CPs differ From DPs in that they do not have to get

Case. Suppose that the Tagalog lexicon contains two kinds of finite T, i.e., one with a

Case feature and the other without a Case feature. If this is correct, there is a possihility

that the CPs in (47c-d) do not have Case. In other words, it is possihle that only one

structural Case (of the Asp) is utilized in (47c-d). Then (47a) and (47h) tie (47c) and

(47d) respectively with regard to the MFC, correctly predicting the well-formedness of

(47a-d).

Is there any independent evidence that the Case of finite T is optional in Tagalog?

The answer is positive. The evidence cornes from "hyper-raising" (Ura 1994). Hyper­

raising is a label for a set of constructions where the logical subject of the tensed

emhedded clause undergoes raising into the matrix clause. Consider the following Tagalog

minimal pair (see Dell 1981, Kroeger 1993).

(48) a. Inasah-an ko Ina awitin ni Linda ang pamhansan.awit[.
expect(LT) ISG.ERG caMP sing(rr) ERG-Linda ABS-national anthem
'1 expect that Linda will sing the national anthem.'

b. Inasah-an ko ang pambansan.awit [na awitin ni Linda].
expect(LT) ISG.ERG ARs-national anthem caMP sing(rr) ERG-Linda
Lit. '1 expect the national anthem j that Linda will sing ri"

(48a), similar to (47d), involves no raising. (48b), on the other hand, involves hyper­

mising; the structuml subject of the tensed embedded clause pambansan. awir 'national

anthem' bas been raised into the matrix clause. 1t is assumed her.e that the embedded CP

dues not block the raising, for its inherent Case feature gets erased when checked against

the inherent Case feature of the matrix verb. (48b) shows that Tagalog has finite T
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without a Case feature. If the Case assignment hy linite T were ohligatory in Tagalog,

as it is in English. nothing motivates the raising in (48h); the descriptive generalization

is that a DP, once iL~ Case feature is checked, cannot raise further li)r C.ise-checking or

checking of a D-feature.2o

Therefore, 1 assume that tt,c T in the Theme Topic construeli,'/lS in (47c-d) hlcks a

Case feature, which accounts for the well-formedness of ail of the examp\es in (47).

Before proceeding to long-distance extraction, it is instructive to ohserve examples

Iike those in (49) hased on (47).

(49) a. Sino ang nag-sahi na h-um-iti si Linda ng kotse'!
who ANG said(AT) caMP hought(AT) Ans-Linda INII-car
'Who is the one that said that Linda hought a carT

b. Sino ang nag-sabi na b-in-ili ni Linda ang kotse'!
who ANG said(AT) caMP bought(TT) ERG-Linda Ans-car
'Who is the one that said that Linda bought the car'!'

• c. *Sino ang s-in-abi na b-um-i1i si Linda ng kotse'!
who ANG said(TT) caMP bought(AT) Ans-Linda IN II-car
('Who is the one that said that Linda bought a car'!')

d. *Sino ang s-in-abi na h-in-i1i ni Linda ang kotse'!
who caMP said(TT) caMP bought(TT) ERG-Linda Ans-car
('Who is the one that said that Linda bought the car'!')

ln (49) the Agent of the matrix clause has been extracted. The extraction is legitimate if

the Agent Topic or antipassive morpheme appears on the matrix verb, as in (49a-b),

white it is iIlegitimate if the verb is in the transitive form, as in (49c-d). The derivations

for (49a-d) are given in (50a-d) respectively (irrelevant detaits omiued).

•
2n There are questions about (48) left open here. For instance, why i~ it that the Loc-ative Topie

morpheme appears on the matrix verb? As bas been noted in the Iitemture, topie morphology in Tagalog
can he idiosyncratic (see for example Schachter and Otanes t976). What triggcrs the overt movement in
(48b) and what is the landing site? One possible answer would he that the movement is into the matrix Spec
of AspP, checking the strong D·festure of the Asp.
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(50) a.• b.

c.

d.

Icp OPi ITP l'i said(AT) Ip,p li Pr IA'pp Asp Ivp IV fcp ...bought(AT) ... llllll
1-1

Icp OPi ITP l'i said(AT) Ip,p li Pr IA'pp Asp Ivp Iv fcp ...bought(TT) .. ·llllll
1-1

*I cp OPi ITP Icp...bought(AT)···h said(TT) Ip,p li Pr IA'pp Asp Ivp Iv Ijlllll
1 1

•

•

ln antipassive (50a-b) the tail of the wh-chain is in the matrix Spec of TP, and the

embedded clause is assumed to stay within the VP. In (50c-d), on the other hand, the

matrix Spec of TP is occupied by the embedded clause, which 1 assume raises covertly

not for Case hut for the EPP. 21 Thus 1depart from Chomsky (1995) in maintaining that

the EPP is operative not only in overt syntax but also in covert syntax. The contrast in

(50) is pamllel to that in (45) for Chamorro (37) in relevant respects. (50c) is blocked by

(50a), and (50d) by (50b) for reasons that should be familiar by now. Note that (50a) and

(50c) do not compete with (50b) and (SOc), hecause the Theme in the embedded clause

is nonspecific in the former two but specifie in the latter two. The reason for this has

already heen discussed in Chapter 3. The interpretative difference means that the

comparison domain is determined in the way descrihed above. Note also that the

ungrammaticality of (50c-d) lends further support to the assumption that the matrix

structural suhject in examples Iike (47c-d) is indeed the entire embedded clause.

With this in mind, let us consider the examples in (51), where the Agent of the

embedded clause has undergone long-distance extraction.

21 If the matrix T bas a Case feature in (500-<1), they doubly violate the MLC and the MFC.



• (51 ) a. *Sino ang nag-sahi si Pedro na h-um-ili
who ANG said(AT) ABs-Pedro caMP hought(AT)
('Who is the one that Pedro said that hought a/the carT)

h. *Sino ang nag-sahi si Pedro na h-in-ili
who ANG said(AT) ABs-Pedro COMP hought(TT)
('Who is the one that Pedro said that hought the car'!')

c. Sino ang s-in-ahi ni Pedro na h-um-ili
who ANG said(TT) ERG-Pedro COMP hought(AT)
'Who is the one that Pedro said that hought a/the carT

d. *Sino ang s-in-ahi ni Pedro na h-in-ili
who ANG said(TT) ERG-Pedro COMP hought(TT)
('Who is the one that Pedro said that hought the car'!')

ng kotst:'!
INII-car

ang kotse'!
Ails-car

ng kotse'!
INII-car

ang kotsc'!
Ans-car

203

•

•

Given the notion of referenee set aèopted here, ail the derivations in (51) get eomparcd

with each other, when the Theme of the emhedded clause is construed as spccitiC.22

When, on the other hand, the Theme of the embedded clause is nonspcdtie, (Jnly (5Ia)

and (51c) compete with each other. The relevant derivations for (51) arc givcn in (52).

(52)a. *1eP OPk ln Pedroi said(AT) Ip,p ti 1AspP Ivp tv leP t "k ln t'k hought(AT) tk.. ·1I1I11I
1 11-1

b. *[cp OPk ITP Pedro; said(AT) Ip,p ti IAspp Ivp tv Icp t 'k ln hought(TT) tk' .. 1111111
1 Il 1

c. leP OPk !TP Icp t "k ln t 'k bought(AT) tk...1hsaid(TT) Ip,p Pedro IA'pP Ivp tv (jll Il1
1 '11-1

d. *Icp OPk ln Icp t'k hp bought(TT) tk... lh said(TT) Ip,p Pedro IA'pp Ivp tv tjll Il1
1 Il !

Let us first focus on the interpretation where the Theme is specifie. Unècr this

interpretation, (52a-d) belong to the same reference set, as noted above. It is c1ear from

the discussion in Chapter 3 that the derivations in (52b) and (52d), in which the

embedded verb is transitive, are doomed, for they fail to take a "free ride" within the

22 Recall from Chapter 3that extraction of the Agent, as in (Sla) and (SIc), Iifls the Specificity Effect
imposed on ils clause-mate Theme. In (Stb) and (Sld), the absolutive Theme is o!>ligalori!y specifie.
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emhedded clause. That 1eaves us with (52a) and (52c), where the emhedded clause is

antipassivized, allowing the null operator to raise into the Spec of TP for its ahsolutive

Case to he checked and ti~.erehy contrihuting to minimizing the Iength of the wh-chain

link. At the point where the wh-chains in (52a) and (52c) are formed, they are identicaI

in length and hence equally economicaI. The crucial difference hetween them is that in

(52a), the emhedded clause remains within the VP, whereas in (52c), it raises into the

Spec of TP in the covert component. As a consequence, the wh-chain link headed hy the

null operator in the matrix Spec of CP hecomes shorter in (52c). The MLC, as an

economy condition, correctly draws the distinction hetween (52a) and (52c).

The derivations under the second interpretation where the Theme in the emhedded

clause is nonspecific can he explained in the same way. (52a) and (52c) are evaluated

with respect to one another, and the latter is rejected by the MLC.

Thus, as in the case of the Tagalog extraction of possessors discussed in Chapter 2,

the paradigm in (51) demonstrates that categories can he raised covertly; if it is only the

Case feature of the emhedded C that raises and adjoins to the matrix T at LF, we would

erroneously predict that (51a) and (51c) are hoth well-formed, since the mere feature

raising would in no way shorten the length of the wh-chain link. In addition, (51) clearly

shows that the MLC is more than a strictly derivational economy condition.

Next, consider the examples in (53), where the Theme in the embedded clause in (47)

has been extracted.



• (53) a. *Ano ang nag-sahi si Pedro na h-um-ili
what ANG said(AT) AUS· Pedro mMI' hOllghl(AT)
('What is the thing that Pedro said th'lt Linda hOllghl?')

h. *Ano ang nag-sahi si Pedro na h-in-ili
what ANG said(AT) Aus-Pedro caMP hOllght(n)
('What is the thing that Pedro said that Linda hought?')

c. *Ano ang s-in-ahi ni Pedro na h-um-ili
what ANG said(TT) ERG-Pedro CaMI' huught(AT)
('What is the thing that Pedro said that Linda hought?')

d. Ano ang s-in-ahi ni Pedro na h-in-ili
what ANG said(TT) ERG-Pedro caMP huught(n)
'What is the thing that Pedro said that Linda hought'l'

si I.inda?
AIlS- Linda

ni Linda?
ERG-Linda

si Linda?
Ails-Linda

ni Linda?
ERG-Linda
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Of the four competing derivations in (53), only (53d), in which huth of the two Vl'rhs are

transitive, yields a grammatical output. (53a-d) have the structural representations given

in (54a-d),

(54)a, *Icp OPk ITI' Pedroi said(AT) 11',1' ti Ivl' tv 1er. t'k ITI' hought(AT) ... tdllllll
1 Il 1

b. *Icp OPk (TI' Pedroi said(AT) 11',1' ti Ivp tv leP t"k hl' t'k bought(Tr), .. td Il Il Il
1 11------1

c, *1eP OPk hl' leP t'k ITI' hought(AT).. ,tdlj said(Tr) 11',1' Pedro Ivp tv tjlllll
1 Il 1

d, IcI' OPk ITp IcI' t"k ITI' t'k bought(TT) ...tdlj said(TT) 11',1' Pedro Ivp tv tjlllli
1 Il 1

The iIl-formedness of (54a) and (54c), where the embedded verb hears the Agent Topic

morpheme, cornes as no surprise, because they fail to take advantage of the possible "free

ride" within the embedded clause, (54b) and (54d), on the other hand, do take the "free

ride," Again, what makes (54d) more optimal than (54b) is the covert r'dising of the

embedded CP into the matrix Spec of TP. The higher wh-chain Iink in (54d) becomes

shorter than that in (54b) owing to the covert raising, The economy account of (52) also

explains (54) in a straightforward way,
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Recall from Chapter 3 that Tagalog has a construction duhhed the reeent past

construction. The construction is illustrated helow:

(55) Kahihili lang ni Juan ng teIa.
hUY(RPAST) just ERG-Juan INH-c1oth
'Juan has just hought sorne/the c1oth.'

ln this particular construction, there is no absolutive structural subject, as shown in (55).

The lack of the structural subject, 1suggested, would be due to the Iack of Case and EPP

features on the T.

Now, consider the following biclausal structures where the matrix verb is in the

recent past:

ni Linda ang kol~e.

ERG-Linda ABs-car

•
(56) a. Kasasabi Jang ni Pedro na b-um-i1i

saY(RPAST) just ERG-Pedro COMP bought(AT)
'Pedro has just said that Linda bought a car.'

b. Kasasabi lang ni Pedro na b-in-ili
saY(RPAST) just ERG-Pedro COMP bought(TT)
'Pedro has just said that Linda bought the car.'

si LinJa
ABs-Linda

ng kol~e.

INH-car

•

ln (56a) the embedded bears the Agent Topic morpheme, while in (56b) it bears the

Theme Topic morpheme. What should be noted for thi: purpcse of the present discussion

is that in both (56a) and (56b), the embedded c!ause stays within the VP throughout the

derivation, whether or not it gels inherent Case.

What prediction does the economy account make about long-distance extraction in

recent past constructions Iike (56)? ln the above paradigms in (47) and (50), the long­

distance extraction must take place out of the embedded clause occupying the matrix

structural subject position at LF. Since there is no way for the embedded clause to raise

into the matrix Spec of TP in (56), relative economy would predict that extraction can
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take place out of the VP-internal emhedded clause in (56), heing the only 1egitimate

option. This prediction is horne out. Consider the following examplcs:

(57) a. Sino ang kasasahi 1ang ni Pedro na h-um-ili ng kotse'!
who ANG saY(RPAST) just ERG-Pedro COMP hought(AT) IN II-car
'Who is the one that Pedro has just said that hought a/the car'!'

h. *Sino ang kasasahi lang ni Pedro na h-in-ili ang kotse'!
who ANG saY(RPAST) just ERG-Pedro COMP hought(TT) Ans-car
('Who is the one that Pedro has just said that hought the car'!')

ln these examples, the Agent of the embedded clause in (56) has been cxtractcd into the

matrix clause. The derivations for (57a-b) are given below (the adverhiallulIg is ignored):

•
(58) a. lcp OP; hp saY(RPAST) (PrP Pedro IAspP Ivp tv Icp t"i hp t'i hought(AT) t; ... 1111111

1 11-1
h.*1eP DPi (TP saY(RPAST) (PrP Pedro IA,pp Ivp Cv leP t'i hp hought(TT) t; ... 1II1111

1 1\ 1

•

The reason for the i1\-formedness of (58h), where the Theme Topic morphcme appcars

on the emhedded verh, should he c1ear. What is noteworthy herc is that (58a) is wcll­

formed in spite of the fact that the extrdction proceeds in exactly the same way as that

in i1\-formed (49a) in relevant respects. The well-formedness of (58a) is precisely what

the economy analysis predicts, for it is the most economical amo:lg the competing

derivations. (58a) shows that there is no ahsolute han on extraction out of clauses that

stay within the VP.

Extraction of the embedded Theme in (56) can be explained in the same manner. The

relevant pair is found in (59).
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(59) a. *Ano ang kasasahi lang ni Pedro na h-um-ili si Linda?
what ANG saY(RPAST) just ERG-Pedro COMP hought(AT) ,\Bs-Linda
eWhat is the thing that Pedro has just said that Linda hought?')

h. Ano ang kasasahi lang ni Pedro na h-in-ili ni Linda?
what ANG saY(RPAST) just ERG-Pedro COMP hought(TT) ERG-Linda
'What is the thing that Pedro has just said that Linda hought?'

The structures for (59a-h) are provided in (60a-h) respectively.

(60) a. *I cp OPi ITP saY(RPAST) Ip,p Pedro lvp tv Icp t'i ITP hought(AT) ... t;lldlll
1 Il 1

h. !cP OPi ITP saY(RPAST) IPtp Pedro Ivp tv !cP t"i ITP t'i hought(TT) ...tilllllll
1 11------1

The ungrammatieality of (6Oa), in which the emhedded verh hears the Agent Topie

morpheme, needs no explanation. As in the case of (58a), the long-distance extraction out

of the VP-internal complement clause, heing the most economieal, is legitimate in (60h),

although the same kind of extraction in (54a) is hlocked hy the availahility of more

economical (54d).

The analysis advocated here also explains long-distance extraction of adjuncts.

Consider (61), in which the adjunct saan 'where' has been extracted:



• (61 ) a. Saan nag-sahi si Pedro na h-um-i1i ang tao
where said(AT) ABs-Pedro COMP hought(AT) ABs-man
'Where did Pedro say ( that the man hOllght a dress?'

h. Saan nag-sahi si Pedro na h-in-ili ng tao
where said(AT) ABs-Pedro COMP hought(Tr) ERG-man
'Where did Pedro say ( that the man hought the dressT

c. Saan s-in-ahi ni Pedro na h-um-ili ang tao
where said(Tr) ERG-Pedro COMP hOllght(AT) ABs-man
'Where did Pedro say ( that the man hought a dressT
'Wherc did Pedro say that the man hought a dress ('1'

d. Saan s-in-ahi ni Pedro na h-in-i1i ng tao
where said(Tr) ERG-Pedro COMP hOllght(Tr) ERG-man
'Where did Pedro say ( tht the man hought the dressT
'Where did Pedro say that the man hought the dress (T

209

ng dall1it?
INII-dress

ang dall1it?
Alls-dress

ng dall1il?
INII-dress

ang dall1ir!
ABs-dress

•

•

These examples are ail grammatical, hut there is an interesting interpretative contrast, as

indicated hy the ahove glosses. In particular, (61a-h) arc unamhiguous, permitting only

the matrix reading of saan 'where', while (6Ic-d) are amhiguous hetween the matrix and

emhedded readings. Thus, the former two can only he interpreted as asking the location

where Pedro's utterance took place, whereas the latter two have another reading as weil,

in which the place where the man hought a/the dress is inquired. (62a-d) arc the structural

representations for (6Ia-d) where the adjunct has heen extracted out of the emhedded

clause.

(62) a. *Icp wherek ITP Pedroj said(AT) Ip,p (i Ivp (v Icp ('k ITP···hought(AT)···(kllllll
1 Il 1

h. *Icp wherek fTp Pedroi said(AT) Ip,p fi Ivp fv leP f'k fTp···hought(Tr) .. AIIIIII
1 Il 1

c. leP wherek ITP Icp f'k ITP...hought(AT)··AIIï said(Tr) IPrp Pedro Ivp fv fjllli
1 Il 1

d. leP wherek ITP Icp f'k fTp...hought(Tr) ...fklh said(Tr) (PrP Pedro Ivp fv fjllli
1 Il 1
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Il should he fairly clear how (61) can he explained. As we saw ahove, in the cases under

consideration, long extraction is allowed only if the emhedded clause occupies the matrix

Spec of TP at LF. In (62c-d) this is the case, and hence the emhedded reading is

possihle. In (62a-h), where the emhedded clause does not raise into the Spec of TP, such

reading is not availahle. More specifically, (62a) is hlocked hy (62c), and (62h) hy (62d);

in the former two, the Theme in the emhedded clause is nonspecific, while in the latter

two, it is specifie (see Chapter 3).

Nothing, however, prevents the matrix interpretation in (61). The derivations for the

matrix interpretation do not compete with those for the embedded interpretation, given

that the reference set is determined derivationally in the way suggested in Chapter 3. This

is because once the adjunct wh-phrase gets selected from the numeration and inserted into

the embedded clause, as in (62), the remaining numeration becomes distinct from the one

leading to the matrix interpretation, which still contains the adjunct wh-phrase. Under the

matrix construal of the adjunct wh-phrase, competing (6Ia) and (6Ic) have the identical

wh-chain Iink and thus are equally economical. The same is true of (6Ib) and (61d).

Having established that the analysis developed in this thesis accounts naturally for

long-distance extraction in Tagalog, let us now go back to the leftover question about the

Chamorro examples in (41), which are reproduced below.

(41) a. Hayi mu-na'manman si Juan [na un-paniti]?
who AT-surprise uNM-Juan COMP 2SG.ERG-punch

'Who did it surprise Juan that you punched?'

h. *Hayi n-io-a'manman si Juan [na un-paniti]?
who PASS-surprise uNM-Juan COMP 2SG.ERG-punch
('Who did it surprise Juan that you punched?')

The derivations for (41a) and (41b) are as follows:
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(63)a. IcI' OPk ITP IcI' l''k ITP l 'k punched Ik" ·1Ii AT-surprised 1l'rI' li L"pp 1VI' IV Juan 11111
1 11------1

h. *1 CP OPk lTP Juanj PAss-surprised 1l'rI' IcI' l''k ITP l'k punched Ik·· ·111 A,pl' 1VI' Iv lillill
1 11-1

The major difference hetween Chamorro (41) on the one hand and the Tagalog long­

distance extraction data examined ahove on the other hand is that in (41), thc extraction

takes place out of the sentential logical suhject genemted in thc Spec of PrP, not out of

the sententiallogical ohject generated in the complement of the verh. Givcn the rcvised

notion ofreference set, (63a-h) helong to the same reference set (the "passivc" nlllrphemc

-in- in (4th), Iike the mûrpheme -um- in (4Ia), is assumed to he generated in thc Asp

(Baker 1992h». ln (63) the wh-movement proceeds in exactly the samc way within the

sentential suhject. The crucial difference is that the c1ausal suhject raises covertly into thc

Spec of TP in antipassive (63a), hut stays in the Spec of PrP in "passivc" (63h) whcre

it may perhaps get ohlique Case (which has no morphological realization, cf. (29». As

a result, the upper wh-chain Iink becomes shorter in (63a) than in (63h) in covcrt syntax,

making (63a) more economical than (63b) in terms of the MLC. ln this way, the MLC

explains Wh-Agreement in Chamorro.23

23 Chung (t991, fn. 4) suggests that if the psych verb in (41b) bears the third-person singular ergative
agreement agreeing with the senlential subject instead of the "passive" morpheme, (4Ib) would he ruled
out independenlly by the animacy restrictions in Chamorro described by Chung (1981). Chung (1991:86)
gives the following pair of examples similar to that in (41):

(i) a. Hayi na lahi um-istotba si Jose [ni
who LIe: boy AT-disturb UNM-JOse CQMP
'What boy dr-. it disturb Jose visited his daughler'l'

b. *Hayi na lahi ha-istotba si Jose [ni
who LIe: boy 3so.l!RO-disturb UNM-JOse CQMP
('What boy dues it disturb Jose visiled his daughler'l')

b-um-isita i haga-fial?
A,..visit the daughter-3so.1'OS.'l

b-um-isita i haga-fia!,1
A,..visit the daughter-3so.1'OS.'l

According to Chung (1991), (ib), where the verb islolha 'disturb' bears the ergative agreement, is excluded
by the animacy restrictions, while (ia) is not. The proposed restrictions stale that when a transitive clause
contains an animale absolutive, it cannot have an inanimale ergative. However, there seem tu he exceptions
to them, as in (Ii), repealed from Chapter 2 (Chung 1982:54).

• (Ii) Ha-istotba barn [na maliigu' i lahi-nmami ni karetaJ.
3so.••0-disturb 1pL.AIJS COMP wont the son-IPL.POSS 08L-<:ar
'lt disturbs us lI1Bt our son wants the car. '
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Here let us hriefly consider the raie of "referentiality" in ChamoITo extraction. Chung

(1994) has found that Wh-Agreement in ChamoITo is sensitive to the referentiality of

extracted clements in the sense of Cinque (1990) (see also Rizzi 1990). More specifically.

a wh-moved element triggers Wh-Agreement only optionally if it is referential. Compare

(41) with the following example (Chung 1994:19):

(64) Hafa na hi!,tidu n-in-a'manman hamyu [na
what LI( c10thes PASS-surprise 2PL.ABS COMP
'Which dress did it surprise you that Maria took?'

ha-chuli'
3SG.ERG-take

si Maria)'!
uNM-Maria

•

•

ln (41) where the nonreferential wh-phrase has heen extracted, the Wh-Agreement on the

matrix verh is ohligatory. In (64), on the other hand, where the wh-phmse is referential,

the matrix verh does not bear the expected Wh-Agreement morpheme -um-, though the

counterpart of (64) with the Wh-Agreement is also grammatical (Chung 1994).

Let us assume following Cinque 1990 that referential wh-phmses have the ability to

Iicense null resumptive pronouns (cf. Chung 1994:39 fn. 28). This assumption would

immediately account for the optionality of Wh-Agreement in examples Iike (64); the

version with Wh-Agreement and the one without it would not compete with each other,

since the latter contains one extra element in its initial numeration, namely, a resumptive

pro. In examples Iike (41), the resumptive pronoun strategy is not open, and thus the

derivation with Wh-Agreement always counts as the most economical, blocking the other

derivations.24

Then, what we cnn say about (i) is the following: only for those speakers of Chamorra who accept (ib)
without the wh..xtraclion, (ib) is blockod by more economical (ia) in torms of the MLC.

24 As Sandra Chung (persona! communication) remindod me, in Chamorra, even when a referential
DP is extractod, the verh in the clause from which the extracted element originates must boar Wh­
Agreement (Chung 1994). Thus, in (64), for example, the verh chuU' 'take' must he transitive and cannot
boar the morpheme -um-. 1l seems reasonable to say \hat resumptive pros, being referential, must occupy
the Spec of TP (i.e., the "topic" position in ergative languages) at LF and hence receive absolutive Case,
which results in "foke" Wh-Agreement. Even if this speculation is correct, facts about long-distance
extraction of referentiàl oblique elements must still he dealt with. Moreover, Sandra Chung has pointod
out a potontial problem with it; thetopic construction in Chamorra appoars to indicato \hat null resumptive
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Summarizing, it has heen shown that Wh-Agreement is not a morphologieal spel1-out

of successive cydicity per se, contrary to Chung's daim (1982, 1994). Rather, it is a

reflex of "free rides" that wh-movement takes advantage of in an effort to minimize its

chain.

The daim that Wh-Agreement in languages Iike Chamorro and Tagalog is a

morphologieal reflex of the minimization of wh-chain links hy maximizing Case/EPP­

driven "free rides" neatly accounts for the fact that it differs in a systematic way from

"Wh-Agreement" in languages Iike Irish. Although the two types of "Wh-Agreement" are

both constrained by the MLC, Irish-type "Wh-Agreement" is a genuine reflex of

successive cyclie Comp-to-Comp movement.

There are two marked differences. One has to do with "Wh-Agreement" morphology

itself. Chamorro-type Wh-Agreement, which 1 have argued is real1y antipassive

morphology associated with the functional category Asp, is tied with the Case system,

white Irish-type "Wh-Agreement" is tied with the complementizer system. This difference

fol1ows naturally from the present analysis.

The other has to do with what 1called the reversed argument/adjunct asymmetries in

Chapter 3. There we observed that only arguments require certain Wh-Agreement or

Topie morphemes in short-distance eX1rdction in Tagalog. The same seems true of

Chamorro, as far as Case-related (as opposed to nominalizing) Wh-Agreement is

concemed (cf. Topping 1973, Chung 1991, 1993, 1994). Thus, in the following

Chamorro example of adjunct extraction, no Wh-Agreement appears on the verb (Chung

1994:28):

pronouns do not trigger (fBke) Wh-Agreement. It may he !hat the nature of the antecedent of a nuU
resumptive pro (whether it is a wh-phrase or not) is crucial.



• (65) Sa' hafa na ma-dingu
hecause what COMP 3PL.ERG-leave
'Why did they leave Saipan'l'

Sa'ipan?
Saipan
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ln sharp contrast, Irish-type" Wh-Agreement" is triggered not only hy arguments hut also

hy adjuncts. This can he seen in such examples as (66) from Irish (McCloskey 1979).

(66) Ar an aonach aL chonaic me é.
on the market COMP saw 1 him
'1t was at the market that 1 saw him.'

ln the clef! construction in (66), the pp adjunct ar an aonach 'on the market' has been

extracted and triggers the appearance of the wh-Comp aL. As argued in Chapter 3,

Chamorro/Tagalog-type Wh-Agreement is sensitive only to argument extraction, precisely

because it is a morphological spell-out of Case features; argument OPs can potentially

take advantage of Case/EPP-driven "free rides" by choosing the right kind of Wh­

Agreement, but adjuncts, being unable to receive Case or to satisfy the EPP, cannot do

so in the first place. Irish-type "Wh-Agreement," which has nothing to do with Case or

the EPP, is expectedly insensitive to the distinction between arguments and adjuncts. The

present account offers a principled reason why Chamorro and Irish differ in this respect.

5.3. Hyper/Super-Raising-to-Object

ln Chapters 3 and 4, where OF changing antipassives and applicatives were

examined, we discussed how Case/EPP-driven movement of sorne element serves as a

"free ride" for wh-movement of that element in situations where relative comparison in

terms of economy is at work. In the case of antipassives and applicatives, the "free ride"

in question takes place within a single clause. But we know that NP-movement is not



•

•

•

215

principle he transclausa1, as in raising constructions, which we might view as a species

of GF changing. Then, l'rom the perspective 1 have heen advoC<lling in this thesis, it is

only natural to think that in eertain circumstances, raising out of a clause Cllunts as a

"frce ride" for wh-movemenl. And these circumstances are preciscly those where the

concept of reference set dictates that relative comparison he made among derivations

arising l'rom non-distinct numerations.

There are two kinds of raising constructions with respect to the landing site of the

raised nominal. One is raising-to-suhject, in which the raised nominal ends up in the

structural su~iect position or the Spec of TP. Consider the füllowing pair:

(67) a. It seems [(that) John is intelligentl.

b. John; seems It; to he intelligent!.

(67h) is a classic example of raising-to-suhject, where John, heing unahle to check its

Case within the infinitival emhedded clause, raises into the matrix Spec of TP. In (67a)

John checks its Case within the tensed emhedded clause, and the matrix Spec of TP is

occupied hy the expletive it.

The other case to consider is raising-to-ohject, in which the raised nominal ends up

in the structural object position. This construction can he illustrated by the Exceptional

Case-Markin'I (ECM) construction in (68b).

(68) a. 1 believe (that) John is intelligent).

b. 1 helieve John; It; to be intelligent].

The assumption here is that in (68b) John within the infinitival embedded clause raises

into a non-6 structural Case position-the Spec of AspP in the present framework-in

the matrix clause (see Lasnik and Saito 1991, Chomsky 1993, Koizumi 1993, 1995). In
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(68a), as in (67a), John gels nominative Case within the tensed clause.

Notice that although (67a) and (67h) are in sorne sense synonymous, they do not

compete for economy purposes. This is hecause they arise l'rom distinct numerations.

(67a) contains the expletive, white (67h) does not. Moreover, the emhedded T is

1+present1in (67a) hut infinitiva1 in (67h). Since no comparison hetween (67a) and (67h)

is possihle, (69a-h) are hoth well-formed.

(69) a. Whoj does it seem IIi is intelligent!,!

h. Whoj l'i seems (lj to he intelligent!,!

ln (69) the logical suhject of the emhedded clause has heen extracted. If (69a-h) were

comparahle, it would he wrongly predicted that (69h) should block (69a), for the w/z­

chain link is shorter in the former than in the latter.

A similar remark applies to the pair in (68). Again, (68a-b) express more or less the

same thing, hut they are not evaluated with respect to each other. The crucial difference

hetween them lies in the nature of the T in the emhedded clause; it is (+presentl in (68a)

but infinitival in (68b). The well-formedness of (70a-b), in which the logical subject of

the embedded clause has undergone w/z-movement, cornes as no surprise.

(70) a. Whoj do you believe (li is intelligent)?

b. Who; do you believe l'i (1; to be intelligent]?

ln (70), as in (69), the raised (b) sentence creates the shorter wh-chain link. Nonetheless,

(70a) is not blocked by (70b), because they do not belong to the same comparison

domain.

Note that t'rom the present point of view, the revised concept of reference set in

particular, it is raising-to-object rather than raising-to-subject that is interesting. Consider
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the pair in (67) once again. Only a \ittle rel1ection suftïces to rca\ize that there is no way

in which sorne construction and ils raising-to-suhject equivalent l'mm a hasis of

comparison for the purpose of economy. This is hecause the non-raising construction

must contain an expletive element that fills the matrix struetural suhject position, as in

(67a). The raising construction, as in (67h), on the other hand, must not contain such an

expletive, since, otherwise, what will happen is either that no derivation will he generated

(when the numeration is not exhausted) or that the derivation will erash (when the Case

feature of sorne nominal in the emhedded clause remains unchecked). Therefore, the non­

raising version and the raising version can never he compared due to their difference in

terms of expletives, which, having categorial features, do matter for the purpose of the

reference set.25

Raising-to-ohject, in contmst, is potentially interesting. The reason is that neither the

non-mising version nor the raising version contains an expletive, as in (68). Suppose that

there was no difference in interpretahle features hetween (68a) and (68h), hut there still

was raising in (68h). Then (68a) and (68b), in this alleged situation, would arise l'rom

non-distinct numerations and hence would compete with each other; the Case/EPP

differences that would be responsible for the ahsence of raising in (68a) and the presence

of mising in (68b) are immaterial.

Now the question is: Do we actually find such a situation in natural language'? The

answer tums out to be positive. The situation just descrihed is exactly the one wc

encounter in what Um (1994) calls hyper-raising. Above we saw an example of hyper­

raising in Tagalog. What we are interested in here is hyper-raising-to·ohject (see footnotc

25). As an illustration, observe the following pair from Quechua, an Andean Equatorial

language (based on Cole and Hermon 1981):

2S This is lrue of hyperlsuper-raising-lo-subjecl (Ura 1994), where lhe kind (If !ense difference
observed in (67) is irrelevanl.
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(71) a. Maria cri-n 1Francisco cay-pl ca-j-tal.
Maria helieve-J Francisco this-in he-PRES.NMLZ-ACC
'Maria helieves (that) Francisco is here.'

h. Maria Francisco-ta cri-n 1cay-pi ca-j-ta 1.
Maria Francisco-Acc helieve-J this-in he-PRES.NMLZ-ACC
Lit. 'Maria helieves Francisco j (that) fi is here.'

The Quechua pair in (71) resemhles the English pair in (68). But there is a crucial

difference hetween them. Unlike in (68), the tense specification in the emhedded clause

is exactly the same, i.e., 1+presentl in (71). In (71 a) the suhject of the embedded clause

Francisco stays within the emhedded clause, where it gets nominative Case from the T.

(7Ih) is an example of hyper-raising. In (7Ih) Francisco raises into the matrix structural

object position, where it checks its accusative Case, despite the fact that the

morphological shape of the embedded T is ide'1tical to that in (7Ia). This raising takes

place overtly, as one can tell from the word order in (7Ib); the raised OP precedes the

matrix verh. Note that in (71) the c1ausal complement gets accusative Case. 1 take this

to indicate that its inherent Case is checked and erased within the matrix VP. If so, the

CP does not count as the c10sest element that can check the strong feature of the matrix

Asp in (71h) (see the EPP in (22», allowing NP-movement out of it in principle.

But what drives the raising in (7Ih)'? Ura (1994) argues that in languages Iike

Quechua that permit hyper-raising, the T, even if it is tensed, can be void of a Case

fl:llture.26 This proposai accounts for the apparent optionality of raising in (71). When

we happen to use the T with a Case feature in the embedded clause, (71a) is derived.

When we happen to use the T without a Case feature instead, (7Ib) is derived. The

derivations of (7Ia-b) would he as follows (1 abstract away from the verb-final character

of Quechua for exposition):

26 Um (1994) claims that there is a correlation between hyper-raising and pro-drop; if a language
aHows hyper-raising, it also aHows nuH subjecls, and if a language disaHows nuH subjecls, it alsa disaHows
hyper-raising. This correlation is argued to be explained by the theory of pro where in languages with
hyper-raising, pro can be Iicensed only by the 4>-features of T.



•

•

•

219

(72) a. (TI' Mariai 11',1' li 1",1'1' Ivp hdieve ITI' Franciseoj 11',1' 1; 1",1'1' IVI' is herellllllll
1 1

h. ITI' Mariai 11',1' li IA'l'p Fra:lcisCllj Ivp helieve ITI'r"j Ipd'!; L"p\.lvp is herellllllll
1 11-----1

ln (72a) Francisco moves into the lower Spec of TP.~7 ln (72h) it raises tirst into thc

lower Spec of TP, hut the position is not a Case position. Thus, it must mise further into

the matrix Spec of AspP. Il is important to see that unlike English (68a-h), (72a-h) arise

from non-distinct numerations and thus compete fllr the purpose of economy: the

difference hetween (72a) and (72h) has to do with Caselstrong features, which are nol

interpretahle at LF and hence are ignored. The MLC favors neilher of (72a-h) over the

other. This is hecause the comparahle NP-chain links within the emhedded clause are the

same in length and equally economical in (72). AIso, the chain (FranCÎ.I"COj, l 'j) in (72h)

has no comparahle chain in (72a). The MFC mies out neither of (72a-h), since the

numher of relevant uninterpretahle formai features used in them is Ihe same. Note Ihal

the strong feature of the emhedded T in (72h), which triggers the "free ride" lilr the

raising into the matrix clause, can he ignored for reasons discu~sed ahove. Therelilre,

(72a-h) are equally economical.

Given that the non-raising construction, as in (71 a), and its hyper-raising-to-ohject

counterpart, as in (7Ih), compete due to the revised concept ofreference set, the present

economy account predicts that the suhject in the emhedded clause must undergo raising

before it can be wh-extracted. This prediction is borne out. Consider the following

Quechua examples (Cole and Hermon 1981):

27 Here 1 aSl;ume lhal lhe T ha. a slrang fealure in Quechua.
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(73) a. *Pi-taj Maria cri-n 1aicha-ta micu-shca-tal'!
WhOINOMI-WII.Q Maria helieve-3 meat-Acc eat-PAST.NMLZ-ACC
('Who; does Maria helieve (that) li ate meatT)

h. Pi-ta-taj Maria eri-n (aicha-ta micu-shca-tal'!
WhO-ACC-WII.Q Maria hclieve-3 meat-Acc eat-PAST.NMLZ-ACC
Lit. 'Who; does Maria helieve l'; (that) li ate meat'l'

(73h) is the hyper-raising-to-ohject counterpart of (73a). One can tellthis from the fact

that in (73h) the wh-phrasc pi 'who' hears accusative Case, as indicated hy thc accusativc­

markcr Ill, whilc in (73a) it hears nominative Case, which has no morphological

rcalization. Thc dcrivations of (73a-h) are shown in (74a-h) respectively.

•
(74) &."Icp whoj ITP Mariai Iprp li IA,pp Ivp helieve Icp l''j ITP l'j IPrp I j IA,pp meatk Ivp

1 11-1
fk atcllllllllll

h. Icp whoj ITP Maria; IPrp li IA'PP f "j Ivp believe Icp ITP f 'j IPrp Ij IA,pp meatk Ivp
1 1

f k atellllllllli

•

Sincc we havc seen ahove that pairs like (71) without wh-extraction are equally

economical, it must be that the contrast in grammaticality in (73) is caused by the wh­

movement. So let us focus on the wh-chain links in (74), which are indicated by the

connecting Iines. The Iink «("j, ('j) in (74a) does not have a comparable Iink in (74b).

The Iink (whoj , ("j) in (74a) and the Iink (whoj , ("j) in (74b) are comparable with each

other, because they are both formed by the matrix C attracting the wh-phrase. The MLC

asserts that (74a) should be blocked by (74b), which is indeed the case. Data Iike (73)

seem to give further support to the present analysis.

lt is worth pointing out that the contrast in (73) is problematic for the ECP, even

though it may seem to be a subjectlobject asymmetry of kind that the ECP aims to

explain. In particular, there is nothing wrong with the wh-chain in (74a) whose tail
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occupies the emhedded Spec of TP at LF (the intermediate \l'h-trace in (74'1) disappears,

as required hy FI). The Spec of TP is properly head-governed, as hyper-raising can take

place out of that position. Regarding antecedent government, the emhedded CP is not a

harrier in (74), Moreover, there is no clement in an A'-specilier position that would

invalidate the wh-chain.

To sum up, the present framework predicts that there is an interaction hetween hyper­

raising-to-ohject and extraction. More specifically, the logical suhject in the emhedded

clause must raise into the structural ohject position in the matrix clause when it is to

undergo extraction. This prediction is horne out hy the ahove Quechua data. A natural

question to ask is: Does this analysis extend to languages other than Quechua that have

heen argued to have hyper-raising-to-ohject (sec Ura 1994)'1 Othcr things heing equal,

those languages should pattern with Quechua. This is one area where no careful research

has been done, to my knowledge. Here 1 must leave the question open li.Jr future

investigation.

It is certainly worthwhile to mention that the present analysis also predicts that the

similar kind of interaction should he ohservahle in super-raising-to-ohjeet. Let us eonsider

once again the fol1owing Kipsigis pair, recapitulated from section S.\.:

(20) a. M:Scè Mù:sa (l6-tU-an Kfplà~àtl,

want Mus'! 3SG.SUB-cut-lsG.OBl Kiplangat
Lit. 'Musa wanls (that) Kiplangat cut me.'

b. M5c-:S:n Mù:sa II6-tU-an Kfp1lltlàl\,
want-lsG.oBl Musa 3SG.SUB-cut-lsG.OBl Kiplangat
Lit. 'Musa wants mej (that) Kiplangat cut fj.'

Recall that the non-mising version, as in (20a), and ils super-raising version, as in (20h),

compete for economy, because they arise from non-distinct numerations. Given the

present line of analysis, it is predicted that the logical object of the embedded clause must

take a "free ride" by super-raising when it is extracted. At this moment, 1 do not have
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any relevant infilrmation regarding extraction in super-raising-to-ohject (scc Ura 1994 for

a list Df bilguages that may have super-raising). This is another area of research which

1 helicve deservcs vigOfOUS inquiry. But again, 1 have to Ieave the prediction open for

future scrutiny hcre. If it provcs correct, the present analysis would gain further support.

Also, the superiority of the economy account ovcr the ECP wouId he directly estahlished;

what is extracted in relevant cases (hut not in hyper-raising-to-ohject) would he a ]ogical

ohjcct, which the ECP predicts to he the most extractahle.

5.4. Summary

To recapitulate the main points of this chapter, it has heen argued that the very

successive cyclic nature of movement provides further justification for th~ modified

notion of reference set and the current version of the MLC as an economy condition

defended in Chapters 3 and 4. In examining successive cyclicity, 1 suggested the

possihility that Procrastinate is reducible to the MFC and the MLAC. It has also been

argued that Wh-Agreement in languages Iike Chamorro and Tagalog is an instance of a

GF changing process, i.e., antipassive, interacting with wh-extraction. The differences

between Chamorro/Tagalog and Irish in terms of wh-movement have received a

principled account from the present perspective. Furthermore, 1 have discussed the

possible intef'dctions between hyperlsuper-raising-to-object and extraction in a tentative

way.
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OBJECT PREPOSING

6.0. Introduction

ln the preceding chapters, it has heen shown that the present economy approach

explains extraction facts that have remained prohlematic within GB theory. In this

charter, 1 will extend the economy account to some more extraction lacts which have

detied a unitied account in the GB framework.

ln Chapter 2, 1 suggested that syntactic ergativity is c10sely tied to the functional

category Asp (Travis 1991, torthcoming). In particular, it was suggested there that

syntactic ergativity is attrihutahle to the defectivity of the Asp, which makes structural

Case-checking in the Spec of AspP unavailahle. The detective Asp can take part in

structural Case-checking only with the mediation of another functional head, i.e., the Pr

(Bowers 1993). As a consequence, it checks ergative Case of the external argument

generated in the Spee of PrP.

ln ful1y syntactically ergative languages like Dyirhal and Tagalog, t'lis property of

Asp is not associated with any particular aspect, hut Asp is always delective. But in some

languages, the defectivity of Asp is associated with perlectivity or realis mood. These are

split ergative languages such as Chamorro. In ful1y accusative languages, Asp is never

defective.

Notice that there is a fourth logical possihility mentioned only in passing in Chapter

2 in connection to the discussion of Dzamha. In principle, nothing prevents languages

from having a defective Asp not related to particular aspect or mood in their lexicon.

Are there any languages where this possihility is realized'l 1 reply to this question in

the affirmative. Here 1 tirst consider two genetically unrelated languages; Bahasa

(Malaysia and Indonesia) from Austronesian and Dzamha from Bantu. As we will sec
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helow, they share a strikingly similar construction, which one May cali Object Preposing

(Chung 1976a,h), which can he regarded as a special kind of passive-like OF changing

construction. Il will he shown that the interaction hetween ühject Preposing and wh­

extraction, which cannot he explained hy the ECP, receives a natural account under the

present economy approach.

After examining Bahasa and Dzamha, 1 go on to briefly consider impersonal

constructions in Romance, drawing on examples from Spanish. These constructions are

known to permit a kind of übject Preposing. It will be pointed out that they also exhibit

the kind of interaction between übject Preposing and extraction observed in Bahasa and

Dzamba, exactly as the present account predicls.

Then, the account developed here gains further empirical support.

6.1. Object Preposing in Austronesian

As pointed out in Chapter 4, the syntax of Bahasa (Malaysia and Indonesia) ditlers

t'rom, say, that of Tagalog in that it shows accusativity in certain constructions.

Bahasa has a syntactic process which 1 cali übject Preposing following Chung

(1976a,b). Consider the pair in (1) (Hung 1987).

(1) a. Ali mem-ukul anjing itu.
Ali TR-hit dog the
'Ali hit the dog.'

b. Anjing itu Ali pukul.
dog the Ali hit
'The dog Ali hit.'

(la) is an example of a transitive sentence in Bahasa. Ils transit!vity is indicated by the

presence of the transitive morpheme mem-. (lb) is the version of (la) where übject

Preposing has applied. übject Preposing has the following three superficial
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characteristics: (a) the surface word is Preposed Ohject-Suhject-Yerh. (h) the verh hears

no morphology, and (c) the Suhject is Iimited to a pronoun, c1itic, or proper name

(Guilfoyle et al. 1992).\

The most important charaeteristic of Ohject Preposing. however. is that it targets

ohjecl~ only, hence its name. But crucially. it does not apply to just any ohjects; it affects

structural ohjecl~ but not inherently Case-marked ohjects (Chung 1976a). Ohserve the

following examples of Ohject Preposing (Chung 1976a);

(2) a. Buku itu saya kirim(-kan) kepada-mu.
hook the 1 send(-KAN) to-you
'The book 1 sent to you. '

b. lkan itu saya masak untuk perempuan itu.
tish the 1 cook for woman the
'The fish 1 cooked for the woman.'

The well-formedness of (2a-b) is hardly surprising. The specilic logical ohjects in (2a-h),

being unable to receive inherent Case, must raise into sorne structural Case position.2 ln

(2a-b) they are forced to raise into the structural sul1iect position or the Spec of TP.

As discussed in Chapter 4, applicative constructions in Bahasa are derived hy

Preposition Incorporation. Thus in these constructions, the applied ol1iect receives

structural Case, while the thematic object receives inherent Case. Accordingly, abject

Preposing cannot affect the logical objects in the applicative versions of (2a-b), as shown

1 The dialect reported by Chung (1976a,b) differs from lhe one reported by Hung (1987) and Sie
(1988) in lhat only pronominal logical subjects, either c1ilic or non-elilic, permit Objecl Preposing.

2 Nonspecific logical objects, being eligible for Inherent Case, cannol be prepose<!, as shown in (i)
(Hung 1987).

(i) • Anjing Ali pukul.
dog Ali bit
('A dog Ali hit. ')

(i) is highly reminiscent of the facl !hat lhe logical objecl must be specific in lhe Theme Topic conslruclion
in Tagalog. The economy account of lhe Specificity Effect presented in Chapter 3 aulomalically extends
te Bahasa data like (i) and Objecl Preposing in Ozamba below, which affects specific OPs only.
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in (3) (Chung 1976a).

(3) a. *Buku itu saya kirim-i kau.
book the 1 scnd-APP!. you
('The book 1 sent you. ')

b. *Ikan itu saya masak-kan perempuan itu.
tish the 1 COOk-APP!. woman the
('The tïsh 1 cooked the woman. ')

The applied objects receiving structural Case, on the other hand, can undergo O~ject

Prcposing.

•
(4) a. Wanita itu saya kirim-i

woman the 1 send-APP!.
'The woman 1 sent the letter.'

b. Perempuan itu saya masak-kan
woman the 1 COOk-APP!.
'The woman 1 cooked the tïsh.'

surat itu.
letter the

ikan itu.
tish the

•

Thus, O~iect Preposing exclusively affects VP-intemal arguments needing structural

Case. One may regard O~iect Preposing as a special kind of OF changing passive

construction where the Agent does not get demoted. 1 suggest that it is closely related to

the functional category Asp in the same way as the ergative construction is. More

specitically, 1argue that it is triggered by a defective Asp, which makes Case-checking

in il~ specitier position unavailable. As a result, "structural objects" are obliged to raise

into the structural subject position. Logical subjects in abject Preposing constructions get

ergative Case in the Spec of PrP. Thus, the structures for (1 a-b) at Spell-Out look like

the following:
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h. ITP the dogj T Ip,p Ali hit l"'pP l'j Asp Ivp Iv 1;1111
1 Il 1
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In transitive accusative (5a), the Agent and the Theme raises into the Spec of Tl' and the

Spec of AspP respectivdy. In "passive" (5h), the Theme lirst raises into the Spec of

AspP, satisfying the "inner" EPI', and then into the Spec of Tl', where il checks its

nominative Case. To account for the word order, 1 assume Ihal the verh raises overtly

only up to the Pr in Bahasa.

As we have seen in Chapter 2, the raising of the Theme over the Agent in (5h)

satisfies the detinition of Attract, given the EPI' in (7).

Arrracl:
K arrracls F if F is the closest feature that can enter into a checking relation with
an intril/sic suhlahel of K.

(7) Exlel/ded Projecliol/ Pril/ciple (EPP):
EPI' = D/C1un,rn"d c",crfeature

The reason is that in (5h) the Theme is the c10sest Dl' that can enter into a checking

relation with the T; the Agent, whose Case gelS erased in the Spec of l'rI>, cannot check

the Case feature or the strong D-feature of the T.

The present analysis accounlS for the fact that the transitive marker tnetn-, which 1

take to be a morphological realization of the non-defective Asp, never appears in O~iect

Preposing. The general association of the morpheme mem- with aspect is suggested by

the fact that ilS attachment to an intransitive verb (under lexically determined conditions)

results in addition of a sense of continuity or duration (Chung 1976a:68, fn. 19). The

complementary distribution of the transitive marker and the null "Object Preposing

marker" follows if we assume that the latter is indeed one form of Asp, a defective one
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in particular.

The daim that ahject Proposing is a species of passive or ergative construction gains

further support l'rom the optional diticization of the logical suhject to the verh. The

diticized logical suhject can he in a special proditic form (Chung 1976h, Sie 1988).

Considcr the following examples of ahject Preposing (Sie 1988:354):

(8) a. Rumah itu sudah (a)ku-heli.
house the PERF I-huy
'1 have hought the house.'

h. Rumah itu sudah (eng)kau-heli
house the PERF you-huy
•Have you hought the house'"

kah'l
Q

•

•

ln (8a), 1(lr instance, the tirst-person singular logical suhject is expressed hy the proditic

(a)ku- as opposed to the regular pronoun saya in (2) and (4). From the present

perspective, the availahility of the proclitic form in ahject Preposing makes sense if we

consider it to he a kind of ergative agreement. In tact, Sie (1988) argues precisely for

treating it as a special kind of agreement. Thus 1 assume that logical ohjects in ahject

Proposing receive structural ergative Case in the specitier of the PrP, to which the

defective Asp with a structural Case feature aqjoins.

The derivations (1 a) and (1 h) compete with each other, given the notion of reference

set in (9), defended throughout this thesis.

(9) Reference Set:
A set of derivations that arise l'rom non-distinct numerations.

The notions of numeration and non-distinctness are recapitulated below:
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(10) Numeration:
A set of pairs (l, il, where / is an ilem of Ihe lexicon and is ils index,
understood 10 he the nurnher of limes Ihat i is selccled.

(11) Non-Distincrness:
Numerations N and N'arc nOl/-distinct if and only if Ihere is a one-Io-one
correspondencc C hetween their memhers, such Ihat if (1,1/) E N and (l', 1/') E

N'and (l, n) corresponds to (l', 1/') in C then / and /' have Ihe same illll'rprelllh/e
fealures and n = n'.

The reason why (la) and (Ih) get evalualed wilh respecllo each oUter shou1d he dear;

they share the same set of sels of inlerprelahle features and their di fferencc in 1erms of

Case and defectivity of Asp, which are uninterprelahle, can he ignored.

Now let us reconsider (Sa-h), the struclures tlJr (Ia-h), 10 sec why neither of them

hloeks the other. The relevant economy conditions are the MLC and the MFC. The Iirst

condition is given in (12).

(12) Minimal Link Condition (MLC):
Derivation D hlocks derivation D'if there exist chain links CL E D and CL' E

D' such that CL and CL' are comparable and CL is shorler than CL'.

The following notions enler iulo the MLC in (12):

(13) Chain Link Comparabiliry:
Chain links CL and CL' are comparable if and only if derivations D and D'
belong to the same reference set, such that if CL E D and CL' E D' then items
of the lexicon 1E CL and l' E CL' have the same inrerpretable features, and K
and K' attrdcting 1 and l'are selected l'rom numerations N and N' atthe same
point.

(14) Length of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

The MFC is provided below.
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(15) Minimal Feature Condilion (MFC):
Derivation D hloeks ùerivation D'if D anù D' helong to the same reference set
anù the numher of features in numeration N of D is Icss than the numher of
features in numeration N'of D'.

Now, the chain Iink (the ùogj, Ij) in (Sa) is comparahle with the chain link (l'j, Ij) in

(5h). They are equal in cost, for their length is the same. Neither the chain link (Ali" li)

in (Sa) nor the chain Iink (the ùogj , l 'j) in (5h) has a comparahle chain link ùue to the

notion of chain Iink comparahility in (13). Therefore, (5a-h) are equally economical as

far as the MLC is concerneù.

(5a-h) are also equally economical in terms of the MFC, which requires a ùerivation

to use as lew uninterpretahle formalleatures as possihle. In (5) the uninterpretahle formai

features we ought to worry ahout are the Case leatures. 3 Since hoth (Sa) and (5h) contain

two structural Case features, neither of them hlocks the other.

ln hrief, the cost of ùeriving (Sa) anù that of (Sb) are the same unùer the present

analysis, anù the well-formeùness of hoth (Sa) anù (5h) is expecteù.

Note inciùentally that the possibility of ahject Preposing, as in (lb), ùemonstrates

that Attract cannot apply across ùerivations. If Attract applieù in such a way as to choose

hetween (Sa) anù (Sb), one woulù incorrectly preùict that (Sb) cannot be generateù; the

'1' must attract the closest element that can enter into a checking relation with it, i. e., the

Agent Ali in the Spec of PrP. Again, we are leù to the conclusion that Attract, being a

formally ùelineù operation, is inherently intraùerivationaI. The same point can be made

baseù on abject Preposing in Bantu and Romance to be ùealt with below.

Given that abject Preposing is an ergative construction (i.e., a passive construction

without ùemotion of the Agent), Bahasa, though it shows sorne ùegree of accusativity due

to ils non-ùefective Asp, is expecteù to behave Iike fully ergative languages in terms of

3 The derectivity or the Asp, which is taken to he an optiona! r..ture, is not relevantto the MFC (see
Chapter 5. section 5.1.).
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argument extraction. More specilically, it is predicted that structural ohjects in Ilahasa

hasic transitive structures cannot he direct1y extracted, since there are alternative ergative

structures where logical ohjects can take advantage of "free ride" into the structural

suhjeet position hefore they are extraeted. This prediction is horne out. Thus. Hung

(1987) presents the descriptive generalization that extraction of arguments lI1ust "pass

through" the Spec ofTP in Bahasa (see Chapter 3, lillltnote 19).4 Ohserve the follmving

examples (Hung 1987):

(\ 6) a. Siapa yang mem-haca huku itu'!
who COMP TR-read hook the
'Who is the one that read the hook'!'

b. *Siapa yang buku itu baca'!
who COMP book the read
('Who is the one that read the book'!')

a. *Apa yang Ali mem-baca'!
what COMP Ali TR-read
('What is the thing that Ali read'!')

b. Apa yang Ali baca'!
what COMP Ali read
'What is the thing that Ali read'!'

ln (16) and (17), the (a) examples are basie transitive clauses, as indicated by the

presence of the transitive morpheme mem-, whereas the (b) examples are those of Object

Preposing, as indicated by the fact that the verb bears no morpho\'lgy. As (16) shows,

4 Chung (19700) argues that accusative-marked objecl. t'Bn he directly relativized in the dialecl of
Bahasa she studies, citing examples like the following:

(i) Ada seorang aoak perempuan yang say.
there a child female COMP 1
'There is a girl who 1 want you to mee\. '

ingio kamu men-emui.
wanl you TR~met:t

•
ln (i) the verh (I)emu; 'meet' relains the transitive marker men- in spite of the fact that ils logical objecl
bas boen relativized. 1 speculate that (i) contains a null resumptive pronoun (cf. the brief discussion of
"referentiality" in Chamorra in Chapter 5). If so, (i) does not compete wilh ils equivalent without the
transitive marker, where wh-movementlakes place via Object Preposing. This is because they arise from
distinct numerations. If this speculation is on the right \rack, we are left with iII-understood condilions
under which null resumptive pronouns are Iicensed in Bahasa (cf. Keenan 1972, Chung 1982).
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one must use the accusative structure in order to extract the logical suhjecl. 5 (17) shows

that the logical ohject can he extracted in the Ohject Preposing construction hut not in the

transitive accusative construction.

This curious extraction pattern can he accounted for in terms of the version of the

MLC in (12). Let us consider the relevant structures for (16) and (17) provided in (18)

and (19) respectivcly (with the wh-chains indicated).

(18) a. Icp DPi ITP l'i T Iprp li TR-read IA'pp the hookj Asp Ivp Iv Ijlllll

1-1
h. *Icp DPi ITP the hookj T IPrP li read IA'pp l'j Asp Ivp Iv Ijlllii

1 1
(19) a. *Icp DPj ITP Alii T IPrP li TR-read IA'pp l'j Asp Ivp Iv Ijl Il Il

1 1

ln (18) and (19), 1 assume that extraction in Bahasa, Iike that in Tagalog, involves null

operator movement. (18a-h) compete liJr eeonomy, given the notion of reference set in

(9), and so do (19a-h). The MLC in (12) maintains that (l8a) hlocks (18h), which is

indeed the case, since the wh-chain link in the former is shorter than that in the latter.

(19a) is hlocked hy (19h), for the length of the wh-chain link is shorter in the latter than

in the former. lt is worth pointing out that the iII-formedness of (17a), where the properly

head-governed thematic ol1iect has been extracted, poses a prohlcm for the ECP.

Let us next ohserve the following examples, where the logical suhject of the

emhedded clause has heen extracted into the matrix clause (Hung 1987):

s Voskuil's (1991) account of extraction in Bahosa, based on the ides of expletive.argument CHAINs
(Chomsky 1986b), dues nol extend ta examples Iike (16b). It also fails to explain long-distance extraction
(sec (20) and (22) below).



hllkll Îlll \?
ho"k the• (20) a. *Siapa yang John men-ganggap \mem-haca

who CO~II' John TR-hdieve TR-real\
'Who is the one that John hdieveù reaù the ho"k?')

h. *Siapa yang John men-ganggap Ihuku itll hac<ll'?
who CO~IP John TR-hdieve ho"k the reaù
("Who is the "ne that J"hn helieveù reaù the h"ok?')

c. Siapa yang John anggap Imem-h<lc<l hukll itll\?
who COMP John helieve TR-re<lÙ hook the
'Who is the one th<lt John hdieveù re<lù the hook?'

Ù. *Siap<l Y<lng John anggap Ihuku itu haçal?
who COMP John helieve hook the reaù
("Who is the one that John helieveù reaù the hook?')

2.1.1

•

•

The ohservation here is that the extraction must take plaœ out of the struçtural suhjecl,

as in the case of Tagalog (sec Chapter 5). In (20a-h) the matrix structural suhject is the

logical suhject John, as signalled hy the presence of the transitive morpheme on the

matrix verh. In (20c-ù) it is the whole emheùùeù clause (see helow), as ùemonstratcù hy

the hare form of the matrix verh, with John receiving covert ergative Case.

Since hoth the T anù the Asp have strong features in Bahasa, thcir Specs must he

tilleù overtly. Then a question arises as to what occupies the Spec of TP anù lhe Spee of

AspP in (20). 1assume that in (20) the matrix clause contains an expletive pro, analogous

to English if, which is associateù with the emheùded clause. In (20e-d), the pro gels

inserted into the Spec of AspP and suhsequently raises into lhe Spec of TP where it

checks iL~ nominative Case. In (20a-h), it geL~ inserted to the Spee of AspP where it

checks its accusative Case. This postulation of lhe cxpletive pro allows us to explain why

the emhedded clause appears at the righl edge of the senlence in an "extrapused" position.

The crucial difference between (20e) and (20d) within the emhedded clause is thal the

extracted Agent raises in the Spec of TP in (20c) for Case/EPP purposes hul remains in

the Spec of PrP in (20d).

Of the competing derivations in (20), (20c) is the only legitimate derivation, and the

rest are excluded. Assuming that the expletive pro must he replaced hy its associate CP
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fl)r reasons of Full Interpretation (FI),fi (20a-d) have the following derivations:

(21)a.*l cp OPk ITpJ· j Ip,pl; TR-hcfieve L"pp Icpl".ITpl'k Ilk TR-read hooklll j Ivplv Ijl Il Il
1 -11-1

h.*lcp OPk ITP J. j Ip,p Ij TR-hcficvc IA,pp Icp l'k ITP hook Ilk rcadlllj Ivp Iv Ijlllli
1 Il 1

c. Icp OPk ITP Icp l''k ITP l'k IlkTR-read hooklll j Ip,p J. hcficve IA,pp Ivp Iv Ijlllll
1 11-1

d.*l cp OPk ITP Icp l'k fTP hook Ilk readlllj Ip,p J. helieve IA,pp Ivp Iv Ijlllll
1 Il 1

The ill-Illrmcdness of (21 h) and (21 d) is expected, since the extracted Agent fails tlltake

a Case/EPP-driven "frec ride" within the emhedded clause. The crucial difference

helwccn (21a) and (2Ic) is lhat the emhedded clause undergoes covert raising into the

matrix Spec ofTP in (21c) huI. not in (21a), making the higher wh-chain link shorter. The

MLC, as an economy condition, correctly explains the paradigm in (20). Notice that

(21c) does not violate the CED (Huang 1982), if the condition applies strictly

derivationally, as suggested in passing in Chapters 3 and 5. At the time the extraction

takes place overtly in (2Ic), the emhedded clause occupies a VP-intemal position properly

head-govemed hy the verh.

The MLC-hased economy account also explains the following par'ddigm where the

logical ohject of the emhedded clause has heen wh-exlracted into the matrix clause (Hung

1987):

fi See Tanaka (1995) for an argument lbat il must he replaœd by ils associate CP at LF in English,
contmry to McCloskey (1991).
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(22) a. *Apa yang John rncn-ganggap IAli rncrn-haca)'!
what COMP John TR-helieve Ali n-reaù
('What is the thing that John hclieveù Ali read"!')

h. *Apa yang John rnen-ganggap IAIi hac.·' 1

what COMP John TR-helieve Ali re<lù
('What is the thing th<lt John helieveù Ali reaù'!')

c. *Apa yang John anggap IAli rncrn-hacaj'!
what COMP John helieve Ali TR-[';\Ù
('What is the thing that John helieveù Ali reaù'!')

Ù, Apa y..ng John anggap IAli hacal'!
what COMP John helieve Ali read
'What is the thing that John helieveù Ali reaù'!'

The extraction of the logical ohject is legitimate, as in (22ù). \Jnly if the extra~'ted clement

is the structural suhjeet of the emhedded cl:lI.Ise and the cmhedded clause in turn is the

structural suhject of the matrix clause, That hoth the emhc.l·.ted and the matrix clauses

involve ühject Preposing is indicated hy the lack of the transitive ffiorphology on hoth

the emhedded and the matrix verhs, Now we are comparing the fi.Jllowing C11mpeting

derivations for (22a-d):

(23)a. *I cp DPI hp J. j1PrP 'i TR-helieve 1A,pP Icp l' 't ITP A'k IlkTR-reaJ 1'1 ' 111 li 1VI' Iv Ijllill
1 Il 1

h. *Icp DPI hp J,j Iprp 'i TR-helieve IA'pP lcp l"tlTP 1'1 lA, read 'II IIi Ivp Iv lilllll
1 11-1

c, "'lcp DPI ITP Icp 1"1 iTP A'k IlkTR-read 1'1 '1111; Iprp J. helieve IA'pP IVI' Iv Ijlllll
1 Il 1

d, !cP DPI hp !cP 1"1 hp 1'1 lA. read :t1I1; Iprp J. helieve IA'pp Ivp 'v 'i Il Il1
1 11------1

(23a) and (23c) are excluded, because their wh-chail: links in the embedded clause arc

longer than those in (23b) and (23d), (23b) is hlocked by (23d), 'rhe wh-chain link

headed by the null operator in the matrix Comp is shorter in (23d) than in (23h) thanks

to the covert raising ;>1' the embedded clause into the matrix structural subjcct position,
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In light of the MLC, (23d) is the optimal derivation, a correct result. Again, the

extraction of the logical o~iect in (22) is arguahly prohlematic for the ECP.

In short, the general approach taken here straightlorwardly explains the interaction

hetween Ohject Preposing or "passives" and wh-movement in Bahasa.

Il is worth pointing out that the present analysis also explains why regul'" passives

with the demotion of externat arguments do not interact wit:! wh-extraction in the way

Ohject Preposing does. Consider the folIo'Ning pair from Kinyarwanda, an accusative

language (Kimer.: i 1980):

(24) a. Umugaho y·a-hoon-y~ umugore,
man SP-PAST-see-ASp woman
'The man saw the woman.'

h. Umugore y-a-hoon-y-w-e n'ümugabo.
woman SP-PAST-see-ASP-PASS-ASP b~' ~all

'The WOl.ian was seen by the man. '

(24a) is an active sentence, where..: (24b) is its passive counterpart, where the verb bears

the passive morpheme -w-. In (24h) the internaI argument of the verb umug6re 'woman'

has hecome the structural subject, and the externat argument umugabo 'man' has heen

demoted to the status of oblique, as indicated by the presence of (the reduced form of)

the preposition na.

Note that Kinyarwanda (24a-b), unlike Bah'lsa (Ia-b), do not belong to the same

reference set, since they arise from distinct numeratinns; (24b) but not (24a) contains the

passive morpheme, which is an argument "absorbing" the externat a-role (Baker 1988a,

1992b, Baker et al. 1989), and the preposition. The passive morpheme, associated with

the Asp, is assumed to have the interpretable categorial feature r+N1. The preposition

also has the categorial features l-N, -VI (presumably, together with sorne semantic

features). Then, the demotion of the extemal argument in a passive, as in (24b), makes

it impossible to compare the passive with its active counterpart, as in (24a). Accordingly,
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(24a) and (24h) converge without heing evaluated with each other.

Given that (24a-h) do not compete fiJr economy purposes, it is hardly surprising that

wh-movement of the internaI argument in (24h) does not hlock that in (24a), as shown

in (25) (hased on Kimenyi 1980):

y-a-holln-ye.
SP-PAST-see-ASp

(25) a. N-a-hoon-ye umugllre umugaho
I-PAST-see-AsP woman man
'1 saw the woman that the man saw.'

h. N-a-hoon-ye umugllre y-a-holln-y-w-e n'ûmugaho.
I-PAST-see-AsP wom:m SP-PAST-see-ASP-PASS-ASP hy man
'1 saw the woman that was seen hy the man.'

•

•

(25a) contain.~ the active sentence in (24a), (25h) the passive sentence in (24h). The

relevant portions of the structural representations for (25a-h) would he as follows:

b. leP OPj ITP t"i saw(PAss) IA'pP t'i Asp Ivp ti tv Ipp by manlllli
1-1

ln (26a) the null operator first raises into the Spee of AspP for CaselEPP reasons. Then

it undergoes wh-movement into the Spec of CP. In (26b), on the other hand, the null

operator checks its nominative Case in the Spec of TP, for the Case of the Asp has heen

"absorbed" by the passive morphology. Although the wh-chain link is shorter in (26b)

than in (26a), (26b) does not block (26a), because they are not comparable in the first

place.

ln this regard, the Kinyarwanda pair in (25) contrasts sharply with the Bahasa pair

in (17). The active sentence in (l7a) and its "passive" counterpart in (17b) are subject to

rela,;ve comparisoD.• crucially because ;he "passive" in (17b) does not involve the

demotion of the external argument. The wh-chain Iink is shorter in (17b) than in (17a)
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(see the structures in (20)), and therefore (17h) excludes (17a).

Il is perhaps worth pointing out that in split ergative languages, an accusative

construction can never he compared with an ergative construction, since they are always

interpreted differently with regard to aspect or mood. Ohserve the following examples

from Chamorro (hased on Chung 1982):

(27) a. Para u-fahan si Maria i kareta.
FUT 3SG.NOM-huy uNM-Maria the car
'Maria is going to huy the car.'

h. Ha-fahan si Maria i kareta.
3SG.ERG-huy uNM-Maria the car
•Maria hought the car.'

(27a-h) difter minimally in terms of mood. The example in (27a) is in the irrealis mood,

showing the nominative-accusative agreement pattern. In contrast, the example in (27h)

is in the realis mood, showing the ergative-ahsolutive agreement pattern.

It should he ohvious that (27a-h) do not heIong to the sar'e refere..~e set; they have

different interpretations with respect to mood. In particular, the numeration of (27a) hut

not that of (27h) contain. ':Ill future tense marker. This interpretative distinction suftices

to put (27a) and (27h) in two difterent comparison domains.

In this Iight, the well-formedness of (28a-h) is expected (Chung 1982).

(28) a. Hafa para u-fahan si Maria'?
what FUT 3SG.NOM-huy uNM-Maria
'What is Maria going to huy'?'

b. Hafa ha-l'ahan si Maria'?
what 3SG.ERG-buy uNM-Maria
'What did Maria buy'l'

(28a) is hased on irrealis (27a), while (28b) is based on realis (27b). In both of (28a-b)
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the internai argument of the ~erh.fil!lall 'huy' has heen extraeted. The struetures for (28a­

h) are given helow:

(29) a. IcI' DPi ITP Mariai FUT-huy 1l'rI' [i Pr IA'l'p ['i Asp Ivp [v [illlll
1 1

h. IcI' DPj ITP [1" hought Iprp Maria Pr IA,I'I' Asp Ivp [v [jllill
1-

ln aeeusative (29a) the null operator ehl..d.' its Case in the Spec of AspP, whereas in

ergative (29h) it checks its Case in the Spec of 'l'P. The II'h-ehain link is shorter in (29h)

than in (29a), hut this is of no signiticancc, since (29a) and (2911) do not l:llmpcle for

economy purposes. Hence neither of them hlocks the other.

Languages like Bahasa differ l'rom split ergative languages in that an acellsative

construction amI its ergative counterpart helong to the same reference set, as we have

already seen. This is hecause the Asp in these languages ean he either non-defective or

defective while maintaining the same meaning.

6.2. Object Preposing in Bantu

Let us next consider sorne relevant data from Dzamha, a Bantu language spoken in

Zaire.7 Ohserve first the following examples of the regular transitive sentence from

Dzamba (based on Bokamba 1976):

7 According to Bokamba (J 976), Likila and Linga!a pallem wilh Dzamba in relevant respecl•. Facl•
similar ln those presented below from Dzamba are found also in KiLega (Kinyalolo 1991) and Swahili
(Barrett-Keach 1985).



i-mu-nkanda.
the-NcL3-lelter/hook• (30) a. op:ls) a-tom-aki

P:lS) sp(NcLI )-send-IMPERF
•P:lS) sent the letter/hook.'

h. oP:JS) a-hang-aki
P:l ~'J sp(NcLi )-order-IMPERF
•P:J S) ordered the mat today.'

i-zi-bk:>
the-NcLS-mat

b:lme.
today

240

•

The hasic word order in Dzamha, as in many other Bantu languages, is Sy~. In Dzamha

the verh ohligatorïly agrees with the structural suhject in person, numher, and c1ass­

gender (except for special cases; see (34a) helow). Thus, in (30) the verh hears the

suhject prelix a- which agrees with the nominative structural suhject oP:Js:J. The specilic

Theme in (30) receives accusative Case. Dzamha, Iike other Bantu languages, shows

accusativity in clauses Iike (30a-h).

According to Bokamha's (1976) description, Dzamba has a transformational operation

which he caUs "topicalization." It is markedly different l'rom topicalization found in

languages like English. The foUowing English-type topicalization is ungrammatical in

Dzamha:K

a-tom-aki.
SP(NCL1)-send-IMPERF

(31) a. "I-mu-nkanda op:ls:l
the-NcL3-letter/hook p:JS:l
('The letter/hook P-,S:l sent. ')

h. *I-zi-bk:> op:ls:l a-hang-aki
the-NcLS-mat P:ls) sP(NcLi)-order-IMPERF
('The mat P:lS:l ordered today.')

b:lme.
today

•

(31 a) and (31h) would he obtained by applying English-type topicalization to (30a) and

(205b) respeciively, but they are iII-formed, unIik~ their English counterparts (see

Chomsky 1977, Baltin 1982, Lasnik and Saito 1992 among others).

8 (3Ia.b) would be gmmmaticat if the object agreement prefix ai'pears on the verb, fonning left
dislocated c(lnstructions (8<lkamba t976).
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Consiùer the following examples of well-formeù "topicalization" in Dzamha

introùuceù in Chapter 2:

(32) a. I-rnu-nkanùa rnu-tom-âki
the-NcL3-letter/hook SP(NcL3)-senù-IMPERF
'The letter/hook P:lS:l sent.'

OP:ls:> .
P.:ls:>

h. I-zi-!.? b zi-hang-aki
the-Nct.5-mat SP(NcL5)-orùer-IMPERF
'The mat P:>~"J orùereù toùay.'

OP)SJ I:>:>me.
P:l~"J toùay

•

(32a) anù (32h) are the "topicalizeù" versions of (30a) anù (30h). They arc pecllliar in

two respects. First, unlike in the hasic transitive sentence, the logical suhject fllllows the

verh. Seconùly, the "topicalizeù" logical ohject triggers the sll~iect agreement. In (32a)

the agreement hetween the logical ohject anù the verh is inùicateù hy the morpheme 11//1-,

white in (32b) it is inùicateù hy the morpheme zi-. Notice that the Dzamha examples ir.

(32) are strikingly simitar to the Bahasa example in (Ih) except that the logical suhject

in (32) follows the verh, white the one in (Ih) preceùes the verh.

As 1 suggesteù in Chapter 2, 1 propose to analyze the raising of the ohject into the

structural suhject position in (32a-h) as forceù hy the (nuIl) ùefective Asp. Thus

"topicalization" in Dzamha is deriveù in the same way as Ohject Preposing in Bahasa.

The structures of, say, (30a) and (32a) at Spell-Out are assumed to be (33a) and (33h)

respecth~ly (the NP-chains shown).

(33) a. [TP P;)S:Ji sent [p,p ti Pr [A.pP the letterj Asp [vp tv tl'lIl1
1 1 1---

b. hp the lettcrj sent [p,p P:l.., Pr [A.pP t'j Asp [vp tv tj11l1
1 Il 1

• ln (33a) the regular Asp with a Case feature is chosen in the initial nurncration, making

the Spec of the AspP a structural Case position, white in (33b) the optional feature
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1+defective) is added to the Asp in forming the numeration, making the Spec of the

AspP a non-Case position. In (33a) the specifie Theme, which cannot get inherent Case

within the VP, raises into the Spec of AspP, where it checks its accusative Case, and the

Agent raises into the Spec ofTP, where nominative Case-checking takes place. In (33b)

the Theme has raised into the Spec of the TP via the Spec of AspP, which is evidenced

by the fact that it triggers the subject agreement. The Agent stays in the Spec of the PrP,

where it gel~ covert ergative Case. Since the verb raises overtly to the T in Dzamba, in

examples Iike those in (32), the Agent follows the verb.

Under (9), (33a-b) helong to the same reference set. (33a-h) are both well-formed for

the same reason that (5a-b) are both well-formed; they are equally economical with

regard io the MLC and the MFC.

Since Dzamha is Iike Bahasa in possessing in its lexicon the feature 1+defective]

which can be added to the Asp, it is predicted to behave in the same way as Bahasa in

terms of argument extraction. To be more specific, economy predicts that argument

extraction must take place out of the structural subject position. Intriguingly, this

prediction is borne out. First, let us consider the examples of subject relativization in (34)

(Bokamba 1976).

(34)a. O-mo-to 6-kpa-aki i-mu-mbmb
the-NcLI-person REL-take-IMPERF the-Ncu-jug
'The person who took the jug just fled.'

b. l-zi-kEnge f-zl-bung-f 0 kala~i

the-NcL5-slate REL-SP(NcL5)-lose-IPAST at school
'The slate which is lost at schoul was mine.'

a-kim-f.
sp(NcLl )-fJee-IPAST

zï-ha-aki za-nga.
sP(NcL5)-be-IMPERF of-me

•
As expected, the logica! subject occupying the structural subject position can be

relativized. As pointed out by Bokamba (1978), there is a neutralization of agreement

prefixes in subject relativization when a [+human] DP is relativized. This is why the

verb in the relative clause in (34a), where o-mo-ro 'the person' is relativized, does not
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hear agreement morphology. The example in (34h) is more tr.msparent; its verh in the

relative clause agrees with the extracted I-humanl OP, i-zi-kmgt 'the slate·.

Let us next eonsider rclativization of logiea\ ohjects. Relevant examples arc given in

(35) (Bokamha 1976).

P:J S:l 1:1:1 me mu-hung-i.
P:Js:J today SP(NCL3)-lose-IPAST

(35)a. *I-mu-n<b mb PJS:l a-tom-aki
the-NcL3-jug J>:)S:J SP(NCLI )-send-lMPERF
('The jug which J>:)S:J sent today is lost. ')

h. I-mu-nd:l nd:J i-mu-tom-aki
the-NcL3-jug REL-SP(NcL3)-send-IMPERF
'The jug whieh P:JS:l sent today is lost.'

b:lme mu-hung-i.
today SP(NCL3)-lose-IPAST

•
(35a) shows that the logieal ohjeet eannot he directly extracted, eontrary to what the ECP

would predict. As exemplified in (35h), where the verh tolll 'send' agrees with the OP

i-lIIu-nd:>ndJ 'the jug', the logicalobject must undergo "topicalization" before it ean be

relativized. The structures for (35a-b) are provided in (36a-b) respeetively, where the wh­

chains are indicated.

(36)

b. Icp OPj hp t

l
· sent IPrp P:J~':l Pr IA'pp t'j Asp Ivp tv tjIlIIl

1-

•

The iII-formedness of (36a) is explicable in terms of the economy account advocated in

this thesis. Given the revised reference set in (9), (36a-b) are subject to relative

comparison for economy. Moreover, (36a) is blocked by more economical (36b) in terms

of the MLC in (12); the wh-chain links in (36) are comparable and the length of the wh­

chain link is shorter in (36b) than in (36a). In effect, the "topicalization" or Object

Preposing in (36b) counts as a "free ride" for the succeeding wh-movement due to the

notion of chain link comparability in (13).
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Summing up, the present economy account extends automatically to the Dzamha

extraction racts discusscd ahove."

6.3. Ohject Preposing in Romance

ln sections 6.1. and 6.2., we considered Ohject Preposing in Austronesian and Bantu.

There is another kind of similar phenomenon noted in the Iiterature, i. e., so-called Ohject

Preposing in Romance impersonal constructions, which has often heen viewed as a

peculiar kind of "passive" (Rizzi 1982, Belletti 1982, Burzio 1986, Cinque 1988 among

others).

Romance languages have c1itics which are used to form impel'sonal constructions. Let

us examine the pair in (37) from Spanish. JO

9 Kinyarwanda has a s,Maclic pm""ss similar 10 "Iopicalizalion" in Dzamba-whal Kimenyi (1980)
l..lIs "Objecl-Subjecl ReversaI." Observe the following Kinyarwanda pair (Kimenyi 1980: 14 t):

(i) a. Umuhuûngu a'm-som-a igitllbo.
boy sP-.RF.s-read-AS. book
'The boy is reading Ihe book. '

b. Igilabo cyi-m-som·a umuhuûngu.
book sp..••r.s-read-AS' boy
'The book is heing read by Ihe boy.'

(ia) represenL. Ihe basic Imnsilive clause, while (ib) represents Ihe "reversed" clause, where Ihe logical
objecl triggers Ihe subjecl agreement.

Given pairs like (i), one may Ihink Ihal Ihe presenl economy accounl would predici Ihal argumenl
exlmclion musl Iargel slructuml subjects in Kinyarwanda. Bul Ihis prediclion is nol borne oui: one can,
for example. directly extmcl the logical objecl in (ia) (Kimenyi 1980; see also Chapter 4). Thb facl,
huwever, does nol falsify the economy anatysis (indeed. il mighl he used 10 argue for the analysis). As
poinled oui by Kimenyi (1980: 145-146), Ihe "reversed" objecl cannai he extrncted (far reasoas \hal are nol
clenr 10 me). Thus. the exlmction of the logical objecl in (ib) is iIIegilimate. If il tends 10 a cmshed
derivalian, Ihen the direcl extrnction of the objecl in (ia) would count as the mosl economical.

10 The Spanish examples in (37) and (39) are due 10 Joyce Gamvilo (personal communication).



urtfculos.
articles• (37) a. Sc lcerâ algunos

SE will-read(so) a few
'One will read a few articles.'

h. Algunos artfeulos se leerân.
a few articles SE will-read(PL)
'One will read a few articles.'
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ln Spanish, the impersonal c1itic is se. The impersonal construction Cllllles in two

varianl~. In (37a) the verh hears the singular agreement. In (37h), on the other hand, the

verh agrees with the "preposed" plural logical ohject. Thus, the preposed ohject is

arguahly in the structural suhject position (sec Burzio 1986 for the structural suhjeet status

of preposed ohjecl~ in Italian).

Here 1 will adopt a (rather freely) moditïed version of Cinque's (1988) analysis of

the si impersonal construction in Italian (see also Zushi 1995 for recent discussion). The

altemation hetween (37a) and (37h) is supposed to he due to the dual nature of the

impersonal clitic se. Il 1 assume that in (37a), the se is generated under the T and

identifies the Agent pro as arhitrary, acting Iike agreement. The finilc T must always

discharge its nominative Case in Spanish, and hence the pro checks its nominative Case

in the Spec ofTP. The nonspecific OP algunos anlculos 'a few articles' receives inherent

Case within the VP. In (37h), on the other hand, the se is assumed Hl he generaled under

the Caseless Asp. (37b) is similar to standard ergative constructions in that the Agenlpro

in the Spec of PrP is Iicensed by the Asp, se in particular. This lime the pro identitied

exc1usively hy se, 1assume, is without Case. Thus 1assume partly following Ura (1994)

that in certain situations, pro does not have to get Case (even in pro-drop Romance

Il Under Cinque's (1988) analysis, there are IWo types of impersona1 si in ltalian; one is an argument,
the othera nonargument. In Cinque's terms, se is a nonargument in (37a), while it is an argument in (37b).
both generated und.r the T. The present reanalysis accounts for the 8-theoretic difference between the two
types of impersonal clitics noted by Cinque (1988), given the assumption \hat the Asp can boar a Case
feature (or is present) only when there is a functional head Pr right above it, whose Spec hosts an external
argument (cf. Nœnan 1992). This is in essence a structurdl reinterpretation oi (the half of) 8urzio's (1986)
generalization, which states \hat only vems \hat assign an externa1 8-role can assign accusative ea...,.
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languages like Spanish). The logical ahject takes the option of not receiving inherent Case

(Chapter 2) and raises overtly into the Spec of TP, wilere it checks its nominative Case.

The derivations for (37a-h) are as follows.

(38) a. ITP Proi se will-read(sG) IprP (i Pr IA,pp Asp Ivp (va few articlesIl Il1
1 1

h. fTP al few articles se will-read(PL) Ip,p pro Pr IA,pp ASp Ivp (v (/11111

Under the present notion of reference set, these derivations compete tilr economy, sharing

the same set of seL~ of interpretahle features. They are equally economical in terms of the

MLC; there is no comparahle pair of NP-chain links in (38) and thus the MLC applies

only vacuously. They are also equally economical with respect to the MFC; they hoth use

one strong feature and one structural Case feature of the T. Therefore, (37a-h) are hoth

well-tilrmed.

Given that (37a-h) helong to the same reference set, the present economy account

predicts that the alternation ohserved in (37) should no longer he possihle once we extract

the logical ohject. This is because, within the current framework, the NP-movement of

the logical object in the Object Preposing in (37h) should count as a "free ride" as tàr as

wh-extraction is concerned. Thus, the prediction is that (37h) but not (37a) allows the

extraction in question. This prediction is indeed correct, as the following minimal pair

based on (37a-b) demonstrates:

(39) a. *Cuantos art(culos se leerli'?
how many articles SE will-read(so)
('How many articles will one read?')

b. Cuantos artfculos se leeran'?
how many articles SE will-read(PL)
'How many articles will one read?'



•
2-l7

(39h) hut not (39a) involves ühject Preposing. as one can tell l'rom the agreement on the

verh; the verh in (3%) agrees \Vith the extracted ohject. while that in (.Na) does not. The

derivations for thesc sentences arc given helow:

(40) a. *I cp what articles; ITI' pro; sc will-read(sG) 1l'd' li Pr 1",1'1' Asp 1VI' Iv 1111111

h. IcI' what articlesj ITp 1'; sc will-read(pl.) 11',1' pro Pr IA,I'I' Asp Ivl' Iv Ij\1I11
1 1

•

•

The wh-chain links indicated ahove arc comparahle with each other. (40a) withollt ühject

Preposing is hlocked hy (40h) with ühjeet Preposing, since the length of the wh-chain

link in the latter is shorter than that in the former. Thus the economy aeeollnt eovers

ühjeet Preposing in Romance as weil .

6.4. Summary

To summarize this chapter, it has heen shown that the eeonomy account devc\oped

in the previous chapters is successful in explaining the interaction hetween ühject

Preposing (or a special "passive" construction) and wh-extraction ohserved in unrelated

languages and hence gains further support. The interaction in question is predicted,

because übject Preposing is a species of ergative construction with no dcmotion of an

extemal argument, which, under the present analysis, gets compared with its

corresponding non-ergative construction (i.e., an antipassive or accusative construction),

if any.

The present analysis thus explains the hitherto unexplained observation that Tagalog­

type Wh-Agreement is found only in cases where we find ergative constructions. This

observation can be highlighted by split ergative languages like Chamorro without übject

Preposing; in Chamorro, the "Wh-Agreement morpheme" -um- (sec Chapters 2 and 4)
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shows up only in ergative realis clauses hut not in accusative irrealis clauses.

The main point of this chapter is that once we know where III look, we can realize

that the kind of ecnnomy phenomenon such as Wh-Agreement deall with here is in tact

ahundant in natural language and that there is nothing exotic ahout it, contrary to what

has onen heen expressed in the literature.
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CHAPTER 7

CONCLUSIONS

The preceding chapters have consisted of analyses of particu:ar constructions of

ip.:crest in particular languages. Let us now try to put the results altained there in hmader

perspective and see what implications they have for the theory of language.

Now we are ready to return to the major questions 1startcd this study with. They arc

repeated helow:

(1) What explains interactions hetween GF changing and II'h·movement'!

(2) a. What is the nature of the reference set'!

b. What is the nature of the economy conditions'?

The question in (1) has heen the central wneern throughont this thesis. 1 have examined

the relevant data pertaining to (1) l'rom a numher of languages. The discussions in the

preceding chapters have led to the conclusion that the interactions in question arc hest

explained in terms of one of the leading ideas espoused in the Minimalist Program of

Chomsky (1993, 1994, 1995), i.e., the notion of relative comparison among competing

derivations. To he more specifie, 1 have c1aimed that th~ Minimal Link Condition

(MLC), as an economy condition, coupled with the revised notion of rctcrencc set and

the notion of chain Iink comparahility, accounl~ for why GF changing processcs such as

antipassive, applicative, and Ohject Preposing (unusual "passive") interact with wh­

movement in the way they do. To the extent that this conclusion is correct, this thesis

provides significant empirical support for the general framework of Minimalism.

The attempt to answer (1) has proved to he heneficial in answering the questions in

(2), which any theory of economy should address. In reply to (2a), 1have argued that the



•

•

•

250

rcfcrcncc sct must makc crucial rcfcrcnce to the notion of lnterpretanilit)' (Chomsky

1995). In particuIar, it has necn argucd thatthis should he dcfined in terms of the non­

distinctncss of numcrations, which allows us to ignore uninterprctahle featurcs (i.I'.,

unintcrpretahle !ilrmal features and phonological featurcs). If this idea is on the right

track, it entails that Interpretahility has a profound influence throughout the syntactic

computation. Reinterpreting Chomsky's (1995) local interpretation of the reference set

from the present viewpoint, 1 have maintained that the reference set is determined

derivationally; a set of derivations that arise from non-distinct numerations at each step

of selection of lexical items. As has heen noted hy Chomsky (1995), a derivational

ch3racterization of the reference set has the effect of reducing the proh1em of the

computational complexity.

Also, the revised notion of the reference set has allowed us to derive the kind of

interlinguistic as weil as intralh.guistic variation investigated above in terms of

extractahility solely From morphological properties; those of antipassive morphemes,

which 1analyzed as associated with the functional category Asp and those of applicative

morphemes, which can he either of the category P or of the category V. Moreover, the

distrihution of the Specificity Effect (SE) in antipassives has hecn shown to he reducihle

to the lexical properties of antipassive morphemes. This is certainly a we\come result for

familiar reaS003. But as already pointed out, the daim that only functional elements can

be parameterized (Borer 1983, Fukui 1986, Chomsky 1991, 1993) seems too strong in

Iight of the facts surrounding apl'licatives. Then we are led to the view that ua can

pardmeterize not only functional categories but also substantive categories.

With regard to (2b), 1 have asserted contra Chomsky (1994, 1995) that economy

conditions such as the MLC, the Minimal Feature Condition (MFC), and the Minimal

Label Condition (MLAC), which select among derivations leading to convergence, can

apply in a tmnsderivational manner. Empirical arguments were based on such phenomena

as wh-extraction in languages Iike Tagalog, the distribution of the SE in antipassives, and
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successive cyclicity. The exact stage of derivation at which these cconomy conditions arc

operative is determined hy the nature of syntactic ohjects they arc concerned with. The

MLC, which constrains chain links, appHes at stages where chains are found. The MIT.

which deals with features, appHes as early as numerations arc formed. The ML\C,

concemed with phrase structure, is necessarily derivational, since Merge !s a derivational

operation.

Chomsky (1994, 1995) advocates the strictly derivatiollal view on the computational

system. My answer to (2h) is a c1ear departure l'rom the Minimalist Programllutlined in

Chomsky 1993, 1994, 1995. But in my view, it is not necessarily nOIl-Minimalist.

Derivationa1 operations such as Attract are inherently local, and they are also ahsolute and

inviolable. Economy conditions, on the other hand, are inhercntly non-local, and they are

also relative in the sense that they are potentially violahle conditions. The picture of the

computation"l system 1 am depicting is an attractive one; what we have is an effective

division of labor between derivational operations on the one h.and and economy conditions

on the other within the computational system.

ln addition to answering the major qutstions given in (1) and (2), 1 have made

specific proposais at various points about the secondary questions that arose in the course

of the discussion. For instance, 1 proposed based on ergative constructions that the

definition of Attract and the Extended Projectiun Principle assumed in Chumsky (1995)

need modification. 1 also proposed that there exists covert category raising, cuntrd

Chomsky (1995). In relation to this proposai, the possibility tu derive Procrastinate from

the MFC and the MLAC has been mentioned. Furthermore, the dichotomy ofantipassives

(Absolutive Antipass:ve versus Agentive Antipassive) has been argued to be a result of

the tension bel'.'/een the MLC and the MFC. As for Wh-Agreement, the present treatment

of Wh-Agreement has been shown to account for the systematic differences between

Tagalog-type Wh-Agreement and Irish-type "Wh-Agreement."

As always, many questions remain open. This thesis by no means is a comprehensive
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study of ail the po~~ihle interactiOl~s hctwccn GF changing and wh-movcmcnt. Thus as

skctchcd in a prcliminary way, the analysis developed herc pn~dicts interesting

interactions hetwcen hyper/:::.per-raising-to-ohject and wh-extraction. Il n;mains to he seen

whethcr the prediction turns out to he correct. Moreover, if the present analysis is indeed

on the right track, it is expected to have more applications outside the empirical domains

discussed in this thesis.

As Chomsky (1995) cmphasizes, the Minimalist Program is a programmatic approach

tilled with a :;:! of uncertainties, not an articulated theory. Thus it is expected to undergo

quite a numher of moditications in the future. Il is hoped that the modifications presented

here are a step forward and constitute part of the momcntum for pursuing the Minimalist

Program, which does seem to have something interesting to say ahout the nature of

language if 1 have heen successful at ail.
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