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ABSTRACT

This thesis investigates chain formation processes in syntax within the general
framewnrk of the Minimalist Program (Chomsky 1993, 1994, 1995), where comparison
among derivations plays a central role. It is primarily concerned with interactions between
Grammatical Function changing (Baker 1988a) and wh-movement. Constructions such as
antipassive, applicative, and Object Preposing (special "passive™) from typologically
different language§ are examined together with their implications for extraction. On a
theoretical level, this thesis proposes a modification of the notion of reference set
(Chomsky 1994, 1995), which fixes the domain of comperison for the purpose of
economy. In particular, the notion of reference set is defined in terms ot non-distinctness
of numerations; this in turn is sensitive to the Interpretability of features (Chomsky
1995). It is also argued that the Minimal Link Condition is an economy condition that
selects among convergent derivations on the basis of the notion of chain link
comparability. The system advanced here, in combination with some independently
motivated Minimalist assumptions, explains phenomena which have so far defied a unified
account, thereby providing important empirical support for the leading ideas of the

Minimalist Program.
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RESUME

Cette these examine le pocessus de formation de chaine en syntaxe dans le cadre
général du Programme Minimaliste (Chomsky 1993, 1994, 1995) dans lequel la
comparaison entre dérivations joue un role central. Nous étudions principalement les
interactions entre le changement de Fonction Grammaticale (Baker 1988a) et le
mouvement wh. Nous examinons des constructions telles que les antipassives, les
applicatives et la préposition d’objet (des "constructions passives” particuliéres) ainsi que
leur implications au niveau de {’extraction dans des langues de typologie différente. Au
niveau théorique, cette thése propose une modification de ia notion d’ensemble de
référence (Chomsky 1994, 1995) qui détermine le domaine de comparaison 3 des fins
d’économie. En particulier, la notion d’ensemble de référence est définie en termes de
caractere non-distinct de numérations; ceci est alors sensible 3 'Interprétation de traits
(Chomsky 1995). Nous montrons également que la Condition de Lien Minimal est une
condition d’économie qui sélectionne la meilleure dérivation conbergente en utilisant la
notion de comparabilité de lien de chaine. Le systéme avancé ici, en conjonction avec des
hypotheses Minimalistes indépendamment motivées, permet de rendre compte de
phénomenes qui jusqu’a présent défiait toute explication unifiée, apportant ainsi un

soutien empirique important aux idées principales du Programme Minimaliste,
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CHAPTER |

INTRODUCTION

1.0. Introduction

The thesis investigates certain chain formation processes in syntax and their intricate
interactions from the viewpoint of economy, assuming the general framework of the
Minimalist Program (Chomsky 1993, 1994, 1995). I will examine relevant data trom a
wide range of languages. 1t is hoped that they will shed light on the issue of how the
theory of economy should bhe developed so as to properly account for locality etfects
imposed on chain formation. In the course of the discussions to follow, 1 am going to
support the leading ideas of the Minimalist Program, as outlined in Chomsky (1993,
1994, 1995), while modifying some of its specific implementations. By so doing, this
thesis aspires to contribute to the refinement of the theory of economy, a topic that
emerged only in recent years and has so far remained rather obscure in its details. |
would also like to explore some implications and ramitications of the proposals made
here.

This introductory chapter has four aims; (a) to exemplify the kind of data I will be
mainly interested in in this thesis, (b) to briefly introduce the theoretical framework
adopted here, (c) to set the major goals of this thesis, and {d) to describe the organization

of this thesis. These tasks are taken up in turn in the following sections.

1.1. Phenomena of Interest

A rather well-known property of natural languages that sets them apart from most

formal languages is that they often permit multiple ways of expressing more or less the
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same thing, i.e., what Baker (1988a:7) calls Thematic Paraphrases. For instance,
consider the following productive alternation found in Kinyarwinda, a Bantu language

(Kimenyi 1980:94):

(1) a. Umwdalimu y-oohere-je igitabo kw’iishudri.
teacher sp-send-asp book  to school
“The teacher sent the book to school.’

b Umwdalimu y-oohere-jé-ho ishudri igitabo.
teacher sp-send-asp-appL  School book
“The teacher sent school the book.’

In (1) the verb oohere ‘send’ takes two internal arguments: one is the Theme igitabo
‘book’, and the other the Goal/Locative ishufiri ‘school’. In (1a) the Locative is the object
of the preposition. In (1b), on the other hand, it appears adjacent to the verb bearing the
applicative morpheme -ho, and is not preceded by the preposition. (1b) is known as an
applicative construction or a "double object” construction, where an oblique (in (1b), the
Locative) has become an "object” (see for example Larson 1988, Baker 1988a,b, Marantz
1993 for discussion). Note that (1a-b) both express more or less the same proposition.

In view of examples like (1), one might get the wrong impression that the kind of
alternation illustrated in (1) is rather free and unconstrained in natural language. As is
well-known, natural languages tolerate certair: aiternations such as (1) but not others.
Baker (1988a) has shown that there is a well-defined set of possible Grammatical
Function (GF) changing alternations in human language and that their possibility as well
as the impossibility of other alternations follows naturally from proposed linguistic
principles.

Baker (1988a) was primarily concerned with the Case-related properties of GF

changing processes. In the tradition of the grammatical theory this thesis is advocating

! Thanks are due to Alexandre Kimenyi (personal communication) for confirming the grammaticality
of (1a) and (2a) below, which I constructed based on Kimenyi's (1980) description.
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{see section 1.2.), Case has been associated with NP-movement (or A-movement). There
is, however, another major transtormational operation in the theory which has been one
of the central topics of syntactic research, i.e., wh-movement (or A'-movement) (see for
example Chomsky 1977). Then a natural question, which Baker (1988a) did not attempt
to answer, arises: Do GF changing alternations interact with wh-movement? And if they
do, how?

For those who have some familiarity with the literature on Relarional Grammar (sce
among others papers in Perlmutter 1983, Perlmutter and Rosen 1984, and Postal and
Joseph 1990; see also Keenan and Comrie 1977), it is not difficult to answer the first
question: the answer is positive. As an illustration, consider (2) where the Theme igitabo

‘book”’ in (1) has been wh-extracted by relativization (Kimenyi 1980:94-95):

(2) a. Y-a-tw-eerets-e igitabo dmwdalimu y-ochere-je kw’iishudri.
sp-pasT-op-show-asp  book teacher sp-send-asp to school
‘He showed us the book that the teacher sent to school.’

b. *Y-a-tw-eerets-e igitabo dmwdalimu y-o6here-jé-ho  ishudri.
sp-pasT-oP-Show-asp book  teacher sp-send-asp-arpL.  school
(‘*He showed us the book that the teacher sent school.”)

As shown above, an interesting contrast emerges when we try to extract the Theme in
(1); the wh-extraction is fine with (1a) but not with (1b). The observation is that the GF
changing process in (1b), promoting the Locative fo the status of "object,” makes the
other "object,” i.e., the Theme inaccessible to extraction.

One might argue that the contrast in (2) is not a matter of syntax at all. It has been
suggested from a purely functional point of view that only nominals that are "referentially
prominent” in a given discourse can be relativized (see for instance Kuno 1973, Schachter
1977). If the status of "object” just mentioned directly entails "referential prominence,”
then the deviance of (2b) could be attributed to the fact that the relativization has targeted

the wrong nominal, /.e., the Theme which is less prominent than the Locative.
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Nonetheless, there are reasons to doubt that a functional perspective offers a unified
account of data like (2).° If the "applied object" is more prominent than the “original
object” in a "double object” construction, a functionalist explanation would expect that
the contrast illustrated in (2) holds universally across languages. Curiously enough, not
all "double object” constructions behave in the way Kinyarwanda (1b) does. English, for
example, has a particular set of verbs that allow alternations of the kind shown in

Kinyarwanda (1) (see Oehrle 1976, Larson 1988 among cthers). Observe (3).

3) a. The teacher sent the book to the student.
b. The teacher sent the student the book,

(3a) corresponds to (1a), and (3b) to (1b). Now, consider the following examples of

relativization based on (3a-b):

@) a. [ saw the book which the teacher sent to the student.

b. I saw the book which the teacher sent the student.

The grammaticality of (4a), corresponding to (2a), is anticipated. But the grammaticality
of the English counterpart of ungrammatical (2b) in (4b) raises an interesting question.
Why is it that (2b) is ruled out in spite of the fact that superficially similar (4b) is ruled
in?

Thus, we are faced with the similar kind of problem that Baker (1988a) was: How
can we explain why wh-movement is possible in certain GF changing alternations but not
in others? In what follows, I will seek a formal analysis of the interplay between GF

changing and wh-movement.

2 See especially Chapters 3 and 4 for problems with functional/semantic accounts and a Relational
Grammar account,
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Here is a rough sketch of how my system works. Let us go back to the Kinyarwanda
pair in (2). Suppose that (2a-b) "compete” with each other. We know that what is wrong
with ill-formed (2b) is the whi-movement, for without the wh-movement, the sentence
would be grammatical, as shown in (1b). Thus, let us compare the two instances of wh-
movement in (2a-b). Keeping the discussion on an intuitive level, it appears that the wh-
movement in well-formed (2a) is shorter than that in ill-formed (2b). Observe the word
orders in (1) once again. The element to be extracted igitabo ‘book™ is closer to the
sentence-initial position in (la) than in (1b). Suppose that a derivation counts as "more
economical” than its competing derivation if its wh-movement is shorter. Then we can
rule out (2b} in favor of (2a); the wh-movement is shorter in the latter than in the former.
What about the English pair in (4)? Given the line of analysis in the preceding
paragraph, we would wrongly expect {4b) to be blocked by (4a). The tacit assumption
here is that (4a-b) gets evaluated with respect to each other. 1 will suggest that this
assumption is incorrect, i.e., (4a) and (4b) do not "compete” in the first place. If so, they
are grammatical independently of each other, resulting in the alternation in (4). As one
can tell from this outline, the determination of comparison domains for "competition” will
be crucial in the present approach.
In brief, my primary concern will be with interactions between GF changing and wh-

movement, though 1 will also discuss other kinds of phenomena.

1.2. Theoretical Framework

Linguistics has a long and rich history. Various linguistic phenomena have heen
studied and analyzed from different angles. The present study is couched within one
specific tradition, i.e., the tradition of generative grammar (see Chomsky 1957, 1965,
and numerous subsequent works). The ultimate goal of generative grammar is to gain

insight into the knowledge of lanpuage that exists in the human mind. Generative



6
grammar presupposes the existence of the language fuculty in the mind, which is
specifically devoted to language. Universal Grammar (UG) 1s a theory of the initial state
So of the relevant component of the language faculty. UG interacts with experience ir a
restricted way and yields a particular language. The theory of a particular language is its
grammar. See Chomsky 1957, 1965, 1981, 1986b among others.

Throughout this thesis, 1 presuppose the Minimalist approach to language outlined
in Chomsky (1993, 1994, 1995). This 1s, however, certainly not the place to provide a
comprehensive picture of this new framework. Thus, the reader is referred to Chomsky’s
(1993, 1994, 1995) original works for detailed discussions. Nonetheless, [ wili try to
summarize elements that are most relevant to the content of this thesis in the hope that |

it will facilitate the discussions to follow in the succeeding chapters.

1.2.1. Model of Grammar

Minimalism departs sharply from " Government-Binding" (GB) theory (Chomsky 1981
and subsequent works) in that the principles of grammar are supposed to be formulated
exclusively with notions belonging to the domain of "virtual conceptual necessity"

(Chomsky 1993). The so-called T-model of grammar in GB theory is depicted in (5).

(5 Lexicon
ols
| « Move o
S-S
/\ « Move «
PF LF

Here D-8, S-S, PF, and LF mean D-Structure, S-Structure, Phonetic Form, and Logical
Form respectively. These were all assumed to be independent levels of representations,

each of which must obey a specific set of principles. D-Structure is characterized as "a
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pure representation of thematicatly relevant Grammatical Functions” (Chomsky 1981 see
also Baker 1988a). PF and LF are interfuce levels, the former interacts with an
articulatory-perceptual system A-P, the latter with a conceprual-intentional system C-1
(Chomsky 1993).> S-Structure is derived from D-Structure by the transformational
operation Move o. S-Structure is a level that “connects” the other three levels with cach
other. LF is derived from it by further applications of Move «, a primary case of which
has been thought as Quantifier Raising (QR) (May 1977, 1985) (sec also Huang's (1982)
influential work).’

The Minimalist model of grammar, on the other hand, can be schematized as in (6):

Spell-Out

\ A

w

6) Cu:N

where Cyy; stands for the computational system of human language, N for a mumeration
or an array of lexical items (see (7) below), « for a PF representation, and A for an LF
representation. A quick comparison between (5) and (6) will reveal a marked difterence
between the two models; Minimalism abolishes D-Structure and S-Structure, and there
are only two interface levels, PF and LF. From the viewpoint of "virtual conceptual
necessity,"” the existence of D-Structure and S-Structure is not justifiable. Furthermore,
empirical arguments have been put forth that principles that were assumed to apply at the
non-interface levels must in fact not apply at those levels (see, for example, Chomsky'’s

(1993) discussion of Binding Theory; see also Hornstein 1995). To the extent that they

3 See Chomsky (1994:43 fn.4) for a remark on the two interface levels.
4 Or more generally, Affect & (see Lasnik and Saito 1984, 1992).

5 Recently, the existence of QR has been called into question, as the Minimalist Program emerged.
Thus, Hornstein (1995) proposes to do away with LF A’-movement altogether (including LF wh-
movement). See Chomsky 1995, chap.4, subsec. 10.3. for a brief remark on QR.
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are correct, there is no motivation left to posit D-Structure and S-Structure. In the model
given in (6), a linguistic expression is taken to be nothing but a pair of {x, A}.

The computational system maps an array of lexical items to the pair {=, A}. The
syntactic computation deriving A is assumed to be uniform. It includes such operations
as Select, Merge, and Attrace. Select is a procedure that takes a lexical item from the
numeration reducing its index by 1, and introduces it into the derivation already
constructed (Chomsky 1994, 1995). The notion of numeration is characterized as follows

(Chomsky 1994, 1995):

(N Numeration:
A set of pairs (I, {), where ] is an item of the lexicon and i is its index,
understood to be the number of times that { is selected.

An example of numeration would he a set of lexical items {she,, them,, punched,}. The
well-formed expression she punched them is obtained by successfully computing from the
numeration. 1f Select does not use up all the elements in the numeration, no derivation
is generated.

Merge is an operation that takes a pair of syntactic objects and combines them into
a new syntactic object (Chomsky 1994, 1995). The adoption of Merge allows the
Minimalist approach to dispense with X-bar Theory assumed in earlier work (Chomsky
1981, 1986a, Fukui 1986, Jackendoff 1977, Stowell 1981 among others).

Attract is the Minimalist analogue of Move « (though it is substantially different).®
I will come back to it shortly in subsection 1.2.3.

The operation Spell-Out can in principle apply anywhere in the course of a
derivation. It is assumed to strip away from the structure already formed those elements

that are relevant only to 7. After Spell-Out, the structure without the PF-related elements

S In this thesis, 1 will use conventional terms like movement and raising without reservation, though
I assume following Chomsky (1995) that transformations are more precisely attractions.
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undergoes further computation until it achicves A. 11 Spell-Out applies at a wrong point
in a derivation, the derivation crashes.

A computation or derivation is said to converge at one of the interface levels if it
consists only of legitimate objects that are interpretable at the level in question, satistying
the principle of Full Interpretation (F1) (Chomsky 1986b, 1991, 1993). Otherwise, a

derivation is said to crash.

1.2.2. Reference Ser

One of the leading ideas in Minimalism is that “the linguistic expressions are the
optimal realizations of the interface conditions, where ‘optimality” is determined by the
economy conditions of UG (Chomsky 1993:4)." This implies that convergence is a
necessary condition for a derivation to be realized as an expression, but not a sufficient
condition. Thus, less economical derivations are blocked by more economical ones even
if they converge (Chomsky 1994:5). In other words, the notion of comparison constitutes
an integral part of the Minimalist Program,

Of course, in order for economy principles to have full empirical content, it is
imperative to define exactly what derivations are comparable with each other, i.¢., the
notion of reference set (Chomsky 1994, 1995). Chomsky (1994, 1995) argues that a

reference set consists only of derivations sharing the same numeration.

(8) Reference Set: »
A set of derivations that arise from the same numeration.

According to (8), derivations that start, for example, with the identical numeration {she,,
them,, punched,} "potentially” belong to the same reference set and hence compete with
each other. I used the word "potentially” above, since Chomsky (1995) adopts the "local”

interpretation of reference sets, under which we consider only continuations of the
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derivation already constructed. This interpretation is supposed to have the desirable effect
of substantially narrowing down the number of derivations to be evaluated, as the
computation proceeds, reducing problems of computational complexity. Below 1 will
propose to modify Chomsky’s notion of reference set and his local interpretation.

The next subsection discusses the operation Attract in some detail.

1.2.3. Attract
Chomsky (1995:297) proposes that the transformational operation Attract is defined

in the following way:

9) Anract.
K artracts F if F is the closest feature that can enter into a checking relation with
a sublabel of K.

(9) differs from Move « in that it refers to features rather than categories. Chomsky
(1995) suggests that given that transformations are driven by the need for feature-
checking in the Minimalist Program, it is only natural to say that they seek to raise

teatures. Chomsky (1995:262) argues for the following economy condition:

(10) F carries along just enough material for convergence.

It follows from (10) that there is an asymmetry between overt movement and covert
movement. In particular, overt movement raises categories, because, otherwise, it would
leave elements that cannot be pronounced at the level of PF. LF raising, on the other

hand, is nothing but feature raising,’ since post-Speil-Out operations are free from PF-

7 Chomsky (1995) argues that feature raising is adjunction to heads.
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crash.®

Overt movement is triggered hy strong features, which must be climinated betore
Spell-Out. Chomsky (1995) advocates the idea that a derivation at a given stage cannot
proceed to the next stage if it contains a strong feature.® I it fails to get rid of the strong,
feature, it will be cancelled. Overt movement is impossible unless forced, as required by
Procrastinate (Chomsky 1993, 1994, 1995), which essentially states that derivational
operations must be done as late as possible. Chomsky (1995) maintains that the cconomy
condition in (10) provides a rationale for Procrastinate; feature raising is less costly than
category raising in view of (10).

Features in the lexicon are assumed to divide into three major kinds; phonological,
semantic, and formal features. As far as syntactic operations are concerned, only formal
features matter.'” Chomsky (1995) assumes that Attract, applicd to the feature T,
automatically carries along the set of formal features FF|F] including F. In this case, the
features of FF[F] other than F raise as "free riders,"” to use Chomsky’s terminology, and
may undergo feature-checking.

The formulation of Attract in (9) incorporates both the Minimal Link Condition
(MLC) (Chomsky 1993, 1994, 1995, Chomsky and Lasnik 1993) and the Principle of
Greed (Chomsky 1991, 1993, 1994, 1995, Lasnik 1993, 1995). This highlights another
important difference of Attract from Move «, which takes movement to be optional,

stating "Move any category o anywhere."” The MLC can be stated crudely as in (11)."

§A question arises regarding overt raising of phonologically null elements such as null operators,
pros, and PROs. If (10) is correct, it, like covert raising, must be feature raising. However, [ will argue,
contrary to (10), that covert maising can raise categories. I assume then that mising of phonologically null
elements is category raising.

In Chomsky 1993, a strong feature is assumed to lead to PF-crash for reasons that are no longer
justified in Chomsky 1995. ‘

1% ynder the revised notion of reference set to be presented below, semantic features, being
interpretable, matter, too.

H Chomsky and Lasnik (1993) simply state "Minimize chain links.” But this phrase is ambiguous.
It means either "Minimize the length of chain links" or "Minimize the number of chain links,”



(11y Minimal Link Condition (MLC):
Minimize the length of chain links.

Chomsky and Lasnik (1993) posit (11) essentially as a reformulation of Rizzi’s (1990)
Relativized Minimality. Intuitively, (11) requires that chain links created by the
transformational operation be minimal in length. The definition of Attract in (9) maintains
the essence of the MLC in that a given head K can attract only the closest feature. The

notion of "closeness” is defined simply as follows (Chomsky 1995:358):'

(12) Closeness:
B is closer 1o K than ¢ if B c-commands «.

The notion of checking domain characterizes strictly local relations such as Spec-head
and head-head relations where feature-checking can take place. The checking domain of
« is a set of positions included in Max(e), the smallest maximal projection including c,
but excluded by the complement of «.'* Consider the configurations in (13), where X

has a feature to he checked.

12 Chomsky (1995) considers another more complicated option for the notion of closeness, given in
(i) (Chomsky 1995:356) (sce Chomsky 1993, 1994, 1995 for the definition of minimal domain).

(i) Closeness:

If B c-commands « and t is the target of raising, then B is closer to K than & unless P is in the
same minimal domain as (i) 1 or (ii) e.

In Chomsky's (1995) system, (i) is needed on the assumption the strong feature of the "light” verb must
be satisfied by its outer Spec, not its inner Spec (see Chomsky 1995 for details). But in the present
framework where the paths of NP-movement in anh accusative transitive clause do not intersect (see Chapter
2), the assumption is irrelevant and hence (i) (along with the notion of equidistance) can be replaced by
much simpler (12).

'3 In Chomsky 1993, an adjoined position to the maximal projection of & is assumed to be in the
checking domain of «, an assumption dropped in Chomsky 1994, 1995.
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(13) a. XP b. X
N
YP/\ X’ Y X
VAN
X P

In (13a) YP is in the checking domain of X, but ZP is not."™ In (13b) Y is in the
checking domain of X,

Greed, which says, on an intuitive level, that there cannot be superfluous movement,
is now part of the definition of Attract. According to (9), every single instance of
Attraction must establish a checking relation (not just a checking configuration) between
the attracter and the attractee (Chomsky 1995:310). The notion of sublabel is stated in
(14) (Chomsky 1995:268),

(14) A sublabel of K is a feature of H(K)"™,
where a feature of H(K)?™* is a feature of the head H{K) of K or some head adjoined 0o
it. Suppose that K attracts F and that each feature of FF|F] is in the checking domain of

each sublabel f of K. Then,

(15) Feature F* of FF|F] is in a checking configuration with f; and F* is in a
checking relation with f if, furthermore, F* and f match.

A question arises as to what happens if there is mismatch of features during a

computation. I simply follow Chomsky (1995:309) in assuming (16).

(16) Mismatch of features cancels the derivation.

' It is assumed in Chomsky 1995 that no feature-checking can take place in a @-position.
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Thus, the configuration containing mismatch of features is regarded as an illegitimate
syntactic object. As Chomsky (1995) points out, it is important to draw a distinction

between mismatch and nonmatch, Consider the following examples:'?

(17) a. *Her likes us.

h. She; seems [t to |4 like us]].

(17a) is a case of mismatch of features. Thus the accusative Case feature of her is in
conflict with the nominative Case feature of the T (Tense), causing the derivation to
abort. (17b), on the other hand, involves nonmatch of Case features in the Spec of TP
in the embedded clause; the nominative Case feature of she fails to match the feature of
the infinitival T, which has no Case. But this is fine, since it is not an instance of feature
mismatch, and the computation continues until it yields the well-formed output in (17b).
The Case feature of she successfully gets checked against the Case feature of the matrix
T. The attraction by the infinitival T is consistent with the definition of Attract, for it
allows the D-feature of the T to match that of the DP she, satisfying the Extended
Prajection Principle (EPP) {Chomsky 1982) (see below).

it should be emphasized that Attract is a definition and hence cannot be violated in
any cvent.

As an illustration, let us now see how the definition of Attract given in (9) accounts
for standard Relativized Minimality effects it is intended to account for. The following

examples illustrate Relativized Minimality violations (see Rizzi 1990):

15 Technically, "traces" are "copies” of moved elements in the Minimalist Program (Chomsky 1993).
But 1 do not hesitate to use "traces” for the sake of exposition.



(18) a. *Have; John might 7 left for Montreal by now?
b. *John; seems that it was told r; that Bill got injured.

¢. *How; do you wonder what John fixed 7; yesterday?

Rizzi's (1990) Relativized Minimality states that (antecedent) government of Y by X is
blocked by intervening Z only if Z is a potential governor of the same kind as X tfor Y
(see also Baker and Hale 1990 for an extension). (18a) is a violation of the Head
Movement Constraint (HMC) (Travis 1984; see also Chomsky 1986a, Baker 1988a),
where the movement of the head frave skips over another head might. (18b) is a case of
super-raising, in which the A-movement of Jo/in is blocked by the potential antecedent-
governor it in the A-specifier position. (18¢) is a classic example of a wi-island violation
(see Chomsky 1964, Ross 1967 among many others); the A’-movement of the adjunct
wh-phrase fow out of the embedded clause is blocked by the potential antecedent-
governor what in the intermediate Comp position, an A’-specifier position.

The HMC violation in (18a) is excluded by (9) in a straightforward manner. The
strong feature of the complementizer must attract the closest element that can enter into

a checking relation with it, i.e., might. (19) satisfies (9).
(19)  Might, John ¢, have left for Moatreal by now?

The situations concerning super-raising and wh-islands are more complicated, but are
ruled out by (9). Let us first consider the wh-island violation in (18c). Suppose that we
reached the following stage of the derivation after the strong |+WH] C within the

embedded clause successfully attracting what:

(20) [« do you wonder [; what; John fixed £, how yesterday]]
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What we need to do in (20) is to fill the position [Spec, «] by attracting some element.
Here | should mention an extremely important proposal recently made by Chomsky
(1995) regarding the hitherto neglected asymmetry that exists between two classes of
formal features. Chomsky (1995) proposes to make a sharp distinction between
interpretable and uninterpretable features. Uninterpretable features must be deleted and,
when possible, erased, as soon as they get checked since they do not play any role at LF.
Deleted features are invisible at LF but accessible to the computation. Erased features are
inaccessible to any kind of operation. In familiar cases we are mainly concerned with in
this thesis, uninterpretable features cease to be accessible to the computational system
once they get checked.'® By virtue of being legitimate objects at LF, interpretable
features, on the other hand, remain accessible to the computational system throughout
computations even if they get checked. Interpretable features include those in (21a),

uninterpretable ones those in (21b).

@n Dichotomy of Formal Features:
a. Interpretable features: categorial features, ¢-features of nominals, wh-features,
Q-features
b. Uninterpretable features: Case features, ¢-features of non-nominals, affixal
features, strong features

The computational difference between the two kinds of features neatly explains the fact
that a single nominal can satisfy the EPP several times (see below) and can check
multiple agreement, but not multiple Case relations. In (17b) the EPP is satisfied twice
in the embedded Spec of TP and the matrix Spec of TP. This is possible because the
categorial D-feature of she, heing interpretable at LF, does not delete and hence can be

accessed over and over again throughout the derivation. Similarly, since the ¢-features

16 Chomsky (1995) suggests that this may be parameterized across languages; an uninterpretable
feature of a head is not necessarily erased when checked in languages that allow multiple specifiers. See
Reinhart 1981, Koizumi 1995, Ura 1994. I will take advantage of the deletion/erasure distinction in dealing
with parametric variation with regard to mising out of CPs (Chapter 2, section 2.4.).
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of a nominal is interpretable, it can check the ¢-features of non-nominal elements more
than one time (see Chapter 5 for examples). The uninterpretable Case feature of a
nominal, in contrast, cannot enter into multiple checking relations, because it becomes
inaccessible to the computational system once it is checked and erased.

Given this proposal, the derivation in (18¢) does not arise in the first place, since it
violates the definition of Attract. Once the wh-phrase whar is raised into the embedded
Spec of CP, as in (20), the matrix strong |+WH] C cannot "see” and attract any wh-
phrase that is more distant from it than whar. Thus, (22) is the only available choice in

light of Attract.

(22) What; do you wonder ¢'; John fixed £ how yesterday?

In the above derivation, it is the whar that moves into the matrix Spec of CP. This is
possible and thus required, because its wh-feature, being interpretable at LF, remains
accessible throughout the derivation. Chomsky concludes that (22) converges with ail the
uninterpretable features properly checked, but it converges only as gibberish,

Let us next consider super-raising in (18b). Suppose that we reached the following

stage of the derivation in question:

(23) [« was told John [, that Bill got injured]]

The next step is to fill the position [Spec, a], either by raising John or by inserting the
expletive it drawn from the numeration to satisfy the EPP, which has been reinterpreted

as the D-feature of T requiring raising or insertion of a DP into its checking domain

(Chomsky 1994, 1995).
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(24) Extended Projection Principle (EPP):
EPP = D-feature

If the D-feature of T is strong, as it is in English, the EPP must be satisfied before Spell-
Out. In {23) the exercise of the option of raising John violates Procrastinate. Therefore,
at this phase of the derivation, the insertion of it is preferred hy Procrastinate. Then, we

get (25).

25) [« it was told John [, that Bill got injured]]

Suppose next that we are ready to fill the matrix subject position. The definition of

Attract in (9) dictates that the following derivation is the only choice:

(26} *It, seems that ¢, was told John that Bill got injured.

In (26) the expletive it inserted in the intermediate subject position by Merge has been
raised into the matrix subject position, being the closest element that can enter into a
checking relation with the matrix T. Although its uninterpretable nominative Case feature
gets erased when it is checked against the T of the intermediate clause, its categorial D-
feature, being interpretable, remains accessible to the computational system. This means
that the raising of it in (26) satisfies the EPP in (24). In effect, in (18b), John, which is
farther from the matrix subject position than it, is "invisible" for Attract. In other words,
(18b) cannot be generated, in violation of the definition of Attract itself.

Suppose now with Chomsky (1993) and Chomsky and Lasnik (1993) that the MLC
is an economy condition independent of the definition of Attract. Then, under the set of
assumptions Chomsky (1994, 1995) makes, the super-raising in (18b) would be wrongly
predicted to be well-formed. Following Chomsky (1994, 1995), let us assume (27):
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27N Economy conditions select among convergent derivations only.

Given (27), the MLC, as an economy condition, chooses among convergent derivations.
Note that the derivation in (26) results in a crashed derivation (in contrast to the
convergent derivation in (22)) since, among other things, the uninterpretable Case feature
of John will remain unchecked., Then (26) is not qualified to block the derivation in
(18b), which converges since all its uninterpretable formal features are successtully
checked and erased by the time it reaches LF. This is the reason why Chomsky (1994,
1995) proposes to incorporate the MLC into the definition of Attract,

(28), which arises from the same numeration that (26) arises from, is well-formed.

(28) It seems that Joka; was told ¢; that Bill got injured.

(28) violates Procrastinate; in (28) John raises into the intermediate Spec of TP at the
stage in (23). The raising of John is permitted, though, because it is necessary for
convergence. Recall that (25) leads to a crashed derivation. In order for Chomsky’s
account to work, then, it must be that Procrastinate is a violable economy condition, i.e.,
it is not part of the definition of Attract and can be overridden for convergence.

In short, the standard Relativized Minimality effects are accounted for by the
definition of Attract together with the above-mentioned set of assumptions, of which the
one about the interpretable/uninterpretable distinction is the most important.

This concludes the brief summary of Chomsky’s (1995) feature-driven theory of
transformation. In chapters to follow, [ will adopt its basic technologies, but at the same
time, I will make and defend assumptions that differ substantially from those made by

Chomsky (1995).
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1.3. Major Goals
In section 1.1., I mentioned that { am interested in the way GF changing affects wh-
extractability. For reasons to be spelled out in Chapter 4, the ill-formedness of (2b) is
unexpected under the standard analysis of whA-movement in GB theory, the Empty
Category Principle (ECP) in particular (see Chomsky 1981, Lasnik and Saito 1984, 1992
among numerous others). Then the first major goal of this thesis will be to answer the

following question:
(29)  What explains interactions between GF changing and wh-movement?

It seems that the Minimalist model of grammar laid out in Chomsky (1993, 1994, 1995)
is conceptually more elegant than any of its predecessors. If it is in fact on the right
track, we expect that it should be explanatory empirically as well. The question is: Is it?
If it can be demonstrated that the Minimalist Program offers a framework where the
interactions in question can be explained in a principled way, we have empirical evidence
for (some version of) Minimalism.

Given the Minimalist framework where economy conditions choose among competing

derivations, the following two immediate questions arise:

30 a. What is the nature of the reference set?

b. What is the nature of the economy conditions?

The second major goal of this thesis is to provide answers to the questions given in (30).

As seen above, Chomsky's (1994, 1995) answer to question (30a) is that the notion
of reference set is defined in terms of the initiai numeration. Moreover, Chomsky
suggests that it is defined in a highly local manner; economy co;npares continuations of

the derivation already constructed out of a given numeration. Discussing this issue,
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however, Chomsky (1994:7) remarks that "at least this much structure seems to be
required; whether more is needed is a hard question,” hinting the possibility that his
notion of reference set might need modification.

As for question (30b), Chomsky (1994, 1995) argues that economy conditions such
as Procrastinate are local or strictly derivational in nature. Thus, according to Chomsky
(1995:348), "we select Merge over Attract/Move if that yields a convergent derivation,
irrespective of consequences down the road as long as the derivations converges; but we
select Attract/Move even violating Procrastinate if that is necessary for convergence.”

These answers of Chomsky’s to (30a-b) are only natural in light of his strict
adherence to the strictly derivational characterization of the computational system,

Importantly, the answer to the question in (29) will prove to be quite revealing with
respect to the questions in (30). This is hardly surprising and in fact almost anticipated,
since one of the principal innovations of Minimalism, which was lacking in previous
theories, is the notion of comparison among derivations, and the inadequacy of previous
theories in handling the phenomena of interest here, 1 will argue, is attributable to the
lack of this notion. By investigating the relevant data, whose account makes crucial use
of the notion of comparison, one can hope to gain insight into the theory ot economy.

To be a bit more concrete, my short answer to (29) is that the MLC, together with
an appropriate notion of reference set and a notion for deciding what chain links are
comparable with each other, explains the interactions at issue. Crucially, the MLC I have
in mind is an economy condition but not just part of the definition of Attract, as in
Chomsky (1995).

My answer to (30a) in a nutshell is that the notion of reference set is sensitive to the
Interpretability of features. As mentioned above, Interpretability plays an extremely
important role in computational processes. 1 will argue that the distinction between
interpretable and uninterpretable features also plays an important part in defining the

reference set. In particular, I will suggest that only interpretable features are relevant in
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determining reference sets.

As for (30b), T wili argue contra Chomsky (1994, 19935) that the economy conditions
are nor local or strictly derivational in nature in the sense that they can apply
transderivationally: strictly derivational conditions, being inherently intraderivational,
cannot apply transderivationally. 1 will present empirical arguments for the nen-local

characterization of the economy conditions.

1.4. Organization

The rest of this thesis is organized in the following way.

Chapter 2 is intended to spell out the background assumptions about Case and
agreement adopted in this thesis. In addition, it will be argued that ergative constructions,
in a sense of the term to be clarified, necessitate modification of Chomsky’s (1994, 1993)
formulations of Attract and the EPP given above,

The topic of Chapter 3 is antipassive, a GF changing phenomenon which is known
to interact with wh-movement. First, the analysis of antipassives assumed here will be
presented. Then drawing on data from Tagalog, 1 will establish that the ECP cannot deal
adequately with wh-extraction in Tagalog. As an alternative to the ECP, an economy-
based account will be put forth. The MLC as an economy condition, in combination with
a revised notion of Chomsky’s reference set, will be argued to offer a unified account of
extraction facts in Tagalog and other ergative languages. Also, different kinds of
antipassives will be examined from the perspective of economy. Their properties with
respect to the Specificity Effect (Eng 1991) and extraction will be shown to follow from
the MLC and another economy condition called the Minimal Feature Condition (MFC).

In Chapter 4, GF changing applicative constructions in Bantu and Austronesian are
discussed. More specifically, I will be concerned with the way in which they interact with

wh-movement of logical objects. As will be seen, there are illegitimate cases of such wh-
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movement which are problematic for the ECP. After presenting an analysis of
applicatives, 1T will go on to show that the economy account introduced in Chapter 3
explains relevant extraction facts in a straightforward fashion.

Chapter 5 goes beyond a single clause and examines long-distance dependencies. It
will be argued that the moditied notion of reference set and the formulation of the MLC
as an economy condition gain further support from successive cyclicity. It will also be
argued that the so-called Wh-Agreement, which has been claimed to morphologically
register the successive cyclic application of w/-movement (Chung 1982, 1994), does not
in fact reflect successive cyclic Comp-to-Comp movement. 1 will show instead that it
results from the interaction between a GF changing process, i.e., antipassive, and wh-
movement.

Chapter 6 consists of extensions of the proposed system to Object Preposing in
Austronesian, Banty, and Romance. It is shown that this special kind of "passive"
interacts with wh-extraction and that the interaction can be explained by the present
economy analysis. Thus it lends further empirical support to the analysis.

Chapter 7 concludes this thesis.



CHAPTER 2

CASE AND AGREEMENT

2.0. Introduction

This chapter is concerned with Case and agreement. Its main purpose is to spell out
the present assumptions about them, thereby laying the groundwork on which the
succeeding chapters are based. As we will see, some of the assumptions are substantially
different from those made in Chomsky (1993, 1994, 1995).

The organization of this chapter is as follows. In section 2.1. I present the phrase
structure assumed throughout this thesi~. In section 2.2. I consider structural Case, which
is checked uniformly within a functional projection. It is suggested there that syntactic
ergativity derives from the defectivity of the functional category Asp (Aspect) (Travis
1991, forthcoming). It is also suggested on the basis of ergative constructions that
Chomsky’s (1994, 1995) formulations of Attract and the Extended Projection Principle,
presented in Chapter 1, need to be modified. Section 2.3. lists the basic properties of
inherent Case, which, in contrast to structural Case, is checked within a lexical
projection. Section 2.4. makes the assumption that CPs need not but may get Case (Levin

and Massam 1985).

2.1, Clausal Structure

Throughout this thesis, I take the basic clausal architecture to be the following:!

! As mentioned in Chapter 1, Chomsky (1994, 1995) argues that X-bar Theory is almost entirely
derivable from his theory of bare phrase structure based on the operation Merge. But in this thesis, I will
stick to familiar X-bar notations for expository purposes.
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Spec C
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where VP stands for Verb Phrase, AspP for Aspect Phrase (Travis 1991, forthcoming),
PrP for Predicate Phrase (Bowers 1993), TP for Tense Phrase, and CP for
Complementizer Phrase. There are a few points about the structure in (1) that need to be
clarified. First, | assume a version of the predicate-internal subject hypothesis (sce
Bowers 1993, Fukui 1986, Kitagawa 1986, Koopman and Sportiche 1991, Kuroda 1988
among others), as the Minimalist Program does. The particular version 1 adopt here is
Bowers’ (1993), where the logical subject or the external argument is generated in the
Spec of PrP.2 The head Ps is a functional category with semantic content; it 1-ediates
the predication relation that holds between the logical subject in its specifier position and
its complement (cf. Chomsky’s (1994, 1995) "light” verb of non-substantive category that
accommodates the external argument). Let us call the Spec of PrP the logical subject

position. Let us also call the VP-internal position of thematic objects the logical object

2 See Bowers (1993) for a critical review of the other versions of the internal subject hypothesis.



position.

Sccondly, however, the structure given in (1) differs from the one proposed by
Bowers (1993) (and the one assumed in Chomsky 1993, 1994, 1995) in that the
complement of Pr is not a lexical category but a functional category, namely, AspP. 1
assume tollowing Travis (1991, torthcoming) that the logical subject position and the
logical object position are separated by AspP.* Travis (1991) argues for the existence of
AspP based mainly on data from Western Austronesian languages. In particular, facis on
verbal morphology indicate that there is an aspectual head separating the two 9-related
projections, and the Spec of AspP serves as a landing site for movement (see relevant
examples below). 1t is rather common across languages of the world that aspectual
morphemes are ditferent from tense morphemes (see for instance Bybee 1985, Baker
1996). The positing of AspP has proved beneficial in analyzing a number of unrelated
languages (see Baker 1996, Travis forthcoming among others).

The postulation of AspP, | believe, has theoretical motivation as well as empirical
motivation. tn Chomsky’s (1991, 1993, 1994, 1995) system, structural Case features are
supplied by V and T. But notice that we have an asymmetry here; V is a lexical category,
while T is a functional category. We can eliminate this perhaps unwanted asymmetry by
saying that structural Case features are associated exclusively with the tense-type
tunctional categories, T and Asp. T and Asp are regarded as virtually the same element
that has the feature specifications | trealis], and the only difference is that they have
difterent scope; T has scope over the whole event, while Asp has scope only over internal
arguments (Travis 1991, forthcoming). Asp, in this view, is nothing but "inner T."3

Thus, 1 hold that the Spec of AspP, like the Spec of TP, is a structural Case position,

3 1 assume that the logical object position can be either the Spec of VP (in the case of ditransitive
verbs) or the complement of V (in the case of transitive and unaccusative verbs).

# For similur proposals, see Koizumi (1993, 1995) and references cited there. 1 am committed to
Travis® (1991, forthcoming) view that the functional category in question has semantic content.

3 From this perspective, 1 will anajyze antipassives 75 Caseless Asp or "inner infinitive” in Chapter
3.
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which "derived objects” raise into (Travis 1991, forthcoming). Thus, the Spee of AspP
is called the structural object position. The Spec of TP, on the other hand, is catled the
structural subject position.

Thirdly, it should be pointed out that the structure in (1) does not employ the kind
of proliferated INFL (inflectional) system, where Agr (Agreement) and T each head their
own projections (see Pollock 1989, Chomsky 1991, 1993, and others). Chomsky (1995)
has recently proposed to eliminate Agr entirely from the lexical inventory of UG. The
conceptual reason for this proposal is that only functional categories with semantic content
should exist; since Agr is not interpretable at LF, it follows that its existence is not
justifiable (see Chomsky 1995 for discussion).® In this thesis, 1 subscribe to this view
both for conceptual and expository reasons. But the elimination of Agr leads us to ask
how exactly agreement is achieved. Following Travis (1994), 1 assume that agreement
is the grammatical encoding of a relation between a specifier position and a functional
category (see also Sportiche 1990). Technically speaking, one way to implement this idea
is to say, partially following Chomsky (1995), that ¢-features are optionally added to the
functional categories T and Asp, as they are introduced to the numeration. Hence,
nominal elements in the Spec of TP or the Spec of AspP can in principle trigger
agreement under a Spec-head configuration. Even without Agr then, we can still entertain
the view before Pollock 1989 that agreement is a reflex of a local Spec-head relation (cf.
Chomsky 1986a).

Also, the phrase structure in (1) is faithful to the Minimalist claim that 8-role
assignment and structural Case assignment are divorced; 0-positions are not structural

Case positions (Chomsky 1993, 1994, 1995).7

6 A closely related restrictive view on functional categories has been expressed by Travis (1994).

7 The situation surrounding inherent Case assignment is different. In fact, inherent Case positions
coincide with B-positions. Furthermore, in syntactically ergative languages/constructions, the structural
object position (the Spec of AspP) and the logical subject position {the Spec of PrP) are virtually collapsed
into one. See below.
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The functional head C clearly is interpretable. It indicates the illocutionary force of
the whole clause, such as declaration versus interrogation (see Cheng 1991 in particular).
The Spec of CP hosts a series of syntactic operators, of which wh-phrases are a classic
example.

In short, we have the following rather elegant system. There can be two structural
Case positions in a clause. They are the Spec of TP and the Spec of AspP, and both are
potentially able to check agreement. In a triadic clause, one argument must get inherent
Case (see section 2.3. and Chapter 4). The logical subject and the logical object are
generated in the Spec of PrP and the VP-internal position, respectively. The Spec of CP
is the operator position. All the projections in (1), lexical and functional, survive until

LF, precisely because they are interpretable.

2.2, Structural Case
2.2.1. Accusativity
Under the present analysis, the English transitive sentence in (2) has the derivation

in (3) (irrelevant details omitted).

(2) John bought the dress for Cindy.



(3) TP

Spec  T°
Dp
John; T PrP

Spec Pr’
PP
, Pr AspP
botght
Spec  Asp’
DP
the Llre':;si Asp VP

Spec \A
pp
s /PP\
P DP

for Cihdy

In the above structure in (3), the logical subject John has overtly moved into the
structural subject position, i.e., the Spec of TP, while the logical object the dress has
raised into the structural object position, i.e., the Spec of AspP.? 1 assume with Bowers
(1993) that the V raises to the head of PrP in overt syntax in English.

The analysis given in (3) differs from such analyses as Chomsky’s (1991, 1993) and
Murasugi’s (1992), under which crossing paths of NP-movement are created in the basic
transitive clause in accusative languages. Given the phrase structure in (1), the nominative
chain and the accusative chain do not intersect at all, since logical subjects are generated
above the structural object position.

The derivaiion in (3) clearly satisfies the definition of Attract (Chomsky 1995).

8 Koizumi (1993, 1995) argues that the latter movement takes place in overt syntax, though it is into
the Spec of AgroP in his terminology (see also Johnson 1991). Even if it turns out to be covert, [ assume

that the entire category not just the formal features is raised, contra Chomsky (1995). See succeeding
chapters for arguments for this assumption.
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4) Attract:

K arrracts F if F is the closest feature that can enter into a checking relation with
a sublabel of K.

(5) Closeness:
B is closer to K than « if § c-commands o.

In (3) the T attracts John generated in the Spec of PrP, the closest nominal that can check
its formal features against the T, whereas the Asp attracts the dress generated in the Spec

of VP, the closest nominal that can check its formal features against the Asp.

2.2.2. Ergativity

Now, let us shift our attention to ergativity. In recent years, there has been much
interest in the syntax of Case and agreement in ergative languages from a formal point
of view (see, among many others, Bittner 1994, Bobalijk 1993, Bok-Bennema 1991,
Campana 1992, Bittner and Hale 1996, Maclachlan 1995, Maclachlan and Nakamura
1994, Murasugi 1992, Nakamura 1994b). Although analyses of ergativity differ in
details, evidence has been accumulating that absolutive Case is tied with T and should be
equated with nominative Case in accusative languages (Bittner 1994, Campana 1992,
Maclachlan 1995, Maclachlan and Nakamura 1994, Murasugi 1992, Nakamura 1994b,
but contra Bobalijk 1993 and Chomsky 1993).

Here I will present an analysis of ergativity using the clause structure given in (1).
Let us consider the following example from Tagalog, an Austronesian language spoken

in the Philippines.®

9 Tagulog makes a distinction between proper names and non-proper names in terms of Case-marking
und prepositions. For proper numes, si- (absolutive), ni- (ergative), and kay- (oblique) are used. For non-
proper names, ang- (absolutive), ng- (ergative), and sa- (oblique) are used. Note that the inherent Case-
marker is homophonous with the ergative marker ng-. See below.
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6) B-in-ili  miJuan  ang damit  para kay Maria,
bought(tt) erc-Juan ass-dress  for osi-Maria
‘Juan bought the dress for Maria.’

Following Byma (1986), De Guzman (1988), Maclachlan (1995), Maclachlan and
Nakamura (1994), Nakamura (1994b), Payne (1982) and others, 1 regard Tagalog as an
ergative language. My commitment to the ergative view of Tagalog is reflected in the
glosses.

Essentially, I adopt the kind of analysis of Tagalog proposed by Guilfoyle er af.
(1992) and Richards (1993), but with some modification. Under the present analysis, the

transitive construction in (6) is derived in the way shown in (7).

0 TP

Spec T’
DP
the dress; T PrP
A hough't(rr)

Spec Pr’
DP
Juan Pr AspP
Asp VP
Spec  V’
AN
LV PP

P DP

1
for  Maria

In (7) the absolutive-marked thematic object ‘the dress’ is the structural subject (Guilfoyle
et al. 1992, Richards 1993) and raises covertly into the Spec of TP, while the ergative-
marked thematic subject stays in the Spec of PrP. The covert raising of absolutive DPs

means that the T in Tagalog does not have a strong D-feature.
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What is responsible for the parametric difference between, say, English and Tagalog
with respect to the pattern of NP-movement in a transitive clause? 1 maintain that the

difterence reduces to the following lexical property:
(8) In ergative languages, Asp is defective,

My claim here is that in core cases, ergative languages differ from accusative languages
essentially in one respect; the Asp in the former but not the latter is defective so that it
cannot check its structural Case feature against nominals by itself. In particular, it can
only participate in structural Case-checking with the mediation of another functional
category, i.e., the Pr. The structural Case feature of the Asp is transferred to the Pr,
which in turn checks the Case feature against the nominal in its specifier position. Thus,
in ergative languages, the logical subject and structural object positions are collapsed into
one, o to speak. This immediately explains why structural ergative Case is found only
on logical subjects.

It Chomsky (1995) is correct in maintaining the strict complementarity of 6-role
assignment and feature-checking, the ergative DP in the "inner” Spec of PrP must raise
into the "outer" Spec of PrP (cf. Murasugi 1992 and Chomsky’s (1995) discussion of
agreement in APs). The short raising, if it exists, has little to do with the main concerns
of this thesis and therefore will be suppressed throughout for ease of exposition.

In aspect-split ergative languages, the defectivity of Asp is usually tied with
perfectivity (see Dixon 1979 among others). Thus, the nominative-accusative pattern is
tound in imperfective clauses, where the Asp can check structural Case in its specifier,
while the absolutive-ergative pattern is found in perfective clause, where the Asp is
defective. In mood-split languages like Chamorro, an Ausu'onegian language spoken in
the Mariana islands, the accusative pattern in associated with the irrealis mood, and the

ergative pattern with the realis mood (Chung 1982, Cooreman 1987). Consider the



13

following pair from Chamorro (Chung [982):

9 a. Ha-fa’gasi si Juan i kareta.
3sc.erg-wash  umnm-Juan  the car
*Juan washed the car.’

b. Pdra  u-fa'gasi si Juan 1 kareta
FUT 3sc.Nom-wash unm-Juan  the car
‘Juan is going to wash the car.’

In realis (9a), the ergative agreement appears on the verb. In irrealis (9b), on the other
hand, the verb bears the nominative agreement. Within the current frumework, one may
say that the Asp in realis clauses is defective in Chamorro.'

Now, let us consider how the derivation in (7) is allowed. No interesting question
arises with respect to the logical subject, which remains in situ throughout the derivation,
The raising of the absolutive into the Spec of TP, however, raises a question concerning
Attract.

The definition of Attract in (4) seems to prohibit the raising at issue. Specifically, the
T must attract the logical subject in the Spec of PrP rather than the logical object, since
Attract is supposed to be able to access the D-feature that is responsible for the Extended

Projection Principle (EPP).

(10)  Extended Projection Principle (EPP):
EPP = D-feature

The D-feature of the T can enter into a checking refation with the undeletable D-feature
of the logical subject. Furthermore, the Spec of the PrP is closer to the T than the Spec

of the VP is. Therefore, given what we have assumed so far, the absolutive raising over

10 11 split-ergative languages, we can draw a distinction between ergative Case and accusative Case,
though the source of these Cases is the same, i.e., Asp; ergative Cuse needs mediation of Pr, but sccusative
Case does not (cf. Bittner and Hale 1996).
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the ergative DP is incorrectly predicted to be impossible.

Faced with this problem, one might be tempted to suggest that Tagalog does not obey
the EPP. Then the only uninterpretable formal feature of the T to be checked would be
the Case feature. If this suggestion is correct, the covert absolutive movement would be
permitted, since the absolutive DP is the closest element that can enter into a checking
relation with the Case feature of the T; the ergative DP, whose Case gets erased in the
Spec of PrP, cannot enter into a checking relation with the T.

There are, however, good reasons to believe that this cannot be the whole story. The
problem posed by the kind of NP-movement shown in (7) takes the sharpest form when
we consider languages like Dzamba, a Bantu language spoken in Zaire, where the T has
the morphological realization of its ¢-features and the NP-movement at issue takes place

in overt syntax. Let us observe the following examples from Dzamba (Bokamba 1976):

(1) a. oPysy a-tom-dki i-mu-nkanda.
Pasd>  se(ncLl)-send-imprre  the-ncr3-letter/book
‘Poss sent the letter/book.’

b. l-mu-nkanda mu-tom-dki oPas>.
the-ncr3-letter/book  se(ncL3)-send-imperr Poso
“The letter/book Posy sent.’

As shown in (11a), Dzamba, like other Bantu languages, has the SVO word order in its
canonical transitive clause. Notice that in (11a), the verb agrees with the structural subject
0Posa in the Spec of TP. Interestingly, Dzamba has the kind of construction given in
(11b), in which the thematic object of (11a) i-mu-nkanda ‘the letter/book’ has been raised
overtly into the Spec of TP "over" the undemoted thematic subject, triggering the
agreement on the verb.

We can account for the alternation in (11) by assuming that there are two kinds of
Asps in Dzamba; one is defeciive, and the other is not. Dzamba, however, differs from

split ergative languages like Chamorro in that the defectivity of Asp in the language is
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not tied with any particular aspect or mood (see Chapter 6). If the initial numeration
happens to contain a non-defective Asp, the Spec of Asp is a structural Case position,
deriving the accusative pattern in (11a). If, on the other hand, the numeration happens
to contain a defective Asp, the ergative pattern in (11b) is derived."" The OVS word
order in (11b) suggests that the verb raises overtly up to the T in Dzamba; the thematic
subject is in the Spec of PrP, and the thematic object in the Spec of TP,

The suggestion made above with respect to (7) does not help when it encounters
(11b). Clearly, the T in (11b) has ¢-features and thus must attract the closest DP, whose
¢-features remain throughout the derivation. Then Attract would wrongly rule out
examples like {11b).

In view of the marginal role agreement plays in the present framework, it is

reasonable to modify the definition of Attract in (4) in the following way:

(12)  Attract (revised):

K attracts F if F is the closest feature that can enter into a checking relation with
an intrinsic sublabel of K.

The practical effect of (12) is that only intrinsic features, explicitly listed in the lexicon,
can attract. I assume following Chomsky (1994, 1995) that features like Case features of
the T and the Asp, strong features, and wh-features are intrinsic to heads, but the ¢-
features of the T and the Asp are not. Given the modification in (12), Attract in no way
can access such optional features as the ¢-features of the T and the Asp, a desirable
result. Chomsky (1995:259) remarks "There is, so far as I know, no reason 10 suppose
that the property [intrinsic] plays any role in Cy.." Contrary to Chomsky's view, 1 argue
that the very existence of ergative constructions like (11) justifies the computational

system making the distinction between intrinsic and optional features. In other words, [

" For discussion of the interaction between the ergative construction and extraction in Dzamba, see
Chapter 6, section 2.
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am suggesting that the old intuition that operations involving Case and agreement are
asymmetric is in fact real; it is, say, the T that checks the Case of a DP, not the other
way around; the agreement of the T is determined by the DP in its Spec, not the other
way around.

But this is not the end of the story. The raising in (11b) still remains problematic in
terms of the EPP. Since the raising is overt, the T in Dzamba has a strong D-feature
which must be eliminated before Spell-Out. Given Chomsky’s (1995) version of the EPP
in (10), the logical object does not have a chance to be attracted by the T because of the
logical subject whose D-feature remains accessible throughout the derivation and which
is the closer to the T. Thus (11b) is incorrectly predicted to be ill-formed.

The situation in (11b) is thus analogous to super-raising in examples like (13)

repeated from Chapter 1.
(13)  *John, seems that it was told # that Bill got injured.

Recall that Chomsky’s (1995) explanation of the ill-formedness of (13) relies directly on
the definition of Attract. Although the uninterpretable Case feature of the expletive it
erases as soon as it gets inserted into the intermediate Spec of TP, its interpretable
features, i.e., the categorial D-feature and the ¢-features, remain accessible to the
computational system. Thus, the matrix T must attract the expletive, because the latter
has the features that can potentially enter into a checking relation with the former. The
matrix T cannot "see” beyond the expletive, which is closer to it than the DP John. As
a consequence, (13) cannot be generated at all. The question then is: How can we rule
in (11b) without ruling in (13)?

An important clue to the answer to this question is provided by word order facts from
certain Austronesian languages. In arguing for the existence of AspP, Travis (1991)

presents direct evidence for the overt raising of the VP-internal absolutive DP into the
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Spec of AspP in such Austronesian languages as Kalagan, a Philippine language spoken
in parts of Mindanao, and Pangasinan, another Philippine language mainly spoken in the
central part of the province of Pangasinan. According to Collins (1970:4), in Kalagan,
when the absolutive-marked DP is not the Agent, it immediately follows the Agent. The
order of other constituents is fixed, Apparently, the same is true of Pangasinan (Benton
1971). Observe the following Pangasinan examples (adapted from Benton 1971:190-191;

for similar Kalagan examples, see Collins 1970 and Keenan 1972:180):

(14) a. I-tanem nen Pedro may ponti para kinen Celia.

plant(tT) erG-Pedro ass-banana  for osL-Celia
‘Pedro will plant the banana for Celia.’

b. Man-tanem  si Pedro na ponti para kinen Celia.
plant(at) aes-Pedro nu-banana for os.-Celia
*Pedro will plant the banana for Celia.’

c. Iltanem-an nen Pedro si Celia na ponti.
plant(ar) erG-Pedro aps-Celia iNi-hanana

‘Pedro will plant the banana for Celia.’

The Theme Topic construction in (14a), similar to that in Tagalog (6), exemplifies the
basic transitive clause in Pangasinan. Putting aside details that do not concern us here,
(14b) and (14c¢) illustrate the Agent Topic construction (or the antipassive; see section
2.3. and Chapter 3) and the Benefactive Topic construction (or the benefactive
applicative; see Chapter 4). (14b), where the absolutive DP is the external argument,
exhibits the canonical word order Verb-Agent-Theme-Obligue. In (14a) the absolutive
Theme immediately follows the ergative Agent. This example is not very informative, for
it conforms to the canonical word order, and the word order can be obtained without
movement of the absolutive Theme into the Spec of the AspP. (14¢) is the most telling
of (14a-c). In (14c) the absolutive Benefactive appears to the immediate right of the

ergative Agent. The structure of (14¢) at Spell-Out is the following:
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(15) TP

T PrP

plant-for; /™

Spec Pr’

DP /NG

Pedro Pr AspP

Spec  Asp’

DP

Celia; Asp VP
Spec  V’
DP

hanz'ma AY PP

P De
Lot

Under the present analysis, (14¢) is derived by Preposition Incorporation (P1) (Baker

j i

1988a,b)."> The object of the incorporated preposition is forced to receive structural
Case. In (15) the Benefactive has raised overtly into the Spec of AspP.

One might well wonder why the VP-internal absolutive DP must raise into the Spec
of AspP in overt syntax in languages like Kalagan and Pangasinan, even though no
stru_ctural Case-checking takes place in the process; the Asp in these languages are
defective, and the absolutive DP must raise further into the Spec of TP in covert syntax.
I suggest that this is an "inner” EPP effect; the Asp in those languages has a strong D-
feature, which triggers overt raising. The existence of the "inner” EPP is not surprising
from the present perspective. It is anticipated, because Asp is nothing but T with a
narrower scope. Data like (14c¢) confirm that strictly speaking, the EPP cannot be equated

with Case-checking, as is already known for languages like English (cf. Chomsky 1993,

12 The assumption that (14¢) involves PI is motivated by the fact that only absolutive DPs are
extractable in Pangasinan (Benton 1971, Seiter 1975). See Chapter 4, section 4,
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1994, 1995).

Thus, the sole purpose of the raising in (15) is to satisfy the EPP. Notice that it is
disallowed by Attract in conjunction with the EPP in (10). The logical object ‘banana’
in the Spec of VP, whose D-feature never deletes throughout the computation, c-
commands and thus is closer to the Benefactive within the PP. Hence, the strong D-
feature of the Asp must attract the D-feature of the logical object, contrary to fact.

What seems to be wrong is the EPP in (10). Descriptively, what we would like to say

is the following: only DPs with unchecked Case features can satisty the EPP, as in (16).

(16)  Extended Projection Principle (EPP) (lentative):
EPP = Di+case)-feature

If we assume (16), (14c) is correctly ruled in. In (14¢) the logical object checks its
inherent Case directly with the verb and its Case feature gets erased in situ (see the next
section and Chapter 4). Thus, the Benefactive is actually the closest DP that can enter
into a checking relation with the strong feature of the Asp. (16) also correctly allows
(11b). In (11b) the T cannot attract the logical subject, whose ergative Case feature has
already been erased in the Spec of PrP, and hence attracts the logical object instead.

As noted above, the EPP cannot be identified with Case-checking. However, the
suggestion in the preceding paragraph, if correct, implies that the EPP and Case-checking
are closely related to each other after all. Why should this be? The connection between
the two becomes clear if we think of D as the locus of Case features. In some languages,
D directly indicates Case (cf. German). In some languages, structural Case-checking of
logical objects is tied with specificity, which 1 assume is the property of D.

Now, we have lost Chomsky’s (1995) explanation of (13). Since the Case feature of
the expletive it disappears as soon as it gets inserted in the intermediate Spec of TP,

Attract seems to be able to legitimately raise the DP John. I will postpone the discussion
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of (13) unti! section 2.4, where 1 argue that it is excluded by Attract together with a
slightly modified version of (16).

Summarizing, | bave suggested that the defectivity of Asp is responsible for syntactic
ergativity. In addition, the above considerations of ergative constructions have led us to
conclude (a) that optional features, the ¢-features of T and Asp in particular, cannot
attract, and (b) that the EPP is not entirely divorced from Case, prompting some

modifications of Chomsky’s (1994, 1995) proposals.

2.3. Inherent Case

The preceding section concerned structural Case. In this section, 1 enumerate the
basic properties of inherent Case.'?

First, inherent Case is closely tied with 8-relations. Following Chomsky (1981,
1986a), Baker (1988a,b), I assume that inherent Case is checked by lexical heads such
as V under direct 8-marking. Thus, the Minimalist Case theory of the sort presented here
allows us to draw a structural distinction between structural Case and inherent Case;
structural Case is checked within a functional projection, whereas inherent Case is

checked within a lexical projection (see Laka 1993, Takahashi 1993).'4

B distinguish inherent Case from "lexical/semantic Case” which is presumably assigned by null
prepositions (or adpositions) (see for example Nikanne 1993).

4 Lasnik (1995) argues that inherent Case, like structumal Case, is checked within a functional
projection. He comnsiders (i):

(1) There will be a man available.

Given the "standard” small clause analysis of the kind proposed by Stowell (1981), be licensing inherent
Case does not 8-mark a man in (i); it is available that 0-marks a man. According to Lasnik (1995), the
"light” verb be and the lower predicate available merge in Agro at LF and licence inherent Case in Spec
of AgroP. I will not adopt this kind of analysis for the following reasons. First, given the assumption that
d-features can optionally be added to functional heads in forming a numeration (Chomsky 1995}, it is
mysterious under Lasnik’s (1995) account why inherently Case-marked DPs never trigger agreement (except
special cases like the there-construction; see below). Secondly, in applicatives derived by PI in accusative
languages (see Chapter 4}, Lasnik would have to hold that both the logical object with inherent Case and
the applied object with structural Case must raise into Spec of AgroP, though there is no evidence to
indicate that Agro in question allows multiple specifiers. Thirdly, the "standard” small clause analysis may
be challenged; certainly, be has the ability to assign a 8-role, as shown in (ii).
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In English there-constructions, for instance, unaccusative verbs can assign inherent
Case (see Belletti 1988, Lasnik 1992, 1995 among others). Consider the following

contrast in grammaticality:

(17y  a. *There a lady laughed / #*There laughed a lady.
b. There arrived a lady.

As shown in (17a), there-constructions cannot be formed with unergative verbs, wherever
the verb lands. This is because a ludy in (17a) is an external argument gencrated in the
Spec of the functional category Pr, being unable to receive inherent Case. The structural
Case of the T is checked against the Case feature of the expletive there."® Thus, the Case
of the external argument in (17a) will be left unchecked, leading to a violation of Full
Interpretation (F1) (Chomsky 1986b, 1991, 1993). In (17b), on the other hand, a lady
is an internal argument generated within the lexical projection VP (Perlmutter 1978,
Burzio 1986, Baker 1988a among others). It is directly 8-marked by the unaccus tive
verb and hence its inherent Case is successfully checked by the verb, satisfying FI.
Secondly, in canonical cases, inherent Case assignment is subject to the Specilicity
Effect (SE) (Eng 1991, cf. Safir 1985, Belletti 1988).'® Thus, the DP with inherent

Case must be nonspecific. Compare (18) with (17b).

(18)  *There arrived the lady.

Thke ungrammaticality of (18) is due to the fact that the "associate” of the expletive is

(i) There must be a solution,

15 Contra Chomsky (1994, 1995), who argues that there is a "pure” expleétive with only the categorial
D-feature. Under Chomsky’s (1994, 1995) proposal, nothing seems o rule out examples like (17a) (as
noted also by Lasnik (1995)); the Case and ¢-features of the external argument mise and adjoin to the T
at LF, allowing the derivation to converge.

16 gee “hapter 3 for environments where the SE on inherently Case-marked nominals is neutralized.
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specific. The DP the ludy, being specific, cannot check its Case, causing a violation of
FI (see Mahajan 1991, 1992, Laka 1993, Takahashi 1993, and also Diesing 1992).

Why is it that the SE holds of inherent Case (in canonical cases, see lootnote 16)?
One possible reason has to do with the connection between the category D and Case that
I exploited in the above discussion of the EPP. Suppose that in the constructions under
consideration, the specific D must bear structural Case rather than inherent Case (cf.
Mahajan 1991, Laka 1993), while the nonspecific D can bear either Case (see below).
Then 2 SE observed in (17b) and (18) follows. In (18) the .pecific DP must receive
structural Case, but the only structural Case of the T is assigned to the expletive. (17b)
is well-formed, since th2 nonspecific DP has the option of receiving inherent Case.

This proposal directly accounts for the fact that in some languages, including Turkish,
specific DPs require overt agreement or Case-marking, while nonspecific DPs do not and,
in fact, must not show overt agrecment or Case-marking. Consider the following Turkish

examples (Eng 1991:5):

(19) a. Al bir kitab-i aldi,
Ali one book-acc bought
‘A book is such that Ali bought it.’

b. Ali bir kitap aldi.
Ali one book bought
‘Ali bought some book or other.’

In (19a) the object is accusative-marked and is interpreted as specific, as indicated by the
English translation. In (19b), on the other hand, the object lacks Case-marking and is
construed as nonspecific. This sort of general discrepancy between specific and
nonspecific DPs with regard to agreement and Case-marking can naturally be accounted
for within the Minimalist Case theory. Specific DPs, having to undergo structural Case-
checking, must raise and enter into a Spec-head relation with a functional category, which

can manifest itself morphologically as agreement on the verb or Cazse-marking on the
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nominal, as in (19a). Nonspecific DPs may receive inherent Case within the VP, in
which case they never enter into a Spec-head configuration with a functional category and
thus do not trigger agreement or get overt Case-marking, as in (19b).

At this point, a question arises as to why the inherently Case-marked nominal can

trigger agreement in the there-construction, as in (20).

(20)  There are many people in the garden,

This construction seems to pose a problem for the modified definition of Attract in (12).
In (20) the Case and strong D-features of the T get eliminated by the expletive, leaving
only the ¢-features. But according to the formulation of Attract in (12), the ¢-teatures
of verbal elements, being optional, cannot attract. Then there would be no way in which
they can be erased and the deriv vtion would be expected to crash, contrary to fact.

I believe that the key . the solution to this problem lies in the proper understanding
or the morphological nature of there. Let us assume following Chomsky (1991, 1993) and
Lasnik (1995) that there has an uninterpretable | +affix} feature; the derivation containing
there will crash at LF unless the associate with inherent Caz: adjoins to it (Lasnik
1995).17 The affixal feature of there, being an intrinsic feature, can attract the associate,
and in this case the ¢-features of the associate raise as "free riders,” entering into the
checking relation with the T. In short, the agreement between the inherently Case-marked
DP and the T can exceptionaily be established in examples like (20) thanks to the affixal
feature of there, which allows LF attraction of the DP.

Thirdly, inherent Case-checking is optional, as argued by Belletti (1988). Consider

the following example:

17 Within the framework of Chomsky (1994, 1995), only the set of formal features of the associate
should raise. I should point out that it is not clear how there can "see” only the inherently Case-checked
nominal; the inherent Case gets erased hefore the LF raising. It may be that the nominal in question is an
NP rather than a DP and that there attracts the N-feature (cf. Chomsky 1995).



(21) A lady arrived.

The well-formedness of (21) indicates that the uninterpretable Case feature of the T has
been successfully checked and erased. This implies that a lady in (21) does not receive
inherent Case from the unaccusative verb airive, which can potentially assign inherent
Case to it. If inherent Case assignment were obligatory, (21) would be wrongly expected
to be ill-formed; the Case feature of a lady gets erased in its base position and cannot
enter into a checking relation with the Case feature of the T, resulting in a crashed
derivation. Therefore, the conclusion is that assignment of inherent Case is an optional
process.

Inherent Case plays an important role in antipassive constructions, some of which
exhibit the SE on inherently Case-marked DPs in the expected way (see Chapter 3).
Inherent Case assignment will also be relevant when we examine applicative constructions

in Chapter 4.

2.4. Case of CPs

Let us finally consider the relation between Case and CPs. Following Levin and
Massam (1985), 1 assume that CPs need not but may receive Case (cf. BoSkovi¢ 1995,
Chung 1991, Safir 1985, Stowell 1981). The fact that CPs do not need Case can be
illustrated by the following examples:

(22)  a. my proof *(of) John’s guilt
b. my proof that John is guilty
(23) a. I am afraid *(of) John.

b. I am afraid that John is insane,
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The (a) examples above show that nouns and adjectives do not assign Case in English, /¥

Despite the inability of these predicates to assign Case, the (b} examples are well-tormed,

demonstrating that CPs do not need Case. Thus, there is an important difference between

DP arguments and CP arguments; the former always need Case, whereas the latter do
not.

But CPs can get Case (Chung 1991, Kitagawa 1986, Satir 1985, Stowell 1981). Thus

in well-formed examples like the following,

(24)  That John likes Mary is ohvious.

the CP in the structural subject position is assumed to bear a Case feature to eliminate
that on the tensed T, which obligatorily assigns nominative Case in English. 1t the CP
failed to check the nominative Case of the T in (24), (24) would be incorrectly expected
to be ill-formed.

The claim that CPs receive Case in certain situations can be justified on the basis of

facts from ergative languages. Let us consider the following Chamorro examples (see

Chung 1982, 1991):

'8 One may ask why Asp does not license structural accusative Case in examples like (23u). Adapting
Noonan’s (1992) proposal, we can assume that accusative Case-checking is somehow dependent on the
presence of the functional head Pr. This captures the observation that accusative Case is not availuble with
stative predicates and unaccusative verbs, which lack external arguments (see Burzio 1986 among others).
This account, however, does not cover examples like (ia).

(i) a. John insisted *(on) Mary's resignation.
b. John insisted that Mary resign.

(ia) contains the external argument John. This means that the structural requirement on accusative Case-
checking is satisfied. Nonetheless, (ia) is ungrammatical without the preposition. As argued by Rothstein
(1992), the ungrammaticality has nothing to do with Case, contra Pesetsky (1982). Rather, it is due toa

violation of the selectional property of the verb insist, Then examples like (ib} cannot be used to show that
CPs do not have to get Case,
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(25) a. Kulan in-sienti [na  mahalang i che'lu-nmami nu hiimif.
like Ipi.erc-fee!  comp miss the sibling- [pL.poss oBL-|PL.EMPH
‘We sort of feel that our sister misses us.’
b. Ha-istotha hiim na maldgu’ i lahi-nmami ni kareta).
3sc.erc-disturb {pL.ABS comp want  the son-lpL.Poss  oBL-car

‘Tt disturbs us that our son wants the car.’

Note that the matrix verbs in (25) are realis, bearing ergative agreement. In (25a) the
first-person plural pronoun gets ergative Case. It must be then that the structural Case of
T is assigned to the complement CP, assuming that the tensed T in Chamorro, like that
in English, must have a Case feature. (25b) contains a sentential logical subject. Notice
that it triggers the third-person singular ergative agreement on the verb, suggesting that
it receives structural ergative Case. The first-person plural pronoun in (25b) receives
absolutive Case.

In brief, CPs do not have to get Case, but they may do so. In certain environments,
like (24) and (25), they are in fact forced to bear Case.

Now let us go back to the problem posed by the English super-raising in (13). As we
noted above, given the EPP in (16), Chomsky’s (1995) account of (13) cannot be
mainiained. The raising of Jo/in into the matrix Spec of TP in {13) satisfies the definition
of Attract, because it in the intermediate Spec of TP, its Case feature being already
checked and erased, can no longer satisfy the EPP. In other words, John is the closest
element that can enter into a checking relation with the matrix T in (13). Noticc that (13)
converges. Then, it would be incorrectly predicted that (13) should block (26), which

arises from the same numeration as (13).

(26) 1t seems that John, was told ¢ that Bill got injured.

This is because of Procrastinate: at the point where we must fill the intermediate Spec of

TP, the raising of John into the position, as in (26), is not required for convergence, and
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hence is prohibited.

What then excludes the super-raising in (13)?7 Since (13) does not block (26}, it must
be either that it crashes or that it cannot be generated, 1 believe that @ clue to the answer
to this question is provided by the long-standing observation in the literature that CPs are
an absolute barrier for NP-movement in languages like English. Thus, NP-movement out
of a CP is ill-formed, whether the embedded clause in question involves expletives or

not.

(27) a. *Mary; seems that John met f.
b. *I believe Mary; that John met .

In (27a) the thematic object of the embedded clause has super-raised into the matrix
structural subject position, while in (27b) it has super-raised into the matrix structural
object position.

One might think that examples like (27) are ruled out purely for Case reasons. If the
Asp in English obligatorily checks structural accusative Case, then in (27) Mary cannot
raise out of the embedded clause. This is because once its Case feature gets erased in the
embedded clause, it can no longer be attracted by the matrix T, whether the attraction is
to satisfy the Case requirement or the EPP of the T. Then (27) violates the definition of
Attract and hence cannot be generated.

I assume, however, that languages like Turkish and English have Caseless Asp in
their lexicon. If this is correct, the above Case account of (27) is untenable. Consider the
Turkish pair in (19) again. In (19a) there are two instances of structural Case-checking,;
one for nominative Ali, the other for accusative bir bitab ‘one book’, which, being
specific, cannot get inherent Case. The inherent Case the verb can assigu does not cause
(19a) to crash, since it is optional; in (19a) we take the option df not assigning inherent

Case. Now, in (19b) we take the option of the verb checking inherent Case within the
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VP, as can be seen by the absence of the accusative Case-marker on ‘one book’. How
about the Case of the Asp in (19b)? The well-formedness of (19b) shows that Turkish has
Caseless Asp; if the Asp in (19b) must always be with a Case feature, (19b) would be
incorrectly expected to crash, leaving an unchecked Case feature.

English also has Caseless Asp. Consider (28) which differs from (2) minimally.
(28)  John bought a dress for Cindy.

In (2), similar to (19a), the specific Theme cannot get inherent Case, and hence checks
its structural accusative Case against the Asp. In (28), similar to (19b), the nonspecific
Theme checks its inherent Case within the VP in the same way that the associate in the
well-formed rhere-construction does. Then it must be that the Caseless Asp is used in
(28), since otherwise (28) would result in a crashed derivation.

In Turkish examples like (13), the difference between accusative Case-checking and
inherent Case-checking is morphologically realized. But in English examples like (2) and
(28), it is not. There are, however, reasons to believe that the specific Theme with
structural accusative Case in (2) raises out of the VP, while the nonspecific Theme with
inherent Case in (28) remains within the VP. One reason has to do with the so-called

Antecedent-Contained Deletion (ACD) construction. Observe the following contrast:

(29) a. I read the books that you did.
b. *I read two books that you did.

Horastein (1994, 1995), Lasnik (1993), and Takahashi (1993) argue that what licenses
the ACD construction in (29a) is the raising of the specific Theme out of the VP into a
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structural Case position.'® Consider the following LF representations for (29a-b):

(0)  a. [rp Ii [pep & TeQd [app [pp the books that you did {yp efl; lve & 51111

B #lyp I Ipep £ Te2U [pqpp ASP lyp fv [pp two books that you did [y, ¢]]]}]

In (30a) the specific DP object raises into the Spec of AspP, while in (30b) the
nonspecific DP object stays in situ. In (30a) the non-elided VP which gets copied into the
gapped VP will not contain a null VP at LF due to the raising of the object. As a
consequence, no infinite regress arises (see May 1985). (30b) is ill-formed because of the
lack of raising of the nonspecific object; copying the non-elided VP into the gapped VP
necessarily leads to a regress with yet another empty VP to be filled (see the above
references for detailed discussion).

Then there is evidence that nonspecific Theme gets inherent Case within the VP in
English. This in turn means that English has Caseless Asp in its lexicon and that it is used
in examples like (28).

Hence let us make the assumption that in (27) we insert the Asp without a Case
feature in the embedded clause. John does not block the raising of Mary, tor its Case
feature is already erased when its raising takes place. Nonetheless, (27) is ill-formed,
since the raising crosses the CP boundary.

Why should this be the case? I would like to suggest that the answer rests on the
proper formulation of the EPP. Note that CPs can satisfy the EPP in English, as shown
in (24) above. This means that the EPP must refer not only to the D-feature but also to
the C-feature at least in English.

We saw that DPs and CPs form a natural class in that they are able to receive Case.

19 Homnstein (1994, 1995), Lasnik (1993), and Takahashi (1993) all take this raising to be into the
Spec of AgroP above the higher VP (the PrP in the present framework). See these works for problems with
previous analyses of the ACD construction such as Baltin 1987 and May 1985.
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The ditference, though, is that DPs need to get Case, while CPs do not. Since the
modified version of the EPP crucially hinges on Case, the similar behavior of DPs and
CPs with respect to Case is one more reason to believe that the EPP must make reference
to CPs,

From this perspective, it would be natural to propose (31).

(31)  Extended Projection Principle (EPP) (final version):
EPP = D/Cluncmscd Cnsc]-featl.ll'e

This particular version of the EPP states that the EPP can be satisfied by a Case-sensitive
categorial feature i.e., a D-feature or a C-feature, whose Case has not been erased, There
are two situations in which a given Case-sensitive categorial feature can enter into
satisfaction of the EPP. In one, the categorial feature at issue bears Case, This is the
standard instance of the EPP fulfilled by DPs. In the other, the categorial feature lacks
Case altogether even before the computation. This case is limited to CPs, which do not
need to bear Case.

It seems that there is parametric variation in terms of NP-movability out of CPs.
Thus there are languages which, unlike English, permit raising out of CPs (see Ura 1994
and Chapter 5). To deal with this variation, I exploit the distinction between deletion and
erasure; proposed by Chomsky (1995). As mentioned in Chapter 1, when uninterpretable
features enter into a checking relation, they delete. Furthermore, they erase, if nossible.
Deleted features are invisible at LF but accessible to the computational sysiem, whereas
erased features are inaccessible to any kind of syntactic operation. Let us stipulate that
in languages like English, Case features of CPs, when they are checked, delete but do
not erase.

Going back to (13), suppose that we reached the stage where the matrix T induces

attraction. With the version of the EPP in (31) and the assumption made in the preceding



paragraph, I maintain that the following is the only option:

(32)  *[[that it was told John that Bill got injured]; seems 1,].

The definition of Attract dictates that matrix T must attract the embedded CP, as in (32),
since the CP, whether or not it has inherent Case, qualifies as the closer element that can
enter into a checking relation with the T in terms ot the EPP. It is clear that if the CP
lacks Case, it can satisfy the EPP imposed by the T. Even if the CP checks its inherent
Case feature against the matrix verb seem, the Case feature, though deleted, remains
visible to the computation, This means that the CP can still fulfill the EPP. The
derivation in (32) crashes, leaving the Case feature of John unchecked. Note that in (32)
John (or its Case feature), by definition, cannot be attracted by the matrix T, because the
latter does not c-command the former. Thus, John in (13) does not have any chance of
being attracted by the matrix T due to the fact that it is contained in a CP. The ill-
formedness of (27) can be handled in the same manner. In brief, we can derive the
absolute barrierhood of CPs for NP-movement in English-type languages from the
definition of Attract in a way different from Chomsky’s (1995), which does not consider
the possible role of CPs in satisfying the EPP. Raising out of TP complements is allowed
even in English under the present analysis, since they cannot bear Case or satisfy the
EPP,

In languages where checked Case features of CPs delete and further erase, CPs do
not constitute a barrier for NP-movement, because once their Case features crase, they
cannot satisfy the EPP in the way their English counterparts can (see Chapter 5 for

examples). I will continue to assume that Case features of DPs, when properly checked,

delete and erase in all languages.
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2.5. Summary
The main aim of this chapter has been to make explicit the background assumptions
about phrase structure, Case, and agreement adopted throughout this thesis. In the course
of the above discussion, I have modified Chomsky’s (1994, 1995) versions of Attract and
EPP. | have also made the assumption, following Levin and Massam (1984), that CPs

may but need not be assigned Case.



CHAPTER 3

ANTIPASSIVES

3.0. Introduction

In Chapter 2, I laid out an analysis of Case and agreement in the spirit of
Minimaiism. With this analysis as background, I now proceed to intricate interactions of
Grammatical Function (GF) changing and wh-movement. This chapter focuses on one
topic of this nature—the interaction of antipassivization and wh-extraction—which is of
much interest, because pre-Minimalist analyses have failed to deal adequately with it, |
will argue that the interaction in question is best explained in terms of economy, the
Minimal Link Condition (MLC) in particular. Significantly, the discussion in this chapter
provides insight into current issues surrounding the notion of reference set, the MLC, and
the nature of parameterization.

The organization of this chapter is as follows. In section 3.1., the primary problem
which this chapter addresses is raised, using data from Tagalog. There the descriptive
generalization to be explained and the intuitive idea to be pursued are presented. In
section 3.2., 1 present an analysis of antipassives as involving Caseless Aspect. Section
3.3. is devoted to establishing that the Empty Category Principle (ECP) fails 1o offer a
unified account of extraction in Tagalog. Section 3.4, proposes an economy account of
Tagalog extraction couched within a particular conception of Minimalism. It is argued
that the extraction at issue can be explained in a principled way by the MLC as an
economy condition combined with a modified version of Chomsky’s (1994, 1995) notion
of reference set. After presenting the analysis, I go on to extend it to ergative languages
other than Tagalog. It is shown that they are also amenable to the present treatment.
Section 3.5. concerns a secondary question that arises in connection with the relation

between antipassivization and extraction, i.e., the dichotomy of antipassive constructions
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often mentioned in the Mayan literature; so-catled Absolutive Antipassive, which requires
its logical object to be nonspecific, versus so-called Agentive Antipassive, which requires
its fogical subject to be extracted. 1 suggest that the dichotomy is a result of tension
hetween the two general economy conditions; the MLC and the Minimal Feature
Condition (MFC), of which the latter demands that the number of features used in a
derivation be minimal. Section 3.6. explores some implications of the present account.
They include the following claims: (a) the notion of reference set is sensitive to
Interpretability (Chomsky 19935), (b) the MLC qualifies as an economy condition that
sclects among convergent derivations, and (¢) variation in terms of extractability stems
from morphological properties of the lexicon, as claimed in the principles-and-parameters

approach.

3.1. The Problem: Object Extraction in Antipassives

Throughout the history of generative syntax, one of its main concerns has been the
problem of locality imposed on movement operations. In the last fifteen years or so, we
have observed a considerable progress in this area. Since Chomsky’s (1981) postulation
of the ECP within the framework of Government-Binding (GB) theory, a large amount
ot work has been carried out to elaborate on it (Huang 1982, Lasnik and Saito 1984,
1992, Cinque 1990, Rizzi 1990 among numerous others) or to present alternatives to it
(Pesetsky 1982, Kayne 1983, Aoun 1985 in particular). Whatever its precise definition
may be, the ECP aims to acce i for the so-called subject{object and argument/adjunct

asymmetries. Consider the following ((2) adapted from Rizzi 1990):

(H a. *Who; do you think that #, likes Mary?
b.  Who, do you think that John likes #,?
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(2) a.  ?Which problem; do you wonder how to solve 17

b.  *How; do you wonder which problem to solve 1;?

In langeages like English, objects are more extractable than subjects, as shown in (1), and
arguments more extractable than adjuncts, as shown in (2). Thus, logical objects are taken
to be the most extractable. This has been captured by either the "disjunctive” version off
tie ECP (see Chomsky 1981, Lasnik and Saito 1984 for details) or the “conjunctive”
version of the ECP (see Cinque 1990, Rizzi 1990 for details). Under the disjunctive
version, traces of logical objects are 8-marked and hence properly governed by verbs.
Under the conjunctive version, they are (a) properly head-governed, and (b) assigned
referential 6-roles and hence virtually exempt from antecedent government,

The ECP then makes the following empirical prediction: logical objects are always
extractable in cases where such locality conditions as the Subjacency Condition (Chomsky
1973, 1977) or Huang’s (1982) Condition on Extraction Domain (CED)' are not a factor
(see among others Chomsky 1986a, Cingque 1990, Lasnik and Saito 1992 for relevant
discussion).

Languages like Tagalog, an Austronesian language, appears to falsify this
prediction.? This is because there are constructions in Tagalog where Subjacency and the
CED are irrelevant, but logical objects cannot be extracted, though subjects and adjuncts

can be. This extraction pattern seems to be essentially the opposite of that predicted by

! Condition on Extraction Domain (CED):
A phrase A may be extracted out of 2 domain B only if B is properly governed.
(Huang 1982:505)

Primary cases of CED violations are extraction out of subjects (in languages like English) and extraction
out of adjuncts.

2 The general extraction pattern to be discussed below holds of other Western Austronesian lunguages
such as Iban, Javanese, Malagasy, Bahasa (Indonesia and Malaysia), Minang-Kabuu, Toba Batak (Keenan
and Comrie 1977), Bikol, Pangasinan, Hiligaynon, Ilokano (Seiter 1975), Cebuance (Bell 1976),
Kapampangan (Mirikitani 1972, Rowsell 1983), Here I shall use Tagalog a5 a representative. Extruction
in Malagasy is examined briefly in Section 3.4, below. Bahasa data are considered in Chapter 4 and
Chapter 6.
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the ECP. As a point of departure, observe the following paradigm fromi Tagalog:

(3) a. Sino  ang h-um-ili ng damit?

who  anG bought(at) Nu-dress
‘Who is the one that bought a/the dress?”

b. *Ano  ang b-um-ili si Juan?
vhat  ang bought(at) aBs-Juan
(‘What is the thing that Juan bought?”)

¢. Saan  b-um-ili si Juan ng damit?
where  bought(at) aes-Juan  INH-dress
‘Where did Juan buy a dress?’

(3a-¢) are examples of the so-called Agent Topic construction, where the absolutive-
marked Agent is the structural subject in the sense defined in Chapter 2 (see among others
Guilfoyle et al. 1992, Kroeger 1993, Maclachlan 1995, Maclachlan and Nakamura 1994,
Nakamura 1994b, Richards 1990, 1993). Under the ergative analysis of Tagalog we have
been assuming in this thesis, the Agent Topic construction is an antipassive construction.
Descriptively speaking, antipassivization can be characterized as a GF changing operation
that "demotes"” the direct (thematic) object to some sort of "oblique" status (see Baker
1988a among others). Quite strikingly, the Theme, which is expected to be readily
extractable by the ECP, cannot be extracted in this antipassive construction, as illustrated
in (3b). In spite of this ban on Theme extraction, it is possible to extract Agent and
adjuncis, as shown in (3a) and (3c). Thus, (3) highlights what may be called the reversed
subject/object and argument/adjunct asymmetries.

A skeptic might object that the Theme in Tagalog antipassives is no longer an
argument or even an object in some sense and hence its inextractability does not pose real
threat to the ECP. But as we will see in the next section, there is evidence that logical
objects in Tagalog antipassives are in no way demoted syntactically. Then the problem
for the ECP posed by (3) is indeed real.

In order to extract the Theme in (3b), it must be made the structural subject by the



use of the so-called Theme Topic construction, as in (4b).

4 a. *Sinop  ang b-in-ili ang damit?
who ANG bought{rt)} ass-dress
(*Who is the one that bought the dress?™)

b. Ano  ang b-in-ili ni Juan?
what  anc bought(tt) ErG-Juan
‘What is the thing that Juan bought?”

¢. Saan  b-in-ili ni Juan ang damit?
where  bought(rt) erc-Juan  aps-dress
‘Where did the man buy the dress?’

Under the present ergative analysis of Tagalog, the Theme Topic construction is the hasic
transitive sentence where the logical object gets absolutive Case, while the logical subject
gets ergative Case. In this construction, the Agent cannot be extracted, as in (4a), though
the adjunct can be extracted, as in (4¢).

. Given the difficulties with the ECP (see section 3.3.), the main purpose of this
chapter is to seek an aiternative analysis that accounts for the peculiarities of wh-
extraction in ergative languages like Tagalog in a unified way. Since extraction facts like
(3) and (4) have remained problematic for GB theory, and any contemporary syntactic
theory for that matter, it would be interesting to see if the Minimalist approach provides
an explanatory solution to those puzzling facts.

Keeping to wh-extractions in simple clauses in ergative languages, like those in (3)

and (4), 1 maintain that the descriptive generalization to be explained is the following:

) Generalization:
Extraction of a non-absolutive DP argument in a certain construction is
prohibited only if there is a well-formed equivalent of the construction where it
gets absolutive-marked.

. What (5) says is roughly "Extract structural subjects whenever possible” (cf. Keenan
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1972, Keenan and Comrie 1977, Woodbury 1977, Dukes 1993, Kroeger 1993). As we
will see, (5) is a rather robust generalizaiion that is valid across a number of unrelated
ergative languages.
The suggestion | am going to make is relatively simple. The generalization given in
(5) has an obvious economy flavor; extraction of structural subjects out of the Spec of
TP form.s the shortest wh-chain poasible, i.e., the most economical chain in view of the
MLC. Recali one of the guiding mottos of the Minimalist Program, as it is voiced by
Chomsky (1993, 1994, 1993); "the linguistic expressions are the optimal realizations of
the interface conditions, where ‘optimality’ is determined by the economy conditions of
UG (Chomsky 1993:4)." Thus, it is claimed that a well-formed derivation must survive
competition among a set of derivations defined by the notion of reference set. From this
perspective, consider the pair (3b) and (4b) once again. Suppose that we take seriously
the fact that (3b) and (4b) are intended to express the same meaning and that they
compete with each other for the purpose of economy. Then, a rather straightforward
account of problematic (3h) becomes available; (3b) is blocked by more economical (4b)
in the sense to be spelled out in detail below. Section 3.4. will execute this idea using
ctements of the Minimalist Program.
But before we go into the discussion of wh-extraction, it is recessary to see how

antipassives are derived.

3.2. Antipassives as Caseless Aspect
Consider the following pair of sentences from Greenlandic Eskimo {Eskimo-Aleut)

(Woodbury 1977):



(6) a.  Angut-ip miirga-t paar-ai.
man-erG  child-pr{ass) care-iNp/ 3sg. sun/3sG.ons
*The man takes care of the children.’
b.  Anut- miirga-t paar-si-vug.
MAN-ABS children-inst Care-APASs-IND/ 3sG.suB
“The man takes care of children.’

Greenlandic Eckimo is an ergative language. (6b) is the antipassive counterpart of (6a).
As shown above, transitive sentences hecome intransitive, when the antipassive morpheme
attaches to the verb; in (6b) the "demotion” of the Theme is signalled by the instrument-
marker, and the intransitivizing eftect by the fact that the verb has lost the object
agreement and that the Agent gets absuiutive Case.

Working within GB theory, Baker (1988a) argucs that antipassivization is a specics
of Noun Incorporation (N1). Under his analysis, antipassive morphemes are gencrated in
the direct object position (the sister position of V in his framework) and subsequently
undergo head movement to V due to their affixal status. Baker would posit the following

derivation for the Greenlandic Eskimo example in (6b):

0 S

N

NP

NV N N
APASS; care ¢

In the above derivation, the antipassive morpheme incorporates into the verb. The
instrumental phrase is regarded as an adjunct "doubling" the 6-role of the antipassive

morpheme similar to a "by-phrase” "doubling” the Agent 8-role in passives in some

languages.
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Baker (1988a) notes that his analysis of antipassives as NI explains the fact that the

. distribution of the antipassive process is similar to that of the NI process. In particular,
both processes are restricted by the ECP under Baker's framework.?

Here | present an alternative account to Baker’s (1988a) analysis. 1 would like to
suggest that an antipassive morpheme is an intransitivizing morpheme associated with the
functional category Asp.

Let us consider antipassives in Tagalog in some detail. Observe the Tagalog examples

in (8):

(8) a. B-in-ili ni juan ang isda.
bought(rr} Erc-Juan  ass-fish
*Juan bought the fish.’

b. B-um-ili  siJuan ng isda.
bought(at) ass-Juan  iNk-fish
‘Juan bought fish.’

(8a) is an example of the transitive Theme Tppic construction, which we have already
seen in Chapter 2. Its LF representation looks like the tollowing (Guilfoyle e al. 1992,

Richards 1993):

. 3 For Baker’s (1988a) ECP account, it is crucial that logical subjects are penerated outside the VP,
as in (7), contrary to the VP-internal subject hypothesis. See Baker (1996) for an economy-based account
of NI using the MLC, See also Zushi {1995) for an alternative view.



61
9) TP

N

DP T

lhe ﬁ;hl /\
4 T PrP
bought(vt) /"~
DP Pr

Juin /\

Pr AspP

Asp VI

/N

\Y P

e =

(9) is the basic ergative transitive clause where we find two instances of structural Case-
checking; one is the ergative Case-checking of the Agent *Juan® in the Spec of PrP, the
other the absolutive Case-checking of the Theme ‘the fish’ in the Spec of TP.

What is the nature of the Theme Topic morpheme -in- in (8a)? It is arguably the
aspect marker with the feature specification | +realis] or | +started] (see for instance De
Guzman 1978, Kroeger 1993, Maclachlan 1995).* In view of this, 1 zropose to analyze
it as the transitive marker or the morphological realization of the (| --started]) Asp with
a structural Case feature which licenses ergative Case. This claim seems to be supported
by the fact that the morpheme appears on the verb even in constructions other than the
Theme Topic construction where there is an ergative DP. The constructions in question
include, for example, the so-called Benefactive Topic construction, as in (10a), and the

so-called Locative Topic construction, as in (10b).

4 To be precise, it is probably misleading to call the aspectual morpheme -in- the "Theme Topic”
morpheme, because examples like (8a) can be analyzed as containing the "real” Theme Topic morphems,
which happens to be phonologically null. The latter morpheme is realized as the suffix -in when the aspect
is [-realis] or [-started] (thus the two morphemes do not cooccur). For discussions of Tagalog verbal
morphology, see among others De Guzman 1978, Maclachlan 1995, Schachter and Otanes 1976, Voskuil
1993. For present purposes, I will continue to refer to the aspectual -in- as the "Theme Topic” morpheme,



(10) a. I-b-in-ili  ni Juan ng isda si Maria.
bought(st) Erc-Juan  iNm-fish ass-Maria
*Juan bought Maria (the) fish.’
b. B-in-ilh-an ni Juan ng isda ang tindahan.
bought(Lt) Eerc-Juan  wu-fish ABs-store

*Juan bought (the) fisk at the store.’

I defer detailed discussion of these constructions until Chapter 4. What should be noted
here is that the morpheme -in- shows up in the verbal complex in (10) (but crucially, not
in (8b); see below). Its appearance in (10) is straightforwardly accounted for if it is a
morphological spell-out of the ergative Case feature of the Asp.

(8b), on the other hand, is the antipassive clause where there is only one instance of
structural Case-checking, i.e., the absolutive Case-checking of the Agent. But how is the
Theme licensed?

In this connection, it is important to realize that the Theme in antipassive (8b)
exhibits the Specificity Effect (SE) (Eng 1991); it must be nonspecific (see Adams and
Manaster-Ramer 1988 among others).®

As we saw in section 2.3. in Chapter 2, the SE is symptomatic of inherent Case. In
this light, 1 argue that the lr_.cal object in (8b) receives inherent Case directly from the
verb and stays within the VP throughout the derivation (see also Maclachlan 19935,
Maclachlan and Nakamura 1994, Nakamura 1994b). Thus (8b) is assumed to have the

following structural representation at LF:

5 Foran tconomy-based account of the specificity facts in (8), see Section 3.5. below. The Specificity
Effect in the Agent Theme construction is neutralized when its Agent undergoes extraction, as indicated
by the gloss for (3a). Again, see Section 3.5.
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(1) TP
DP T
t
Juan,
"'l‘ PrP
bought(aT)
l?P Pr’
5
Pr AspP
/
Asp VP
\Y DP
fish

In (I1) the Agent raises into the Spec of TP covertly, while the nonspecitic Theme, being
directly 8-marked by the verb and hence eligible for inherent Case, remains within the
VP.

Notice that the structure in (11) differs from that in (7) in that the logical object is
not syntactically demoted. If (11) is the right kind of structure for antipassives, it follows
that the antipassive morpheme cannot be an incorporated noun, since the complenent
position of the verb is occupied by the logical object itself.

There is empirical evidence that the Theme in antipassives in Tagalog does not have
the status of adjunct. Kroeger (1993) presents convincing arguments for this thesis based
on two kinds of tests. One is what he calls Adjunct Fronting ("Emphatic Inversion" in
Schachter and Otanes 1972) that affects only obliques and adjuncts. The other is
controllability. The generalization is that only argument DPs may be controllers. First,

observe the following Tagalog examples pertaining to Adjunct Fronting (Kroeger 1993):%

6 For placement of pronominal clitics in Tagalog, see Sityar 1989 and Kroeger 1993, For present
purposes, one can assume that they appear in the second position of the clause they belong to.



(12) a. Para kay Pedro ko binili ang laruan.
for cui-Pedro  1ss.erc bought(tr)  ABs-toy
‘For Pedro I bought the toy.’

b. *Ang libro ng ito ko binili para kay Pedro.
ass-book-Lx-this 1sc.erc bought{tt) for opL-Pedro
(“This book I bought for Pedro.’)
(13)  a. *Ng balot siya  kumain.
! inn-duck.embryo  3sc.aBs ate(at)
(‘Balot he ate.’y’
b. *Ngisda siya  hindi  makakakain.

ind-fish ~ 3sc.aBs not NONVOL. €dt(AT)
(‘Fish he cannot eat.’)

(124), where the PP para kay Pedro ‘for Pedro’ has been preposed, is well-formed, but
(12b), where the structural subject ang libro ng ito ‘this book® has been preposed, is ill-
formed. This illustrates the fact that only PPs can undergo Adjunct Fronting. If the
Theme in the Agent Topic construction were demoted, we would predict that (13a-b), in
which it has been fronted, should be grammatical. Clearly, this is not the case. The
ungrammaticality of (13) remains mysterious under Baker’s (1988a) analysis positing the
structure in (7).

Second, consider (14) from Tagalog (Kroeger 1993):

(14)  Bumisita  si Juan sa hari nang  nagiisa.
visited(at) aes-Juan  obL-king  ADVLK  one(aT)
‘Juan visited the king alone.’

In (14) only the argument Juan can be interpreted as the subject of the verb nagiisa ‘be

alone’. Since hari ‘king’ is oblique-marked,® it cannot qualify as a controller. Given this,

"In Tagalog and Chamorro (see below), gender is not specified on third-person pronominals, but I
gloss them with the masculine form in English.

8 The oblique-marker is used as a last resort in Tagalog antipassives when the Theme is specific and
cannot get inherent Case. See section 3.5. below.
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it the Theme in antipassives is non-oblique, the prediction would be that it may be a

legitimate controller. (15) confirms this prediction (Kroeger 1993):

(15) a. Hinuli ng polis ang magnanakaw nang  pumapasok sa bangko.
caught(tt) ErG-police  ass-thier apvik  enter{at)  ost-bank
‘(The) police caught the thief entering the bank."

b. Nanghuli ng magnanakaw ang polis  nang  pumapasok sa bangko.
caught(at) ine-thief ass-polis  apvix  enter{at)  ouL-bank
‘The police caught a thief entering the bank.’

These sentences are both ambiguous in the same way, i.e., either magnanakaw “thiet” or
polis ‘police’ can be interpreted as the Agent of the verb pumapasok ‘enter’. The
ambiguity of (15a) is not surprising because both of the DPs in the superordinate clause
are non-oblique. The ambiguity of (15b), however, is not expected under Baker's (1988a)
analysis, which would treat magnanakaw ‘thief’ as an oblique and thus predict it to be
unable to be a controller.

In brief, the logical object in antipassives like (8b) is not demoted syntactically,
pointing to the correctness of the structure in (11).

If the antipassive or Agent Topic morpheme in (8b) is not an incorporated noun,
what is it? Within the current framework, the natural thing to say is that it is the
intransitive marker or the morphological realization of the Caseless Asp. In structures like
(11), the Asp must be without a structural Case feature. Otherwise, they would result in
crashed derivations, with the uninterpretable Case feature of the Asp surviving until LF.
The present analysis of the Agent Topic morpheme as the Caseless Asp explains the fact
that it is in complementary distribution with the Theme Topic morpheme.

The claim that antipassive morphology is somehow tied with Asp seems to be
supported by the fact that in many languages, it has obvious aspectual overtones. In
particular, antipassives differ from their ergative transitive counterparts in that they are

often construed as "imperfective." This has been reported to hold in such diverse
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languages as Chamorro (Austronesian: Cooreman 1988), Chukchee (Paleo-Asiatic;
Comrie 1979), Circassizn (Northwest Caucasus; Hewitt 1981), West Greenlandic
{Eskimo-Aleut; Fortescue 1984; see also Bittner 1987), Tzutujil (Mayan; Dayley 1983a),
Warrungu (Australian; Tsunoda 1988), Kalkatungu (Australian; Dixon 1980), Wargamay
(Australian; Dixon 1981), and K'iche’ (Mayan; Mondloch 1981).

At this point, let us go back to the Greenlandic Eskimo examples in (6). According
to Woodbhury (1977) and Sadock (1980), the Jogical ohject accompanied by the
instrument-marker in the antipassive in (6b) shows the SE (see Payne 1982 for Yup'ik
Eskimo).” This is highly suggestive of the ohject receiving inherent Case. Morphological
realizations of inherent Case are subject to cross-linguistic variation (Bittner and Hale
1996).1° inherent Case happens to be realized morphologically as the instrument-marker
in Greenlandic Eskimo. Morphological realizations of the Case feature of Asp also vary
from language to tanguage. The Case feature of the Asp has overt morphology in Tagalog
(8a), but not in Greenlandic Eskimo (6a).

The present analysis of antipassive still captures its distributional similarity with NI
noted by Baker (1988a); the antipassive process affects logical objects.!! Baker (1988a)
derived this observation from the ECP. Under the present analysis, the distributional
property of antipassive follows from the fact that logical objects but not logical subjects
are eligible for inherent Case. Let us take once again the Greenlandic Eskimo antipassive
in (6h). Suppose that we attempt to assign the only structural Case of the T to the logical
object in (6b) (recall from Chapter 2 that assignment of inherent Case is optional). What
happens is that the Case of the logical subject wiil be left unchecked, resulting in a

crashed derivation. Thus the proposed account together with Full interpretation (FI)

% But according to Bittner (1987), antipassive objects can be specific in West Greenlandic Eskimo.
Then the antipassive in this language is similar to the Azent Topic construction in Malagasy. See below,

19 Bittner and Hale (1996} call what I have been calling inherent Case structurul oblique Case.

! Baker (1988Ba), citing Gibson 1980, mentions that Exceptional Case-Marking (ECM) subjects can
e untipassivized in Chamorro. Such antipassivization can also be handled under the present approach.
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guarantees that antipassive aftects logical objects in such a way that they receive inherent
Case.

The distribution of antipassive in ditransitive sentences is also explicable. Baker
(1988a) discusses the following examples from Central Arctic Eskimo (Johnson 1980,

Johns 1984):

(16)  a. Anguti-up (titiraut nutarar-mut tuni-vaa.
man-grc  pencil(ass)  child-ace  give-3sc.sus/3sc.om
“The man gave the pencil to the child.”

b. Anguti-up titirauti-mik nutaragq tuni-vaa.
man-erc  pencil-inst  child(ass)  give-3sc.sus/3sc.ons
‘The man gave the child the pencil.’

In (16a) the Goal is accompanied by the allative-marker, and the Theme receives
absolutive Case. (16b) can be regarded as the "double ohject” version of (16a). Thus in
(16b) the Goal gets absolutive Case, while the Theme gets inherent instrumental Case.

It is possible to form an antipassive based on (16a) but not on (16b), as shown in

(17).

(17) a. Anguti titirauti-mik nutarar-mut tuni-si-vuq.
man{ass)  pencil-INsT child-arL  give-apass-3sc.sun
‘The man gave the pencil to the child.’
b. *Anguti titirauti-mik nutarar-mik tuni-si-vug.
man(ass) pencil-inst  Child-insT 2ive-APASS-35G.sUB

(“The man gave the child the pencil.”)

(17) is grammatical in the same way as (6b) is; the Theme receives inherent Case within
the VP. The ungrammaticality of (17b) indicates that antipassive cannot affect indirect

objects.'? One can attribute the ungrammaticality to the general ban on a verb assigning

12 Bittner (1994:74) reports that examples like (17b) are marginal in West Greenlandic Eskimo.
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two inherent Cases (see Baker 1988b). What is wrong with (17b) then is that both the
Theme and the Goal are assigned inherent instrumental Case.'?

This concludes the presentation of the analysis of antipassives as involving the
Cascless functional category Asp.™ In the next section, 1 wish to establish that the ECP

cannot provide a satisfactory account of Tagalog extraction.

3.3. Preblems with ECP Accounts

Bearing in mind the analysis presented in the preceding section, let us go back to the
data in (3) and (4).

Notice, first of all, that examples like (3b) immedia‘ely rule out the possibility of
explaining Tagalog extraction by the disjunctive ECP, according to which an empty
category must be either lexically governed or antecedent-governed (see Chomsky 1981,
Lasnik and Saito 1984 in particular). in (3b) the trace of ano ‘what’ is lexically governed
by the verb, satisfying this version of the ECP. Recall from the preceding section that
inherently Case-marked DPs in Tagalog like the wh-trace in (3b) are not syntactically

demoted in the sense that they are not accompanied by a covert preposition.

13 Alternatively, if the Goal is not directly 8-marked by the verb, it is not eligible for inherent Cuse.

4 As is well-known, the logical object may often be omitted in antipassives, as in (i) from
Greenlandic Eskimo (Sadock 1980):

(i) Angut  unate-a-voq.
man(ans) beat-Arass-inn/356, sun
*The man beat someone.’

I assume that in examples like (i), a nonspecific « bject pro may get inherent Case within the VP. According
to the description of Aissen (1983), Tzotzil (Mayan) seems to have an antipassive which does not allow
the logicul object to be phonetically realized. The implied object must be human, either a nonspecific
human or a discourse referent. (ii) exemplifies this antipassive (Laughlin 1975).

(i) Muk’ bu 3-i-mil-van,
never  ase-lsc.ans-kill-arass
‘1 never killed anyone.®

It may be that the antipassive morpheme -van is the morphological realization of null Case (Chomsky and
Lasnik 1993) of the Asp, a rather natural possibility if the Asp is indced like the T. Then in (ii) a PRO
would be genemated in the logical object position and maise into the Spec of AspP.



69
One may suppose then that the conjunctive formulation of the ECP given in (18)
(Cinque 1999, Rizzi 1990 among others) could expliin the ungrammaticality of (3b) and

(4a).

(18) Empty Category Principle (ECP):
A nonpronominal empty category must he
(i) properly head-governed
(i} antecedent-governed.

Clause (i) is irrelevant for present purposes (see Cinque 1990, Rizzi 1990). This is
because the three positions in question, the structural subject position (the Spec of TP,
the logical subject position (the Spec of PrP), and the logical object position (the Spec
of VP or the complement of VP) are all properly head-governed in Tagalog; the Spec of
TP must be properly head-governed, given the grammaticality of (3a) and (4b) where the
extraction leaves a trace in the Spec of TP, and the Spec of PrP and the Spec or
complement of VP are properly head-governed 8-positions. In fact, we will sce below
that wh-extraction can take place out of the logical subject and ohject positions.
Following Rizzi (1990:37-40), let us assume that clause (ii) applies at LY. The

definition of antecedent government is given below (Rizzi 1990:6):

(19)  Antecedent Covernment: X antecedent-governs Y iff
(i) X and Y are coindexed
(ii) X c-commands Y
(iii) no barrier intervenes
(iv) Relativized Minimality is respected

As the definition in (19) indicates, there are two primary ways in which antecedent
government fails: (a) a barrier (Chomsky 1986a) intervenes between & trace and its
untecedent ((19iii)) or (b) an element intervening between a trace and its antecedent

induces a Relativized Minimality effect ((19iv)). In actuality, Guilfoyle ef al. (1992:393)
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note in passing that the ill-formedness of (3b) and (42) might be attributable to either
barriers or Rejativized Minimality.

First, let us consider a putative barrier account of the impossibility observed in (3b)
and (4a) of extracting non-absolutive DPs from within the PrP directly to the Spec ot CP,
skipping the Spec of TP. An obvious solution is to suggest that PrP constitutes a barrier
in Tagalog. But in order for this Barriers account to work, both of the following two
assumptions have to be correct; in Tagalog, {a) PrP is not L-marked (see Chomsky
1986a:10-16), and (b) adjunction to PrP is impossible. This is because only a non-L-
marked maximal projection can be an inherent barrier and adjunction voids barrierhood.
One could perhaps maintain the first assumption by saying that T in Tagalog is not an L-
marker. The second assumption, however, seems implausible. Chomsky (1986a:6)

suggests the following:

(20)  Adjunction is possible only to a maximal projection that is a nonargument.

Under the standard assumption, arguments are DPs, PPs, and CPs. Given (20), to save
the Barriers account, we are forced to say that PrP in Tagalog is actually an argument
and thus nothing can adjoin to it.'S But it is certainly theoretically undesirable to
parameterize argumenthood across languages.

More importantly, there is an empirical problem with this barrier approach. Recall
that extraction of VP-adjuncts like saan ‘where’ is fine in both the Agent Topic
construction, as in (3c), and the Theme Topic construction, as in (4c). Then the barrier

account must alfow adjuncts but not arguments to be able to adjoin to PrP.'® It remains

135 Within the Barriers approach, NP-movement to Spec of TP from within PrP in examples like (8)
(see (9) and (11)) would be legitimate without PrP-adjunction if we accept the notion of extended chain
(Chomsky 1986a:75).

16 TP-adjuncts such as bakis *why” are also extractable in both the Agent Topic and the Theme Topic
constructions, as shown below:
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mysterious why there must be a difference between arguments and adjuncts in terms of
voiding the barrierhood of PrP. As far as T am aware, no independent argument for such
a difference has been presented in the literature.

The so-called recent past construction, shown in (21) below, poses a further empirical
problem for the barrier account. The recent past tense is indicated by the morpheme ka-
and aspectual reduplication {Schachter and Otanes 1976). Sentences with verbs in the
recent past are peculiar in that they lack topic morphology (such as the Agent Topic
morphology) on the verbs and absolutive DPs. The absence of absolutive DPs can be
straightforwardly explained if we assume that the T in this construction is devoid of a

Case feature.

(21) Kabibili lang  ni Juan ng tela.
buy(rpasT) just erc-Juan  mH-cloth
‘Juan has just bought some/the cloth.’

They are also peculiar in that they permit extraction of logical subjects and logical

objects, as shown in (22) (McGinn 1988):"

(i) a. Bakit s-um-ulat ang doktor  np liham?
why wrote(ar) ans-doctor inH-letter
‘Why did the doctor write a letter?’
b. Bakit s-in-ulat ng doktor ang liham?
why wrote(Tr) ERG-doctor ans-letter
‘Why did the doctor write the letter?”

Examples like (ja-b) would not pose a problem for the ECP (the barrier account and the Relativized
Minimality account below), since the adjunct in question is assumed to be generated ia a TP-udjoined
position above the PrP and the Spec of TP.

7 Kroeger (1993), discussing extraction in the recent past construction, remarks that "the ucceptability
of patient extraction is greatly reduced when the patient phrase is a common noun, perhaps because of
potential ambiguity.” In (i), for instance, bata ‘child’ can be interpreted as the eater or the eaten because

the ergative Case-marker and the inherent Case-marker are homophonous in Tagalog (adapted form Kroeper
1993):

(i) ?7?Ano ang kakakain lang ng bata?
what  axc  eal(reast) just erg~child
‘What is the thing that has a/the child just eaten?”’

J ussume with Kroeger that the low acceptability of (i) is due to a pragmatic factor.



22) a. Sino  ang kabihili lang ng tela?
who  ANG buy(rpast) just ivs-cloth
‘Who i3 the one that has just bought some/the cloth?’

b. Ano  ang kabibili lang  ni Juan?
what  ANG buy(rpast) just ERG-Juan
‘“What is the thing that Juan has just bought?’

Now compare, for example, ungrammatical (3b) with grammatical (22b). Notice that in
both of them, the extraction has targeted the inherently Case-marked DP within the VP.
In order to explain the contrast, the barrier account must maintain either that PrP-
adjunction is possible in (22b) but not in (3b) or that the PrP is L-marked in (22b) but
not in (3b). These assumptions, however, are clearly stipulative.'®

In short, the above considerations show that the notion of barrier cannot provide a
satisfactory account of the Tagalog daia. it is probably worth pointing out that the
innovations of the definition of barrier since Chomsky (1986a) suggest that PrP or VP
is not a barrier (see Cinque 1990, Lasnik and Saito 1992).

The generalization about argument extraction we can make from the examples
considered so far is that it cannot skip the Spec of TP.' This is obvious in the case of
(3b) and (4a). In (22) the T in the recent past, devoid of a Case feature, presumably does
not project a specifier position.

Here a natural way to capture this generalization suggests itself, i.e., a Relativized

18 Richards (1991a) argues that relativization and clefting in Tagalog, which behave like wh-questions
in the language, can be explained by Huang’s (1984) Generalized Control Rule (GCR) together with the
assumption that the empty category involved in these constructions is pronominal at S-structure. The
grammaticality of examples like (22b) (and (25) below) are problematic for this account, since the GCR
forces the allegedly pronominal empty category to be coindexed with the nearest c-commanding DP, i.e,
the Agent, resulting in a violation of Condition B of Binding Theory.

¥ This rough generalization has been made for Bahasa (Malaysia) in Hung 1987, Hung (1987
captures it by assuming that all maximal projections are potential barriers to government and movement
except for the elements in their specifier positions. Under her account, (4a} would be ruled out by the
(disjunctive) ECP, since the 1P blocks the required antecedent govemment (it is crucially assumed that the
Spec of VP is not lexically governed). (3b) would be excluded by Subjacency (Chomsky 1973, 1977), since
the wh-movement crosses two barriers, the VP and the IP. This account, however, does not cover (25)
below from Tagalog. In addition, it is far from obvious how the account deals with adjunct extraction like
(3c) und (4c). | will discuss some Bahasa data in Chapters 4 and 6.
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Minimality account. Relativized Minimality is formulated as follows (Rizzi 1990:7):

(23)  Relativized Minimality: X a-governs Y only if there is no 7 such that
(i) Z is a typical potentia! a-governor tor Y,
(i1) Z c-commands Y and does not ¢c-command X.

Intuitively, {23) says that government of Y by X is blocked by intervening Z only it 7
is a potential governor of the same kind as X for Y. If an element in the Spec of TP
counts as a potential governor for a trace whose antecedent is in the Spee of CP, then
Relativized Minimality can handle the above examples involving argument extraction.

This account has some initial plausibility. As has been noted in the literature, the
Spec of TF in ergative languages behaves like an A’-position with respect to tests such
as binding (see Campana 1992, Guilfoyle er al. 1992, Bittner 1994 among others). If the
Spec of TP is invariably an A’-specifier position in Tagalog, then the argument extraction
pattern examined above is expected under Relativized Minimality; movement into the
Spec of CP, an A’-specifier position, is blocked by the structural absolutive subject in an
intervening A’-specifier position (at LF). As a matter of fact, this kind ol account of
extraction in ergative languages has been proposed by Campana (1992).%

The Relativized Minimality account, however, is not without problems. First, the
adjunct extraction illustrated in (3c) and (4c¢) is problematic tor this account. The
extraciion is assumed to be from some position internal to the PrP. Then Relativized
Minimality incorrectly predicts that (3c) and (4¢) should be ill-formed.

Secondly, Relativized Minimality also predicts that whenever an absolutive structural
subject is present in the Spec of TP, wh-extraction out of the PrP should be blocked. This

prediction, however, is not borne out. Consider the following examples (cf. Cena 1979):

20 Campana (1992) assumes that movement of absolutives is adjunction to AgrsP, though.
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(24) a. Kasama ni Juan ang tao.
be with krc-Juan ABS-MAN
‘Juan is with the man.’
h. Kasinglaas ni Juan ang tao.
be as tall as erc-Juan ABS-MAnN
‘Juan is as tall as the man.’

(24a-h) illustrate the comitative construction and the comparative construction in Tagalog
respectively. As in the case of the recent past construction, they contain the morpheme
ka- and lack topic morphology. This leads us to believe that ka- is in complementary
distribution with topic morphemes. The constructions in (24) differ, though, from the

recent past construction in that they permit absolutive DPs, Now consider (25):

(25) a. Sino  ang kasama ang tao?
who ANG be with ABS-man
‘Who is the one that is with the man?

b. Sino ang kasingtaas ang tao?
who ANG be as tall as ass-man
‘Who is the one that is as tall as the man?

In (25a-b) it is possible to extract the ergative DPs from the PrP "over" the absolutive
structural subjecy a0 ‘man’ to the Spec of CP, contrary to the above prediction.?!
Examples such as (25) show that Relativized Minimality fails to offer a unified account
of extraction in Tagalog.

1t is worth pointing out that examples like (25) also show that Keenan and Comrie’s

2 Asis expected, the absolutive DP is also extractable in (24):

) a. Sino ang kasama ni Juan?
who ang be with erc-Juan
*‘Who is the one that Juan is with?’
b. Sino ang kasingtans ni Juan?
who ana as tall as Erg-Juan

*Who is the one that Juan is as tall as?"

Obviously, (ia-b) are fully consistent with the present analysis.
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(1977) account basced on the Accessibility Hierarchy and functional accounts that mike
crucial use of the topicality associated with the structural subject (ef. Schachter 1977) are
on the wrong track (see Cena 1979).% Keenan and Comrie (1977) maintain that only
structural subjects can be extracted in languages like Tapalog (see also Keenan 1972). The
fact that the ergative DPs can be extracted ir (25) argues against this claim. Furthermore,
the extraction facts in the recent past const ction in (22) are problematic tor Keenan and
Comrie (1977). Schachter (1977) suggests that only “referentially prominent” topics (i.e.,
absolutive DPs) are extractable in Philippine languages. (23), where the non-topic DPs
has been extracted, poses a problem for this functional account. The same point can be
made on the basis of (22).

To sum up, this section has established that the ECP cannot deal adequately with
Tagalog extraction, no matter whether we invoke the notion of barrier or the notion of
Relativized Minimality.

In what follows, I will seek a unified account of extraction in Tagalog based on the

Minimalist approach outlined in Chomsky (1993, 1994, 1995).

3.4. An Economy Account
In this section, 1 will pursue the intuitive idea mentioned in Section 3.1.; a most
natural way to deal with problematic (3b) within the Minimalist Program would be to say

that it is blocked by a more economical alternative derivation, that is, (4b).

3.4.1. Notions of Economy
The first step toward an economy account is to decide exactly what derivations are

evaluated with each other, i.e., the notion of reference set. In order to make the

2 They also are problematic for the above barrier account.
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comparison between (3b) and (4b) possible, we must modify Chomsky’s (1994, 1995)

original concept of reference set, given below:

(20) Reference Set:
A set of derivations that arise from the same numeration,

The notion of numeration is defined in the following way (Chomsky 1994):

27) Numeration:
A set of pairs (/, n), where / is an item of the lexicon and n is its index,
understood to be the number of times that / is selected.

It is important to realize that Chomsky's notion of reference set in (26) does not allow
us to compare (3b) and (4b). According to (26), economy compares derivations that share
the same initial array of lexical items. (3b) and (4b) contain the arrays of lexical items,
roughly {ano,, ang,, bumili,, Juan| Abs|;, OP|Inh},, Asp,, Pry, Ty, C;} and {ano,, ang,,
binili,, Juan{Erg|,, OP|Abs],, Asp|+Casel,, Pr,, T,, C,}, respectively.?® The arrays
are not totally identical, because there is a Case ditference in them; for example, Juan
has absolutive Case in the first array, while it has ergative Case in the second. Thus the
derivations arising from them do not compete under Chomsky's (1994, 1995) system.
I argue that Chomsky’s notion of reference set is a bit too tight and should be
loosened slightly. More specifically, let us assume that economy compares derivations
that have "sufficiently similar" arrays of lexical items (Nakamura 1994a). I propose (28)

for syntactic computations,

2 OP stands for null operator. I assume that examples like (3a-b) and (4a-b) consist of headless
relative clauses, See below.
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(28)  Reference Ser (revised):
A set of derivations that arise from non-distinet numerations.

The notion of non-distinctness used in (28) can be stated as tollows: ™

(29)  Non-Distinctness:
Numerations N and N° are non-distincr if and only if there is a one-to-one
correspondence C between their members, such that W (/, M) e Nand (I, n") €
N’ and (/, n) corresponds to (', n”) in C then [ and ! have the same
interpretable features and n = n’,

The most salient feature of the revised notion of reference set in (28), coupled with (29),
is that it asserts that only certain lexical features—those that get interpreted at LF—are
relevant. As already mentioned in Chapter 1, Chomsky (1995) proposes to make a sharp
distincticn between interpretable and uninterpretable features. He claims that this
distinction plays a crucial role during computations leading to LF. Interpretable features
remain accessible to the computational system even it they get checked, while
uninterpretable ones cease to be accessible once they get checked and erased. Interpretable
features include formal features such as categorial features and the ¢-features of
nominals, whereas - interpretable teatures include phonological featuies, Case features,
the ¢-features of verbal elements, and affixal features (Chomsky 1995). Given this
dichotomy of great significance, one may well wonder if it has another prominent
influence on the language faculty. My suggestion is that it does by entering into the
notion of reference set. If my suggestion is on the right track, it mecans that
Interpretability is even more important than is envisaged in Chomsky 1995. Note that
semantic features, heing interpretable, matter in terms of the reference set. Thus the

lexical items cats and dogs, for example, are distinct from each other, though they share

24 1 wish to thank Mark Baker {personal communication) for helpful discussion of non-distinciness
in the reference set.
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the same categorial and ¢-teatures.

Given the revision in (28), (3b) and (4b) arise from non-distinct numerations and
therefore belong to the same reference set, a welcome result from the present perspective;
the differences between them in terms of phonology and Case are immaterial for the
purpose of the reference set. For instance, the phonological/Case ditference between
bumili and binili is ignorable, so is the ditference between si Juan with absolutive Case
and ni Juan with ergative Case. The intuition is that (3b) and (4b) compete, for they are
"intended to express the same meaning.”

In effect, then, I am arguing for the general picture of the computational system

depicted in (30).

(30) N,

L
Ci: RS N,

AN/

T

Before the syntactic computation, a set of competing numerations which consists of
unordered lexical items with the same interpretable features is selected. What the
computational system does is to create legitimate syntactic objects interpretable at LF by
cfficiently getting rid of uninterpretable features. Economy conditions select among
convergent derivations.

The revised notion of reference set, as it stands, appears to be too lax to be
computationally realistic. Thus, for example, the derivation yielding the expression he
loves her competes with the one yielding the expression she loves him under (28), since
they contain non-distinct arrays of lexical items. But it would be wrong to say that they

in fact compete, for they lead to LF representations that receive distinct interpretations
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regarding the B-roles.

I wish to suggest, moditying Chomsky's (1993) wdea of the local reference set, that
derivations are comparable at some step of computation only it their numerations yet to
be exhausted by the operation Select are non-distinet from cach other. In other wwovds,
I propose that the notion of reference set in (28) should be interpreted derivationally.
Accordingly, the reference set is not defined once for all before the computation begins.

Given this interpretation of the reference set as non-distinctness of numerations
throughout the computation, the above-mentioned problem regarding hie loves her and she
loves him is avoided. Although they are potentially comparable betore computation, they
become incomparable as soon as relevant lexical items are drawn from their numerations
by the operation Select to form VPs. In the case of the former expression, the numeration
{he,} will be left, while in the case of the latter expression, the numeration {she,} will
be. But these leftover numerations #te distinct, making the derivations incomparable for
the purpose of economy.

Examples like the following seem to indicate that this kind of dynamic

characterization of the reference set is necessary anyway.

(31)  Where did John say that Mary bought the dress?

(31) is ambiguous. On one interpretation, the wh-adverbial where is associated with the
matrix clause, and (31) is construed as asking the location where John’s utterance teok
place. On the other interpretation, where originates from the embedded clause, and (31)
is taken to be asking the location where Mary purchased the dress. The two

interpretations result from different derivations given below:

(32)  a. [cp where; did John say #; [cp that Mary bought the dress|]
b. {cp where; did John say |cp ¢ that Mary bought the dress |
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(32a) corresponds to the first interpretation, (32b) to the second interpretation, Notice that
they both arise from the same numeration. Suppose that the reference set is determined
once for all before computation. Then we would wrongly predict that (32b) should be
blocked by (32a). Given the notion of chain link comparability to be presented shortly,
the chain link (27, ) in (32b) is not comparable to any chain link in (32a). But the link
(where,, 17} in (32b) is comparable with the link (where;, ;) in (32a), and the latter is
shorter than the former, The MLC to be formulated below would incorrectly predict that
(32b) is blocked by (32a).

With the proposed interpretation of the reference set (or Chomsky’s (1995) local
interpretation}, (32a-b) do not really compete, a desirable result. Once where gets inserted
into the embedded clause in (32b), (32b) can no longer be compared with (32a).

Thus, there are reasons, both conceptual and empirical, to adopt the derivational
interpretation of the reference set, and so 1 do.

Under Chomsky’s (1995) system, the MLC is part of the definition of Attract and
thus inviolable. But 1 will show below that the MLC qualifies as an economy condition
independent of Attract. Now that I have expanded the reference set by allowing
(transderivational) comparison among non-identical (but non-distinct) numerations, it will
be necessary to determine exactly what chain links get compared with each other for
economy purposes. Accordingly, 1 propose a measure for applying the MLC to a set of

competing derivations. It can be stated as follows:

(33)  Chain Link Comparability.
Chain links CL and CL’ are comparable if and only- if derivations D and D’
belong to the same reference set, such that if CL. € D and CL’ € D’ then items
of the lexicon / € CL and !' € CL’ have the same interpretable features, and K
and K attracting [ and /' are selected from numerations N and N’ at the same
point,

The intuitive idea here is that it is "fair” to compare chain links only if they are of the
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same kind, i.e., they are tormed by the corresponding heads attracting, the corresponding,
elements to satisfy the "same” morphological requirement, Thus, according to (33,
comparing Case-driven movement with wh-movement, tfor example, would be pointless.

(33) is perhaps reminiscent of Rizzi’s (1990) Relativized Minimality. It iy similar to
Relativized Minimality in that it recognizes different types of movement. But it is
difterent from Relativized Minimality in that (i) it refers to the non-distinetness of moved
elements, (i) it does not refer to syntactic positions such as A-specifier or A’-specitier
positions but to the attracting head, and (iii) it is silent about potenttal anteeedent
governors that would block certain instances of movement. Due to (i), chains headed by
distinct elements are not comparable. As for (ii), given that landing sites for movement
are determined on grounds independent of Relativized Minimality (see Chomsky 1994,
1995 for recent discussion), there is no need for a theory of locality to be sensitive to
bar-level or positional distinctions, as has been pointed out by Chomsky and Lasnik
(1993). This is precisely the reason why Chomsky and Lasnik (1993) reduce Relativized
Minimality to the MLC. With regard to (iii), (33) does not have 10 make reference to
potential antecedent governors, hecause derivations whose movements skip them will be
screened out by derivational economy, in particular, vy the definition of Attract itself,
as we saw in Chapter 1 (see Chomsky 1994, 1995). The revised definition of Attract is

given below:

(34)  Anract:
K attracts F if F is the closest feature that can enter into a checking relation with
an intrinsic sublabel of K.

Recall from Chapter 2 that we concluded that only intrinsic features of heads can attract
and that optional features such as the ¢-features of T or Asp cannot attract nominals.
Given the notions in (28)-(33), the Minimal Link Condition, which roughly says

"Minimize the length of chain links (Chomsky and Lasnik 1993)," can be formulated in



the following manner as an economy condition:

(33) Minimal Link Condition (MLLC):
Derivation D blocks derivation D™ it there exist chain links CL e Dand CL €
D" such that CL and CL’ are comparable and CL. is shorter than CL.

The notion of chain length can be informally stated as follows (Nakamura 19943, Baker

1993; see also Collins 1994):

(36)  Length of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head,

Thus, in the following hypothetical structure:

(37) ‘e ixp (l).'i X IYP UP lepti Z \VP“I .

the length of the chain link (¢, ), which crosses the maximal projections ZP and YP,
is 2,
With these notions of economy in mind, let us go back to the Tagalog extraction data

introduced in the preceding section.

3.4.2. Western Austronesian

(3a) and (4a), where the Agent has been extracted, are repeated here as (38a) and

(38b) respectively.
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(38) 4. Sinv  ang b-um-ili ng damit?
who  ANG bought(aT) INH-dress
‘Who is the one that bought a/the dress?”’
b. *Sino  ang b-in-ih ang damit?
who  aNG hought(rT) aus-dress

(*Who is the one that bought tac dress?’)

Given the revised notion of reference set in (28), (38a-b) compete with each other, This
is because they share the same set of sets of interpretable features. The phonological and._
Case difterences between them are ignorable, since they are not interpretable at LF. The
derivations for the relevant portions of (38a-b) are (39a-b) (with the wh-chains indicated
by the lines).?® 1 assume with Seiter (1975), Richards (1991b) among others that a
sentence like (38a-b) consists of a wh-word predicate predicated onto a headless relative
clause introduced by ang® and that it involves null operator movement before Spell-Out

(Chomsky 1977).

(39  a lep O‘ri lrp fl'i bought(AT) [pp & Pr [aspp ASP [yp ty the dress]]]}]

b. *jcp OP, |1p the dress; bought(tr) {pp & Pr [ape ASD lvp tv 511111

Chain link comparability states that the wh-chain links in (39) are indeed comparable, for
they are formed by the corresponding C heads attracting the non-distinct null operators.

The MLC correctly predicts that (39a) blocks (39b), because the wh-chain link in the

35 As mentioned in footnote 5, the SE is neutralized in (38a). (38a), under the interpretation where
the Theme is construed as nonspecific, does not compete with (38b), in which the Theme is obligatorily
specific, because the interpretative difference with respect to specificity (which [ assume is associated with
D) means that they arise from distinct numerations. (38a) under this interpretation converge independently
of (38b). (39a) is the structure for (38a), where the Theme is specific, and competes with (39b).

26 Evidence for this assumption includes, for instance, the invariant form of the wh-word (the
argument wh-in-situ shows Case) and the structural identity v/ith clefting. The ¢lement ang that introduces

the headless relative clause is presumably #(n) (absolutive-marked) specific determiner (see Schachter and
Otanes 1976 among others).
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former (OP;, t7), whose length is 1 (the maximal projection crossed s TP), is shorter
than that in the latter (OP;, r;), whose length is 2 (the maximal projections crossed are
PrP and TP). The NP-movement of the null operator in (39a) does not enter into the
calculation of the "cost” at issue, since it does not have a comparable chain link in (39h)
due to chain link comparability. [ntuitively, the NP-movement has to take place anyway
for Case-theoretic/EPP reasons and thus counts as a "free ride” for the wh-movement.

Next, consider (3b) and (4b), which are recapitulated here as (40a) and (40b).

(40) a. *Ano ang b-um-ili si Juan?
what  anG bought(at) aBs-Juan
(“What is the thing that Juan bought?")
b. Ano  ang b-in-ili ni Juan?
what  ang bought(Tr) ERG-Juan

“What is the thing that Juan bought?’
As already mentioned, in light of (28), (40a-b) belong to the same reference set for
syntactic computations, The relevant parts of (40a-b) have the structures in (41a-b)

respectively.

41) a. *lcp (JIPj [vp Juan; bought(aT) [pp 1; Pr| AspP ASD |yp Iy l;|||||

b. lcp OP;lyp £’ bought(rT) {pp Juan Pr [, ASp lvp tv 1111

In (41a) the null operator gets inherent Case within the VI, whereas in (41b) it checks
its absolutive Case in the Spec of TP. As in the case of (39), the extraction must take

place out of the Spec of TP in (41). (41b) blocks (41a), for the wh-chain link in the
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former is shorter than that in the latter.®” In this way, data like (40a) which are
problematic for the ECP can be neatly handled by the MLC as a relative economy
condition.

It should be pointed out and emphasized here that ili-formed (38b) and (40a) cannot
he ruled out by the definition of Attract in (34) even if we assume (a) that the reference
set is defined as in (28) instead of (26) and (b) that wh-movement of DPs whose Case is
unchecked forces them to pass through a Case position on their way to the Spec of CP
{cf. BoSkovic 1993). This is because Attract is inherently intraderivational, i.e., it applies
within a single phrase-marker. Therefore, the kind of relative transderivational
comparison given above cannot be done in terms of Attract (thanks to Hidekazu Tanaka
(personal communication) for clarifying discussion).? The conclusion is that (38a-b) and
(40a-b) all satisfy Attract and converge, leaving no illegitimate LF objects, but the MLC,
as an economy condition choosing among convergent derivations, rules out (38b) and
(40a) in favor of (38a) and (40b).

Now, let us consider extraction of possessors out of DPs, which is allowed in
Tagalog. Tagalog then offers a special opportunity to empirically test one of the recent
claims made by Chemsky (1995). He claims that LF raising is nothing but feature
raising. The rationale behind this claim is the following: given that Attract carries along
the least amount of material for PF-convergence, it follows that there is no LF pied-
piping, since post-Spell-Out operations are free from PF-crash. Recall that absolutive

Case-checking happens after Spell-Out in Tagalog (Richards 1993, Maclachian and

27 1t has been argued that the extracted nominal in relative clauses must be specific (cf. Kuroda 1969,
Perlmutter 1972). This claim seems to be well in accord with the observation that the headless relative
clause in Tagalog is headed by ang (see footnote 26). If it is true, then (40a) would doubly violate the
MLC and the MFC (see Section 3.4.). The same remark applies to (42a). See below for Malagasy data
similar to (40), where the SE and the MFC are irrelevant,

2% Thus the notion of closeness used in the definition of Astract to express locality cannot be used for
the purpose of relative economy and hence something like (36) is needed. This becomes especially clear
when we discuss examples like (42) below, where a wh-chain link formed in the overt component is made
shorter by raising of an element containing the tail of the wh-chain link in the covert component.

I will present empirical arguments that Attract cannot apply transderivationally in Chapters 4 and 6.
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Nakamura 1994). Chomsky's (1993) theory predicts then that in the Agent Topic and
Theme Topic constructions, extraction of possessors can take place not only out of
absolutive DPs but also out of non-absolutive DPs; it" only the Case teature of an
absolutive DP raises and adjoins to T, it would not affect in any way the length of the
wh-chain whose tail the absolutive DP contains. This prediction, however, is not borne

out, Observe the examples in (42) where the possessor of the Theme has been extracted.

(42) a. *Sino ang b-um-ili  si Juan ng kotse?
who ancG bought(at) aBs-Pedro  wn-car
(Lit. “Who is the one that Juan bought ¢ car?’)

b. Sino ang b-in-ili ni Juan ang kotse?
who  aNG hought(rt) Erc-Juan ABS-CUr
Lit, ‘Who is the one that Juan bought 1 car?”

(42a-b) compete with each other under the proposed revision in (28). in (42) the
extraction of the possessor has to take place out of the absolutive DP.? (43u-b) are the

LF structures for (42a-b) respectively.

(43) a. Flep OlPi [yp bought(aT) |pp Juan Pr | aspp ASD lvp tv lpp tr. carl

b. [cp OP; [1p lpp ¢; car]; bought(tT) {pp Juan Pr [, Asp |vp tv 61111

29 This is also true of cases where the possessor of the Agent is extracted.

(@ a  Sino ang b-um-ili ang nanay ng kotse?
who ANG bought{at) ans-mother INH-CAT
Lit. *Who is the one that r mother bought a/the car?
(* as Lit. *“Who is the one that the mother bought ¢ car?’)

b. *Sinc  ang b-in-ili ng nanay ang kotse?

who ANO bought(rr) trg-mother  ass-car
(Lit. *Who is the one thut # mother bought the car?’)
(OK as Lit. ‘Who is the one that a/the mother bought ¢ car?’)

The lack of Subject Condition violations in Tagalog (and ergative languages in general) would follow
if we assume that Huang’s (1982) Condition on Extraction Domain (see footnote 1) (or whatever replaces
it in the Minimalist Program) applies strictly derivationally. At the time when the extraction takes place
in examples like (42b), the structural subject is within the VP, properly governed by the verb.
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The wh-chains in (43a-b) are the same in length at the time they are formed. The crucial
differerce here is that the Theme stays within the VP in (43a), while it raises covertly
into the Spec of the TP in (43h). (43a), | argue, is blocked by more economical (43bh),
since the wh-chain link becomes shorter in the latter after the LF raising of the absolutive
DP.

Data like (42) are significant in that they demonstrate that covert raising can raise
entire categories, not just features. They also confirm the claim that the MLC cannot
simply be part of the definition of the derivational operation Attract: as noted above,
there is no way to draw derivationally a distinction between (42a) and (42b) in tern.s of
the wh-chains.

Turning ncx; to the recent past construction, the derivations for (22a,b) are (44a,b)

respectively (1 disregard the adverbial lang ‘just’):

(22) a. Sino  ang kabibili lang  ng tela?
who  aNG buy(reasT) just wH-cloth
‘Who is the one that has just bought some/the cloth?

b. Ano  ang kabibili lang  ni Juan?
what  ANG buy(rrasT) just crG-Juan
‘What is the thing that Juan has just bought?’

(44)  a. |lcp OP; [rp bought(RPAST) [prp £ Pr [ase ASP [vp fy Some/the cloth]]]]]
|

b, fep OIPj Ip bought(rrasT) [pp Juan Pr [age Asp lye tv )11

The extractions in (44a-b) are legitimate in spite of the fact that they proceed in the same
way as those in ill-formed (39b) and (41b) in relevant respects. Note that they show that
there is no general ban on extracting ergative DPs ((44a)) or inherently Case-marked DPs
((44b)). Under the present economy account, their weli-formedness is predicted, since
there is no alternative derivation that would block them. In particular, one cannot turn

the logical subject or the logical object into the structural subject in (22); the recent past
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construction disallows absolutive BPs. Morcover, (22b), fvr instance, cannot be blocked
by (40b), because they do not belong to the same reference set; they contain different
aspectual morphemes with different meanings.

Next, let us consider the examples of the comitative and comparative constructions

in (25) whose structural representations are given a (43):

(25) a. Sino  ang kasama ang tao?
who ANG be with ABS-INAN
‘Who is the one that is with the man?’
b. Sino ang kasingtaas ang tao?
who ANG be as tall as ABS-Man
‘Who is the one that is as tall as the man?’
(45) 2. lcp OP; |p the man; be-with |pp £ Pr [app ASp [ve tv 51111

b. lcp OP; |p the man; as-tall-as {pp h Pr o ASD Lve ty 51
~ }

Again, (45a-b) are well-formed even though (39b), where the wh-phrase has been
extracted in exactly the same way as (45a-b), is ruled out. The reason has 1o do with the
absence of more economical alternatives to (45a-b). As Cena (1979:123) notes, ergative
DPs in the comitative and comparative constructions cannot be turned into structural
subjects in Tagalog, for there simply is no topic morphology that makes them absolutive.
In other words, there is no way for them to take a "free ride” into the Spec of TP in the
first place when they are extracted. This means that the extraction in (45a-b) actually
forms the shortest possible link. Therefore, examples such as (25) are correctly ruled in.

It is worth pointing out that the Tagalog extraction facts examined above conform to
the generalization in (35).

The economy account deals straightforwardly with the adjunct extraction in (3¢) and

(4c), which are repeated below for convenience:
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(406) a. Saan  b-um-iii si Juan ng damit?
where  bought(at)  ass-Juan INH-dress
‘Where did Juan buy a dress?’
b. Saan  b-in-ili ni Juan ang damit?
where  bought(tT) ErG-Juan  ass-dress
‘Where did Juan buy the dress?

Unlike argument extraction, adjunct extraction does not involve a beadless relative clause,
as suggested by the fact that the fronted wh-adjunct is not followed by ang. The

derivations for (46a-b) are given in (47a-b).

47) 4. |cp wherey |p Juan; bought(AT) |pep & Pr | aqe ASp [vp dress fy 1]

b. [cp wherey |1p the dress; bought(rr) lpp Juan Pr | aspp ASP lve & tv &1

(47a-b) are both legitimate, since they have no alternatives that would be more
economical. To be precise, (47a-b) do not compete with each other. This is because the
Theme in (47a) is necessarily nonspecific, whereas that in (47b) is necessarily specific.
This interpretive discrepancy means that (47a) and (47b) arise from different reference
sets. Hence, they converge independently of each other.

In short, the present economy account successfully explains all the Tagalog data
examined above. The reversed argument/adjunct asymmetry arises because arguments can
potentiatly take a Case/EPP-driven "free ride” to the Spec of TP, while adjuncts, having
no need to check a Case feature or a D-feature, cannot. Economy dictates that whenever
wh-arguments can enjoy a "free ride,” they must. In cases like the recent past
construction where the option of taking a "free ride" is not open, non-absolutive DPs can
be directly extracted. What we have been observing in this chapter is the working of

relative economy.

The reversed argument/adjunct asymmetry is also observed in languages like
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Malagasy (footnote 2). Consider the tollowing pair trom Malagasy (based on Guilloyle

eral. 1992):

(48) a. Mividy ny vary ny lehilahy.
buy(aT) the rice the man
“The man bought the rice.’

b. Vidin’ ny lehilahy ny vary.
buy(TT) the man the rice.
“The man bought the rice.”

In Malagasy, the structural subject (or the absolutive in my terms) occurs at the end of
a sentence (Keenan 1976, Guilfoyle er al. 1992). Thus, although no Case-marking
morphology appears on the DPs in (48), we know that ny lehilahy “the man’ gets
absolutive Case in (48a), whereas ny vary ‘the rice’ gets absolutive Case in (48b). |
assume that the present ergative analysis of Tagalog applies 0 Malagasy as well. The
Theme in the Agent Topic construction in Malagasy gets inherent Case within the VP.
But unlike its counterpart in Tagalog, it is not conditicned by the SE (see Section 3.4.).
Thus, it can readily be specific, as shown in (48a). The Agent in the Theme Topic
construction receives ergative Case in the Spec of the PrP.

Consider next (49) and (50), which involve the Agent extraction and the Theme

extraction, respectively (adapted from Guilfoyle er al. 1992).

49) a. Iza no mividy ny vary?

who no buy(aT) the rice
‘Who bought the rice?’
b. *lza no vidin’ ny vary?
who wo buy(tT) the rice

{(*Who bought the rice?’)
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(50) 4. *lnona no mividy ny lehilahy?
what  no buy(aT) the man
(*What did the man buy?")
b. Inona no vidin’ ny lehilahy?

what  No buy(1T) the man
‘What did the man buy?’

(49) is naraliel to Tagalog (38), and (50) to Tagalog (40). The above economy account
explains these examples in the by now familiar manner; (49b) is blocked by (49a), and
(50a) by (50b) because of the MLC in (35).

As in Tagalog, adjunct extraction is possible both in the Agent Topic construction
and in the Theme Topic construction {(51) is provided by Lisa Travis (personal

communication)).

(51) a. Aiza no mividy ny vary ny lehilahy.
where No buy(ar) the rice the man
‘Where did the man buy the rice?’

b. Aiza no vidin’ ny lehilahy ny vary.
where wno buy(rT) the man the rice.
‘Where did the man buy the rice?’

The well-formedness of these examples is expected. (51) differs from (46) in Tagalog,
though, in that {51a-b) do compete with each other. This is because the Theme is specific
in both of them. The adjunct extractions in them are equally economical and the most

economical.

3.4.3. Ourtside Western Austronesian
[ have illustrated my system of relative economy using the data from Tagalog and
Malagasy. In the rest of this section, 1 would like to discuss some data from languages

outside Western Austronesian.
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Many (but not all) ergative languages of the world have antipassive constructions,
Thus, Mayan languages such as Jacaltec (Craig 1977), K ckehi (Berinstein 1983), K'iche!
(Mondloch 1981, Larsen 1987, Davies and Sam-Colop 1990), Mam (England 1983), and
Tzutujil (Dayley 1985a,b) have been reported to have productive antipassive
constructions. In addition, a number of Australian ergative languages, of which Dyirbal
(Dixon 1972, 1979) is perhaps the best documented, have antipassives. Looking at the
north, we find, for instance, such languages from different families as Halkomelem
(Salish; Gerdts 1988), Greenlandic and Yup'ik Eskimo (Eskimo-Aleut; Payne 1982,
Woodbury 1977), Chuckchee (Paleo-Asiatic; Kozinsky er al. 1988). Quite surprisingly,
those languages with antipassives are taithful to the generalization in (5) repeated below

(see the references cited above; see also Larsen and Norman 1979 for Mayan):*

(5 Generalization:
Extraction of a non-absolutive DP argument in a certain construction is

prohibited only if there is a well-formed equivalent of the construction where it
gets absolutive-marked.

In what follows, I will briefly examine Dyirbal, Halkomelem, and Mam in turn,
Dixon (1972), studying relativization in Dyirbal, states that only absolutive-marked

nominals can be relativized in the langauge. Observe the following Dyirbal examples:

(52) a. Payi yuri pangkul yarangku  pakan.
there(ans) kangaroo(ass) there(erc) man(erG) SpeEAr-NONFUT
“The man speared the kangaroo.’

0. Payi yara pakal-nga-nyu pakul yuriku.
there(ass) man{aBs) Spear-Apass-NONFUT-aBs there(pat) kangaroo(nat)
“The man speared the kangaroo.’

30 With a handful of exceptions. See for instance footnote 32.
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(52a) is a transitive sentence, whereas (52b) is its antipassive version, where the
antipassive morpheme -ngay- appears in the verbal complex. As shown in (52b), the
inherent Case assigned by the verb is realized morphologically as dative in Dyirbal. Now

consider the following examples of relativization:

(53) a. Palan jukumpil ngaja  purangu nyinanyu.
there(ans) woman(aps)  1{aBS) See-NONFUT-aBS  Sit-NONFUT
“The woman whom I am watching is sitting down.’

b. Payi yara pakal-nga-nyu pakul yuriku
there(ans) man(aBs) spear-aPAss-NONFUT-aBs  there(paT) kangaroo(pat)
panakanyu.

relurn-NoNFUT
“The man who speared the kangaroo is returning.’

In (53a) the Theme argument has been extracted in the transitive clause. In (53b) the
Agent has been extracted with the obligatory use of the antipassive. In both (53a) and
(93b), the extracted nominal must be absolutive. In particular, one cannot use an
antipassive in extracting the Theme or a simple transitive sentence in extracting the
Agent. This restriction can be explained by the present analysis.

Examples {54a-b) are from Halkomelem (Gerdts 1988):

(54) a. Ni pdn-dt-cs k¥Od sway?qe? k¥0Od sqéw6.
aux plant-tr-3ERG  DET man DET potato
‘The man planted the potatoes.’
b. Ni pdn?-3m k“Od sway?qe? 73 k¥63 sqéwO.
Aux plant-INTR DET man OBL DET potato
“The man planted the potatoes.’

(54a) is tramsitive, as indicated by the transitive morpheme -&-, while (54b) is
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intransitive or antipassivized, as indicated by the intransitive morpheme =A=' ln
Halkomelem antipassives, the thematic object is accompanied by the "oblique™ marker,
as in (54bh), which I assume is the Halkomelem-particular morphologicil form of inkerent
Case.

As expected, argument extraction targets absolutive DPs wn Halkomelem ((35:) is

from Gerdts 1988, (55b) is from Gerdts 1980):%

(55) a.  Scé.itdn k¥Od i q'¥ol-ot-7¢.n?.
salmon DET aux bake-rr-lsus
*Salmon is what 1 baked.’

b. Siéni? ©O3J ni q™Vgl-om 73 189 saplil.
woman DET auy bake-inTR  oBL-beT bwead
‘A woman is the one who baked the bread.”

These examples contain headless relative clauses introduced by the determiners. In (55a)
the absolutive Theme has been extracted, and in (55b) the absolutive Agent has been

extracted.

Interestingly, Halkomelem seems to behave in the same way as Tagalog in terms of

3 Thus, the Halkomelem pair in (54} is similar to the Tagalog pair in (8) with respect to verbal
morphology.

32 An apparent counterexample from Halkomelem to the genemlization in (5) is given in (i) (Gerdts
1980):

(i) Sténi? O3 nigqval-at % "
woman DET  aux bake-TR  brr foad
*A woman is the one who baked e bresd.’

In (i) it appears that the ergative DP has been directly extracted. The economy gecount seems to predict
that (i) should be blocked by (55b). There is, however, something strange about {i). In purticular, the
ergative agreement drops in (i). Compare (i) to (1i) without wh-extraction.

(i1} Soplil %  ni q"dl-3t-0s 84 sléni?.
bread ber  aux bake-r-3mrg  DET woman
‘Bread is what the woman baked.’

I speculate that the Spec of PrP in Halkomelem can license an A’-bound pre when its binder is "referential®
(Cinque 1990, Chung 1994). If this speculation is on the right track, (i) and (55b) do not compele, since
the former but not the latter contain an extra element in the numeration, ie., a pro. Then (i) and (55b)
would converge independently of each other (see also the brief discussion of the role of "referentiality” in
Chamorro in Chapter 5). It may be that an A’-bound pro cannot trigger agreement in Halkomelem.
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extraction of possessors, Gerdts (1988:76) explicitly states that a possessor can be
extracted only if the possessive phrase from which it is extracted receives absolutive

Case. Consider the following (Gerdts 1988):

(56) Ni 4'val-ot-ds kO3 scé.ltan-s 18 sléni?.
aux bake-tr-3erGé  pET salmon-3ross DET woOman

‘He baked the woman’s salmon,’

h. Stdtdl-stox™ con 13 sléni?  ni qv9l-R-ds k¥Od scé.lton-s.
know-caus lsus pET woman aux bake-tr-3erc  pET salmon-3ross
‘1 know the woman whose salmon he baked.’

(57) a. Niqvol-dt-ds k%04 syé?dq-5 19 sléni? k™03 scé.lton.
aux bzke-tr-3erc  bET y.brother-3ross per woman per salmon
*The woman'’s younger brother baked the salmon.”

. *Stdtdl-stax® con 10 sléni?  ni q"™ol-ot-ds k¥4 sq€?dg-s
know-caus Isue  per woman aux bake-te-3eré  pETy.brother-3ross
k¥O3 scé.lton.,
per salmon
(‘1 know the woman whose younger brother baked the salmon.”)

=

j=n

In well-formed (56b) based on (36a), the possessor of the absolutive Theme has been
extracted by relativization. In ill-formed (57b) based on (57a), the possessor of the
ergative Agent has been extracted. It should be clear how the explanation goes; (37b) is
blocked by its antipassive counterpart.® Since possessor extraction in Halkomelem
patterns with that in Tagalog, the points made earlier about the latter can aiso be made
on the basis of the former; i.e., there is LF pied-piping and the MLC cannot be a strictly
derivational condition.

Let us now turn to Mam. Consider first the following pair from Mam (England

1983):

33 Gerdts (1988) does not give examples where the possessor of Agent is extracted with antipassives.
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(38) a. Ma @-tzyj t-tzyu-Tn Cheep  ch'it.
RPAST 3SG.ABS-DIR 35G.ERG-grab-ps Jose bird
‘José grabbed the bird.’

b. Ma @-tzynu-n Cheep  t-i75 ch'it,
RPAST 3sG.aps-grab-apass Jos¢  3sG.erc-rn bird
*José grabbed the bird.’

(58a) illustrates the transitive clause in Mam. Like many other Mayan languages, Mam
is a verb-initial language. (58b) is the antipassive counterpart of (58a), in which the
antipassive morpheme -2 is suffixed to the verb, and the thematic object is preceded by
the dative "relational noun."” | assume that the dative "refational noun” in antipassives like
(58b) is the morphological reflex of inherent Case assignment, which has no categorial
status.

Observe the follcwing Mam examples of extraction (England 1983):

(59) Cheej chi-@-kub’t-tzyu-Tn xiinaq.
horse  Asp-3sG.ABS-DIR 3sG.ERG-grab-ps  man
‘It is the horse that the man grabbed.’

60) a. *Xiinmaq chi-@-kub’t-tzyu-7n chegj.
man AsP-3s5G.aBs-DIR 3sG.ErG-grab-ps  horse
(‘It is the man that grabbed the horse.”)
b. Xiinaq x-@-kub’-tzyu-n t-e cheej.
man ASP-35G.ABS-DIR-Erab-apass  3sG.ErGg-rn horse

‘It is the man that grabbed the horse.’

In (59) the absolutive Theme of the transitive clause has been extracted with no difficulty.
But when it comes to Agent extraction, one is obliged to use * « antipassive construction,
as shown by the contrast between (60a) and (60b). Under the economy account, (60a) is

blocked by (60b), since the extraction of the absolutive in the latter creates the shorter



97

wh-chain
Before closing this section, yet another prediction the economy account makes is
worth mentioning, i.e., that if an ergative language lacks a counterpart of the Tagalog
Agent Topic or antipassive construction altogether, the ergative DP should be extractable
in simple clauses. There are indeed ergative languages without antipassive constructions.
They include, for example, Niuean (Polynesian) and Chorti (Mayan). The prediction is
borne out by Niuean (Seiter 1980). (61) illustrates the simple transitive sentence in

Niuean,

(61) To lapomatai he ekekafo a ia.
FuT help erc-doctor  aBs-him
“The doctor will help him.’

As in Tagalog, the extraction of absolutive DPs is fine, as shown in (62).

62) Ko hai ne fahi e Sione?
PRED who  NonruT beat ErG-Sione
"Who is it that Sione beat?’

But unlike Tagalog, Niuean permits extraction of ergative DPs freely. This is shown in

(63).

®63)) Ko hai ka kini e mila?
R0 who  Fur clear  aes-plantation
‘Who is it that is going clear the plantation?”

In the absence of more economical alternatives (i.e., an antipassive), (63) is the most

34 The meaningless "directional suffix” -7n in (60a), | assume, can be ignored for the purpose of the
reference set, See below for K'ekchi. Note that the aspectual morphemes in {59) and (60b) take different
shapes, which may make sense from the piesent view that the antipassive morpheme is tied with Asp.
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economical and therefore well-formed.

According to Quizar and Knowles-Berry (1988), the Cholan lLanguages lack
(productive) antipassives. "Although the Cholan languages are like other Mayan languages
in utilizing SVO order to indicate agent-focus, they do not have an antipassive verb for
this construction (Quizar and Knowles-Berry 1988:91)." As expected, extraction of

absolutive arguments is also fine in Chorti.

(64) e winik 3e7 yolpa-@ tama ¢ otot
the man who came-3sG.a8s to the house
‘the man who came to the house’

As shown in (65), ergative arguments can be directly extracted in Chorti.

(65) e winik  $e7 uy-ahk’-u-& uw-isk-a7r
the man  who 3s6.ErG-hit-T5-35G.£BS 3sG.ErG-wife-N
‘the man who hit his wife’

Again, (65) is well-formed, because there is no antipassive equivalent of (65) which
would be more economical.
To sum up this section, the economy account has been shown to be successful in

capturing the generalization given in ().

3.5. Two Types of Antipassives

This section considers a curious phenomenon observed in certain ergative languages
including Tagalog, whereby extraction of the Agent argument in a clause neutralizes the
SE otherwise imposed on the Theme argument in an antipassive clause. I will present an
economy-based account of the phenomenon, which I believe leads to understanding of the

dichotomy of antipassives mentioned at the outset of this chapter.
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As noted in Chapter 2 and above, the SE is observed in the Agent Topic construction
in Tagalog (see, for example, Adams and Manaster-Ramer 1988). Thus, the following

pair from Tagalog is typical:

(66) a. B-in-ili ni Juan ang kotse.
bought(tt) Erc-Juan  Ams-car
‘Juan bought the car.’

b. B-um-ili  si Juan ng kotse,
bought(at) Ass-Juan INH-Car
‘Juan bought a car.’

In the Theme Topic construction in (66a), the Theme korse *car’ must be specific, while
in the Agent Topic or antipassive construction in (66b), it must be nonspecific, exhibiting
the SE. | have argued that the SE imposed on the Theme in the Agent Topic construction
has to do with inherent Case. When the Theme happens to be nonspecitic, it is eligible
for inherent Case and therefore remains within the VP throughout the derivation (cf.
Belletti 1988, Diesing 1992).%

It is interesting to note that we find situations in Tagalog where the SE on the Theme
with inherent Case is neutralized (see Maclachlan and Nakamura 1994, Nakamura 1994b
and references cited there). First, consider the following examples of the Agent Topic

construction (Byma 1986):

(67) a *Nag-hintay si Juan ni Maria.
wait for(at)  ass-Juan  nH-Maria
(‘Juan waited for Maria.”)

b. Nag-hintay si Juan kay Maria.
wait for(at) ass-Juan  osL-Maria
‘Juan waited for Maria.’

35 For reasons of ec;momy, the MFC in particular, See below.
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In (67) the Theme is the proper noun Maria, which is inherently specific. (67a) is ill-

formed due to the SE.% But in fact, one can have a specific Theme in the Agent Topic
construction by placing an oblique preposition before the Theme, as in (67b).%7

It is widely known that objects of prepositions are exempt from the SE. This point

can be seen by the French /! impersonal construction. Observe the following French

examples (Safir 1985):

(68) a. Il est arrivé trois hommes.
“There arrived three men,’

b.  *1l est arrivé les trois hommes.
(“There arrived the three men.”)

The impersonal construction in (68), like its counterpart in English, exhibits the SE; the
nominal after the unaccusative verb arrivé must be nonspecific. However, the SE does

not hold if the nominal in the impersonal construction is the complement of a preposition

(Safir 1985).

(69) a. Jean a tiré sur le bateau.®®
‘Jean shot at the boat.’

b. 11 a été tiré sur un bateau.
Lit. ‘There was shot at a boat.’

c. Il a été tiré sur le bateau
Lit. ‘There was shot at the boat.’

36 Compare (67a) with (i), where the Theme is nonspecific.

(i) Nag-hintay siJuan ng bus.

wait for(at)  aes-Juan mw-bus

‘Juan waited for a bus.’

37 There seems to be dialectal/idiolectal variation concerning the acceptability of sentences like (67b).
For instance, they are reported as ungrammatical in Schachter and Otanes 1972:382 (see ulso MacFarland
1978, Adams and Manaster-Ramer 1988). It would be reasonable to assume that the variation at issue
depends on whether a given dialect/idiolect permits "preposition insertion” in the Agent Topic construction
as a last resort.

38 (69a) also has the interpretation ‘Jean shot on the boat’, which is irrelevant for present discussion.
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The SE is absent in {69) in contrast to (68). This 1s the case because of the preposition
sur “at’.

There is further indication that oblique prepositions play a role in neutralizing the SE.

Consider the Benefactive Topic construction in Tagalog mentioned above, as in (70):

o I-binili ni Juan ng kotse  ang babae.
bought(sr) ERG-Juan  INH-Car ABS-WOMAN
‘Juan bought the woman a/the car.’

In (70) the Benefactive babae ‘woman’ is the structural subject and absolutive-marked.
The Benefactive Topic construction is assumed to be an applicative construction derived
by Preposition Incorporation (P1) in the sense of Baker (1988a,b) (see Chapter 4 for more
details). Thus, the morpheme i- in (70) is analyzed as an incorporated preposition. The
Pl makes it impossible for the Benefactive to get Case in situ (Baker 1988a,b), forcing
it to move into a structural Case position, i.e., the Spec of TP (at LF). Interestingly, the
Theme kotse ‘car’ in (70) can be specific in spite of the fact that it is assigned inherent
Case within the VP. The lack of the SE in applicative constructions in Tagalog would be
captured it we assume that the oblique Case feature of the incorporated preposition can
somehow optionally participate in inherent Case assignment by the verb,

In view of this, | present the following condition as a descriptive generalization (cf.

Maclachlan and Nakamura 1994, Nakamura 1994b);
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(7hH Condition on the Specificiry Effect (CSE):
A nominal with inherent Case fails to exhibit the SE if an oblique Case feature
is part of the inherent Case-assigning head.

Given the CSE in (71), the neutralization of the SE in (67b), (69¢), and (70) foilows.™

The CSE also accounts for the SE in serializing languages like Anyi, a Western Kwa
language spoken mainly in Ivory Coast. As is well-known, serializing languages have few
prepositions if any. Then, it would be predicted that the inherently Case-marked Theme
in double object constructions in such languages should exhibit the SE, since there would
be no PI involved. This prediction is borne out, as the following Anyi examples

demonstrate (Van Leynseele 1975:200-202):

(72) a. Kofi mi kasi  buldki.
Kofi  give(uas) Kasi  book
*Kofi gives Kasi a book.’

b. *Koff mi kasi  buhikd-3.
Kofi give(nas) Kasi  book-per
(‘Kofi gives Kasi the bcok.”)
c. Kofi fa buliki-3  fa-'mi kasi.
Kofi  take(uas) book-pEr  take-give(uas) Kasi
‘Koft gives the book to Kasi.’

The contrast between (72a) and (72b) shows that the Theme in the double object
construction has to be indefinite or nonspecific. In order to express the meaning of (72b),
the serial verb construction in (72¢) must be used (for an analysis of serial verb
constructions, see Baker 1989). In (72c¢) the Theme exhibits no SE, presumably because
it can be assigned structural Case by the Asp associated with the first verb.

Let us assume then that the CSE is descriptively correct, though 1 will not try to spell

3% In the recent past construction in Tagslog, no SE is observed on the Theme with inherent Case,
I must assume that the recent past morphology can optionally have an oblique Case feature.
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out the exact mechanism of how the SE gets neutralized. ™
Tagalog constructions involving Agent extraction, however, seem to pose a problem
for the CSE just presented (as pointed out also by Richards (1995)). Consider the

following cleft construction:

(73) Siya ang  b-um-ili  ng kotse.
3sc.aBs anG  bought(aT) INH-car
‘He is the one who bought a/the car.’

As shown in (73), the SE observed in the Agent Topic construction is neutralized if the
construction involves extraction (Schachter and Otanes 1972, MacFarland 1978 among
others). Why should this be the case? It appears that the CSE is at odds with the
neutralization of the SE in examples like (73), because no element with an oblique Case
feature seems to be found in the verbal complex; to account for the SE in (66b), we must
assume that the morpheme -um-, which I regarded as & morphological realization of the
Caseless Asp, lacks such a feature.

I would like to argue that the problem for the CSE posed by (73) is only apparent.
My suggestion is that Tagalog has two kinds of Agent Topic morphemes, one which has
an oblique Case feature, and the other which does not. If the latter is used, the SE is
observed. If the former is used, the SE fails to be observed. What is confusing is that
these morphemes happen to be homophonous. In effect, I am claiming that the two kinds
of -um- can be used in (73), but only one kind without an oblique Case feature can be
used in (66b). If this is correct, the specificity facts in these examples follow.

On the face of it, this account may sound very ad hoc. 1 suggest that there is good
evidence for it. First, I would like to establish based on Chamorro, an Austronesian

language, that it is perfectly natural to posit two kinds of Agent Topic morphemes in

0 Fyrther support for the CSE may come from cross-linguistic variation among Austronesian
languages in terms of the SE in the Agent Topic construction, See below for Malagasy.
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Austronesian. Consider the following Chamorro pair (Topping 1973:85):

(74)  a. Hu-hatsa i lamasa.
Isc.erc-lifted the table
‘1 lifted the table.’

b. Man-hatsa yu’ lamasa.
at-lifted Isc.aBs table
‘1 lifted a table.’

(74a) exemplifies the regular transitive or "Theme Topic" construction, and (74b) the
Agent Topic or antipassive construction (Cooreman 1987). The Agent Topic morpheme
in (74b) is man-, while (74a) does not contain any special topic morphology. The
transitivity of (74a) is evident from the Agent pro triggering the ergative agreement. The
intransitivity of (74b) can be seen by the fact that the pronominal Agent takes the
absolutive form; the Theme is assigned inherent Case within the VP, As in the case of
Tagalog (66b), the Agent Topic construction in (74b) exhibits the SE; its Theme must be
nonspecific.

The SE in the man-marked Agent Topic construction can also be illustrated by the

tollowing pair parallel to Tagalog (67) (based on Gibson 1980):

(75) a. *Man-man-bisita i famagu’un si Juan
PL-AT-Visited the children unm-Juan
(“The children visited Juan.’)

b. Man-man-bisita i famagu’un gias Juan.
PL-AT-Visited the children onL-Juan
‘The children visited Juan.’

(75a) is ill-formed since the Theme Juan is intrinsically specific. (75b), on the other
hand, is well-formed since Juan is the object of the preposition- gias.

Now, let us see what happens in Agent Topic constructions involving extraction in
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Chamorro. Consider (76) where the Agent is extracted by clefting (Topping 1973:244):

(76) a. Guiya man-li'’e’  palao’an.
3sG.EMPH AT-$dW woman
*He is the one who saw a woman.’

b. Guiya l-um-i’e’ i palao’an.
3sG.EMPH AT-SaW the woman
‘He is the one who saw the woman.’

Interestingly enough, two kinds of Agent Topic morphemes are used depending on the
specificity of the Theme.*' In (76a) the Theme palao’an ‘woman’ is nonspecific, and
the morpheme man- is used. In (76b), on the other hand, the Theme i palao’an ‘the
woman’ is specific, and the morpheme -um- is used, which is most likely to be cognate
with the homophonous morpheme in Tagalog (Topping 1973). Chung (1982, 1994) calls
this special morphology contingent on Agent extraction "Wh-Agreement” (see Chapter 5).
In present terms, man- in (74b) and (76a) lacks an oblique Case feature, whereas -um-
in (76b) has one. Thus {74b) and (76a) exhibit the SE. In (76b) the oblique Case feature
of -um- is supposed to take part in the inherent Case-checking, permitting the specific
Theme. (76) demonstrates that Chamorro has two types of Agent Topic morphemes, and
they have different phonological realizations. Given this fact, it is reasonable to claim that
Tagalog, just like Chamorro, has two types of Agent Topic morphemes, which happen
to be homophonous.

In the preceding discussion, we saw that Chamorro has two kinds of Agent Topic
constructions. Recall that under an ergative analysis of Philippine-type languages, the

Agent Topic construction is regarded as an antipassive construction. In this light, it is

4 These morphemes are homophonous with the number agreement morphemes used in intransitive
realis clauses (man- is for plura) subjects, -um- for singular subjects; Topping 1973, Chung 1982,
Cooreman 1987). The homophony of these morphemes may make sense in light of Travis® (forthcoming)
claim that the functional category Number (see Ritter 1991) is the nominal counterpart of Asp; the Agent
Topic morphemes are related to Asp under the present analysis.
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only reasonable to expect that there exist ergative languages outside the Austronesian
family which possess two types of antipassives parallel to those found in Chamorro, As
a inatter of fact, Mayanists have traditionally distinguished between two kinds of
antipassives in Mayan languages; Absolutive Antipassive and Agentive Antipassive (see
Smith-Stark 1978 among others). Here [ will illustrate each of them by drawing refevant
data from K’ekchi, a Mayan language spoken in Guatemala (Berinstein 1983).

Beginning with Absolutive Antipassive, consider (77) {Berinstein 1985).

(77) a. X-@-a-tiu li ic.
RPAST-3ABS-2ERG-€4t the chile
‘You ate the chile.’

b. X-at-ti’-o0-¢ ic.
RPAST-2ABS-eidt-Apass-asp  chile
‘You ate chile,’

(77a) exemplifies a transitive clause in K’ekchi. In (77a) the Agent pro ‘you' and the
Theme /i ic ‘the chile’ trigger the ergative agreement and the absolutive agreement
respectively. (77b) illustrates the Absolutive Antipassive. In this construction, the Theme
must be nonspecific. This point can be appreciated by contrasting (77b) with (78)

(Berinstein 1985).

(78) *X-at-ti’-0-c li ic,
RPAST-2ABS-€At-APASS-ASP the chile
(“You ate the chile.”)

In the above sentence, the Theme in (77b) has been made specific by adding the definite
determiner /i to it. The result is the ungrammaticality of (78). The intransitivity of (77b)
is clearly indicated by the fact that the Agent triggers the absolutive agreement; the

nonspecific Theme gets inherent Case within the VP without the mediation of a functional
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category and thus cannot trigger agreement. Notice that (77b) is strikingly similar to
Tagalog (66b) and Chamorro (74b) in terras of the obligatory nonspecificity of the
Theme.

Let us turn next to Agentive Antipassive. It is an antipassive construction where
extraction of the Agent is mandatory. In K'ekchi, the Theme in this construction is

dative-marked, Observe the following examples (Berinstein 1983):

(79) a. X-@-x-sac’ li tz'1’ 1i cuink.
RPAST-3ABS-3ERG-hit the dog the man
“The man hit the dog.’

b. *X-@-sac’-o-c r-elitz'’ 1i cuink,
RPAST-3ABS-hit-APASS-ASP 3erG-paT the dog  the man
(*The man hit the dog.")

(79a), like (77a), is a usual transitive clause. (79b) is the Agentive Antipassive version
of (79a)}, in which the Theme /i (z'i' ‘the dog’ is assigned “"dative" Case. It is
upgrammatical, since the Agent /i cuink ‘the man’ is not extracted (for a well-formed
example of Agentive Antipassive, see (80b) below).

Now, let us consider extraction of the Agent in the two kinds of antipassives. As

shown in (80), both of them permit such extraction (Berinstein 1985).

(80) a. Laat nac-at-il-o-c coc’al.
2EMPH TNS-2ABS-See-Apass-asp  children
‘It is you who watch children.’
b. Licuink x-@-sac’-o-c r-e li 1z'i’.
the man RPAST-3ABs-hit-APAss-asp  3ercG-paT the dog
‘It was the man who hit the dog.’

(80a) contains the Absolutive Antipassive, (80b) the Agentive Antipassive. What is

noteworthy about (80a-b) is that they are exactly like Chamorro (76a-b) in that it is the
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speciticity of the Theme that determines which of the two kinds of antipassives will be
employed. If the Theme is nonspecific, the Absolutive Antipassive will be chosen, as in
(80a). If it is specific, the Agentive Antipassive will be chosen, as in (80b). Thus, the
Absolutive Antipassive behaves in the same way as the man- Agent Topic construction.
The Agentive Antipassive corresponds to the -um- Agent Topic construction. In fact, the
latter two constructions share one more striking similarity, i.e., they are used when their
external arguments are extracted (for reasons to be explained below). This has atready
been demonstrated in (79b) for K'ekchi. And this is apparently true of Chamorro, too
(see Chung 1982, Cooreman 1987).*? For example, -wm- cannot antipassivize (74a).

In brief, K’ekchi has two kinds of antipassive or "Agent Topic” morphemes: one,
like Chamorro man-, has no oblique Case feature, and the other, like Chamorro -um-,
has an oblique Case feature. The former produces Absolutive Antipassive, while the latter
produces Agentive Antipassive. Unlike the situation in Chamorro, but like that in
Tagalog, they happen to be homophonous.*® But unlike in Tagalog, the difference
between them clearly manifests itself in the way the Theme gets Case-marked when they
are used. If the Absolutive Antipassive morpheme is used, the Theme is assigned inherent
Case in the by now familiar way, exhibiting the SE. If the Agentive Antipassive

morpheme is used, it also gets inherent Case, but with the help of the oblique Case

%2 In Chamorro, there is another context in which the morpheme -um- shows up, i.e., the control
construction, as in (i) from Topping 1973 (see Cooreman 1987 for detailed discussion),

(i) Maldgu’ gui’ b-um-isita si Rita.
want 3s0.ABs  AT-visit unm-Rita
‘He wants to visit Rita.’

The use of -um- is required in (i), since the Agent PRO must raise into the Spec of TP in the embedded
clause to check its null Case (Chomsky and Lasnik 1993). Obligatory antipassivization within control
infinitival clauses is also found in such ergative languages as Dyirbal, as in (ii) (Dixon 1991).

(ii) Bay-i yara walnggarra-nyu qunyjal-nga-ygu  ba-gu-n bana-gu,
there.aRs-MASC MAan.ass  want-past drink-apass-pure there-paT-reM Waler-pat
‘The man wanted to drink water.’

4 The antipassive morpheme in K’ekchi is realized as -0 when attached 1o a monosyllabic verb, and
as -n otherwise (Berinstein 1985).
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feature of the Agentive Antipassive morpheme. One may propose to take the dative Case
in (80b) 1o be the morphological reflex of the participation of the oblique Case feature
of the Agentive Antipassive morpheme in the inherent Case-checking.

The K'ekchi data just reviewed are signiticant in that they demonstrate that the kind
of phenomena we saw for Tagalog and Chamorro is in tact general and is not some sort
of quirk associated solely with Austronesian; K'ekchi has no genetic connection
whatsoever with the two (possibly closely related) Austronesian languages. Given this,
it is sensible to conclude that the distribution of the SE we are interested in here must
follow not from some language-particular rules but from principles of grammar. In what
follows, 1 will attempt to offer a principled account from an economy perspective,

So far, 1 have argued that Tagalog, Chamorro, and K’ekchi all have two kinds of
Agent Topic or aniipassive morphemes: one with an oblique Case feature, and the other
without such a feature. There is a remaining question regarding their distribution.
Phrasing the question in terms of Tagalog, why is it that -um- with the oblique Case
feature cannot be used in contexts involving no extraction, as in (66b), while it can be
used in contexts involving Agent extraction, as in (73)? I wish to suggest an economy-
based solution. In particular, 1 propose (81) as a general economy condition on feature

specification.*

1t could be sugpested that (80b) is a case of preposition insertion as a last resort, triggered by the
specificity of the Theme, This suggestion, however, has difficulty in explaining why the dative
“preposition” cannot be used without Agent extraction, Compare the ill-formedness of (79b) with the well-
formedness of Tagalog (67b) and Chamorro (75b).

% Burzio (1991} proposes that Binding Theory should be replaced by the following:

(i) Binding Theory = Morphological Economy:
A bound NP must be maximally underspecified,

1 suspect that (i) may be subsumed under (81). But an attempt to that end would demand a modification
of the concept of reference set adopted here.
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(8D Minimal Feature Condition (MFC):
Derivation D blocks derivation D' if D and D* belong to the same reference set
and the number of features in numeration N of D is less than the number of
features in numeration N of D°.

(81) requires that the number of features used in a successtul derivation be minimal.
More explicitly, it, combined with the notion of reference set in (28), states "Minimize
the number of uninterpretable tormal features.”

Concentrating for the moment on Tagalog constructions where no extraction is
involved, the intuitive idea is that when the Theme is specific, it is not necessary o use -
um- with an oblique Case feature, since the alternative Theme Topic construction is
available, as in (66a). Hence, the use of -um- with an obligue Case feature is prohibited,
This idea accords well with the observation that the "insertion" of oblique-markers in
examples like (67) and (75) is a "last resort.” The LF structures for (66a-b) under the

intended reading ‘Juan bought the car’ are given in (82a-b) respectively.®

(82) a.  [rp the car; bought(tT) [pp Juan Pr |,,,p Aspl+Case] [yp ty tfml

b.  *|p Juan; bought(at) [pp £ Pr |,p Aspl+Case, +obl| [yp £y the car]]]]

Given the revised notion of reference set in (28) where only interpretable features matter,
(82a-b) compete with each other for economy purposes. Notice that neither of (82a-b)
blocks the other, as far as the MLC in (35) is concerned. This is simply because they do
not have any comparable chain links (see (33)). How about the MFC? The crucial
difference between (82a) and (82b) lies in the uninterpretable Case features of the Asps;

the Theme Topic morpheme in the former has a Case feature, which I represent as a

46 Case and oblique features, being uninterpretable, are assumed not to be present at LF, but are
shown in (82), (83), and (83) for the sake of exposition.
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single feature | +Case], while the Agent Topic morpheme in the latter has an oblique
Case feature, which [ represent as a combination of two features [-+Case] and
{ +oblfigue)]. (82b) is blocked by (82a) in terms of the MFC, since the use of the Theme
Topic morpheme in the latter with one feature is more economical than that of the Agent
Topic morpheme in the former with two features. This explains why only -um- without
an oblique Case feature can be used in (66b), which exhibit the SE due to the CSE.

There is, in fact, another question about (66) that must be answered. 1 have been
assuming following Belletti (1988) and Lasnik (1992) that assignment of inherent Case
is optional (see Chapter 2). Suppose that we choose to have a nonspecific Theme in the
Theme Topic construction and choose not to assign inherent Case to the nonspecific
Theme. Then the Theme must raise into the structural subject position for absolutive
Case-checking. In the derivation under consideration, the Agent would get ergative Case
in the usual way. The question is: why is it that the Theme in the Theme Topic
construction, as in (66a), cannot be nonspecific? The proper answer, I argue, hinges on
the MFC. Now, we are comparing the following two derivations with the intended

reading ‘Juan bought a car’:

(83) a.  *[yp a car; bought(tr) |pp Juan Pr [, Asp|+Case] [yp ty 5]]1]

b.  [yp Juan; bought(aT) [pp & Pr [ ASp [yp ty 2 car]]f]

Once again, neither of (83a-b) blocks the other with respect to the MLC, for no
" comparable chains are formed in (83). What is responsible for the ill-formedness of (83a)
is the presence of the Case feature of the Asp, which is lacking in (83b); from the
viewpoint of the MFC, (83b) counts as more economical than (83a).

In short, the MFC successfully accounts for the specificity facts in non-extraction

contexts such as (66). Note that the MFC is a transderivational economy condition. There
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is nothing wrong with each individual derivation in (82) and (83). In particolar, the
derivations in (82) and (83) each satisfy the definition of Attract. There is nothing wrong
with their LF representations, either, which consist only of legitimate LF objects. Thus,
the MFC selects among convergent derivations.

What about cases such as (73) where extraction of Agent is involved? Recall from
the previous sections that when one wishes to extract Agent in sentences like (73), the
Agent Topic construction must be used. Compare (73) with ill-formed (84) where the

Agent has been extracted in the Theme Topic construction,

(84)  *Siya ang b-in-ili ang kotse.
3sG.ABS  ANG bought(TT) ABS-Car
(*He is the one who bought the car.’)

The explanation offered above made crucial use of the MLC given in (35). To repeat it
briefly, the definition of reference set in (28) allows us to make comparison between (73)
and (84), and (84) is blocked by more economical (73). Consider LF representations
(85a) and (85b) for (73) and (84) respectively (only relevant portions shown). Note that
the relevant interpretation is the one where the Theme is construed as specific and hence

the Asp in (85a) must have an oblique Case feature.

(85) a. [cpOP;[7pt’; bought(AT) [pp #; Pr|ase Aspl+Case, +obl] Jyp ty the car]]]]]

b. *[cp OP; [1p the car; bought(TT) [pp ii Pr [ayr Aspl+Case] [ve tv 51111

According to chain link comparability in (33), the wh-chain link in (85a) and that in (85b)
are comparable. The MLC correctly predicts that (85b) is blocked by more economical
(85a), because the wh-chain link in the latter is shorter that in the former.

Therefore, in cases involving Agent extraction, the use of the Theme Topic
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morpheme -in- is simply not an option. The use of -um- with an oblique Case feature is
permitted in such situations, being the most economical by default. And of course,
nothing prevents one from using -um- without a Case feature.

In this way, the economy account nicely captures the fact that the SE is observable
in non-extraction contexts like (66b), but not in extraction contexts like (73). Notice that

the above discussion forces us to assume the following:
(86)  The MFC is overridden by the MLC.

If the reverse of (86) were true, we would incorrectly expect that Agent extraction has
no effect whatsoever on the SE; using the Agent Topic morpheme without an oblique
Case feature would always be more economical than using the one with it. I speculate that
(86) would follow from the interpretation-oriented nature of the computational system.
Intuitively, linguistic ohjects such as chains that can get interpreted at LF are more
important than those uninterpretable formal features that play no role at LF. Hence, the
MLC, which constrains chain formation, outweighs the MFC, which concerns
uninterpretable features. %’

An alternative to this speculation would be to suggest that (86) would follow if (i)
only convergent derivations compete for the purpose of economy, and (ii) violations of
the MLC lead to crashed derivations (Chomsky 1994). In other words, if the derivation
in (85b) crashes, there would be no way for it to block (85a). But I have rejected the
second assumption: (85a-b) compete with each other for relative economy, because both
of them converge (see section 3.4.). Thus, this alternative seems untenable.

The present analysis also straightforwardly extends to the Chamorro and K’ekchi

examples examined above. Let us consider Chamorro first. Chamorro (74) can be

47 (86) will be modified later in Chapter 5.
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accounted for in the same way as Tagalog (66). When the Theme is specific, the use of -
um- with an oblique Case feature is blocked by the availability of the more cconomical
Asp with a structural Case feature, as in (74a). The Ageat Topic morpheme man- does
not possess any Case feature, requiring the Theme to be nonspecific, as in (74b). The
Theme in (74a) must be specific for the same reason as that in (66a) must be specific.

The same explanation for Tagalog (73) covers Chamorro (76). The only difference
between them is that Chamorro distinguishes between the two Agent Topic morphemes
phonologically, while Tagalog does not. Note that as in Tagalog (73), the Agent Topic
construction must be used in sentences like (76). In particular, (76b) is the most

economical for reasons mentioned above, blocking (87) (based on Topping 1973).

(87 *Guiya ha-li'e’ i palao’an.
3sc.eMpH  3sG.ErRG-saw the woman
{*He is the one who saw the woman.”)

Thus, the present economy account, extended to Chamorro, neatly captures the
observation that in that langvage, -um- never show up on the two-place verb when the
"Theme Topic" construction is available.

Let us next go back to the K’ekchi data. When the Absolutive Antipassive morpheme
lacking the features |+ Case, +obl] is used, as in (77b), the inherently Case-marked
Theme is obligatorily nonspecific. The reason why the Agentive Antipassive cannot be
used without Agent extraction has to do with the MFC. Consider the pair in (79) once
again. Given the notion of reference set adopted here, (79a-b) belong to the same
reference set, assuming that the dative-marker on the Theme in (79b) is nothing but a

dummy Case-marker with no categorial status.*® In light of the MFC, (79b) is blocked

8 There is another noteworthy difference between (79a) and (79b), i.e., the presence or the absence
of the "aspect marker” -¢. This "aspect marker” is merely the non-future intransitive suffix that bears no
aspectual meaning on its own (Berinstein 1985), Thus, it can be found in intransitive sentences like the
following where its appearance is only optional, suggesting the relative insignificance of its role:
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by more economical (79a); the former uses the oblique Case feature of the Agentive
Antipassive morpheme in order to accommodate the specific Theme.

Turning to the Agent extraction in (80), the same explanation for Tagalog (73) and
Chamorro (76) holds of (80) as well. Again, one must use the antipassive constructions
in (80), as required by the MLC. The transitive counterpart of (80b) is ill-formed, as

illustrated below (based on Berinstein 1985):

(88) *Li cuink  X-@-x-sac’ litz’1’.
the man  reasT-3aBs-3erG-hit  the dog
‘It was the man who hit the dog.”)

(88), in violation of the MLC, is blocked by more economiczl (80b). (80b) is the most
optimal output, even though (88) is more economical in terms of the MFC.

To summarize, given the assumption that Absolutive Antipassive morphemes are truly
Caseless, while Agentive Antipassive morphemes have a peculiar oblique Case feature,
the economy analysis based on the MFC and the MLC successfully accounts for why
Absolutive Antipassive requires nonspecific Theme, while Agentive Antipassive requires
specific Theme and Agent extraction, allowing us to make sense of this intriguing
dichotomy of antipassives.

As illustrated above, Tagalog, Chamorroe, and K’ekchi all show the SE in their
antipassive constructions involving no Agent extraction. There are, however, ergative
languages whose antipassive constructions are totaily insensitive to the SE even without

Agent extraction. One such language is Malagasy. Observe the following paradigm from

(i) X-@-chal(-c).
RPAST-3ARS-ACTIVE(-ASP)
‘He arrived.’

I assume for concreteness that the verbal complex in (79a) contains a null transitive morpheme
corresponding to the intransitive morpheme -c.
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Malagasy (adapted from Guilfoyle er al. 1992:380-381):"

(89) a. Sasa-na ny zazavavy amin’'ny savony ny lamba.
wash(tt)  the girl with the soap  the clothes
‘The girl washes the clothes with the soap.”

b. M-an-sasa ny lamba amin’ny savony ny zazavavy.
wash(at)  the clothes with the soap  the girl
‘The girl washes the clothes with the soap.’

¢. An-sasa-na ny zazavavy ny lamba ny savony.
wash(ct)  the girl the clothes the soap

‘The girl washes the clothes with the soap.’

In the Agent Topic sentence in (89b), the Theme lamba ‘clothes’, which is supposed to
be assigned inherent Case, is specific with no preposition preceding it. Why should
Malagasy be different from Tagalog, Chamorro, and K’ekchi in this regard?

Let us focus on the topic morphology in (89). As illustrated in (89a), the Theme
Topic morpheme in Malagasy is -na. This transitive morpheme is found in the
Circumstantial Topic sentence in (89¢), which I assume is an applicative construction
derived by PI. It follows then that the morpheme an- in (89¢) is an incorporated
preposition. Notice that this morpheme is homophonous with the Agent Topic morpheme
in (89b). One may suggest then that the Agent Topic morpheme in Malagasy is like an
incorporated preposition in that it has an optional oblique Case feature, Given this, the
absence of the SE in (89b) is exactly what we expect in view of the CSE in (71). When
the Theme is nonspecific in the Agent Topic construction, the Agent Topic morpheme
does not have any Case feature. When the Theme is specific, it has an optional oblique

Case feature.”® In effect, the reasons for the neutralization of the SE in (89b) and the

4 The morpheme m- on the verb in the Agent Topic construction in (89a) indicates present tense,
Present tense is morphologically nul! in other constructions. '

0 To be precise, what is optional is the feature [ +oblique] of the Agent Topic morpheme. Under the
revised notion of reference set, (89a) and (89b) belong to the same reference set. Ignoring the prepositional
phrase, (89a) and (89b) each use two Case features and hence are equally economical, If the Case feature
of the Agent Topic morpheme in (89b) did not count for the MFC, it would be incorrectly expected that
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Tagalog applicative construction in (70) are basically the same. As is expected, the SE
is absent in the applicative construction in (89c).

To wrap up, under the present approach, the cross-linguistic difference in terms of

the SE in antipassive constructions reduces to the morphological nature of antipassive

morphemes, a welcome result.

3.6. Some Implications

I conclude this chapter by considering some implications of the economy account
presented above.

To the extent that the present analysis is correct, it lends empirical support to the
general framework of Minimalism, in which it is claimed that a set of convergent
derivations are evaluated with respect to one another, and the optimal one is selected. In
the Minimalist Program, there is no place for the ECP. With the notion of government
gone, it is simply unformulable, It has been demonstrated that the pichlem for the ECP
posed by the interaction between antipassivization and wh-extraction can be resolved
naturally by economy.

The success of the economy account implies that Chomsky's (1994, 1995) notion of
reference set must be modified in such a way that it refers to Interpretability of features
(Chomsky 1995) along the lines of (28). This modification, if on the right track, should
have far-reaching consequences. Indeed, it will prove essential in solving some of the
long-standing problems to be discussed in the succeeding chapters.

As for the MLC, it must be a non-local economy condition, contra Chomsky (1994)
who claims that it applies strictly derivationally. As mentioned in Chapter 1, Chomsky

(1995) goes so far as to argue that it is simply part of the definition of Attract. If the

(89) is blocked by {89b). See Chapter 5, section 5.1. for the irrelevance of optional features to economy,
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present analysis is correct, the MLC must be maintained as an independent economy
condition that selects among convergent derivations.

Furthermore, as already pointed above, the present account suggests that LF pied-
piping is a viable option, contra Chomsky (1995), who claims that LF raising is nothing
but feature raising. We will see more evidence supporting this conclusion later in Chapter
5.5V If it is correct, it implies that the rationale Chomsky (19935) gives to Procrastinate
is mistaken; there is an economy condition which requires attracted F to carry along just
enough material for convergence. According to Chomsky, this condition is directly
responsible for Procrastinate; it has the effect of making pre-Spell-Out movement, which
must raise categories for PF convergence, more costly than post-Spell-Out movement,
which is assumed to be able to raise only features, being free from PF-crash. Given the
existence of category raising at LF, we cannot reduce Procrastinate to the alleged
economy condition.>

With regard to parameterization, the present account reinforces the view, held in the
Minimalist Program, that linguistic variation reduces to differences in the lexicon (see
Baker 1996 for recent discussion of the nature of parameterization). | would like to
suggest that the kind of interlinguistic as well as intralinguistic variation in terms of
extractability investigated above stems from the morphological properties of antipassive
morphemes or Asps. The reversed argument/adjunct asymmetries obtain, say, in an Agent
Topic construction and its corresponding Theine Topic construction in Tagalog, because
the Asp without Case and the one with Case, which are indistinguishable for economy
purposes, put these constructions in competition. The Asp in the recent past, comitative,
and comparative constructions in Tagalog, as a lexical property, does not have a choice

between the two kinds of Asps regarding Case, and hence they exhibit no such

5L I the Case-theoretic account of the English ACD construction proposed by Homnstein (1994, 1995),
Lasnik (1993), and Takahashi (1993) is correct, then it shows that the covert movement int9 the structural
object position can raise the entire category including the relative clause containing the elided VP,

52 1n Chapter 5, [ will suggest a different way to derive Procrastinate.
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asymmetries. Similarly, if an ergative language lacks the Caseless Asp in its lexicon, as
in Niuean, no basis of comparison between an ergative construction and its antipassive
counterpart is formed, allowing argument extraction rather freely. Note that this kind of
parameterization is made possible by the introduction of the new concept of reference set,
which 1 take to be one of its important consequences.

The discussion in section 3.5. indicates that the interlinguistic as well as
intralinguistic variation concerning the SE in antipassives is also reducible to the lexical
properties of antipassive morphemes or Asps. We can distinguish three kinds of
antipassives. First, if an antipassive morpheme is devoid of a Case feature, the
construction containing it ({.e., Absolutive Antipassive) shows the SE. Secondly, if an
antipassive morpheme has an oblique Case feature, the antipassive containing it (i.e.,
Agentive Antipassive) must have specific Theme and involve Agent extraction due to the
conspiracy between the MLC and the MFC. Thirdly, if an antipassive morpheme can be
either with or without an oblique Case feature, as in Malagasy, the Theme can be either
specific or nonspecific, with no Agent extraction required. The revised notion of
reference set has been found crucial in accounting for the distribution of the SE in

antipassives.



CHAPTER «

APPLICATIVES

4.0. Introduction

The focus of this chapter is on extraction of logical objects in applicative
constructions, another phenomenon which has remained problematic in GB theory.' |
will attempt to show that the economy analysis laid out in the previous chapter naturally
extends to such extraction, thereby providing further empirical support tor the Minimalist
framework.

This chapter is organized in the following way. Drawing on data from Bantu
languages, Section 4.1. discusses why ohject extraction in applicatives is problematic for
previous theories and hence is of considerable interest. Bantu languages are chosen as the
object of the study, because they are known to be very productive in applicative
constructions and thus provide a good place to look into from the present perspective, as
we will see. The generalization to be captured is presented there. Section 4.2. summarizes
an updated Minimalist version of Baker’s (1988b, 1992a) analysis of two types of Bantu
applicatives, on which the succeeding discussions are based. Descriptively, if an
applicative involves Preposition Incorporation, then its Theme gets inherent Case within
the VP and cannot trigger agreement or passivize. Otherwise, the Theme in an applicative
may control agreement and undergo passivization. In Section 4.3., an economy-based

account of Theme extraction in Banti: applicatives is presented. More specifically, 1 claim

! Extraction of applied objects, which has also escaped a principled account as far as [ am aware, will
not be discussed here and is left open for future investigation. For attempts in this regard, see Baker
1988a,b, Alsina and Mchombo 1991 among others. I believe that the omission of discussion of extraction
of applied objects here is justifiable, since there are reasons to think that extraction of logical objects and
that of applied objects in applicatives cannot be given a unified account; the kind of descriptive
generalization about the former to be presented below does not extend to the latter.
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that the MLC together with the notion of reference set proposed in Chapter 3 neatly
handles all relevant data. Section 4.4. consists of a discussion of applicatives in
Austronesian, Bahasa (Malaysia and Indonesia), Tagalog, and Chamorro in particular. It
is argued that the generalization presented for Bantu holds of these languages, hence the
economy account generalizes to them, too. Section 4.5. lists some implications of this

chapter.

4.1. The Problem: Object Extraction in Applicatives

As pointed out at the beginning of Chapter 3, the ECP espoused in GB theory,
whether it is formulated disjunctively (Chomsky 1981, Lasnik and Saito 1984 among
others) or conjunctively (Cinque 1990, Rizzi 1990), predicts that thematic objects can
always be extracted in cases where such locality conditions as the Subjacency Condition
(Chomsky 1973, 1977) and Huang’s (1982) CED are irrelevant (see Cinque 1990; see
also Chomsky 1986a, Lasnik and Saito 1992). This prediction is disconfirmed by the
Kinyarwanda example in (1b) repeated from Chapter | (Kimenyi 1980:94-95).2

(1) a. Y-a-tw-eerets-e igitabo dmwdalimu  y-ochere-je kw’iishudni.
SP-PAST-0P-ShOW-AsP book teacher sp-send-asp to school
‘He showed us the book that the teacher sent to school.’
b. *Y-a-tw-eerets-e igitabo dmwdalimu  y-odhere-jé-ho ishudiri.
sp-pasT-op-show-asp  book teacher sp-send-ase-appL  school

(‘He showed us the book that the teacher sent to school.”)

(1a-bh) both involve relativization.® (1b) is an applicative construction, extensively

2 Kinyarwanda is spoken in Rwanda as the national language, and also in eastern Zaire and southern
Uganda (Kimenyi 1980). The other Bantu languages discussed in this chaptér are: Chichewa, spoken in
Malawi and castern Zambia (Trithart 1977), Chimwiini, closely related to Swahili and spoken in Somalia
(Kisseberth and Abasheikh 1977), and Kichaga, spoken in Tanzania (Bresnan and Moshi 1990).

‘In general, Bantu languages allow wihi’s-in-situ for questions. The examples of extraction discussed
here are those of relativization or clefting,
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discussed in Baker 1988a,b within the framework of GB theory (see Chomsky 1981 and
subsequent work), while (1a) is a basic transitive clause, with the Locative expressed by
a prapositional phrase headed by Au.* Roughly speaking, "an applicative construction”
is used as a cover term for a set of closely related grammatical tunction changing
processes where the addition of an applicative morpheme to the verb miakes some oblique
become an object (Baker 1988a). Of great interest in the present context is the fact that
the Theme argument can be extracted in (1a) but not in (Ib). The ungrammaticality of
(1b) poses a serious problem for any version of the ECP. And no GB theorist (with the
sole exception of Marantz 1993, to the best of my knowledge) has addressed this problem
seriously.’

Within the framework of Relational Grammar (RG), the ungrammaticality of (1b) has
been captured by the Relarional Annihilation Law (RAL) originally due to Perlmutter and
Postal (1974). It can be stated as follows: "NP whose grammatical relations have been
taken over by another cease to bear any grammatical relation to their verb, that is, they
are demoted to nonterm status (Gary and Keenan 1977:87)." In RG, (1b) is taken to be
an example of objectivization of Locatives since the applied locative object acquires all
the properties associated with direct object (DO) (Kimenyi 1980; see helow). By the
RAL, the initial DO or the Theme is put en chdmage and loses all its DO properties
including extractability.

Given a pair like (1), one might conjecture that thematic objects can never be
extracted in applicative constructions. Interestingly, this is not the case even within

Kinyarwanda, as the example in (2b) demonstrates (Kimenyi 1980:79-83).

*In (12) the vowel after the preposition ku is lengthened, See Kimenyi (1980) for some phonologica!
rules of Kinyarwanda.

5 Marantz’s (1993) account of (1b) and its problems will be discussed later in Section 4.3, after the
economy &ccount advocated in this paper is presented.



(2) a. N’ifhdriwa umugabo  y-adndik-a n’itkdrimu.
be letter man sP-write-asp with pen
‘It is the letter that the man is writing with the pen.
b. Nliftuirdwa umugabo  y-adndik-iish-a ikdrdmu.
be letter man SP-Write-ApPL-ASP  pen
‘It is the letter that the man is writing with the pen.’

(2b) contains an instrumental applicative construction, and (2a) its analytic counterpart,
with the preposition na placed betore the Instrument.® In both of them, the extraction
of the Theme is grammatical, consistent with the ECP,

Instruments advanced to DO by the use of the instrumental applicative morpheme
acquire all the DO properties in Kinyarwanda (Kimenyi 1980; see below). Then, the RAL
predicts that (2b) should be ill-formed, a prediction falsified by its well-formedness.
Thus, the Kinyarwanda instrumental applicative bluntly violates the RAL, as observed by
Kimenyi (1980).”

In short, we have a paradoxical situation surrounding (1b) and (2b). Namely, the
ungrammaticality of (1b) favors (one aspect of) RG over (one aspect of) GB theory, while
the grammaticality of (2b) favors the latter over the former. It seems that neither theory
provides a truly satistactory explanation. If (1b) and (2b) receive a unified account from
4 Minimalist perspective, we have empirical support for the general framework ocutlined
in Chomsky 1993.

I claim that the descriptive generalization about the puzzling behavior of Theme

extraction in applicatives, including (1b) and (2b), is the following:

6 In (2a), as in (1a), the object of the preposition has undergone vowel lengthening. In Kinyarwanda
the Apent in passives is also expressed by the preposition na (see below).

In trying to cope with Kinyarwanda applicatives, Gary and Keenan (1977) present a weaker version
of the RAL. However, it is not without problems, as Gary and Keenan themselves note (see also Dryer
1983, Perlmutter and Postal 1983, Bresnan and Moshi 1990). Perlmutter and Postal {1983) attempt to
expluin relevant Kinyarwanda data without relying on the RAL. But again, their RG account is not free
from problems (see Bresnan and Moshi 1990). Note that a more serious problem with the RAL is posed
by applicatives (dubbed Type 3 applicatives below) such as the Chimwiini benefactive and goal
applicatives.4w;1ere NP-movability and wf-movability of thematic objects do not correlate with each other.
See Section 4.3.
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3) Generafizarion:
Extraction of Theme in an appiicative is prohibited only if
(1) the applicative is derived by Preposition Incorporation, and
(it) there is an analytic equivalent of the applicative containing an independent
preposition.

As can be seen in (3), there are two factors that determine the extractability of Theme in
applicatives. One is the relevance of Preposition Incorporation (henceforth Pl) in the
sense of Baker (1988a,b) ((31)), and the other the availability of an unincorporated
counterpart of the incorporated preposition in question ((3ii)). Only when the two
conditions in (3) are met simultaneously does extraction of logical objects result in ill-
formedness.

The interaction of the two factors given in (3) yields the following four-way typology

of Bantu applicatives, where each of the four possible combinations is attested:

(4) Four-Way Typology of Bantu Applicatives:

Type 1 Type 2 Type 3 Type 4
PI? yes no yes no
Independent P? yes yes no no
Applicatives sKinyarwvanda eKinyarwanda *Chimwiini  *Kichaga
to be discussed locative instrumental  benefactive  benefactive
*Chimwiini sChichewa eChimwiini  *Kinyarwanda
instrumental  instrumental  goal benefuctive

Type 1 applicatives are those in which both of the two conditions in (3) are satisfied and
thus Theme extraction is banned. I suggest that the Kinyarwanda locative applicative,
exemplified in (1b), represents this type; the applicative morpheme -ho in (1b) is an
incorporated preposition and has its independent counterpart ku in the analytic

construction in (1a). As we will see below, the Chimwiini instrumental applicative, like



125
the Kinyarwanda locative applicative, disallows extraction of Theme arguments. Type 2
applicatives lack PI, but have their analytic counierparts. They are represented by the
Kinyarwanda and Chichewa instrumental applicatives (and also by the Chichewa locative
applicative). Hence, the applicative morpheme -iish- in (2b) is not an incorporated
preposition (see Section 4.2, for discussion) but has its corresponding preposition na in
(2a). We have not seen any examples of Type 3 and Type 4 applicatives yet (see Section
4.3.). Type 3 applicatives are derived by PI but lack their analytic equivalents. The
Chimwiini benefactive and goal applicatives (along with the Chichewa benefactive
applicative) belong to this type. Type 4 applicatives are those in which neither of the two
conditions in (3) is met. They include the Kichaga benefactive/malefactive applicative and
the Kinyarwanda benefactive applicative. In accord with the generalization in (3), Type
3 and Type 4 applicatives allow extraction of logical objects.

The challenge then is to »¥nlain why only Type 1 applicatives prohibit extraction of
Theme arguments without recourse to ad hoc stipulations.

I argue that the generalization in (3) can be best explained by economy
considerations. To the extent that the present analysis is correct, it gives substantial
support to the Minimalist contention that the ECP reduces to descriptive taxonomy, of
no theoretical signi™ ~~nce (Chomsky 1993:46, fn. 19).

The intuitive idea to be pursued, as touched upon in Chapter 1, section 1.1., is fairly
simple. Remember that the notion of relative comparison among competing derivations
has proved very useful in accounting for the extraction facts in antipassives in Chapter
3. Capitalizing on this notion once again, I suggest that there are cuscs where an
applicative and its analytic counterpart compete with each other. To be more specific, 1
maintain that a Type 1 applicative and its analytic equivalent get compared with each
other, precisely because the incorporated preposition and the independent preposition are
non-distinct as far as the determination of comparison domains is concerned. Then,

Kinyarwanda (la-b) compete with each other. What I will claim is that (1b), containing
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the applicative, is blocked by the more economical (la), containing the analytic
construction (for reasons to be spelled out below), resulting in the curious extraction
asymmetry. In the case of Type 2, Type 3, and Type 4 applicatives, on the other hand,
there is no such basis of comparison. The applicative morpheme in a Type 2 applicative,
not being prepositional, is to be distinguished from its corresponding independent
preposition for economy purposes. This means that economy does not choose between
Kinyarwanda (2a) and (2b). Hence, neither of them blocks the other. As for Type 3 and
Type 4 applicatives, they do not compete with analytic constructions since there are no
such constructions in the first place. In brief, Theme extraction in Type 1 applicatives
behaves differently from that in the other types of applicatives, because it gets evaluated
(and eventually rejected) by economy with respect to its comparable extraction in analytic
constructions. In what follows, I will strive to show that the economy account presented

in Chapter 3 automatically extends to object extraction in applicatives without any

modification.

4.2. Two Types of Applicatives in Bantu

Before going into the analysis of extraction in applicatives, however, it is imperative
to make explicit my assumptions about how applicatives are derived. I assume following
Baker (1988b, 1992a) that there are (at least) two kinds of Bantu applicative constructions
(see also Marantz 1993 and Woolford 1993). One kind, represented by the Kinyarwanda
locative applicative, involves syntactic PI, whereas the other kind, represented by the
Kinyarwanda instrumental applicative, does not. In the latter kind, one may assume that
the applicative morpheme is verbal, combining with a verb in the lexicon and introducing
an additional internal argument into the argument structure of the verb (cf. Alsina and
Mchombo 1990, 1993, Bresnan and Moshi 1990). The distinction between the two kinds

is one of the two factors that determinge the extractability of Theme in applicatives (see
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(3)).

Consider first the minimal pair in (5) from Kinyarwanda (Kimenyi 1980:94).8

(5) a. Umwdalimu  y-oohere-je igitabo kw’iishudri.
teacher sp-send-asp book to school
‘The teacher sent the book to school.’

b Umwdalimu  y-oohere-jé-ho ishuiiri igitabo.
teacher sp-send-asp-apeL  School book
“The teacher sent the book to school.’

(5b) is the applicative equivalent of (5a). As Kimenyi (1980:94-95) notes, the thematic
object in the Kinyarwanda locative applicative, as in (5b), does not show any properties

associated with the structural object. In particular, it cannot trigger pronominal

agreement:
(6)  a. *Umwdalimu  y-a-cy-oohere-jé-ho ishudri.
teacher SP-PAST-OP-Sen¢l-Asp-APPL school
(“The teacher sent it to school.’)
b. Umwdalimu  y-a-ry-oohere-jé-ho igitabo.
teacher sp-pasT-op-send-asp-app.  book

‘The teacher sent the book to it.’

Nor can it become the subject of a passive:

% The locative applicative morpheme in Kinyarwanda is peculiar in that unlike other Bantu applicative
morphemes, it does not get suffixed directly to the verb stem. As a matter of fact, it can even appear after
the Locative instead of being attached to the verbal complex, as illustrated in (i) (Kimenyi 1980:89):

{i) Umugére y-oohere-je iséko ho umubooyi.
WOoman sp-send-ase market arrL cook
*The woman sent the cook to the market.

If the locative applicative morpheme is an incorporated preposition, as 1 agstme it is, Baker’s (1985)
Mirror Principle would expect it to be attached directly to the verb stem. I do not have u propusal to offer
regarding its idiosyncratic placement.
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) a. *Igitabo  cy-oohere-j-w-¢-ho ishuiri n'udimwidalimu.
book sp-send-asp-pass-asp-appL  school by teacher
(“The book was sent to school by the teacher.”)

b. Ishuliri  ry-oohere-j-w-€-ho igitabo n dimwadalimu.
school  sp-send-asp-pass-asp-appL  book by teacher
“The school was sent the book by the teacher.’

The applied object, on the other hand, can trigger agreement, as in (6b), and can be
passivized, as in (7b). Thus, the applied object in the Kinyarwanda locative applicative
acquires the properties of the structural object. In other words, the Kinyarwanda locative
applicative complies fully with the RAL (see (1b) above for extraction).

Consider next the pair in (8) again from Kinyarwanda (Kimenyi 1980).

(8) a. Umugabo a-ra-andik-a ibdniwa  n’fikdrdmu.
man SP-PRES-WTite-Asp letter with pen
“The man is writing a letter with the pen,’
b. Umugabo a-ra-andik-iish-a ikdrdmu  hdriwa.
man $P-PRES-WTile-APPL-ASP  pen letter

“The man is writing a letter with the pen.’

According to Kimenyi (1980:81-83), in the Kinyarwanda instrumental applicative, either

the Theme or the Instrument can trigger pronominal agreement:

)] a. Umugabo a-ra-y-aandik-iish-a fkdrdmu.
man SP-PRES-OP-WTit€-APPL-ASP  pen
“The man is writing it with the pen.’
b. Umugabo a-ra-y-aandik-iish-a fbdniwa.
man SP-PRES-OP-WIite-ApPL-Asp  letter

‘The man is writing a letter with it.’

And either can become the subject of a passive:



(10) a.

ibdriwa  i-ra-andik-iish-w-a fkirdme  n’Gmugabo.
letter SP-PRES-WTile-APPL-PASS-ASP  pEn by man
“The letter is being written with a pen by the man.’

ikdrdimu  i-ra-andik-iish-w-a ibiniwa  n'Gmugabo.
pen SP-PRES-WTite-APPL~PASS-ASP  letter by man

‘The pen is being used to write a letter by the man.’
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This means that the Kinyarwanda instrumental applicative does not obey the RAL, as

already shown by the legitimate extraction in (2b).

The above contrast between the locative applicative and the instrumental applicative

in terms of the behavior of the Theme is explicable if we follow Baker (1988b, 1992a)

in assuming that the locative applicative involves the process of PI, but the instrumental

applicative does not. Thus, (5b) has the following structure (irrelevant details omitted):®

(L) TP
D'P T
teacher;
PrP
s.ent—tok
Pr
Pr AspP
Dp Asp’
schoolj
? Asp VP
D|P \'A
bOOk /\
Y /PP\
P oP
ty 5
}

? In examples like (5b) involving PI, I assume that the applied object has overtly reised into the Spec
of AspP, making it adjacent to the raised verb. If the Locative is in the Spec of AspP in (5b), the verb
must have raised at least up to Pr. In the representations that follow, I place verbs in T.
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Baker's (1988a,b, 1992a) analysis of Pl can be recast in the following manner within the
current framework. It is assumed here that structural Case is checked uniformly in
specifier positions of functional projections, in the case of accusative clauses, TP and
AspP (cf. Chomsky 1993). Accordingly, in (11), after the PI, the Locative ‘school’ is
forced to move to a structural Case position, that is, the Spec of AspP, since traces left
by PI are not capable of assigning or checking Case, as argued by Baker (1988a). As
noted in Chapter 2, one of the advantages of a Minimalist Case theory is that it cnables
us to draw in clear structural terms the distinction between structural and inherent Cases
that has always remained obscure: structural Case is checked within a functional
projection, while inherent Case is checked within a lexical projection. 1 assume following
Baker (1988a,b) that in (11) the Theme ‘book’ gets inherent Case within the VP, It is
eligible for inherent Case because it is the internal argument directly 8-marked by the
verb (Chomsky 1981, 1986b, Baker 1988a,b).

The claim that the Theme in (11) is assigned inherent Case rather than structural Case
immediately accounts for the fact that it cannot control agreement or undergo
passivization, as shown in (6a) and (7a). First, it cannot trigger agreement because it
stays within the VP throughout the derivation; in order for a DP to trigger agreement,
it must be in a Spec-head relation with a functional head with ¢-features al some point
in & derivation (Chomsky 1995, Sportiche 1990, Travis 1994 etc.). Secondly, it cannot
be passivized since, as is well-known crosslinguistically, inherent Case cannot be
"absorbed" by passive morphology. We may assume following Baker (1992b) that passive
morphology is tied with Asp; it renders structural Case-checking in the Spec of AspP
impossible, forcing objects with structural Case to raise further into a higher structural
Case position, that is, the Spec of TP. It is very common across languages that passive
morphology is related to aspect, perfective aspect in particular. Also, in many languages
including Kinyarwanda, the passive morpheme suppletes with or infixes into the aspectual

morphology of the verbal complex. In contrast with the Theme, the Locative in (11) can
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control agreement, as in (6h), and passivize, as in (7b), since it checks its structural Case
in the Spec of AspP.

As we have already seen in Chapter 2 in connection with Pangasinan, the raising of
the Locative in (11) across the Theme obeys the revised definition of Attract in (12), if

we assume the EPP in (13).

(12)  Attracr:
K artracts F if F is the closest feature that can enter into a checking relation with
an intrinsic sublabel of K.

(13)  Extended Projection Principle (EPP):
EPP = D/Cyperased cose-fEQLUTE

The overt raising in question is triggered by the "inner" EPP, the strong D-feature of the
Asp. The Theme does not block the raising, because its inherent Case feature gets erased
automatically, as soon as it is introduced into the phrase marker by Merge. As a
consequence, the raising of the Theme into the Spec of AspP would not satisfy the EPP
in (13) and hence Attract in (12). In other words, the Locative is the closest nominal that
can enter into a checking relation with the Asp.

Adapting Baker’s (1992a) account, I assume that the function of the Kinyarwanda
instrumental applicative morpheme is to add a new internal argument (namely, the
Instrument) to the existing argument structure of the verb (cf. Marantz 1993). Thus, (8b)

is supposed to have the following structure:'®

10 1n (8b), as in the Chichewa instrumental applicative (Baker 1988b), the Theme can precede the
Instrument (Kimenyi 1980). I assume that the DP adjacent to the verb has raised into the Spec of AspP.



(14) TP

DP T

min; N

PrP

T
write-‘appl
PP Pr’
h

Pr AspP

N
D‘P Asp’
pen;
A Asp VP

I?P \'A
I; N
\Y) D'P
letter

In (14) both the Theme ‘letter’ and the Instrument ‘pen’ are the internal arguments of the
lexically formed applied verb and are directly 8-marked by the verb. Thus, either of them
is eligible for an inherent Case that the verb can assign (see Baker 1988b for the
Chichewa instrumental applicative). The resuit is that either of them can be structurally
Case-marked; if one of them gets structural Case, the other can get inherent Case.!
This straightforwardly explains why either the Theme or the Instrument can exhibit the

hallmarks of the structural object in (9) and (10), that is, agreement controllability and

1 To be precise, this is not exactly the case with Kinyarwanda, although it is with Chichewa. As
discussed in detail in Bresnun and Moshi 1990, there are important systematic differences between
Kinyarwanda-type and Chichewa-type Bantu languages. Within the present framework, they all stem from
the fact that more than one postverbal DP can be structurally Case-marked simultaneously in the former
languages, while only one can at a time in the latter languages. Thus, in Kinyarwanda (8b), for example,
both the Theme and the Instrument can potentially get structural Case.

One may suggest that this is aftributable to the difference in the nature of the functional head Asp; the
Asp in Kinyarwanda, for example, can check more than one structural accusative Case, while that in
Chichewa can check only one (see Chomsky 1994, 1995, Ura 1994; cf. Baker 1988a). In other words, the
checked Case feature of the Asp in Kinyarwanda deletes but does not necessarily erase, admitting multiple
specifiers, whereas that in Chichewa always erases. It is important to note that in the Kinyarwanda locative
applicative, as in (5b) (see the structure in (11)), the Asp can check only one Case. It seems that in (5b),
the incorporated preposition somehow forces the Case feature of the Asp to erase when it is checked. The
question of how exactly this process works will be left open.

1 will suppress this parametric difference for the most part except when Marantz's (1993) work is
discussed in the next section.
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passivizability (but see footnote 11). (14) is the structural representation where the
Instrument checks its structural Case in the Spec of AspP, whereas the Theme is assigned
inherent Case within the VP (see footnote 10).

It should be clear that the definition of Attract in (12) is observed whether it is the
Instrument that checks structural accusative Case, 2s in (14), or it is the Theme that does
s0, given the EPP in (13), according to which only DPs with unerased Case features can
satisfy the EPP.

1 assume partly following Marantz (1993) that the Kinyarwanda instrumental
applicative morpheme -iish- is of the verbal category |-N, +V|. It combines with a verh
lexically, forming a complex verb. In contrast, the locative applicative morpheme in
Kinyarwanda is assumed to be of the prepositional category [-N, -V]. It combines with
a verb syntactically.

To sum up this section, if an applicative construction involves PI, then the Theme no
longer exhibits the Case/agreement-related properties that it has in a basic transitive
clause, that is, it cannot be passivized, nor can it trigger agreement. On the other hand,
if an applicative construction does not involve PI, then the Theme may retain its
Case/agreement-related properties: it can be passivized and can trigger agreement.
Therefore, passivization and pronominal agreement serve as diagnostics for the presence
or absence of Pl in Bantu applicatives.

With this background on applicatives in mind, let us turn now to the main concern

of this chapter, extraction of thematic objects in applicatives.

4.3. An Economy Account
As noted at the outset, the ungrammaticality of (1b) poses a serious problem for the
ECP. Pursuing the intuitive idea mentioned in Section 4.1., a most natural way to deal

with it within the Minimalist Program would be to say that (1b) is blocked by a more
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cconomical alternative derivation, that is, (la).

Let us remind ourselves of the key elements of the economy account presented in
Chapter 3. It has been argued that the notion of reference set for syntactic computations
1s sensitive to the distinction between interpretable and uninterpretable features (Chomsky
1995). More specifically, [ suggested that one can disregard such uninterpretable teatures
as phonological features, Case features, the ¢-features of verbal elements, and affixal
features in determining a set of competing derivations. The revised notion of reference

set is repeated below:

(15)  Reference Set:
A set of derivations that arise from non-distinet numerations.

The notions of numeration and non-distinctness used in (15) are stated as follows ((16)

is taken from Chomsky 1994):

(16)  Numerartion:
A set of pairs (!, n), where [ is an item of the lexicon and n is its index,
understood to be the number of times that [ is selected.

(17)  Non-Distinctness:
Numerations N and N’ are non-distinct if and only if there is a one-0-one
correspondence C between their members, such that if (/, n) e Nand (I', n’) €
N’ and (/, n) corresponds to (I°, n") in C then ! and ' have the same interpretable
features and n = n’.

Recall that (15) should be interpreted derivationally in terms of the operation Select. Thus
competing derivations must meet (15) at each step (defined by Select) of the computation.

I also suggested that we need the notion of chain link comparability, which decides
what chain links are comparable with each other in competing derivations. It can be

characterized as in (18).
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(18)  Chain Link Comparability:
Chain links CL and CL’ are comparable if and only if derivations D and D’
helong to the same reference set, such that if CL € D and CL’ € D’ then items
of the lexicon [ € CL and I" € CL’ have the same interpretable features, and
K and K’ attracting / and /" are selected from numerations N and N’ at the same
point.

Given the notions in (15)-(18), the MLC, which roughly says "Minimize the length of

chain links," can be formulated in the following manner:

(19)  Minimal Link Condition (MLC):
Derivation D blocks derivation D’ if there exist chain links CL € D and CL’ €
D’ such that CL and CL’ are comparable and CL is shorter than CL’.

Remember that it has been argued in Chapter 3 that the MLC, as an economy condition,
selects among derivations leading to convergence and applies transderivationally. I
continue to assume that the length of a chain link can be stated as follows (Nakamura

1994a, Baker 1996).

(20)  Length of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

With (15)-(20) in mind, we can now go back to (1) and (2).

4.3.1. Type I and Type 2 Applicatives
Let us begin with the Kinyarwanda locative applicative, a Type 1 applicative. But
before we consider (la-b), let us see how (5a-b) without Theme extraction are both

allowed. (5a-b) have the following derivations (with the NP-chains indicated):
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(1)  a. [rp teacher; Sent  lpp £ PT | aipp bOOK; ASp lyp £ ty [pp t0 school]]])

b. lTP teaCheri sent-to, lPrP 5 Pr l!\spp SChUOlk A\p [VP book Iy Ipp I fk“I”

Under (15), the derivations in (21) belong to the same reference set, assuming that the
preposition in (2ia) and the incorporated preposition in (21b) share the identical
interpretable features. This assumption is motivated by the fact that (5a-b) are essentially
equivalent in meaning and that the preposition in (5a) and the applicative morpheme in
(5b) are of the same category |-N, -V|. The only ditference between the two elements
is that the latter is an affix, while the former is not (Baker 1988a)."° As far as the
reference set is concerned, the phonological, affixal, and Case differences between (210)
and (21b) are immaterial, because they have no bearing on interpretation whatsoever,

In (21a) the strong D-feature of the Asp attracts the Theme ‘book’. In (21b) it attracts
the Locative ‘school’. In both of them, the T attracts the Agent ‘teacher’ with nominative
Case. These instances of movement are not blocked by the MLC in (19). The reason is
as follows. The nominative chains headed by ‘teacher’ in (21), which are indeed
comparable in light of (18), are equally economical, since they are the same in length.
The accusative chains in (21) are not comparable with each other, because they are
headed by the different elements. Furthermore, the head chain created by the Pl in (21b)
does not have any corresponding head chain in (21a).

But notice that if Attract applied transderivationally in such a way that it chooses

between (21a) and (21b), we would incorrectly expect that (21b) cannot be generated, for

12 In view of Attract, it must be the verb that has the affixal feature not the applicative morpheme,
Notice that the uninterpretable affixal feature should not count for the purpose of the Minimal Feature
Condition (MFC) put forth in Chapter 3. If it did, (21b) with the feature would wrongly be blacked by
{21a) without it (neither of them blocks the other in terms of the MLC; see below), Then one may suggest
that the affixal feature is optional and thus immaterial for the purpose of econumy (see Chapler 5). This
suggestion, however, is incompatible with the formulation of Attract in (12), under which only intrinsic
features can attract. ] leave this issue unresolved, but for concreteness, 1 assume with Baker (19884) that
the affixal feature in question is on the applicative morpheme.
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the Asp would have to attract the Theme ‘book’ which is closer than the Locative
*school’. Thus the well-formedness of pairs like (5a-b) provides an empirical argument
that Attract is intraderivational, the thesis we put forth in Chapter 3 on conceptual
grounds.

Turning now to (la-b), the structural representations for their relevant portions are

given below (details omitted):'?

(22)  a. |[cp OP; |1p teachery sent  |pp £ Pr [o0p 175 ASP Ly £ v [pp 10 school][]]]]

b. *|cp OP; Irp teacher; sent-to; {pp 1 Pr {4 schooly Asp lyp 4 1y lpp & 111N

(22a-b) compete for economy. Since (22a-b) are virtually (21a-b) plus the wh-extraction
of the Theme, the wh-extraction must be the cause of the ungrammaticality of (22b). So
let us focus on the wh-movement indicated in (22), The two instances of wi-movement
in (22) each satisfy the definition of Attract. Thus there is nothing wrong with (22a-b),
if considered separately. Chain link comparability holds that the two wh-chain links are
comparable, The MLC, as a relative economy condition, correctly predicts that (22a)
blocks {22b), because the wh-chain in the former (OP, ¢'), whose length is 3 (the
maximal projections crossed are AspP, PrP, and TP), is shorter than that in the latter
(OP, t,), whose length is 4 (the maximal projections crossed are VP, AspP, PrP, and
TP).'"* The NP-movement of the null operator in (22a) is extraneous to the calculation
of the "cost” at issue. This is because it does not have a comparable NP-movement in

(22b), according to the definition of chain link comparability. Thus the NP-movement

13 As before, OP in the representations stands for a null operator. Recall from footnote 11 that the
Asp in Kinyarwanda (22b) does not allow multiple specifiers, making the extraction of the null operator
through a second Spec of AspP impossible.

1 The ill-formedness of {22b) cannot be attributed to the fact that the null operator has inherent Case

since there is no general bun on extracting inherently Case-marked DPs. See well-formed (32) and (33)
from Chimwiini below where the null operators are assigned inherent Case.
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forced to 1ake place for Case/EPP reasons counts as a "free ride” for the succeeding wh-
movement.

The contrast between (1a) and (1b} & smportant in that it provides evidence that the
MLC is more than a Minimalist rendition of Relativized Minimality (¢f. Chomsky and
Lasnik 1993). Notice that Relativized Minimality fails to explain the ill-formedness of
(1b) (see (22bh)), since the Spec of AspP is not an A’-specifier position that would block
A’-movement. Thus, examples such as (1b) argue tor the MLC over Relativized
Minimality.

I remarked above that (Sa-b) are essentially equivalent in meaning. It has been
observed, however, that the applied object in Bantu applicatives is construed as "afteated”
(see, for instance, Marantz 1993). Thus it seems ihat the Locative ishuiri ‘school® is
somehow "affected” n (5b) but not in (5a). As is obvious, it is crucial to the present
account that (5a-b) are comparable for economy. I suggest that the kind of "affectedness”
in (5b) is insignificant for the purpose of the refereace sci, because it is not a {eature of
nominals in the lexicon; there is nothing that makes nominals intrinsical y "affecicd” (see
(16)."

Turning next to the Kinyarwanda instrumental applicative, a Type 2 applicative, the

relevant parts of (2a-b) have the derivations in (23a-b) respectively.

(23)  a. |cp OP; |1p man; write lpep 4 PE Laspe '3 ASD lvp & tv Lpp with peni]ljl]

b. [cp OP; |p man; write-appl |pp f; Pr [ap £ ASpP |vp pen ty g1HI|

|

In (23a-b) the Theme raises into the Spec of AspP 1o check its structural Case. (23a-h)

arise from distinct numerations and hence are not subject to comparison at all. This is

51 may be that "affectedness” is read off LF as 2 configurational effect (Mark Baker (personal
communicatioti),
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precisely because no Pl is involved in (23b) (see Section 4.2.). In light of the notion of
non-distinctness in (17), the preposition in (23a) with the categorial features [-N, -V]
and the applicative morpheme in (23b) with the categorial features [-N, +V] are
distinguishable for economy purposes.'® The well-formedness of (23a-b) thus comes as
no surprise, since they are independently the most economical result of their respective
reference sets. The same remark applies to the well-forimedness of (8a-b) without
extraction of the logical object.

As discussed in Baker 1988b, the Chichewa ins‘rumental applicative does not involve
Pl. Hence, the Theme in the Chichewa instrumental applicative (in the dialect described
hy Baker (1988b)) can trigger agreement.'? Furthermore, it has an analytic counterpart.
This means that the Chichewa instrumental applicative is identical to the Kinyarwanda
instrumental applicative in the relevant respects. As I predict, the Theme is extractable
in the Chichewa instrumental applicative (Baker 1988b, Alsina and Mchombo 1990,

1993). The following example from Alsina and Mchombo 1993:32 shows that this is true:

24 Ti ndi dengu liméné  dny¥ni  d-kdi-phwiny-fr-a mwila,
this e basket RrEL baboons  sp-pres-break-appL-asp  stone
‘This is the basket that the baboons are breaking with a stone.’

As in the case of Kinyarwanda (2b), (24) is not blocked by its analytic equivalent,
because they do not belong to the same reference set.

The present account of extraction of thematic objects in the instrumental applicative
in Kinyarwanda and Chichewa also extends to the locative applicative in Chichewa, which
Baker (19922) argues is not derived by PI. Baker’s (1992a) claim is supported by the fact

that the Theme in the locative applicative exhibits the properties of structurally Case-

16 Or if the applicative morpheme is indeed lexical, it would not be visible to syntax at all.

7 However, it cannot be passivized. Thus, the Chichewa counterpart oi Kinyarvanda (10a) is
ungrammatical. I do not have anything interesting to say about this unexpected discrepancy. See Baker
1988b, Alsina and Mchombo 1993, Marantz 1993, and Woolford 1993.
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marked DPs, namely, it can induce pronominal agreement and passivize (sce Alsina and
Mchombo 1990, 1993). Then, the prediction is that the Theme in the applicative can be
extracted in spite of the fact that there is an analytic counterpart of the applicative
(Trithart 1977, Mark Baker (personal communication)). This prediction is fulfilled, as the

following example provided by Sam Mchombo (personal communication) shows.

(25) Uwu ndi mkékd uméné dlenje d-nd-hik-fr-a pd-mchenga.
this be mat  REL hunters SP-PAST-WEAVE-APPL-ASP ON-Sand
“This is the mat that the hunters wove on the beach.’

4.3.2. Type 3 and Type 4 Applicatives

Above, we saw how Pl plays a role in determining the extractability of the Theme
argument in applicatives (see (3i)). [ maintain that there is another key factor, that is, the
availability of the inaependent counterpart of the affixal applicative morpheme in question
(see (3ii)).

Recall that in my account of (1), it is (1a) that blocks (1b). Suppose that (1a) was not
available for some reason, Then, economy would prudict that {1b) would be well-formed,
being the most economical in the absence of better alternatives. 1 argue that this
possibility is in fact instantiated in the Chimwiini benefactive and goal applicatives.

The Chimwiini benefactive and goal applicatives involve PI. Thus, they pattern with
the Kinyarwanda locative applicative in that the Theme in them does not show any
characteristics of the structural object (Kisseberth and Abasheikh 1977). Specifically, the

Theme cannot control agreement:'3

13 The applicative morphemes in the Chimwiini examples are capitalized, as in Kisseberth and
Abasheikh 1977.
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*Hamadi @-sh-piklLile wa:na cha:kuja.
Hamadi se-op-cooked(aprL) children  food
(‘Hamadi cooked food for the children.’)

Hamadi  @-wa-pikILile wa:na cha:kuja.
Hamadi  sp-op-cooked{aprL) children  food
*Hamadi cooked food for the children.’

. *Nu:ru @-chidetELele mwa:limu chibu:ku.

Nuru sp-op-brought(appeL) teacher book
(‘Nuru brought the book to the teacher.’)

Nu:ru @-m-etELele mwa:limu chibu:ku.
Nuru  sp-op-brought(apeL) teacher book
‘Nuru brought the book to the teacher.’

In (26) and (27) the (a) examples where the logical object triggers object agreement are

ungrammatical. On the other hand, the (b) examples where the applied object controls

ohject agreement are grammatical.

The Theme in the Chimwiini benefactive and goal applicatives cannot be passivized,

either:

(28)

29

B

R

*Cha:kuja sh-pikILila wa:na na Hamadi.
food sp-was cooked(aprr)  children by Hamadi
(‘Food was cooked for the children by Hamadi.”)

Wa:na wa-pikILila cha:kuja  na Hamadi.
children  sp-was cooked{aprL)  food by Hamadi
“The children was cooked food by Hamadi.’

*Chibu:ku chi-letELela mwa:limu na Nu:ru.

book sp-was brought(aprL)  teacher by Nuru
(‘The book was brought to the teacher by Nuru.’)

Mwa:limu O-letELela chibu:ku na Nu:ru.
teacher  sp-was brought(aprL)  book by Nuru
‘The teacher was brought the book by Nuru.’

But what sets the Chimwiini benefactive and goal applicatives apart from the

Kinyarwanda locative applicative is that they do not have analytic counterparts (Kisseberth



and Abasheikh 1977). Consider the tollowing Chimwiini examples:

(30)

£

*Jaima @-tilanzile:  nama ka chija:na.
Jama sp-cut meat for small child
(‘Jama cut the meat for the small child.”)

b. Ja:ma @O-sh-tifangllile chija:na  nama.
Jama  se-op-cut{appL) small child meat
‘Jama cut the meat for the small child,”

(3B1) a. Mwalimu @esele chibu:ku  ka Nu:ru.
teacher sp-brought book to Nuru
‘The teacher brought the book to Nuru’s place.’

b. Mwa:limu @-m-ietELele Nu:ru chibu:ku.
teacher sp-op-brought(arp) Nuru book
“The teacher brought the book to Nuru.’

As shown in (30), there simply is no analytic equivalent of the benefactive applicative,
(30a) is ungrammatical under the intended reading. According to the description of
Kisseberth and Abasheikh (1977), it appears that the goal applicative has a corresponding
nonapplicative version. But as Kisseberth and Abasheikh point out, in pairs like (31), the
nonapplicative and applicative versions are clearly different in meaning, as indicated by
the transiations in (31). In view of (25), (31a-b) are not comparable tor the purpose of
economy, since although the preposition in (31a) and the applicative morpheme in (31b)
share the same categorical features [-N, -V], they are semantically distinct and thus do
not have the same interpretable features,

Given that Chimwiini benefactive and goal applicatives are derived by PI but fack
their analytic counterparts, economy predicts that extraction of the Theme in them is

legitimate, a prediction borne out by the following examples of relativization:
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(32) nama ya Nu:ru @-m-tidanglLilo:  mwa:nd
meat REL Nuru se-op-cut{appL) child
‘the meat that Nuru cut for the child’

(33) chibuku cha Nu:ru @-m-etELelo mwa:limu
book REL Nuru se-op-brought(aeeL) teacher

‘the book that Nuru brought to the teacher’

(34) illustrates the derivation for (32) (irrelevant details omitted).

(34)  lcp OP; |7p Nury; cut-fory |pep #; Pr |5 childy Asp lvp £ 1y lep 4y 411111

Notice that in (32) (and (33)) there is a prefix on the verb agreeing with the applied
object, pointing to the correctness of (34) where the applied object occupies the Spec of
AspP. The extraction in (34) is fine in spite of the fact that it proceeds in exactly the
same way as the illegitimate extraction in Kinyarwanda (1b) (see (22b)) since in
Chimwiini there is no alternative derivation to be taken into consideration. The well-
formedness of (33) receives the same explanation.

One might suspect that the extractability of the Theme in applicatives is an inherent
property of a given language. Thus, one might say that it must be the case that the Theme
in applicatives can always be extracted in Chimwiini. We have already seen, however,
that this line of thinking is incorrect. In Kinyarwanda, the Theme is extractable in the
instrumental applicative, but not in the locative applicative.

Similarly, the instrumental applicative in Chimwiini differs from the benefactive and
poal applicatives in the same language in that it does have a basic transitive counterpart,

as shown in (35) (Kisseberth and Abasheikh 1977).1

19 Kisseberth and Abasheikh (1977:196) point out that in the Chimwiini instrumental applicative, the
Instrument is presupposed. Thus, the instrument applicative is natural when the Instrument is topicalized,
as in (36a) and (i) in footnote 20, though sentences like (35b) are grammatical, with the Theme stressed.
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(35) a. Nuiru O-tilanzile: nama  ka: chisu.
Nurn  sp-cut meat  with knile
‘Nuru cut the meat with a knife.’

b. Nu:ru @-tilanglLile: nima  chisu.
Nuru se-cut(arp) meat  knife
‘Nuru cut the meat with a knife.”

Note that these sentences are basically synonymous, suggesting that the preposition in
(35a) and the applicative morpheme in (35b) possess the same seomantic features. The
diagnostics for the presence or absence of PI adopted here tell us that the instrumental
applicative morpheme in Chimwiini is an incorporated preposition. Consider the

tollowing examples:

(36) a. *Chisu, nama i-tidanglLila na Nuru,
knife =~ meat  se-was cut(apr) by Nuru
(“The knife, the meat was cut with by Nuru.”)

b. Chisu sh-tilanglLila: nama na Nuru,
knife sp-was cut(arrL) meat by Nuru
“The knife was used to cut meat by Nuru.’

(36) shows that the Instrument but not the Theme can undergo passivization in the

Chimwiini instrumental applicative. This means that the applied Instrument rather than

the Theme is the structural object, indicating that PI is at work in the applicative.?
Given that the Chimwiini instrumental applicative morpheme is prepositional and has

its independent counterpart, the present analysis predicts that the Theme cannot be

20 1y Chimwiini, there is a restriction that an applied object cannot trigger agreement if it is inanimate
(Kisseberth and Abasheikh 1977). Thus, (ib), where the verb agrees with the Instrument, is unucceptable
along with expectedly ungrammatical (ia), where the verb agrees with the Theme.

(i) a. *Chisy, Nuiru @-i-tilanglLile: nama,
knife Nuru  sp-or-cut{aep) meat
*The knife, Nuru cut meat with,’
b. *Chisu, Nuwrru @-sh-tilanglLile: nama.
knife Nuru  sr-op-cut(aprL) meat
‘The knife, Nuru cut meat with.’
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extracted in the applicative, as in the case of the Kinyarwanda locative applicative. This

predication is correct, as illustrated below:

(37) 4. nama ya Nu:ru @-tidanzilo: ka: chisu
meal  REL Nuru sp-cut with knife
‘the meat that Nuru cut with the knife’
b. *nama ya Nu:ru @-tidangiLilo:  chisd
meat  REL Nuru sp-cut(APpL) knife
(‘the meat that Nuru cut with the knife’)

The relevant structures for (37) are provided below (unimportant details suppressed):?!

(38) 4. lcp OP; [rp Nury; cut lere 75 PC | aspp 275 ASP |vp £ v [pp With Knife]jl]]]

b. *|cp OP; [rp Nury; cut-withy [pp 4 Pr [ aqp knifey Asp [vp & tv 1pp 1y 111

Since the applicative morpheme and the instrumental preposition in Chimwiini share the
same semantic as well as categorial features, they are treated as indistinguishable for
economy purposes. With the notion of reference set given in (15), then, the structural
representations in (38) are evaluated with each other, As in the case of Kinyarwanda (22)
above, (38b) is blocked by the more economical (38a), since the wh-chain link in (38a)
is shorter than the one in (38b). |

The Chimwiini data examined here give support to the claim that whether or not there
is an independent counterpart of an applicative morpheme is crucial with regard to the

extractability of the Theme argument in an applicative.

2l Presumably, the raising of the Instrument in (38b) takes place at LF, given the word order in (35b).
Although 1 do not know exactly why this should be the case, I suspect that the covert raising may be
related to the fact mentioned in the preceding footnote that inanimate applied objects cannot trigger
agreement in Chimwiini. As has been noted in the literature, there is a tendency that agreement is
contingent on overt rising (cf. Chomsky 1995).
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Given that the instrumental applicatives in Kinyarwanda and Chichewa pattern
together in terms of ohject extraction (namely, the Theme is extractable), one might have
suspected that the extractability of the Theme in an applicative is dictated by the semantic
nature of the applicative. Chimwiini (37b) argues against this view; the Theme is not
extractable in the Chimwiini instrumental applicative. The moral then is that a semantic
account that focuses on the thematic roles of the DPs in the clause does not work and
thus a syntactic account seems to be called for.

The Chichewa henefactive applicative, like the Chimwiini benefactive applicative, is
known to involve Pl (only the applied Benetactive can trigger agreement and can be
passivized) but has no analytic equivalent (Baker 1988b, Alsina and Mchombo 1990).%
Then, the prediction is that the Theme is extractable in the applicative. This is true, as

shown below (Alsina and Mchombo 1990:496):

(39) Tyi ndi mphdtso  iméné chitsiru  ch{-nd-gil-ir-a atsfk@ina,
this be girl rer  fool sp-PAST-buy-APPL-ASP  girls
“This is the gift that the fool bought for the girls.’

So far, we have examined applicatives of Type 1 (the Kinyarwanda locative
applicative and the Chimwiini instrumental applicative), Type 2 (the instrumental
applicatives in Kinyarwanda and Chichewa along with the Chichewa locative applicative),
and Type 3 (the Chimwiini benefactive and goal applicatives along with the Chichewa

benefactive applicative described by Baker (1988b) and Alsina and Mchombo (1990)).

22 The benefactive applicative morpheme in Chichewa differs in terms of PI from the instrumental and
locative applicative morphemes in the language, though they are homophonous. Thus I divorce the
categorial status of an applicative morpheme from etymology. The remark about the benefactive applicative
does not apply to Trithart’s (1977) dialect of Chichewa. In particular, either the Benefactive or the Theme
in the benefactive applicative can trigger agreement and passivize in the dialect, indicating that no PI is
involved in the applicative. Furthermore, no analytic equivalent of the benefactive applicative is found, as
in the dialect investigated by Baker (1988b) and Alsina and Mchombo (1990). Thus, the benefactive
applicative in Trithart’s dialect is similar to the Kichaga and Kinyarwanda benefactive applicatives, 1o
which 1 will tum momentarily. As is expected, the counterpart of (39) in Trithart’s dialect is well-formed.
Note that the dialectal difference in Chichewa shows that whether an applicative morpheme is prepositional
or not has nothing to do with etymology.
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For the sake of completeness, let us look at the benefactive/malefactive applicative

in Kichaga, which represents Type 4 applicatives. According to Bresnan and Moshi
(1990), Kichaga lacks prepositions altogether. This means that an applicative in Kichaga
does not have an analytic version. The benefactive/malefactive applicative in the language
does not involve PI. Thus, either the Theme or the Benefactive/Malefactive can trigger

agreement and undergo passivization, as illustrated below (Bresnan and Moshi 1990:150):

(40) N-a-i-ki-lyi-f-2 m-ka.
FOC-SP-PRES-OP-gat-APPL-ASP Wife

‘He/She is eating it for/on the wife.’
b. N-d-i‘th-lyi-{-3 k-Blya.

FOC-SP-PRES-Op-€at-appL-asP  food

‘He/She is eating food for/on him/her.’

K-2lyd k-i-lyi-f-d m-ka.

food  se-pres-cat-appr-pass  wife

“The food is being eaten for/on the wife.’

b. Mk -0 k-2lya.

wife  Foc-sp-pres-eat-appL-pass  food

“The wife is being benefitted/adversely affected by someone eating the food.’

L

Lt

(41)

As is expected by the present economy account, the Theme can be extracted in the

Kichaga benefactive/malefactive applicative (adapted from Bresnan and Moshi 1990:159):

(42)  K-dlyd &-i-lyt-i-a m-kd  ki‘pust.
food  sp-prREs-eat-APPL-ASP wife  rotten
‘The food that he is eating for the wife is rotten.’

No alternative is available that would block (42).
The same situation holds of the Kinyarwanda benefactive applicative, which has
neither Pl nor its analytic version; the lack of Pl is confirmed by the fact that the Theme

in the applicative can trigger pronominal agreement and undergo passivization (Kimenyi
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1980). Then it is predicted that the Theme is extractable, which is indeed the case ((43)

adapted from Marantz 1993:134).

(43) N-a-boon-ye ibiryo umugdre a-ri-hé-er-a umugabo  fmbwa,
sp-pasT-see-asp food  woman SP-PRES-ZIVE-APPL-ASP AN dog
‘1 saw the food that the woman is giving the dog for the man.’

Again, (43) is the most economical in the absence of alternative derivations.

4.3.3. Problems with an ECP Account

Having presented my economy account, now 1 would like to turn to Marantz’s (1993)
explanation of extraction of logical objects in Bantu applicatives, which merits special
attention since it is the only serious attempt in the GB literature to deal with the problem
addressed here.

As noted in passing (see tootnote 11), there are roughly two kinds of Bantu languages
with respect to the number of postverbal DPs in applicatives that exhibit "primary object”
properties like passivizability, object agreement, and adjacency to the verb (see Bresnan
and Moshi 1990 for a detailed discussion). In languages such as Kinyarwanda and
Kichaga, more than one postverbal DP =an potentially display "primary ohject”
properties, while in languages such as Chichewa and Chimwiini, only one DP can.

In Marantz’s (1993) terms, Kinyarwanda-type languages are raising/adjunction (R/A)
languages, whereas Chichewa-type languages are merger/incorporation (M/I) languages.
In the former languages, the main verb is assumed to raise and adjoin to the applicative
morpheme, which Marantz analyses as a verb heading its own projection. In the latter
languages, the main verb and the applicative morpheme "merge"” in the sense of Marantz
(1984) or they undergo Incorporation in the sense of Baker (1988a). In conjunction with
a set of specific assumptions (which are no longer tenable in Minimalism), the difference

between the two types of languages is argued to reduce to the difference in the way that
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the verb and the applicative morpheme combine. The crucial assumption is that the main
verb combined with the applicative morpheme will govern into the lower VP in M/I
languages (due to Baker’s (1988a) Government Transparency Corollary™®) but not in
R/A languages (see Marantz 1993 for details).

From this assumption, it follows that the lower VP is never a barrier in M/I
languages. Marantz (1993) notes that this VP may be a barrier to government and
movement in R/A languages, which he exploits to account tor the correlation between the
NP-movability and the wh-movability of internal arguments in applicatives in these
languages.

Going back to the Kinyarwanda locative applicative, Marantz would assign (5b) the

following structure:**

(44) IP
DP I
teacher /\
I vpP
DP Vv’
school /N
v VP < barrier
appl
DP VA
book /"
v Xp
sent

Marantz suggests that the lower VP in (44) may be a barrier. This would explain why the

2 Government Transparency Corollary (GTC):
A lexical category which has an item incorporated into it governs everything which the incorporated
item governed in its original structural position,
(Baker 1988a:64)
24 Manuntz (1993) assumes that logical subjects are generated in Spec of IP, contra the Predicate-
Internul Subject Hypothesis adopted in the Minimalist framework.
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Theme dominated by the lower VP can neither be extracted (see (1b)) nor passivized (see
(7a)).

Under Marantz’s account, the relevant part of the Kinyarwanda benefactive

applicative in (43) would have the tollowing structure similar to (44):

(45) 1P

DP I’

wo}nan /\

I VP

DlP A

man N

A% VP

appl /N
DP \A
dog N\
v Dp
give  OP (food)

Muarantz stipulates that the benefactive applicative morpheme but not the locative one has
the ability to void the barrierhood of the VP in Kinyarwanda. Thus, the crucial difterence
between (44) and (45) is that the lower VP is a barrier in the former but not in the latter.
This would explain why the Theme can be extracted in (43) but not in (1b).

There are, however, problems with Marantz’s account. As he himself notes, it does
not explain why there must be a ditference between the locative applicative and the
benefactive applicative in Kinyarwanda in terms of the barrierhood of the lower VP, In
addition, it is not clear how the main verb can raise over the barrier to adjoin to the
applicative morpheme in structures like (44), More generally, recent studies on locality
point to the conclusion that VP is not a barrier (see Cinque 1990, Lasnik and Saito 1992).

There is a further problem with Marantz’s approach. As mentioned above, the lower

VP in applicatives in M/I languages is never a barrier under his analysis. The prediction
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then is that the Theme can always be extracted in those languages. This prediction,
however, is empirically incorrect. As shown in (37b), the Theme in the instrumental
applicative in Chimwiini, a M/I language, cannot undergo wi-movement. To deal with
Chimwiini, Marantz would have to stipulate, as he does for Kinyarwanca, that the lower
VP is a barrier in the instrumental applicative, while it is not in the benefactive and goal
applicatives, a move that would make his account far from explanatory. Note that he
explicitly argues that in applicative structures, Benefactives and Goals are always
generated in the Spec of the higher VP, while Instruments and Place Locatives can be
generated either in the Spec of the higher VP or in the Spec of the lower VP. This would
cope with the Kinyarwanda instrumental applicative where the Theme is indeed
extractable (see (2b)) since it has the option of being generated in the Spec of the higher
VP above the putative barrier. But the ditficulty with this account is that the Theme in
instrumental applicatives is wrongly expected to be extractable in any language.

Therefore, 1 conclude that Marantz's (1993) account contains many problems. They
do not arise under my account, which does not make use of the notion of barrier.

To summarize, the present economy account successfully captures the generalization
given in (3). When and only when the two conditions in (3) are met simultaneously, as
in the case of Type 1 applicatives, an applicative constructicn and its analytic version get
compared, and the latter counts as a more economical alternative to the former, as far as
Theme extraction is concerned, due « the MLC. Otherwise, no comparison can be made
between an applicative and its corresponding nonapplicative (if there is one), allowing
them to converg\'.i‘ndependently of each other. Furthermore, it has been shown that the
economy account is both theoretically and empirically superior to Marantz’s (1993) ECP-
type account using barriers.

Before clesing this section, iet us consider the following English examples repeated

from Chapter 1:



(46) a. The teacher sent the book to the student.
b. The teacher sent the student the book.
(47)  a. [ saw the book which the teacher sent to the student.

b. 1 saw the book which the teacher sent the student.

In Chapter 1, these examples were contrasted with the Kinyarwanda examples in (1) and
(3). The question raised there was: Wiy is it that (47b) is grammatical when its
Kinyarwanda counterpart in (1b) is ungrammatical?

in the present context, the answer must be: Pl is not involved in the English double
object construction. If this is true, then (46a-b) do not belong to the same reference set
in the first place, and neither do (47a-b). Each of (47a-b) converges without blocking the
other.

Here I will not go into a detailed analysis of the English double object construction
(see, among many others, Aoun and Li 1989, Baker 1988a, Bowers 1993, Kayne 1984,
Larson 1988, Oehrie 1976, Stowell 1981). The above references except Baker 1988a
argue that the English double object construction is not derived by Pl, a conclusion

consistent with the present analysis.

4.4 Applicatives in Austronesian
In the preceding sections, we concentrated on applicatives in several languages of the

Bantu family. If the present account is actually capturing some truth about natural

25 In the English double object construction, its verb never bears an overt applicative morpheme. This
may be taken to be an indication of the lack of PI in the English double object construction, given the
assumption that substantive categories such as Ps cannot generally be morphologically null (perhaps for
reasons having to do with recoverability). The fact that only “applied” objects seem to behave like
structural objects in English (for instance, the student but not the book can be passivized in (46b) (for most
speakers)) can be accounted for by posting the kind of double predication structure proposed by Bowers
(1993), where "applied" objects are generated in the Spec of PrP as "inner” logical subjects. Then they are

not eligible for inherent Case (since they are not generated within lexical projections) and hence must get
structural Case.
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languages, we would expect it to prove successful bevond Bantu, too. In this scction,
therefore, 1 consider another language family, i.e., Austroncsian languages, where
produciive applicative constructions arc attested. In particular, Bahasa (Malaysia and
Indoncesia), Tagalog, and Chamorro will be discussed in turn.

Bahasa is a Western Austronesian language with a basic word order of SVO.

(48) Al mem-ukul anjing itu.
Ali Tr-hit dog the
‘Ali hit the dog.”

In (48) the verb bears the transitive prefix meng-, whosc appearance on the verb has been
described as heing conditioned by semantic and stylistic factors (Danocsocgondo 1971).

Unlike Philippine languages such as Tagalog, which I claimed have fully crgative
syntax, Bahasa has accusative constructions.?® Its accusativity can be clearly scen by

cxamining applicative constructions like the one in (49b) (Chung 1976b).

(49 a. Orang itu masak ikan  untuk pcrempuan itu,
man the  cook fish for woman the
‘The man cocked fish for the woman.’

b. Orang itu mec-masak-kan perempuan itu ikan.
man th¢  TrR-cook-aPp.  woman the fish
‘The man cooked the woman fish.’

(49b) is a benefactive applicative construction, (49a) its analytic counterpart, where the
Bencfactive is accompanicd by the preposition untuk *for’. In Bahasa the structural subject
in the Spec of TP precedes the verb (Hung 1987, Guilfoyle er al. 1992 among others).
Thus, orang itu ‘the man’ is the structural subject in (49). As shown in (49b), the applied

26 But in fact, Bahasa shows a high degree of ergativity in such constructions s the Object Preposing
construction (Chung 1976a,b, Hung 1987). Object Preposing is discussed in more detail in Chapter 6.
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object perempuan itu ‘the woman™ becomes the structural object rather than the structural
subject in Bahasa. The word order in (49b) can be explained by saying that the applied
object has raised into the Spec of AspP after the PI (see below), and the verb has raised
at least up to Pr. Thus, the applied object in Bahasa contrasts sharply with its counterpart,
sdy, in Tagalog in that the latter always becomes the structural subjcce (see below).

Here a brief remark is in order about the applicative morpheme in Bahzea. The
applicative morpheme is usually realized as -kan, but it has the alternative forms -i and -
O for a small set of verbs. For instance, the verb iriii; "send’ takes -i, while the verb

bajar ‘pay’ takes -@ (Chung 1976b).

(50) a. Lakilaki itu meng-irim-i  wanita itu  seputjuk surat,
man the TR-send-appL.  woman the a letter
“The man sent the woman a letter.’
b. Anak lakilaki itu mem-bajar polisi itu lima dolar.
child male the TR-pAy police the five dollar
“The boy paid the policeman five dollars.’

According to Chung’s (1976b) description, verbs that take -i or -@ in their applied forms

regularly allow -kan to attach to them in their nonapplied forms. Compare (50) with (51).

(51) a. Lakilaki itu meng-irim(-kan) surat kepada wanita itu.
man the TR-SeNd(-KAN) letter to woman the
“The man sent a letter to the woman.’

b. Anak lakilaki itu mem-bajar(-kan) lima dolar kepada polisi itu.
child male the TR-PAY(-KAN) five dollar to police the
‘The boy paid five dollars to the policeman.’

(51a-b) are the analytic versions of (50a-b) respectively. Thus, in (51) the Goal argument

is preceded by the preposition kepada ‘to’. As indicated by the parentheses, the
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morpheme -kan is optional in (51), suggesting that it is insignificant, as far as the class
of verbs accepting -i and -@ are concerned. In contrast, verbs that take -kan in their
arplied forms normally do not permit it otherwise (Chung 1976b).

As shown in Chung (1976b), the applied object but not the thematic object acts like
the structural object. One obvious piece of evidence comes from the fact that the applied
ohject must immediately follow the verb; the immediate postverbal position is the
canonical structural object position in Bahasa.

Passivization provides further evidence that the applied object is the structural object

in the Bahasa applicative construction. Consider the following examples based on (49b):

(52) a. *Ikan di-masak-kan perempuan itu oleh orang itu.
fish  pass-cook-arpL woman the by man the
(‘A fish was cooked the woman by the man.’”)
b. Perempuan itu di-masak-kan ikan oleh orang itu.
woman the pass-coOk-appL fish by man the

“The woman was cooked fish by the man.’

As shown in (52b), the applied Benefactive object perempuan itu ‘the woman’ in (49h)
can be passivized. Cn the other hand, the logical object ikan “fish’ in (49b) canant be
passivized. Given the assumption that passivization targets only structural objects (see
section 4.2. above), it follows that the applied object is indeed the structural object. The
ungrammaticality of (52a) suggests that the logical object receives inherent Case.

The same point can be made with respect to applicatives like (50a) where we find the

morpheme -i on the verb. Observe (53):
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(53) a. *Surat itu di-kirim-i wanita ity oleh lakilaki itu,
letter the pass-send-appL woman the by man the
(‘The letter was sent to the woman by the man.)’
b. Wanita itu di-kirim-i sebuah surat  oleh lakilaki itu.
woman the pass-send-appL a letter by man the

‘The woman was sent a letter by the man.’

(53a) is ungramnatical, because the logical object in the goal applicative in Bahasa resists
passivization. (53b), on the other hand, is grammatical, since the structural Case of the
apnlied object car he "absorbed” by the passive morphology.

In the present context, this means that the applicative in Bahasa is derived by Pl In
viev, uf examples like (51), however, one may well raise objection to the idea that the
applicative morpheme in Bahasa is an incorporated preposition. In {51) -kan can cooceur
with an independent preposition and therefore cannot be an incorporated preposition. 1
agree that -kan in (51} is not an incorporated preposition, but this does not necessarily
imply that -kon in (49b) is not an incorporated preposition (see footnote 22). In fact,
there is a marked difference between the two instances of -kan; in contrast to -kan in
(31), -kan in (49) cannot cooccur with the preposition.

In this light, I assume that in the dialect of Bahasa (Indonesia) described by Chung
(1976b), there are (at least) two kinds of -kan. One is an incorporated preposition used
with verbs that disallow the superfluous use of -kan, as in (51). The other is a verbal
derivational suffix that optionally attaches to the special class of verbs that take -i and -@
in applicatives and its role perhaps is to indicate the ditransitivity of the verbs.?’

If it is true that the Bahasa applicative is derived by PI, the economy account

advocated here straightforwardly explains the fact that it prohibits extraction of logical

This interesting to note that this use of -kan has virtually disappeared in the younger generation of
Indonesians (Chung 1976b:55). This is in line with the generul trend toward eliminating -i and -@ in favor
of -kan, as observed by Chung (1976b). What seems to be happening, from the present viewpoint, is that -

kan is becoming the only prepositional applicative morpheme—probably as a way of economizing the
lexicon.
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objects. Consider the following examples of relativization (Chung 1976b):

(54) a. Djaket yang saya djahit untuk Hasan ter-letak  di atas medja.
coat  comp | sew for Hasan accip-lie  on top table
‘The coat that [ sewed for Hasan is lying on the table.’

b. *Djaket yang saya djahit-kan Hasan ter-letak  di atas medja.
coat comp |l sew-appl.  Hasan accio-lie  on top table
(‘“The coat that 1 sewed Hasan is lying on the table.”)

(55)

R

Saya me-lihat  surat yang Ali kirim(-kan)  kepada kakak saya.
I TR-See letter comp  Ali send(-kan) to sibling my
‘I saw the letter that Ali sent to my sister.’

b. *Saya me-lihat surat yang Al kirim-i kakak saya.
I TR-S€€ letter comp  Ali send-apprL  sibling my
(‘I saw the letter that Ali sent my sister.”)

Under the present proposal, an applicative and its analytic equivalent, being non-distinct
from each other in the sense of (17), are subject to relative comparison for economy
purposes. As in the case of the Kinyarwanda locative applicative and the Chimwiini
instrumental applicative, Theme extraction in the Bahasa applicative, whether it is the
benefactive applicative (54b) or the locative/goal applicative (55b), results in ill-
formedness. The structures for the relevant parts of (54a-b), for example, are provided

below:

(56) 4. lcp OPil1p ' T lpp I 5eW  [aqp 75 ASD lvp fi 2y [pp for Hasani}]]]]

b. *lcp OP; [1e i T |pep £ sew-for; Jagpp Hasan, Asp lve & tv fpp 4 fidl]]1]

For (economy) reasons to be discussed in Chapter 6, it is assumed that the thematic object

or the rull operator in (56a) has undergone Object Preposing (Chung 1976a,b) into the
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Spec of TP,** and the thematic subject gets covert ergative Case in the Spec of PrP,
though what is really crucial for the current discussion is that the null operator receives
structural Case. In (56b) the null operator gets inherent Case within the VP (Object
Preposing cannot affect DPs w:ih inherent Case (Chung 1976b)), while the logical subject
and the applied object receive structural Cases; nominative Case and accusative Case,
respectively. The MLC formulated above correctly maintains that (56b) is blocked by
more economical (56a), for the length of the wh-chain link is shorter in the tormer than
in the latter. The same explanation applies to the pair in (55).

The Bahasa applicatives just examined give further support to the maoral of the story
[ drew on the basis of the Bantu applicatives; it is not the semantic nature of an
applicative that governs the extractability of its thematic object. For instance, one might
have suspected from the above discussion of the Bantu benetactive applicatives that
Theme extraction is universally possible in a given benefactive applicative. This is
incorrect: Theme extraction is impossibie in the Bahasa benefactive applicative. Hence,
I emphasize once again that a purely syntactic account, like the one pursued here, seems
to be what we need.

Up until now, we have examined Bantu languages and Bahasa, whose basic syntax
is accusative (though Bahasa is in fact much more ergative than the Bantu languages
surveyed in this chapter; see Chapter 6). Let us now turn to ergative languages of the
Austronesian family, Tagalog and Chamorro.

Notice first that the present account maintains that the generaiization in (3), repeated

below, covers not only accusative but also ergative languages.

28 Object Preposing requires the absence of the transitive marker meng- on the verb (Chung 1976a,b,
Hung 1987). Examples like (54a) and (55a) are consistent with this requirement.
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(3) Generalization:
Extraction of Theme in an applicative is prohibited only if
(i} the applicative is derived by Preposition Incorporation, and
(ii) there is an analytic equivalent of the applicative contatning an independent
preposition.

Suppose that there is a pair of an applicative and its analytic equivalent in an ergative
language and that it meets both of the two conditions given in (3). Then it is predicted
that the Theme in the applicative, which gets inherent Case, cannot be extracted. The
reason should be clear by now; the wh-chain of the Theme in the applicative is longer in
length than that in the analytic equivalent, where the Theme can take advantage of a
Case/EPP-driven "free ride," and therefore the former is blocked by the latter in light of
the MLC. The only relevant ditference between accusative and ergative languages s that
the "free ride" the Theme enjoys in the analytic construction is longer in ergative
languages than in accusative languages; in the latter, the Theme raises into the structural
object position, i.e., the Spec of AspP, while in the former, it raises into the structural
subject position, i.e., the Spec of TP (as in the Bahasa structure in (56a) with Object
Preposing).

Notice also that in principle, we should find the four-way typology depicted in (4)
in ergative languages as well. In the above discussion, passivizability and agreement
controllability were used as independent diagnostics for the presence or absence of
syntactic P1. The core observation was that if an applicative involves PI, then only the
applied object can be passivized and trigger agreement. These diagnostics, extended to
ergative languages, would state that if an applicative is derived by PI, then the applied
argument (Benefactive, Locative erc.) but not the Theme becomes absolutive, If, on the
other hand, an applicative lacks PI, either the applied argument or the Theme should be
able to become the structural subject in an analogous way that either the Instrument or

the Theme can become the structural object in Chichewa (but see footnote 17).



160

in what follows, 1 will examine some data from Tagalog and Chamorro. It is

suggested that Tagalog has Type 1 applicatives, where the logical object cannot be

extracted in accord with the generalization provided in (3), while Chamorro has Type 2
and Type 4 applicatives, where no Pl is involved.*

Let us begin with Tagalog, which I believe has Type 1 applicatives. As is well-
known, Philippine languages including Tagalog are very productive in "Topic”
constructions other than Agent Topic or Theme Topic constructions, Observe for example
the pair in (57). In the Benefactive Topic construction given in (37h), the Beneluctive
object of the preposition para has been turned into the structural subject or the absolutive
by the use of the Benefactive Topic morpheme i- attached to the transitive Theme Topic

form of the verb.

(57 a. B-in-ili ni Juan ang isda para kay Maria.
bought(tt) Erc-Juan  ass-fish for opL-Maria
‘Juan bought the fish for Maria.’

b. I-binili ni Juan  ngisda si Maria.
bought(st) ErG-Juan iNuH-fish ABs-Maria
‘Juan bought Maria (the) fish.’

Following the lead of Starosta er al. (1982) (cf. Baker (19884:468, fn. 17), Guilfoyle er

9 1 suspect that the Tzotzil applicative may represent Type 3 applicatives. According 10 Aissen
(1987:104), a Tzotzil transitive clause can contain an (thematic) indirect object only if the predicate is
suffixed with the morpheme -be, Consider the following Tzolzil examples:

(i) a. 7i-j-meltzan i-p'ej na.
casp-1erg-make  one-nc house
*I made a house.”
b. Ti-j-meltzan-be jp’ej na 1i Xun-¢.
casp-1Erg-make-apr.  one-nc house the Xun-ax
*I made a house for Xun,’

(in) has been tumed into applicative (ib) by the use of -be, Note that there seems to be no analytic
counterparts of applicatives like (ib). Note also that it is the applied argument that receives structunal
absolutive Case; it can trigger absolutive agreement and undergo passivization, but not the direct object,
as demonstrated by Aissen (1987). Thus the Tzotzil applicative appears to have the signature properties of
PlL, If this judgement is correct, it qualifies as a Type 3 applicative, and its Theme is predicted to be
extractable. Regrettably, I do not have relevant Tzotzil data.
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al. (1992:382, fn. 7)), 1 analyze (57) as an applicative construction involving P1. This
analysis immediately accounts for the fact that in the Benefactive Topic construction, only
the Benefactive can be the structural subject; if the applicative morpheme /- in (57) is
verbal rather than prepositional, it would be incorrectly expected that the Theme could

be the structural subject, too. The L7 structure of (57b) under this analysis is provided

below:
SN
DlP T
Marig, /\
"I‘ PrP
bought-for; /\
DP Pr
|
Juan
Pr AspP
Asp VVP
/N
D|P v’
\Y PP
¢ o
f; 1

In (58) the applicative morpheme i- generated as the head of the PP undergoes movement
to the V due to its affixal nature (Baker 1988a). After the Pl, the Benefactive Maria is
forced to move to a structural Case position. It covertly raises into the Spec of TP
(Maclachlan 1995, Maclachlan and Nakamura 1994, Nakamura 1994b, Richards 1990,
1993; ct. Guilfoyle er al. 1992). The Agent is assigned ergative Case in the Spec of PrP,
The Theme receives inherent Case within the VP (Baker 1988$,b). The raising of the

Benefactive satisfies the definition of Attract in (12), since neither the raising of the
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Agent nor the raising of the Theme into the Spec of TP would contribute to checking of
the EPP and Case features of the T.

If the derivation of (57) depicted in (58) is indeed correct, the present analysis

predicts that the Theme cannot be extracted in the Benefactive Topic construction; it

should be more economical to extract the Theme in its corresponding Theme Topic

construction. This prediction is borne out, as shown below:

(59) a. Ano ang  b-in-ili ni Juan  para kay Maria?
what anG  bought(tv) ere-Juan  for osL-Maria
“What is the thing that Juan bought for Maria?’
b. *Ano ang  i-binili ni Juan si Maria?
what anG  bought(st) erc-Juan  aps-Maria
(‘What is the thing that Juan bought Maria?")

In (59) the Theme Topic construction yields a grammatical output. (59b), the Benefactive
Topic construction, is blocked by (39a). Let us assume that the independent preposition
para and the incorporated preposition /- share the same interpretable features, more
specifically the same semantic and categorial features. Then (59a-b) both belong to the
same reference set, the phonological, Case, and affixal differences being ignorable,

The derivations for the relevant portions of (39a-b) are given below:

(60) a. [cp OP; |1p t'; bought |pp Juan Pr [, ..p ASp lyp 4 ty [pp for Maria]]jl|}

b. *[cp OP; lyp Maria; bought-fory [pp Juan Pr e ASp [vp 5 tv e 4 1]

(60b), where the null operator is inherently Case-marked, is blocked by more economical

(59a), where it checks its absolutive Case in the Spec of TP, because the length of the

30 The oblique-marker kay in (59a) is assumed to be nothing but a morphological reflex of the Case
of the preposition, with no categorial status.
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wh-chain is shorter in (59a) than in (59b).
This account automatically extends to other Tagalog constructions such as the

Locative Topic construction. Consider (61):

(61) a. B-in-ili ni Juan ang isda sa tindahan.
bought(tt) erc-Juan  ass-fish oBL-Store
‘Juan bought the fish at a/the store.’

b. Binilh-an ni Juan ng isda ang tindahan,
bought(LT) erc-Juan iNu-fish ABs-Store
“‘Juan bought (the) fish at the store.’

(61b) itlustrates the Locative Topic construction, where the object of the preposition
tindahan ‘sore’ in (61a) has hecome the absolutive. Again, [ propose to analyze the
Locative Topic construction as an instance of Pl. As expected, the Theme in this

construction is not extractable. This is demonstrated in (62).

(62) a. Ano ang  b-in-ili ni Juan sa tindahan.
what ang  bought(tr) erc-Juan  osL-store
‘Wh.i 15 the thing that Juan bought at a/the store?’

b. *Ano ang  binilh-an ni Juan ang tindahan.
what AN bought(LT) ERG-Juan  ass-store
(*“What is the thing that Juan bought at the store?’

The reason for the ill-formedness of {62b) as opposed to the well-formedness of (62a)
should be obvious. Given that the preposition sa in (62a) and the applicative morpheme -
an are indistinguishable for economy purposes, {(62a-b) are in competition with each
other.3! (62b) is blocked by (62a) for the same reason that (59b) is blocked by (59a).

Let us next consider Chamorro applicative constructions, which I suspect exemplify

3% The relevant interpretation of (62a) here is the one where the Locative is construed as specific,
When the Locative is nonspecific in (62a), {62a) does not compete with (62b), in which the Locative is
obligatorily specific,
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Type 2 and Type 4 applicatives. As noted in the previous chapters, Chamorro is 4 mood-
split ergative langauge. The Chamorro examples given below are all in the realis mood,
where the language exhibits ergativity. Observe the following Chamorro examples

(Gibson 1980):

(63) a. Hu-tugi’ i kiitta para i che'lu-hu,
Isc.erG-write the letter to the sibling-lsc.ross
‘1 wrote the letter to my brother.’

b. Hu-tugi’-i i che'lu-hu ni kiitta.
Isc.erc-write-appL  the sibling-1sc.ross opL-letter
‘I wrote my brother the letter.’

(63b) is an applicative construction, whereas (63a) is its analytic counterpart. In the latter,
the Goal argument is preceded by the preposition pédra. In the former, the verb bears the
applicative morpheme -/, and the Goal appears without the preposition.

As has been noted in the literature (Gibson 1980), the applied argument but not the
logical object behaves like a structurally Case-marked element in the Chamorro
applicative. For instance, the Goal in (63b) can be the structural subject of a passive, but
the Theme cannot be. Then, given th= line of logic utilized above, one might be tempted
to conclude that the Chamorro applicative involves PI.

There are, however, reasons to doubt this conclusion. For example, there is an
indication that the applicative morpheme in Chamorro is not prepositional. Observe the

following pair (adapted from Topping 1973):

32 The applicative morpheme -i is realized as -yi or -gui depending on the phonological contexts it
occurs in {Gibson 1980).
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(64) a. Hu-fa'tinas-i si Paul kafe.
Isc.erc-make-arrL.  UnM-Paul  coftee
1 made Paul some coftee.’

b. Huy-fa'tinas-i si Paul ni kafe.
1sc.ErG-make-arrr  unM-Paul  oei-coffee
‘I made Paul the coffee.”

As one might have already noticed, there is one marked difference between Tagalog and
Chamorro applicatives in terms of the use of the oblique-marker with the Theme.» If
the Theme is nonspecific, as in {64a), it bears no oblique-marker. If, on the other hand,
it is specific, as in (64b), it must be oblique-marked,

In the discussion of the Specificity Effect (SE) in antipassives in Chapter 3, it was
suggested that the Chamorro obligue-marker is "inserted” as a last resort into the man-
antipassive construction, which, without the oblique-marker, exhibits the SE on its
Theme. Then what we have in (64) is the SE; the Theme in the Chamorro applicative
must be nonspecific, but the SE is neutralized by the use of the oblique-marker.

It has been observed in Chapter 3 that PI neutralizes the SE. Thus, consistent with
this observation, the Theme in, say, Tagalog applicatives, which I analyzed as PI, is not
subject to the SE; the Theme argument in (57b) and (61b), for instance, can be either
specific or nonspecific. If a double object construction is not derived by PI, it can impose
the SE on its Theme. Consider the following examples from Anyi, a Kwa language,

recapitulated from Chapter 3 (Van Leynseele 1975):

33 Note that ni, as in (63b) and (64b), is the combined form of ni and the determiner i (see Topping
1973 and Cooremun 1987).
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(65) a. KOfi mi kasi  buldka.
Kofi  give(uas) Kasi  book
‘Kofi gives Kasi a book."
b. *Kofi ma kasi  buliki-3,
Kofi give(nas) Kasi  book-per
(*Kofi gives Kasi the book.")

c. Kofi fa buliki-3  fa-! mi kasi.
Kofi  take(nas) bhook-per take-pive(nas) Kasi
‘Kofi gives the book to Kasi.’

The contrast between (65a) and (65b) shows that Anyi double object constructions are
constrained by the SE. In order to express the intended meaning of (65b), one has to use
the serial verb construction in (65¢), where the definite or specific Theme is assumed to
check its structural Case against the Asp associated with the higher verb and thus is free
from the SE, an effect related to inherent Case-checking.

If it is true that P neutralizes the SE, then it must be that Chamorro applicatives,
showing the SE, lack PI. 1t should be pointed out here that the Kinyarwanda locative
applicative, the Chimwiini instrumental, benefactive, and goal applicatives, and the
Bahasa applicative, which I claimed involve PI above, do not seem to involve a SE.
Besides agreement controllability and passivizability, the lack of a SE serves as a third
diagnostic for the relevance of PI; an applicative derived by Pl must pass all the three
diagnostics.

There is in fact more direct evidence that the applicative morpheme is not an
incorporated preposition. According to Gibson (1980), the preposition pdra can oceur in

applicatives in some diatects of Chamorro. Gibson (1980) gives the following example:

(66) Hu-tugi’-i (pdra) si Juan ni kitta.
1sG.ErG-write-aPPL  (t0) UuNM-Juan osL-letter
‘I wrote Juan the letter.’
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(65) provides a straightforward argument for the lack of Pl in Chamorro applicative

constructioas; if the applicative morpheme in (66) is indeed an incorporated preposition,
we would not expect the preposition péra to appear before the applied object.™

Therefore, let us assume that the Chamorro applicative does not involve P1. The LF

representation for (63b) would be as follows:

(67) TP
DP T
my brother,
A T PrP
wrme'-appl
D‘P Pr’
pro
Pr AspP
DP v’
4 /\
Vv DP
[}
the letter

In (67) the Goal ‘my mother’ raises into the Spec of TP at LF. The Agent pro is assigned
ergative Case in the Spec of PrP. The specific Theme ‘the letter’ gets oblique Case within
the VP.%

If the Chamorro applicative is not derived by PI, the present analysis can account for
the fact that its Theme is extractable, as shown by the grammaticality of (68b) (based on

Gibson 1980).

34 Mark Baker {personal communication) points out the possibility that historically, the applicative
morpheme may be the reduced form of the verb na’ *give’. Sce below.

35 From the present perspective, it is not clear why the Goal cannot pet inherent Case in the way the
Instrument in the Kinyarwanda instrumental applicative can. It may be that the applied verb, as a lexical
property, assigns inherent Case only to the Theme in Chamorro. Or it may be that the structure of the
Chamorro applicative is more complex than that in (67) and the Goal is generated in a position (i.e., Spec
of PrP) where it cannot receive inherent Case (see Bowers 1993).
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(68) a. Hata  un-tugi’ pdra i che'lu-mu.
what  2sc.Erg-write to the sibling-2sc.ross
‘What did you write to your brother?’

b. Hafa  un-tugi’-i 1 che’lu-mu?
what  2sG.ErG-write-appL  the sibling-2sc.ross
*What did you write your brother?’

(68b) is an applicative construction, and (68a) its analytic eguivalent. In both of them,
the Theme argument has been successtully extracted. The LF structures tor the relevant

parts of (68a-b) are given in (6%a-b).

69) . [cp OP; |vp 1 wrote [pp YOu lage lve 5 fy [pp to your brother}]]}l]

b. |cp OP; |1p your brother; wrote-appl [prp you agp lve & tv G111

Since the preposition in (69a) and the applicative morpheme in (69b) are distinet tor the
purpose of the reference set, the derivations in (69) do not compete with cach other in
the first place. Hence, they converge independently of each other, though the length of
the wh-chain is shorter in {(69a) than in (69b).

The sharp contrast between Tagalog and Chamorro with respect to extraction of
Themes in applicatives can be regarded as a rather striking confirmation of the
generalization put forward in this chapter. It has been argued in the literature {Topping
1973) that these two languages of the Austronesian family are close relatives. Given their
alleged genetic association, one might reasonably expect that they behave more or less
the same way in terms of major syntactic operations such as extraction. As a matter of
fact, we saw in the previous chapter that the two languages behave in basically the same
way regarding the interaction of antipassives and extraction. Naively speaking, then, there
would be no reason why Theme extraction in applicatives in these languages should

behave differently. Under the present view, the answer is solid: the presence versus
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absence of Pl
Shitung our attention now to Type 4 applicatives, note first that Chamorro has a
group of ditransitive verbs that "require” double object structures (3-2 Advancement in
RG terms; Gibson 1980). One member of this group is na'i ‘give’. The following

example is from Gibson 1980:161):

(70) Ha-na’i yu’ si Antonio nu i floris.
3sc.ErRG-give  1sG.aBs unM-Antonio  osr-the flower
‘Antonio gave me the flowers.’

(70) is similar to the applicative construction in (63b) in terms of the Case arrays; the
Agent, the applied argument, and the Theme are assigned ergative, absolutive, and
obligue Cases, respectively. But it is dissimilar to (63b) in that it does not have its
analytic counterpart, satisfying one of the two conditions on Type 4 applicatives.3®

Does (70) meet the other condition that Type 4 applicatives fack P1? The answer
seems to be positive. Thus, double object constructions like (70) display the SE
{Cooreman 1987).

(71) a. Ha-npa’i yu’ i patgon  un lepblo.
3sc.ErG-give  1sG.ABs the child a book
*The child gave me a book.’

b. Ha-na'i hao ni lepblo.
Isc.ErG-give  2sG.ABS osL-book
‘He gave you the book.’

(71a-b) are parallel to (64a-b). As shown in (71), the Theme in the double object

structure must be nonspecific without the SE-neutralizing oblique-marke.

36 Note also that the double abjevt structures in (70) and (71) do not contain overt applicative
morphology.
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Given that Chamorro constructions such as (70) and (71) are Type 4 applicatives, it
is predicted that the Theme in them should be able to extract. This prediction is

empirically correct (Gibson 1980, Sandra Chung (personal communication)).

(72) Hafa ha-na’i hao  si Antonio?
what  3sG.ErG-give  25G.ABS UNM-ANtONio
‘What did Antonio give you?’

The well-formedness of (72} is in total accord with the present analysis. in the absence
of more economical alternatives, (72) is the optimal derivation.

To wrap up this section, the generalization given in (3) has been argued to be valid
in Austronesian languages like Bahasa, Tagalog, and Chamorro. The economy account
developed in this thesis automatically ex:ends to Theme extraction in applicatives in these

languages.

4.5. Some Implications

It has been shown above that the economy account explains in a unitied way
extraction of thematic objects in applicatives both in accusative and ergative “anguages.
Let us now discuss some implications of the account, which 1 believe are nontrivial.

First, to the extent that the present analysis is correct, it lends further empirical
support to the general framework of Minimalism, in which it is claimed that a set of
convergent derivations are evaluated with respect to one another, and the optimal one is
selected. In the Minimalist Program, there is no place for the ECP, which played a
central role in the GB era. It has been demonstrated that the problems object extraction
in applicatives poses for the ECP can be resolved by economy. As already noted above,
the MLC, which Chomsky and Lasnik (1993) put forth virtually as a substitute for

Relativized Minimality of Rizzi (1990), is in fact superior to Relativized Minimality. As
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we can casily verify once again, the ungrammaticality of Kinyarwanda (Ib) and
Chimwiini (37b) cannot be handled by Relativized Minimality, since there is no potential
antecedent-governor in an A’-specifier position that would block the A’-movement.”’

Secondly, the above analysis provides interesting (theory-internal) evidence that
objects with structural Case undergo movement, in the current framework, into the Spec
of AspP in accusative languages, again supporting Minimalism. Let us reconsider, for
example, (38a-b), the LF structures for Chimwiini (37a-b). (38a) is more economical than
(38b) because of the NP-movement of the structural object into the Spec of AspP. Notice
that there is no way for GB theory to draw a distinction between (38a) and (38b), since
in that theory, Case assignment to objects is done under government by verbs within the
VP. Thus, extraction in Bantu applicatives provides yet another piece of evidence for the
assumption that objects raise into the Spec of AspP for structural Case-checking (see also
Hornstein 1994, 1995, Lasnik 1993, and Takahashi 1993).

Thirdly, the present account reinforces the view, held in the Minimalist Program or
in the principles-and-parameters tradition in general, that linguistic variation reduces to
differences in the lexicon. It has been shown that the interlinguistic as well as
intralinguistic variation in terms of Theme extraction in applicatives stems from the
morphological/semantic properties of applicative morphemes and prepositions.
Nonetheless, the claim that only functional elements, as opposed to substantive elements
such as verbs and nouns, can be parameterized (Chomsky 1991, 1993, Borer 1983, Fukui
1986) seems too strong: it is prepositions, affixal or nonaffixal, and affixal verbs (like
the Kinyarwanda instrumental applicative morpheme) that are ultimately responsible for
deciding whether or not Theme can be extracted in a given applicative. It appears then
that UG can parameterize not only functional categories but also substantive categories.

Finally, the success of the economy account implies that the revised notion of

37 Even if we assume that argument traces with referential 8-roles must be antecedent-governed, an
assumption that is explicitly denied in Rizzi 1990.
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reference set is empirically justified further and that, as argued in Chapter 3, the MLC

must be taken to be an economy condition independent of Attract, contrs Chomsky
(1995).



CHAPTER 5

BEYOND A CLAUSE

5.0. Introduction

In Chapters 2, 3 and 4, we were primarily concerned with chain formation within a
single clause. But movement can also take place out of a clause. The purpose of this
chapter is to examine long-distance (transclavsal) dependencies created by movement and
see if they are amenable to the same kind of treatment as the one developed in the
previous chapters. It is argued that they indeed are, showing that the present analysis has
a wide range of empirical coverage and therefore gains further support.

The organization of this chapter is as follows. In section 5.1. I examine "classic”
successive cyclic movement from the present perspective. It is claimed that successive
cyclicity is ensured by the MLC as an economy condition, but only with the modified
notion of reference set adopted in this thesis. Section 5.2. discusses the so-called Wh-
Apreement (Chung 1982, 1994) observed in Western Austronesian languages such as
Chamorro and Tagalog. It has been argued that Wh-Agreement provides striking
confirmation that wh-movement applies successive cyclically (Chung 1982, 1994).
Contrary to this widely accepted view, 1 argue that Wh-Agreement is a morphological
reflex of antipassivization, a GF changing process, rather than successive cyclicity per
se. More specifically, it is a reflex of Case/EPP-driven "free rides” wh-movement is
required to take, given the MLC and the notion of reference set advocated here. This
characterization of Wi-Agreement naturally explains the systematic difterences between
Wh-Agreement in Tagalog-type languages and "Wh-Agreement” in Irish-type languages.
Section 5.J. consists of brief discussion of the predictions that the present analysis makes
with regard to the interaction between hyper/super-raising-to-object and extraction. This

section is necessarily sketchy because of the lack of relevant data. But there is at least one
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language in which the predictions seem to be borne out, i.e., Quechua.

5.1. Successive Cyclicity

1t is well-known since Chomsky (1973) that movement applies in a successive cyclic
fashion. In the tradition of (Revised) Extended Standurd Theory, the successive cyclic
nature of movement operations has been accounted for by the Subjacency Condition
{Chomsky 1973, 1977).

Thus, the following English examples are assumed to be derived in the way indicated:

H John; seems jr'’; to be likely [¢; to [#; pass the exam]]].

(2) What; did John say [¢7", Mary thought {¢°; Bill had jbought £)|]?

(1) is an example of successive cyclic NP-movement, (2) an example of successive cyclic
wh-movement.

Although successive cyclicity in English is not directly observable and requires rather
elaborate arguments (see Ross 1967, Chomsky 1973, 1977, Chomsky and Lasnik 1977
among any others), other languages provide more transparent evidence that movement
operates in this fashion. One of the most direct pieces of evidence comes from languages
like Afrikaans, where each "copy” of the moved wh-phrase in the Spec of CP can he

pronounced. Observe the following examples from Afrikaans (du Plessis 1977):
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3) a. Waaroor dink jy waaroor dink  die bure
whereabout think you whereabout  think  the neighbors
waaroor stry  ons die meeste?

whereabout argue we  the most
‘What do you think the neighbors think we are arguing about the most?

b. Met wiec het jy nou weer  pese  met wie  het Sarie
with who did you now  again said  with who did Sarie
gedog met wie  gaan  Jan trou?
thought with who go Jan marry
‘Whom did you say again Sarie thought Jan was going to marry?’

In (3) the wh-phrase has been extracted from the most deeply embedded clause. As shown
above, each Spec of CP is occupied by the fronted wh-phrase. (3) can be explained by
assuming (a) that wh-movement is successive cyclic, (b) that movement leaves a copy
rather than a trace (Chomsky 1993), and (c) that Afrikaans, unlike English, allows
intermediate copies to be pronounced.'

Another similar kind of evidence for the successive cyclic property of wh-movement
is found in such languages as Irish (Chung and McCloskey 1987, McCloskey 1979,
1990). Consider the following Irish examples (based on McCloskey 1990):

! According to McDaniel (1989:569, fn. 5), wh-word copying similar to (3) is also found in some
dialects of Yugoslav Romani as well as German dialects from the Cologne region. She gives the following
examples ((i) from German, and (i) from Romani):

(i) Wen glaubt Hans wen Jakob  gesehen hat?
whom  thinks Hans whom Jakob  see has
*Whom does Hans think Jakob saw?’

@i Kas 0 Demiri maslinola kas i Arifa  dikhia?
whom Demir thinks whom  Arifa  saw

‘Whom does Demir think Arifa saw?’

Incidentslly, no language pronounces wh-word copies in a VP-gdjoined position, as far as | am aware,
suggesting that the Barriers-style derivation of wh-movement (Chomsky 19864) is incorrect. Conceptually
speaking, VP-adjunction of wh-phrases has no place within the Minimalist framework; it will not satisfy
the definition of Attract. See Cinque 1990 and Lasnik and Saito 1992 for problems with the Barriers
system.
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(4) a. an rud alL shil mé al. diirt i al. dhdanti

the thing  comp  thought 1 comp said  you  come  do-conn-2s6
‘the thing that 1 thought you said you would do’

b. *anrud aL shil mé gur  diirt w aL. dhdanti
the thing comp  thought I comp said you  comp  do-conn-2sc
(“the thing that 1 thought you said you would do®)

(4a-b) are examples of relativization, where the Theme argument of the maost deeply
embedded clause has been extracted long-distance. We saw in (3) above that Afrikaans
indicates successive cyclicity with respect to the moved wh-phrase fself. Irish, on the
other hand, exhibits it in terms of the distribution of complementizers. Thus, in (4a) the
same wh-complementizer ¢l must introduce every clause in which wh-movement has
applied.? Failure to meet this condition results in ungrammaticality, as in (4b), for
example, where the complementizer of the intermediate clause is not al but gur, the
normal (past) subordinating complementizer. Data like (4) offer further evidence for the
cyclic application of wh-movement.’

Similarly, there are languages where NP-movement leaves marks of its successive
cyclicity. One such langauge is Kipsigis (Nilotic) whose basic word order is VSO (Jake

and Odden 1979). Consider the following pair from Kipsigis:

(5) a. M3ce Musd k-l Kiplanat  pe:nd3).
wants Musa  3scsus-cut  Kiplangat meat
Lit. ‘Musa wants (that) Kiplangat cut the meat.’

b. Mice Misd peinds  [k3-al Kiplagat].
wants Musa meat 3sc.sus-cut  Kiplangat

Lit. ‘Musa wants the meat; (that) Kiplangat cut .’

2 Lrish uses the complementizer aN, which I put aside here, when the Spec of CP is occupied by o wh-
operator binding a resumptive pronoun (McCloskey 1979, 1990).
For more arguments from other empirical domains, se¢ among others Kayne and Pollock (1978) for
French and Torrego (1984) for Spanish. See also McDaniel 1989 for "partial™ w/i-movement in German
and Romani, based on which the same points this section makes can be made. Wh-Agreement in lunguages

like Chamorro, which has been put forth as evidence for successive cyclicity of wh-movement (Chung
1982, 1994), will be discussed in the next section.
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(5a) shows that the verb mJce ‘want’ takes a sentential complement in Kipsigis. (5b)
illustrates the super-raising version of (5b), which is well-formed in Kipsigis. Along the
lines suggested in section 2.4. in Chapter 2, I assume that in this language, the (inherent)
Case feature of the CP gets erased when checked, and thus the CP directly 6-marked by
the verb does not constitute a barrier for NP-movement under the revised version of the
EPP (see (22) below). In (5b) the logical object pé:nds ‘meat’ has overtly raised past the
logical subject ngzagar into the matrix clause (see Ura 1994 for a recent proposal on
various raising constructions within the Minimalist framework).*
Consider further the following Kipsigis examples of super-raising (based on Jake and

Odden 1979):

6) a. J-mdc-i:n [k -ydy-in Kiplagat
Isc.sus-want-2sc.oms  3sc.sue-make-2sc.om  Kiplangat
1k3-til-fn Mu:sdl].

3sc.sus-cut-2sus.opy  Musa
Lit. ‘T want you, (that) Kiplangat make ¢ (that) Musa cut .’

b. *3-mfc-i:n [kS-ydy Kiplanat
Isc.sup-want-2sc.om  3sc.sus-make Kiplangat
|K>-til-fn Mu:sd]].

3sc.sus-cut-2sus.osy  Musa
(Lit. ‘I want you; (that) Kiplangat make (that) Musa cut 4,.")

In (6) the Theme of the most deeply embedded clause, i.e., the pro ‘you’ has raised
(overtly) all the way to the matrix structural object position, where it is assumed to check
its accusative Case. As shown in (6a), the agreements on the verbs indicate that the

raising takes place in a successive cyclic fashicn through the specifiers of functional

* Unm (1994) holds that super-raising is allowed in a given language if the T in the language can
project muitiple specifiers, providing an escape hatch for super-raising (cf. the definition of Attract). Thus,
he claims that there is a correlation between the possibility of multiple subject constructions and the
possibility of super-raising. At the moment, I do not know whether Kipsigis has muitiple subject
constructions. If Ura’s account is correct, when super-raising is overt, as in (5b), the raising of the
embedded subject must be overt, too. If his generalization is true, it must be captured somehow under the
present analysis, but 1 will not make an attempt here.
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projections; each verb must bear the second person object agreement which, under the
present assumption, is tied with the functional category Asp (Travis 1991, forthcoming).
If the raising skips its potential landing site, ungrammaticality resuits, as in (6b) where
the verb of the intermediate clause fails to bear the agreement morphology. Thas, the
situation in (6b) is analogous to that in (4b).

Now the question is: How can we ensure the kind of successive cyclic application of
movement illustrated in {(4) and (6) within the framework of Minimalism? Specifically,
how can we rule out examples like Irish (4b) and Kipsigis (6b)?

The key to the answer seems obvious enough; the MLC, which was originally
designed to demand that movement cannot skip a potential landing site, replacing Rizzi's
(1990) Relativized Minimality (Chomsky and Lasnik 1993). 1 would like to point out,
.. however, that under Chomsky’s (1994, 1995) notion of reference set, we cannot really
exclude examples like (4b) and (6b) as a violation of the MLC (whether it is taken to be
part of the definition of Attract or an economy condition). The reason is as follows. Let
us take the Irish pair in (4). [ assume that the complementizer al is two-way ambiguous
with respect to its feature specification; it is either |+ strong| or j+WH, +strong]. To
derive well-formed (4a), it must be that the intermediate Comps have only strong
features, while the top Comp has both strong and wh-features. Otherwise, the derivation
in question would converge but only as gibberish. Notice that according to Chomsky’s
(1994, 1995) notion of reference set, recapitulated in (7) along with the notion of

numeration in (8), (4a) and (4b) do not belong to the same reference set and therefore do

not compete.

(N Reference Set:
A set of derivations that share the same numeration,

(8) Numeration:
A set of pairs (/, §), where [ is an item of the lexicon and i is ity ind.x,
understood to be the number of times that i is selected.
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This is simply because the arrays of lexical items contained in (4a) and (4b) are not
identical; (4b} but not (4a) has the complementizer gur in its initial numeration, Thus let
us concentrate on the reference set determined by the numeration of (4b). Recall that
Chomsky (1995} adopts the local interpretation of reference set, under which we consider
only continuations of the derivation already constructed. Consider (9), which illustrates

how (4bh) is derived.

9) a. |do you OP]|
D, [Csrong) [d0 You OP]|
¢. {OF; T 1do you ]|
d. [C |said you [OP; C |do you 4]11]
€.

|Cs-wh, +strongy Ithought T [C |said you [OP; C {do you 51111}
f. [OP; C\ywy [thought 1 [C {said you [¢'; C [do you g]1111]

1 assume that relativization in Irish involves movement of null operators with the feature
| +WH] (see McCloskey 1990 for an argument for the null operator analysis). Suppose
that we have constructed (9a). The next move is to select 3 complementizer from the
numeration and merge it with (9a). In (4b) the complementizer with a strong feature is
selected. As soon as the complementizer is introduced into the phrase marker, as in (9b),
its strong feature must be eliminated by attracting the null operator, as in (9¢). This

attraction satisfies Chomsky’s (1995) definition of Attract, given in (10).

(10) Auract:

K attracts F if F is the closest feature that can enter into a checking relation with
a sublabel of K.

Suppose now that we have reached the stage in (9d) for (4b), where the complementizer

without a strong feature is merged at the root. Since the complementizer lacks a strong



180
feature, it does not trigger overt attraction. In (9¢) the complementizer with the features
O [ +WH, +strong] is inserted into the matrix Comp position. It triggers attraction of the
null operator, as in (9f). Notice that this attraction does not violate the definition of
Attrzct, for the null operator certainly is the closest element that enters into a checking
relation with the complementizer. Notice also that (9f) converges, with all the
uninterpretable formal features successfully eliminated. In brief, under Chomsky’s (1995)
system, there is nothing wrong with the derivation in (9) and hence with the Irish
example in (4b). The same remark holds true if the complementizer gur appears in a
different Comp position.>
How can we deal with the ill-formedness of (4b)? I suggest that what is wrong with
Chomsky’s system is (a) its determination of the reference set and (b) its lack of the MLC
as an economy condition. Let us adopt the revised notion of reference set defended in the

preceding chapters on the basis of data independent of successive cyclicity. It is given in

. (.

(11)  Reference Set:
A set of derivations that arise from non-distinct numerations.

Recall that (11) is interpreted derivationally in terms of the operation Setect. The notion

of non-distinctness is defined as follows:

(12)  Non-Distinctness:
Numerations N and N* are non-distinct if and only if there is 2 one-to-one
correspondence C between their members, such that if (, n) e Nand (I’, »’) €
N’ and (Z, n) corresponds to (I°, n") in C then [ and I" have the same interpretable
features and n = n’,

. 3 The version of (4b) where gur appears in the highest Comp position may be excluded on independent
grounds, probably as a violation of the identification requirement that holds between the null operator and
its antecedent.
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Remember that the most important aspect of the modified notion of reference set in (11
is that it allows us to ignore uninterpretable features such as phonological teatures, Case
features, the ¢-features of non-nominals, strong features. In view of (11), (4a) and (4b)
arise from the same reference set, for the sole difference between them regarding the
complementizers aL and gur in the intermediate clause is immaterial; al. has an
uninterpretable strong feature, while gur does not.®

The MLC as an economy condition is formulated in (13):

(13)  Minimal Link Condition (MLC):
Derivation D blocks derivation D’ if there exist chain links CLL e D and CL." €
D" such that CL and CL* are comparable and CL is shorter than CL.

The relevant notions used in (13) are given below:

(14)  Chain Link Comparability;
Chain links CL and CL’ are comparable if and only if derivations D and D’
belong to the same reference set, such that if CL. € D and CL’ € D’ then items
of the lexicon / € CL and !’ € CL’ have the same interpretable features, and K
and K* attracting / and !’ are selected from numerations N and N’ at the same

point.
(15)  Length of Chain Link:

Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

The modified definition of Attract is repeated below for convenience:

(16)  Anrac:

K attracts F if F is the closest feature that can enter into a checking relation with
an intrinsic sublabel of K.

Sht may be that gur has an uninterpretable feature that must match with the feature specification of
T, i.e., [+past].
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Now we are comparing the following converging derivations for (4a-b) (irrelevant

details suppressed):

(17)  a. |cp OP; [p thought I 2y [¢ep 7' [1p said you ty fep £ [1p do you ty 511111
|
b, *|cp OP; |rp thought I ty [cp |1p Said you 1y [cp £} |p do you ty 5111

The first wh-chain links in (17) are identical and thus equally economical. The second
wh-chain link in (17a), which is formed in accord with the definition of Attract, does not
have a comparable counterpart in (17b) due to chain link comparability; in (17b) there
is no chain link whose head occupies the intermediate Spec of CP. But the wh-chain links
formed by attraction from the highest Comp in (17) are comparable. Since the last wh-
chain link is shorter in (17a) than in (17b), the MLC in (13) correctly rules out the latter
in favor of the former, In effect, the second instance of wh-movement in (17a) counts as
a "free ride” for the last instance of wh-movement. The situation in (17) is different from
that in extraction in antipassives and applicatives examined in the previous chapters in that
here it is wh-movement that counts as a "free ride,” while in the previous cases, it was
Case/EPP-driven movement.

Even with the assumption that (17a) and (17b) belong to the same reference set,
Attract cannot explain the contrast between (17a) and (17b), precisely because it cannot
perform transderivational comparisons.

Note that (17b) is more economical than (17a), as far as the Minimal Feature

Condition (MFC), repeated below from Chapter 3, is concerned:

(18)  Minimal Feature Condition (MFC): .
Derivation D blocks derivation D’ if D and D’ belong to the same reference set
and the number of features in numeration N of D is less than the number of
features in numeration N’ of D’.
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The reason is that the numeration of (178) contains three strong features in the Comps,
whereas that of (17b) contains two such features, But recall that 1 argued for the

tollowing:
(19)  The MFC is overridden by the MLC,

Section 3.5. in Chapter 3 dealt with the extraction of the Ageni in antipassives which
neutralizes the Spectficity Effect on the clause-mate Theme. This phenomenon was
analyzed as an instance of the MFC overridden by the MLC in constraining
uninterpretable Case/oblique features. (4) represents another instance of the MFC
overridden by the MLC, but this time as it applies to uninterpretable strong features.
At this point, it is instructive to reconsider well-formed overt super-raising, which

prompts a revision of (19). Observe the following pair from Kipsigis similar to (5):

(20) a. Mdce Misd [kd-tGil-dn Kfpli\gml.
want Musa  3sc.sus-cut-1sc.om) Kiplangat
Lit. “Musa wants (that) Kiplangat cut me.’

b. Mic-5:n Mu:sd [ka-til-dn Kiplagat].
want-1sc.om  Musa 3sc.sus-cut-1sc.om Kiplangat
Lit. ‘Musa wants me; (that) Kiplangat cut ¢,.

In (3) the DP that undergoes super-raising is a third-person singular nominal, which docs
not trigger agreement. In (20), on the other hand, the super-raised DP is the agreement-
triggering first-person singular pro. Given the concept of reference set in (11), (20a-h)

compete with each other. Their structures at Spell-Out would be (21a-b).

(21) a. [cp want {1p M ; Lpep £; §aspp [ve fv lcp St Tgp Ko [pep £ Laspe mex fve tv (TN

b. Icp want [rp M.; lprp & Taspp M€ lyp v Icp €Ut Ip Ko fprp & [aspe i lve tv 63T
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To allow the super-raising in (21b), I must assume that the Agent raises overtly into the
Spee of TP (see also footnote 4). 1f the Agent in the embedded clause does not check its
Case in overt syntax, the matrix Asp would not be able to attract the logical object of the
embedded clause. This i1s because the Agent with an unerased Case feature would count
as the closest feature that can satisfy the "inner” EPP imposed by the Asp. The revised

version of the EPP is given below:

(22)  Extended Projection Principle (EPP):
EPP = D/C,eruea caser-feaLUTE

To capture the V-initial word order in Kipsigis, I assume that the verb raises overtly up
to Comp in the language.

As far as the MLC is concerned, (21a-b) are equaily economical. The link (me;, #,)
in (21a) and the link (¢, #,) in (21b) are the same in length. The relative cost of the link
(me;, %) in (21b) is nil, since it does not have any comparable chain in (21a); the Asp
in (21a) does not attract a DP. However, the MFC would rule out (20b) in favor of (20a)
for Lhe following reason. (20a). and (20b) use the same number of structural Case
features, i.e., three structural Case features. The difference is that the embedded Asp
happens to have a Case feature in (20a) but not in (20b). In (20a) super-raising cannot
take place, since nothing requires it. In (20h), on the other hand, it is forced by the
matrix Asp with a Case feature. The apparent optionality of raising in (20) is thus
attributable to the two options of inserting into the embedded clause either the Asp with
a Case feature or the Asp without a Case feature.

But how about the number of strong features and ¢-features of verbal elements? It
appears that there are more of these in (20b) than in (20a). (20a) contains three strong
features on the matrix T and the embedded T and Asp, while (20b) contains four strong

features on the matrix and embedded Ts and Asps. Furthermore, the former has only one
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ohject agreement on the embedded verb, while the latter has two object agreements on
the embedded and matrix verbs. Then the present analysis seems to wrongly predict that
the kind of super-raising illustrated in {20b) can never be derived.’

How can we remedy this sitvation? The problem appears to be with the lack of
statement about what features enter into the calculation of cost with respect to the MEC.

In this light, I propose to modify (19) in the following way:
(23)  Features that contribute to minimization of chain finks do not enter into the MFC.

The idea is that the strong features that trigger "free rides” are virtwally “"costless,”
because we get so much in return by using them. Given (23), (20a) and (20b) are equally
economical in terms of the number of strong teatures. They both contain three strong
features from the viewpoint of the MFC. In particular, the strong feature of the
embedded Asp in (20b) which motivates the "free ride" does not enter into the calculation
of the "cost.”

It remains to deal with the ¢-features of verbal elements. Notice that they do not
contribute to minimization of chain links in any way, since they cannot attract, being
optional (see (16)). Given that optional features play only a marginal role in the

computational system, it would be natural to assume (24).
(24)  Optional features do not enter into economy,
With (24), the MFC is simply not applicable to the ¢-features of non-nominals Then we

can disregard the agreement on the verb in (20).

In short, given (23) and (24), (20a) and (20b) are equally gconomical with respect

7 The (false) prediction also holds of "hyper-raising” (Ura 1994). See Section 6.3, below for a brief
discussion of hyper-raising.



186
to the MFC, a welcome result. (23) and (24) help us to deal with the fact that super-
raising (along with hyper-raising, sec footnote 7) is in principle possible in natural
language.

Returning now 1o the Kipsigis super-raising examples in (6), it should be clear how
the present account deals with them. The derivations for (6a-b) are given in (25a-b)

respectively (only relevant parts shown).

(25)  a. lcp want I [agpp YOU; Iy [cp make K. [aqp 175ty [ep Cut M. Tage £ v (1T

b. *|cp want [ [agp you; fy Icp make K. [app fy lcp €t M. [aqp £5 tv 51111

Given the notion of reference set in (11) (but not the one in (7)), (6a) and (6b) compete
for economy purposes despite their difference in terms of the Asp in the intermediate
clause. In particular, the Asp in question has a strong feature and ¢-features in (6a) but
has no such features in (6b). This difference, however, is irrelevant in determining the
reference set. Also, it is ignorable for the purpose of the MFC, in light of (23) and (24).
The MLC correctly excludes (25b), since the chain link formed by the matrix Asp
attracting the second-person singular pro is shorter in (25a) than in (25b) thanks to the
"free ride,” which creates the intermediate chain link (¢'*, ¢7), in the former. (25a)
exemplifies the case where NP-movement counts as a "free ride” for the succeeding NP-
movement.

Let us now pause and consider what the above analysis of successive cyclicity says
about Procrastinate. Take (25) once again. Given that (25a) and (25b) belong to the same
reference set, the second overt raising in (25a) violates Procrastinate; in (Z5b) such
raising does not take place. In spite of this, (25a) counts as more economical than (25b)
in terms of the MLC, as we have seen. To put it differently, Procrastinate is overridden

by the MLC. This statement is highly reminiscent of (19)—the MFC is overridden by the
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MLC. Thus I would like to argue that this aspect of Procrastinate should be reduced to
the MFC, which requires that the number of strong features that induce overt movement
be as few as possible in competing derivations.®

There is another aspect of Procrastinate that must be captured, i.e., only strong
features induce pre-Spell-Out movement. As mentioned in Chapter 1, Chomsky (1995)

attempts to derive this property of Procrastinate from the economy cordition in (26).

(26) F carries along just enough material for convergence.

According to Chomsky (1995), LF raising is "cheaper" in light of (206), since it raises
features but not categories, being free from the danger of crashing at PF.

As 1 argued in Chapter 3 and will argue again later in this chapter, there is evidence
for covert category raising. As already noted in Chapter 3, if my claim in this regard is
correct, then we cannot resort to the economy condition in (26) to ensure that covert
raising is preferred over overt raising.

Thus [ would like to suggest an alternative. One obvious alternative relies on the fact
that movement introduces a new node into a phrase-marker. What we would like to say
is that overt movement is more costly than covert movement, since it creates an extra
node earlier than is necessary. This is essentially what Safir’s (1992) Structural Economy
Principle states: At any point in a derivation, a structural description employs as few
nodes as grammatical principles and lexical selection require.

Under Chomsky’s (1995) theory of bare phrase structure, the operation Merge takes

8 Bokovi¢ (1993) argues based or superiority phenomena that wi-movement of logical objects must
proceed via the Spec of AgroP even in languages which otherwise prohibit overt "object shift,” violating
Procrastinate (see also Branigan 1992, Borer 1995), If this factual evaluation is correct, it would receive
a natural interpretation under the MFC; the use of a strong feature that induces overt NP-movement is
tolerated only when it leads to a "free ride” for succeeding wh-movement. This is essentially one of the
two ways Bo3kovié (1993) considers to explain the observation in question. However, it should be pointed
out that Bolkovié's account crucially depends on the assumption that the AgroP is located above the
logica) subject position, and thus is incompatible with the phrase structure assumed here. For an alternative
account of superiority effects within the Minimalist framework, see Hornstein 1995, chap.7.
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two syntactic objects « and B, and combines them into another syntactic object of the
form {y {o, B}}, where v is the label of the newly created object. Adapting Safir’s

(1992) proposal, let us assume the economy condition in (27):

(27)  Minimal Label Condition (MLAC):
Derivation D blocks derivation D’ if D and D’ belong to the same reference set
and the number of labels employed in D is less than the number of labels
employed in D°,

Like other economy conditions, (27) is taken to be able to apply across non-distinct
derivations, selecting among convergent ones.” Given that (27) constrains phrase
structure, built by the derivational operation Merge, it applies derivationally (but
transderivationally). It guarantees that in languages like Tagalog where the T does not
have a strong feature, the raising of the absolutive DP does not take place before Spell-
Out. if the raising takes place overtly before Spell-Out, the derivation has to employ one
more label than the one without the overt raising at the time when Spell-Out applies.
With (27) assumed, we can capture the observation that only strong features trigger overt
movement without recourse to (26).

Since Procrastinate is overridden by the MLC, we need (28) analogous to (23).

s (27) provides a theory-internal reason not to assume movement of ergative Agent into the "outer”
Spec of PrP for Case-checking (Chapter 1, subsection 2.2.2.). Consider the following Malagasy examples
repeated from Chapter 3:

(i) a. Mividy ny vary ny lehilahy.
buy(ar) the rice the man
“The man bought the rice.”
b. Vidin’ ny lehilahy ny vary.
buy(m) the man the rice.

*The man bought the rice.’

(ia-b) belong to the same reference set. They are equally economical in terms of the MLC and the MFC
(see Chapter 3). If we assume that the ergative Agent ny lehilahy ‘the man’ in transitive (ib) raises into the
"outer” Spec of PrP, it would be wrongly expected that (ib) is blocked by antipassive (ia) in terms of the

MLAC. This is because (at least at LF) (ib) would have one more label than (ia) due to the ergative
raising.
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{28)  Labels that contribute to minimization of chain links do not enter into the MLAC.

(23) and (28) can be collapsed into (29).

(29)  Elements that contribute to minimization of chain links are not counted for
purposes of economy.

One may well wonder why (29) should hold. Again, the possible rationale behind (29)
would be that chains are so central to the computational system that their minimization
must be achieved, if possible, even at the expense of compromising economy conditions
other than the MLC.

At this point, it is worth considering expletive constructions that motivated Chomsky

(1995) to maintain Procrastinate as an economy condition. Observe (30).

(30) a. There seems to be someone in the room.

b. *There seems someone to be in the room.

Chomsky’s (1995) analysis of the contrast based on Procrastinate (30) goes as follows.

Suppose that Merge has created the following phrase-marker:

(31) [, to be [, someone in the room}|

What needs to be done next is to fill the Spec of ¥ to satisty the EPP. At this stage in
derivation, we have two choices. One is to select there from the numeration and put it

in the Spec of y by Merge, as in (32).

(32) |, there to be [, someone in the room]|
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The other is to raise someone already present in the phrase-marker into the Spec of y by

Attract, yielding (33).

(33) |, someong; to be [4 £ in the room]]

The first option respects Procrastinate by delaying the raising of someone, while the

second option violates Procrastinate.
N

"

Let us consider the continuations of (32) and (33). After the insertion of there in

(32), it raises into the matrix structural subject position, as shown in (34),

(34) |, there; seems [, 4 to be [, someone in the room]|]

This derivation converges, Under Chomsky’s (1995) analysis, there is a "pure” expletive
in the sense that it has only the categorial D-feature. In (34) there satisfies the EPP in the
matrix clause only. Thus the Case and ¢-features of its associate someone are assumed
to raise and adjoin to the matrix T at LF, eliminating the uninterpretable Case and ¢-
features of the T,

(35) is derived by computing (33) further,

(35) [ there seems [, someoneg; to be {g £ in the room]]}

In (35) there is merged at the root, meeting the EPP. Crucially, this derivation
converges, too, under Chomsky’s (1995) system. As in the case of (34), the matrix T
attracts the Case and ¢-features of someone at LF.

Both (34) and (35) converge. Here Chomsky makes another crucial assumption, i.e.,
that they compete for economy. As noted above, (34) but not (35) obeys Procrastinate.

Thus, given that Procrastinate is an economy condition that selects among convergent
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derivations, the contrast between (30a) and (30b) is explicable in these terms.,

Note that the contrast in (30) cannot be explained by the MFC and the MLAC. Since
both (30a) and (30b) contain the same number of uninterpretable features, 7. e, two strong,
features of the Ts, one Case feature of the matrix T, one oblique Casce feature of the P,
and one affixal feature of there, they are equally economical in terms of the MFC. They
are also equally economical in terms of the MLAC, since they use the same number of
nodes in their derivations.

This may seem to indicate that Procrastinate cannot be reduced to the MEFC and the
MLAC after all. But under the present analysis, (30b) is ruled out as a crashed derivation
for reasons having nothing to do with Procrastinate. In section 2.3. in Chapter 2, 1
pointed out that Chomsky's claim that there is @ "pure” expletive is problematic. 1
concluded following Belletti (1988) and Lasnik (1991) that t/rere has a Case feature as
well as a D-feature and that its associate receives inherent Case. Let us continue to
assume that inherent Case assignment is an optional process. Then there are two
derivations to consider, i.e., the one where the unaccusative verb be assigns inherent
Case, and the one where it does not. (30a) illustrates the first situation. Since someone
has its inherent Case checked in situ, it cannot satisfy the EPP given in (22). Thus there
must be selected from the numeration and inserted into the Spec of TP in the embedded
clause. Then it raises into the matrix Spec of TP, successfully eliminating the strong and
Case features of the matrix T. (30b) is the second situation. Since someone has an
unchecked (say, nominative) Case, it can satisfy the EPP required by the T in the
embedded clause.'® Then to exhaust the numeration, there is inserted in the matrix Spec
of TP. Now (30b) is excluded as a violation of FI; the Case feature of someone in the
embedded Spec of TP survives until LF.

In short, data like (30) do not justify the idea that Procrastinate is needed

10 1f the choice of inserting there in the embedded Spec of TP is taken, we would get the same surfuce
string as (30a). But the derivation crashes, because the Case feature of someone is unchecked.
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independently of the MFC and the MLAC on this analysis.

To summarize this section, | have argued that successive cyclicity is guaranteed by
the MLC as a non-local economy condition, in combination with the revised notion of
reference set.!' Thus, the successive cyclic nature of movement provides further
justification for the MLC in (13} and the present notion of reference set. 1 have also

argued that Procrastinate should be replaced by the MFC and the MLAC,

5.2. Wh-Agreement

The preceding section considered successive cyclicity. We saw that wh-movement in
languages like Irish leaves morphological reflexes along its path, providing one of the
most striking empirical motivations to believe that movement applies successive
cyclically. In this connection, it is worth noting that there is a superficially similar
phenomenon that has been argued to bear on the issue of successive cyclicity, i.e., what
Chung (1982, 1994) calls "Wh-Agreement” in languages like Chamorro. Relevant facts
from Chamorro can be summarized as follows (see Chung 1982, 1993, 1994 for a wide
range of data).

First, if the logical subject of a realis transitive clause is extracted, the infix -um-

shows up on the verb, replacing the ergative agreement. Consider (36).

(36) Ha-fa'gasi si Juan i kareta.
3sc.erc-wash  unm-Juan the car
*Juan washed the car.’

N One might usk whether a language could have a [+WH, +strong] Comp but lack a [+strong]
Comp. If this is a possibility, wi-movement in the language would not apply in a successive cyclic fashion.
One relevant language in this respect may be Duala (Bantu), where the marker no shows up only in a
clause headed by a [+WH, +strong] Comp, giving a superficial flavor of non-successive cyclicity (Epée
1976). But it may be that a {+strong] Comp in Duala has no phonological realization. I leave this question
open. In what follows, however, I assume that wi-movement is successive cyclic.
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Observe (37) where the Agent in (36). a realis transitive sentence, has been extracted, In

(37) the verb must bear the "Wh-Agreement” morpheme -um-.

(37) a. *Hayi ha-fa’gasi i kareta?
who 3sc.erg-wash the car
(*Who washed the car?)
b. Hayi f-um-a’gasi i kareta?
who  ar-wash the car
‘Who washed the car?’

Secondly, if the logical object of a transitive clause is extracted, the verb may
optionally be nominalized by the use of the infix -in-, as in (38b). (38a) shows that the

logical object can also be directly extracted without triggering any change of the verbal

morphology.
(38) a. Hafa ha-faban si Maria?
what  3sc.ErG-huy unm-Maria
‘What did Maria buy?’
b. Hafa f-in-ahan-fia si Maria?

what  nmMLz-buy-3sc.poss unm-Maria
*What is the thing that Maria bought?’

Thirdly, if an "oblique-marked" NP is to be extracted in examples like (39), the verb

obligatorily undergoes "bare nominalization,” as in (40)."?

(39 Hu-punu’ i Ll ni nids.
1sc.erc-kill the fly oBL-Newspaper

‘I kitled the fly with the newspaper.’

(40) Hafa  puno’-mu ni ldlu?
what  kill-2sc.poss  oBL-fly
‘What is the thing that you killed the fly with?’

12 Recall that the "oblique marker” ni is the combined form of nu and the determiner i
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Finally, “"Wh-Agreement” morphology is also observed in long extraction. For

instance, consider (41) taken from Chung 1994 13

(41) a. Hayi mu-na'minman  siJuan [na un-paniti]?
who  aT-surprise unM-Juan  comp  2sG.ErG-punch
*Who did it surprise Juan that you punched?’
b. *Hayi n-in-a’midnman  si Juan [na un-paniti]?
who  pass-surprise unM-Juan  comp  2sG.Erc-punch
(‘Who did it surprise Juan that you punched?’)

In (41) where the Theme has been extracted out of the sentential subject, the matrix
verb must bear the morpheme -um-. Other morphemes such as the "passive” morpheme -
in- {Topping 1973, Cooreman 1987) (see (42)) cannot be attached to the matrix verb,

hence the ungrammaticality of (41b).

(42) H-in-atsa i lamasa ni lahi.
rass-lift  the table oBL-man
‘The table was lifted by the man.’

Then, there appear to be (at least) two kinds of -in- in Chamorro; one is the nominalizing
-in-, as in (38b), and the other the "passive” -in-, as in (41b) and (42).

Chung (1982, 1994) proposes to analyze the morpheme -um- and the nominalizing
morpheme -in- as agreeing with extracted wh-phrases. She assumes that whenever
extraction takes place, it triggers Wh-Agreement. Thus, even in cases like (38a) and (40)
where there is no overt realization of Wh-Agreement, she maintains that the verb bears

a null Wh-Agreement morpheme.

13 According to Cooreman (1987), the morpheme -um- undergoes metathesis, as in (41a), when it
attaches to stems that begin with a liquid or nasal,

4 Chamorro does not obey the Subject Condition. As mentioned in footnote 29 in Chapter 3, the lack
of Subject Condition violations in Chamorro would be explained if the CED applies derivationally.
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Chung (1994:13) presents the tollowing rule for Wh-/\grccmcnt:”

43y  Wh-Agreement:

An A’-bound trace that is free within the minimal m-command domain of ¢
shares its Case feature with 1V,

Chung claims that the above extraction data can be explained by (43). In (37), (38), and
(40), the variables are free within the [P, resulting in Wh-Agreement, overt or covert.
Under her account, what triggers the appearance of -um- in (41) is the wh-trace in the
intermediate Comp; the Case feature of the CP is transterred to the head C. which in turn
transfers that feature to the wh-trace under a Spec-head agreement. Thus, data like (41a)
have been taken to be strong evidence for the successive cyclic nature of whi-movement
(Chung 1982, 1994),

Dukes (1993), however, points out several problems with Chung's analysis. First,
(43) fails to account for the fact that the morpheme -um- shows up in infinitival
complements of certain control verbs (Topping 1973, Chung 1982:49 fn, 5, Cooreman
1987), as shown below ((44a) is from Topping 1973, and (44b) from Chung 1982). Since

wh-movement is not involved in (44), no unified analysis of the infix -tm- is possible on

Chung’s account.'s

(44) a. Malign® gui’ b-um-isita si Rita.
want 3sG.ABS AT-ViSit unm-Rita
‘He wants to visit Rita.’

b. Hu-chagi h-um-atsa i lamasa.
Isg.er-tried  at-lift the table
‘I tried to lift the table.’

1510 Chung 1982, "Wh-Agreement” is characterized as verbs agreeing in grammatical function with
moved wh-phrases.

16 Byt see Chung 1994:9-11 for an attempt to make sense of the presence of the "Wi-Agreement”
morpheme in non-extraction contexts like (44). See also Aoun 1985, Introduction for a brief discussion of
Wh-Agreement from the viewpoint of Generalized Binding. Thanks to Sandra Chung (personal
communication) for bringing the latter reference to my attention.
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Sceondly, the characteristics of the morpheme -um- and the nominalizing morpheme -
in- arc so different that it is not likely that they are part of the same grammatical system.
As noted above, the appearance of -um- is obligatory in (37), while that of -in- is only
optional in (38). It seems that Chung’s analysis cannot account for the differences
between -um- and nominalizing -in-. The same kind of objection can be raised about the
nominalization involved in extraction of oblique-marked DPs.

Thirdly, Chung’s account crucially relies on the use of a good deal of zero
morphology, which has no independent empirical motivation.

Finally, the rule for Wh-Agreement in (43) is Chamorro-particular. As always, it is
desirable to derive seemingly language-particular rules from general principles of
grammar whenever possible.

I would like to point out that as a matter of fact, there is a more fundamental problem
with Chung’s rule given in {(43); it does not explain exactly what kind of Cuase an A’-
bound trace must have. It turns out that in the above well-formed questions without
nominalization, the extracted elements all bear absolutive Case (under the present
analysis).'” An adequate theory of Wh-Agreement must explain why this should hold.

Recall that we have already discussed the Chamorro morpheme -um- in Chapter 3.
The claim there was that the morpheme in question is an antipassive morpheme, an
Agentive Antipassive morpheme in particular. As noted in Chapter 3 (footnote 42), our
treatment of -um- as an antipassive morpheme immediately accounts for the fact that it
appears in control structures like (44); the antipassive morpheme prevents the logical
object from raising into the Spec of TP within the infinitival clause, which in turn allows
the PRO to check its null Case (Chomsky and Lasnik 1993) in the Spec of TP.

Under the present economy account, (37a) and (37b) belong to the same reference

17 Though it is not true that only absolutive DPs can be extracted in Chamorro, as we have seen in

Chapter 4. Note that Chung has to assume that null Wi-Agreement morphemes appear on the applied verbs
in the Chamorro examples of extraction discussed in Chapter 4,
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set and thus compete with each other. Their relevant structures are given in (45).

(45)  a. *lcp OP, lyp the car; washed |pp £ PT [opp ASp lyvp fv 511111

b. lcp OP; [1p 1y av-washed [prp £ Pr [op ASP [yp fy the car]]]]]

(45a) is blocked by {45b) in terms of the MLC, since the wh-chain link in the latter is
shorter than that in the former.

The structure for well-formed (38a) is given in (46).

(46) icp OP; |rp t'; bought [pp Maria Pr {40 Asp lyp tv G111

Obviously, the wh-chain link in (46) is the shortest possible, since it originates from the
structural subject position. In this way, the present analysis explains why the extracted
elements in data like (37b) and (38a) must bear absolutive Case.

As for (38b) and (40), I suggest that the wh-word in them is a predicate predicated
of the nominalized clause. In (38b) the morpheme -in- turns the verbal clause into a
passive nominal. In (40) the nominalization is obligatory, since (semantically) oblique
elements cannot be directly extracted in Chamorro (Chung 1982). Notice that whatever
the proper derivation of nominalization may be, (38a) and (38b) do not belong to the
same reference set, because the latter but not the former includes the nominalizing infix -
in-. Hence, they converge independently of each other.

Then, the economy account suggests that Case-related Wh-Agreement (as opposed to
nominalizing Wh-Agreement, of which [ do not have an explicit analysis to offer here)
is not a morphological reflex of successive cyclicity per se, contra Chung (1994). Rather,

it is a reflex of minimization of the length of wh-chain links.
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How about long-distance extraction in data like (41)? Before returning to (41), let us
consides some relevant data on long-distance extraction from Tagalog, which I managed
to arrange in a rather systematic way."™ As we saw in Chapter 3, Chamorro and
Tagalog behave in basically the same way in terms of the interaction between extraction
and antipassivization (though they behave differently with respect to applicatives, as we
saw in Chapter 4). Then one would reasonably expect that they behave in basically the
same way with respect to long-distance extraction as well, given that the "Wh-Agreement”
morpheme -um- in Chamorro is really an antipassive morpheme. This expectation is
fulfilled, as we will see below.' 1t will be argued that the economy account developed
so far extends naturally to such extraction.

Consider first the following paradigm from Tagalog:

¥ The Tagalog data in this section are due to Natividad del Pilar (personal communication).

¥ Asis expected, similar facts on long-distance extraction are found in other Western Austronesian
languages like Cebuano (Bell 1976), Bahasa (Indonesia and Malaysia) (Hung 1987), and Malagasy (Keenan
1972). Some Bahasa duta considered in the next chapter. 1t is perhaps worth noting that Tagalog-type Wh-
Agreement in long-distance extraction is also found outside Austronesian, For example, in Kwakwala, a
Wakashan language of British Columbia, argument extraction targets only structural subjects, and in the
case of long-distance extraction, the embedded clause must be the structural subject of the matrix clause

(Anderson 1984). This is shown in (i) (In Kwakwala, the determiner appears as a clitic attached to the
preceding word).

(i) ?onq*adz-i-s axixsdd-saw-a?us [q-n  ts’u-su?-s-ga k'utdla]?
who-cLr-2poss want-rass-2poss comp-l  give-pass-inst-the . fish
‘Who do you want me to give the fish to?”

I suspect that the syntax of Kwakwala is ergative and that what is glossed as the "passive” morpheme in
(i} is really the transitive marker. If so, Kwakwala is amenable to the present economy account, just as the
above Austronesian languages are.
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(473  a. Nag-sabi si Pedro  na b-um-ili  si Linda  ng kotse,
said(at)  ams-Pedro comp  bought(at) ams-Linda  vu-car
*Pedro said that Linda bought a car.’

b. Nag-sabi si Pedro  na b-in-ili ni Linda  ang kotse,
said(at)  aes-Pedro comp  bought(tt) re-Linda ass-car
‘Pedro said that Linda bought the car.’

c. S-in-abi ni Pedro nma b-um-ili  si Linda  ng kotse.
said(rt)  Erg-Pedro comp  bought(at) ass-Linda nn-car
‘Pedro said that Linda bought a car.’

d. S-in-abi  ni Pedro na b-in-ili ni Linda  ang kotse.
said(rt)  Erc-Pedro come  bought(rr) erc-Linda ass-car
‘Pedro said that Linda bought the car.

(47a-d) exemplify the canonical biclausal structures in Tagalog. Since the matrix verb and
the embedded verb each take two arguments in (47), four combinations of topic
morphemes are possible. (47a-d) exhaust the four possibilities. In (47a-h), where the verb
sabi ‘say’ is antipassivized, the matrix structural subject is the absolutive Agent Pedro.
In (47c-d), on the other hand, it is the whole embedded clause; this can be seen by the
fact that the matrix Agent gets ergative Case, indicating that the embedded clause is the
structural subject. The assumption here is that except for peculiar cases such as the recent
past construction (see Chapter 3), the Spec of TP must be occupied by some material by
LF in Tagalog duc to the feature of the T responsible for the EPP. In (47a) and (47c¢),
where the verb bili ‘buy’ is antipassivized, the structural subject in the embedded clause
is the Agent Linda, whilc in (47b) and (47d), it is the Theme kotse *car’.

Here one musi ask why (47a-d) are all well-formed. Note that under the current
version of refcrence set, (47a) competes with (47¢), and (47b) with (47d). In light of the
MFC, we would wrongly expect that (47a) should block (47c), and (47b) (47d). The
reason has to do with the number of structural Case features used in the matrix clause.
In the Agent Topic constructions in (47a-b), only one structural Case feature of the T is
used, and the CP is assumed to get inherent Case from the matrix verb. In the Theme

Topic constructions in (47¢c-d), on the other hand, two structural Cases seem to be used;
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one is the ergative Case of the Asp assigned to the Agent, the other the absolutive Case
of the T assigned to the CP. Then the MFC would dictate that the Theme Topic
constructions should be blocked by the more economical Agent Topic constructions,
contrary to fact.

But recall from Chapter 2 that CPs differ from DPs in that they do not have to get
Case. Suppose that the Tagalog lexicon contains two kinds of finite T, i.e., one with a
Case feature and the other without a Case feature. If this is correct, there is a possibility
that the CPs in (47c-d) do not have Case. In other words, it is possible that only one
structural Case (of the Asp) is utilized in (47c-d). Then (47a) and (47b) tie (47c) and
(47d) respectively with regard to the MFC, correctly predicting the well-formedness of
(47a-d).

Is there any independent evidence that the Case of finite T is optional in Tagalog?
The answer is positive. The evidence comes from "hyper-raising” (Ura 1994). Hyper-
raising is a label for a set of constructions where the logical subject of the tensed
embedded clause undergoes raising into the matrix clause. Consider the following Tagalog

minimal pair (see Dell 1981, Kroeger 1993).

(48) a. Inasah-an ko [na awitin ni Linda ang pambansan.awit].
expect(Lt) lsc.erc comp sing(TT)  Erc-Linda aes-national anthem
‘I expect that Linda will sing the national anthem.’

b. Inasah-an ko ang pambansan.awit  [na awitin ni Linda].
expect(Lr) 1sc.ErG ass-national anthem comp sing(tr)  Erc-Linda
Lit. ‘1 expect the national anthem; that Linda will sing 1.

(48a), similar to (47d), involves no raising. (48b), on the other hand, involves hyper-
raising; the structural subject of the tensed embedded clause pambansan.awit “national
anthem’ has been raised into the matrix clause. 1t is assumed here that the embedded CP
does not block the raising, for its inherent Case feature gets erased when checked against

the inherent Case feature of the matrix verb. (48b) shows that Tagalog has finite T
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without a Case feature. If the Case assignment by finite T were obligatory in Tagalog,
as it 1s in English. nothing motivates the raising in (48h); the descriptive generalization
is that a DP, once its Case feature is checked, cannot raise further for Case-checking or
checking of a D-feature.?

Therefore, 1 assume that the T in the Theme Topic constructions in (47¢-d) lacks a
Case feature, which accounts for the well-formedness of all of the examples in (47).
Before proceeding to long-distance extraction, it is instructive to observe examples

like those in (49) based on (47).

(49) a. Sino ang nag-sabi na b-um-ili  si Linda  ng kotse?

who  anc  said(ar) comp  bought(at) aes-Linda inn-car
‘Who is the one that said that Linda bought a car?”

b. Sino ang npag-sabi na b-in-ili ni Linda  ang kotse?
who anG  said(at) comp  bought(rt) Erc-Linda ass-car
‘Who is the one that said that Linda bought the car?”

¢c. *Sino ang s-in-abi  na b-um-ili  si Linda  ng kotse?
who anc  said(rr) comp  bought{at) ass-Linda i-car
(“Who is the one that said that Linda bought a car?’)

d. *Sino ang  s-in-abi  na b-in-ili ni Linda  ang kotse?

who comp said(tr) comp  bought(tt) Erc-Linda ass-car
(“Who is the one that said that Linda bought the car?")

In (49) the Agent of the matrix clause has been extracted. The extraction is legitimate if
the Agent Topic or antipassive morpheme appears on the matrix verb, as in (49a-b),
while it is illegitimate if the verb is in the transitive form, as in (49¢-d). The derivations

for (49a-d) are given in (50a-d) respectively (irrelevant details omitted).

20 There are questions about (48) left open here. For instance, why is it that the Locative Topic
morpheme appears on the matrix verb? As has been noted in the literature, topic morphology in Tagalog
can be idiosyncratic (see for example Schachter and Otanes 1976). What triggers the overt movement in
(48b) and what is the landing site? One possible answer would be that the movement is into the matrix Spec
of AspP, checking the strong D-feature of the Asp.
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(50) a. {cp OP; [rp t; said(aT) [pp & PT agpp ASD lvp v Icp...bought(aT)...]1]1I

b. lcp OP; [1p ¢ said(AT) [pp & Pr [app ASP [vp v [cp-..bought(TT)...]1]]]]
c. *lcp OP; [rp [cp...bought(aT)...|; said(TT) [pp £ Pr [aqpe ASp [ve tv 511111
d. *icp OP,; |p [cp...bought(rr)...|; said(TT) [pp 4 Pr [agpe ASP fvp v 11111

In antipassive (50a-b) the tail of the wh-chain is in the matrix Spec of TP, and the
embedded clause is assumed to stay within the VP. In (50c-d), on the other hand, the
matrix Spec of TP is occupied by the embedded clause, which 1 assume raises covertly
not for Case but for the EPP.! Thus I depart from Chomsky (1995) in maintaining that
the EPP is operative not only in overt syntax but also in covert syntax. The contrast in
(50) is parallel to that in (45) for Chamorro (37) in relevant respects. (50c) is blocked by
(50a), and (50d) by (50b) for reasons that should be familiar by now. Note that (50a) and
(50c) do not compete with (50b) and (50c), because the Theme in the embedded clause
is nonspecific in the former two but specific in the latter two. The reason for this has
already been discussed in Chapter 3. The interpretative difference means that the
comparison domain is determined in the way described above. Note also that the
ungrammaticality of (50c-d) lends further support to the assumption that the matrix
structural subject in examples like (47c-d) is indeed the entire embedded clause.

| With this in mind, let us consider the examples in (51), where the Agent of the

embedded clause has undergone long-distance extraction.

2L I the matrix T has a Case feature in (50¢-d), they doubly violate the MLC and the MFC,
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(31

. *Sino  ang  nag-sabi si Pedro na b-um-ili  ng kotse?
who  ang  said(at)  ass-Pedro come  bought(at) wu-car
(*Who is the one that Pedro said that bought a/the car?")

b. *Sino ang  mag-sabi si Pedro ma b-in-ili ang kotse?
who  ANG said(at)  ass-Pedro come  bought(tr) ass-car
(“Who is the one that Pedro said that bought the car?’)

c. Sino ang  s-in-abi  ni Pedro  mna b-um-ili  ng kotse?
who ane  said(1t)  Erc-Pedro comp  bought(at) u-car
‘Who is the one that Pedro said that bought a/the car?

d. *Sino ang  s-in-abi  ni Pedro na b-in-ili ang kotse?
who anG  said(rr)  Esre-Pedro comp  bought(tr) ass-car
("Who is the one that Pedro said that bought the car?")

Given the notion of reference set adopted here, all the derivations in (51) get compared
with each other, when the Theme of the embedded clause is construed as specific.?
When, on the other hand, the Theme of the embedded clause is nonspecific, only (51a)

and (51c) compete with each other. The relevant derivations for (51) are given in (52).

(52)a. *[cp OP |1p Pedro; said(AT) Ipp #; [aspp lve tv Icp £ 'k lve 2 i Dought(a) £ THITTHI

b. *[cp OPy l1p Pedro; said(AT) [pep & [aspe Tve Iv [cp £k |rp bought(rr) 4. 111111

C. lep OPy lrp lept 'k lyp £k bought(aT) £.. . }]; said(tT) [pp Pedro | ae lve tv 41111

d. *|cp OPx l1p lep £k [1p bought(yr) t}t"-“j said(TT) |pp Pedro [aspe [ve tv 411111

Let us first focus on the interpretation where the Theme is specific. Under this
interpretation, (52a-d) belong to the same reference set, as noted above. It is clear from
the discussion in Chapter 3 that the derivations in (52b) and (52d), in which the

embedded verb is transitive, are doomed, for they fail to take a "free ride” within the

22 Recall from Chapter 3 that extraction of the Agent, as in (51a) and {51c), lifts the Specificity Effect
imposed on its clause-mate Theme. In (51b) and (51d), the absclutive Theme is obligatorily specific.
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embedded clause, That leaves us with (52a) and (52¢), where the embedded clause is
antipassivized, allowing the null operator to raise into the Spec of TP for its absolutive
Case to be checked and tirereby contributing to minimizing the length of the wh-chain
link. At the point where the wh-chains in (52a) and (52¢) are formed, they are identical
in length and hence equally economical. The crucial difference between them is that in
(52a), the embedded clause remains within the VP, whereas in (52¢), it raises into the
Spec of TP in the covert component. As a consequence, the wh-chain link headed by the
null operator in the matrix Spec of CP becomes shorter in (52c). The MLC, as an
economy condition, correctly draws the distinction between (52a) and (52c).

The derivations under the second interpretation where the Theme in the embedded
clause is nonspecific can be explained in the same way. (52a) and (52¢) are evaluated
with respect to one another, and the latter is rejected by the MLC.

Thus, as in the case of the Tagalog extraction of possessors discussed in Chapter 2,
the paradigm in (51) demonstrates that categories can be raised covertly; if it is only the
Case feature of the embedded C that raises and adjoins to the matrix T at LF, we would
erroneously predict that (51a) and (51c) are both well-formed, since the mere feature
raising would in no way shorten the length of the wh-chain link. In addition, (51) clearly
shows that the MLC is more than a strictly derivational economy condition.

Next, consider the examples in (53), where the Theme in the embedded clause in (47)

has been extracted.
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(53) a.™*Ano ang  nag-sabi s Pedro  ma b-um-ili  si Linda?
what  anc  said(ar)  aes-Pedro come  bought(at) ass-Linda
(*What is the thing that Pedro said that Linda bought?")

b. *Ano ang nag-sabi  si Pedro na b-in-ili ni Linda?
what  ANG said(at)  ams-Pedro  comp  bought{rr) ere-Linda
(“What is the thing that Pedro said that Linda bought?")

¢. *Ano ang  s-in-abi ni Pedro  na b-um-ili  si Linda?
what  aNG said(tr)  Erc-Pedro comp  bought(at) ans-Linda
(*What is the thing that Pedro said that Linda bought?")

d. Ano ang  s-in-abi  ni Pedro na b-in-ili ni Linda?
what  aNG said(rr) erc-Pedro  comp  bought(1T) Erc-Linda
‘What is the thing that Pedro said that Linda bought?”

Of the four competing derivations in (53), only (53d), in which both of the two verbs are
transitive, yields a grammatical output. (53a-d) have the structural representations given

in (54a-d).

(3%a. *|cp OPy |¢p Pedro; said(at) lpp & Tvp tv [cp 1'% Irp bought(at). .o 11111

b. *lcp OPk ITP Pedl‘oi Said(AT) lPrP Ii. va rv |CP [”k ITP I.k b()ughl(Tr)...lk”“IlI

¢. *cp OPy |rp lep 1k lyp bought(ar)...4Y; said(rr) [pp Pedro [yp ty f1H1I

d. lcp OPy lyp lep £k Iy 1y bought(rr).. .44 ]|; said(7) [pp Pedro [yp ty 51111

The ill-formedness of (54a) and (54c¢), where the embedded verb bears the Agent Topic
morpheme, comes as no surprise, because they fail to take advantage of the possible "free
ride” within the embedded clause. (54b) and (54d), on the other hand, do take the "free
ride." Again, what makes (54d) more optimal than (54b) is the covert raising of the
embedded CP into the matrix Spec of TP. The higher wh-chain link in (54d) becomes
shorter than that in (54b) owing to the covert raising. The economy account of (52) also

explains (54) in a straightforward way.
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Recall from Chapter 3 that Tagalog has a construction dubbed the recent past

construction. The construction is illustrated below:

(55) Kabibili  lang  ni luan ng tela.
buy(rrasT) just ErG-Juan  INH-Cloth
‘Juan has just bought some/the cloth.’

In this particular construction, there is no absolutive structural subject, as shown in (55).
The lack of the structural subject, I suggested, would be due to the lack of Case and EPP
features on the T.

Now, consider the following biclausal structures where the matrix verb is in the

recent past:

(56) a. Kasasabi lang nt Pedro na b-um-ili siLinda ng Kkotse.
say(rpasT) just ErG-Pedro comp  bought(at) aes-Linda nH-car
‘Pedro has just said that Linda bought a car.’

b. Kasasabi lang  ni Pedro na b-in-ili ni Linda ang kotse.
say(RPAST) just grc-Pedro comp  bought(tt) erc-Linda ass-car
‘Pedro has just said that Linda bought the car.’

In (56a) the embedded bears the Agent Topic morpheme, while in (56b) it bears the
Theme Topic morpheme. What should be noted for the purpcse of the present discussion
is that in both (56a) and (56b), the embedded clause stays within the VP throughout the
derivation, whether or not it gets inherent Case.

What prediction does the economy account make about long-distance extraction in
recent past constructions like (56)? In the above paradigms in (47) and (50), the long-
distance extraction must take place out of the embedded clause occupying the matrix
structural subject position at LF. Since there is no way for the embedded clause to raise

into the matrix Spec of TP in (56), relative economy would predict that extraction can
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take place out of the VP-internal embedded clause in (56), being the only legitimate

option. This prediction is borne out. Consider the following examples:

(57) a. Sino ang  kasasabi lang ni Pedro na b-um-ili  ng kotse?
who  anc  say(reast) just  ErG-Pedro comp bought(at) wu-car
‘Who is the one that Pedro has just said that bought a/the car?’

b. *Sino  ang  kasasabi lang ni Pedro na b-in-ili  ang kotse?
who anc  say(reast) just  Erc-Pedro comp bought(tT) ass-car
{*Who is the one that Pedro has just said that bought the car?”)

In these examples, the Agent of the embedded clause in (56) has been extracted into the

matrix clause. The derivations for (57a-b) are given below (the adverbial lang is ignored):

(58) d. [CP Opl ITP SaY(RPASI') [PI'P Pedro lAspP IVP fv ICP t "i ITP {'i hl)ught(ﬁ'r) ’i“'“”]"

b.*[cp OP; {1p S2Y(RPAST) [prp Pedro (e lve tv lcp £ 11p bought(r?) £... 1IN

The reason for the ill-formedness of (58b), where the Theme Topic morpheme appears
on the embedded verb, should be clear. What is noteworthy here is that (58a) is well-
formed in spite of the fact that the extraction proceeds in exactly the same way as that
in ill-formed (49a) in relevant respects. The well-formedness of (58a) is precisely what
the economy analysis predicts, for it is the most economical amoag the competing
derivations. (58a) shows that there is no absolute ban on extraction out of clauses that
stay within the VP,

Extraction of the embedded Theme in (56) can be explained in the same manner. The

relevant pair is found in (59).
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(59) a. *Ano ang  kasasabi lang ni Pedro na b-um-ili  si Linda?
what  anG say(RpasT) just erc-Pedro comp bought(at) ass-Linda
(‘What is the thing that Pedro has just said that Linda bought?’)
h. Ano ang  kasasabi lang ni Pedro na b-in-ili  ni Linda?
what  anc  say(reasT) just  ErG-Pedro comp bought(tT) Erc-Linda
‘What is the thing that Pedro has just said that Linda bought?’

The structures for (59a-b) are provided in (60a-b) respectively,

(60)  a. *|cp OP; |1p say(rrasT) [pp Pedro [yp tv [cp 1 [Tp bought(at).. 5111111

b. lcp OP; |1p say(reast) |pp Pedro lyp ty lep t75 [4p 15 bought(to)...£ 111111

The ungrammaticality of (60a), in which the embedded verb bears the Agent Topic
morpheme, needs no explanation. As in the case of (58a), the long-distance extraction out
of the VP-internal complement clause, being the most economical, is legitimate in (60b),
although the same kind of extraction in (54a) is blocked by the availability of more
economical (54d).

The analysis advocated here also explains long-distance extraction of adjuncts.

Consider (61), in which the adjunct saan ‘where’ has been extracted:
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(61) a. Saan nag-sabi si Pedro ma b-um-ili  ang tao ng damit?
where said(at)  ams-Pedro comp  bought(aT) ass-man  inn-dress
*Where did Pedro say ¢ that the man bought a dress?”

b. Saan mag-sabi si Pedro  na b-in-ili ng tao ang damit?
where said(at)  ass-Pedro comp  bought(tr) Erc-man  ans-dress
‘Where did Pedro say 7 that the man bought the dress?”

¢. Saan  s-im-abi  ni Pedro na b-um-ili angtao  ng damit?
where said(tt)  erc-Pedro comp  bought(at) aps-man  nu-dress
‘Where did Pedro say 7 that the man bought a dress?”

‘Where did Pedro say that the man bought a dress 1?7
d. Saan s-im-abi  ni Pedro na b-in-ili ng tao ang damit?

where said(tt)  erc-Pedro comp  bought(tr) ErG-man  ass-dress
‘Where did Pedro say ¢ that the man bought the dress?
‘Where did Pedro say that the man bought the dress 1?7

These examples are all grammatical, but there is an interesting interpretative contrast, as
indicated by the above glosses. In particular, (61a-b) are unambiguous, permitting only
the matrix reading of saan ‘where’, while (61¢-d) are ambiguous between the matrix and
embedded readings. Thus, the former two can only be interpreted as asking the location
where Pedro’s utterance took place, whereas the latter two have another reading as well,
in which the place where the man hought a/the dress is inquired. (62a-d) are the structural

representations for (61a-d) where the adjunct has been extracted out of the embedded

clause.

(62) a. *|cp wherey |1p Pedro; said(aT) [pp & lve v [cp 'k [1p...bought(ar)...5 | |1]11
b. *cp wherey [rp Pedro; said(aT) lpep & [ve v lcp £k l7p...bought(rr).. .40 11H
c. lep wherey [1p [cp 7'k [1p-..bought(aT)...4i]1; said(r7)} [ap Pedro [ve tv 4111
d.

Icp Wherey [1p [cp t'k [rp...bought(rT)...5}); said(tT) {pp Pedro |yp ty 4111
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[t should be fairly clear how (61) can be explained. As we saw above, in the cases under
consideration, long extraction is allowed only if the embedded clause occupies the matrix
Spec of TP at LF. In (62c-d) this is the case, and hence the embedded reading is
possible. In (62a-b), where the embedded clause does not raise into the Spec of TP, such
reading is not available. More specifically, (62a) is blocked by (62c), and (62b) by (62d),
in the former two, the Theme in the embedded clause is nonspecific, while in the latter
two, it is specific (see Chapter 3).

Nothing, however, prevents the matrix interpretation in (61). The derivations for the
matrix interpretation do not compete with those for the embedded interpretation, given
that the reference set is determined derivationally in the way suggested in Chapter 3. This
is because once the adjunct wh-phrase gets selected from the numeration and inserted into
the embedded clause, as in (62), the remaining numeration becomes distinct from the one
leading to the matrix interpretation, which still contains the adjunct wh-phrase, Under the
matrix construal of the adjunct wh-phrase, competing (61a) and (61c) have the identical
wh-chain link and thus are equally economical. The same is true of (61b) and (61d).

Having established that the analysis developed in this thesis accounts naturally for
long-distance extraction in Tagalog, let us now go back to the leftover question about the

Chamorro examples in (41), which are reproduced below.

(41) a. Hayi mu-na’minman  si Juan [na un-paniti]?
who  AT-surprise UNM-Juan  comp 2sG.ErRG-punch
‘Who did it surprise Juan that you punched?’

b. *Hayi n-in-a’ménman si Juan [na un-paniti]?
who pass-surprise unNm-Juan  comp  2sG.ERG-punch
(‘Who did it surprise Juan that you punched?’)

The derivations for (41a) and (41b) are as follows:



211

(63)a. lcp OPx l1p lep ' lp 17 punched f...1]; at-surprised [pep & [ape ve fv Juanjiil]

b.*|cp OPy I1p Juan; pass-surprised |pp lcp £ 'k Lrp s punched 1. ] Lagpe Lve fv 551111

The major difference between Chamorro (41) on the one hand and the Tagalog long-
distance extraction data examined above on the other hand is that in (41), the extraction
takes place out of the sentential logical subject generated in the Spec of PrP, not out of
the sentential logical object generated in the complement of the verb. Given the revised
notion of reference set, (63a-b) belong to the same reference set (the "passive” morpheme
-in- in (41b), like the morpheme -um- in (41a), is assumed to be generated in the Asp
(Baker 1992b)). In (63) the wh-movement proceeds in exactly the same wdy within the
sentential subject. The crucial difference is that the clausal subject raises covertly into the
Spec of TP in antipassive {63a), but stays in the Spec of PrP in "passive” (63b) where
it may perhaps get oblique Case (which has no morphological realization, cf. (29)). As
a result, the upper wh-chain link becomes shorter in (63a) than in (63b) in covert syntax,
making (63a) more economical than (63b) in terms of the MLC. In this way, the MLC

explains Wh-Agreement in Chamorro.?

B Chung (1591, fn. 4) suggests that if the psych verb in (41b) bears the third-person singular ergative
agreement agreeing with the sentential subject instead of the "passive” morpheme, {(41b) would be ruled
out independently by the animacy restrictions in Chamorro described by Chung (1981). Chung (1991:86)
gives the following pair of examples similar to that in (41):

(i) a. Hayi na lahi um-istotba si Jose |[ni b-um-isita i haga-fa]?
who ix boy ar-disturb unm-Jose comp  AT-ViSit the dauphter-3s0. russ
*What boy dre< it disturb Jose visited his daughter?”
b. *Hayi na Ilahi ha-istotba si Jose  [ni b-um-isita i haga-fia]?
who i1k boy 3so.mro-disturb  unm-Jose comp  aT-visit the duughter-3sc. poss

{*What boy does it disturb Jose visited his daughter?*)

According to Chung (1991), (ib), where the verb istotba ‘disturb’ bears the ergative agreement, is excluded
by the animacy restrictions, while (ia) is not. The proposed restrictions state that when a transitive clause
contains an animate absolutive, it cannot have an inanimate ergative. However, there seem to be exceptions
to them, as in (ii), repeated from Chapter 2 (Chung 1982:54),

(ii) Ha-istotba ham [na maligu® i lahi-nmami ni karetal.
3so.era-disturb 1PL.ABS COMP want the son-lr.ross  osL-car
‘It disturbs us that our son wants the car.’
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Here let us briefly consider the role of "referentiality” in Chamorro extraction. Chung
(1994) has found that Wh-Agreement in Chamorro is sensitive to the referentiality of
extracted elements in the sense of Cingue (1990) (see also Rizzi 1990). More specifically,
a wh-moved element triggers Wh-Agreement only optionally if it is referential. Compare

(41) with the following example (Chung 1994:19):

(64) Hafa na bistidu  n-in-a’mdnman himyu [na  ha-chuli’ si Maria]?
what 1k clothes  pass-surprise  2pL.ABs comp 3sc.erc-take  unm-Maria
‘Which dress did it surprise you that Maria took?’

In (41) where the nonreferential wh-phrase has been extracted, the Wh-Agreement on the
matrix verb is obligatory. In (64), on the other hand, where the wh-phrase is referential,
the matrix verb does not bear the expected Wh-Agreement morpheme -um-, though the
counterpart of (64) with the Wh-Agreement is also grammatical (Chung 1994).

Let us assume following Cinque 1990 that referential w/-phrases have the ability to
license null resumptive pronouns (cf. Chung 1994:39 fn. 28). This assumption would
immediately account for the optionality of Wh-Agreement in examples like (64); the
version with Wh-Agreement and the one without it would not compete with each other,
since the iatter contains one extra element in its initial numeration, namely, a resumptive
pro. In examples like (41), the resumptive pronoun strategy is not open, and thus the
derivation with Wh-Agreement always counts as the most economical, blocking the other

derivations.?*

Then, what we can say about (i) is the following: only for those speakers of Chamorro who accept (ib)
without the wh-extmction, (ib) is blocked by more economical (ia) in terms of the MLC.

24 As Sandma Chung (personal communication) reminded me, in Chamorro, even when a referential
DP is extracted, the verb in the clause from which the extracted element originates must bear Wh-
Agreement (Chung 1994). Thus, in (64), for example, the verb chuli’ ‘take’ must be transitive and cannot
bear the morpheme -wm-. It seems reasonable to say that resumptive pros, being referential, must occupy
the Spec of TP (i.e., the “topic™ position in ergative languages) at LF and hence receive absolutive Case,
which results in "fake” Wh-Agreement. Even if this speculation is correct, facts about long-distance
extraction of referential oblique elements must still be dealt with. Moreover, Sandra Chung has pointed
out a potential problem with it; the topic construction in Chamorro appears to indicate that null resumptive
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Summarizing, it has been shown that Wh-Agreement is not a morphological spell-out
of successive cyclicity per se, contrary to Chung’s claim (1982, 1994). Rather, it is a
reflex of "free rides” that wh-movement takes advantage of in an effort to minimize its
chain.

The claim that Wh-Agreement in languages like Chamorro and Tagalog is a
morphological reflex of the minimization of wh-chain links by maximizing Case/EPP-
driven "free rides"” neatly accounts for the fact that it differs in a systematic way from
"Wh-Agreement" in languages like Irish. Although the two types of "Wh-Agreement” are
both constrained by the MLC, Irish-type "Wh-Agreement” is a genuine reflex of
successive cyclic Comp-to-Comp movement.

There are two marked differences. One has to do with "Wh-Agreement" morphology
itself. Chamorro-type Wh-Agreement, which | have argued is recally antipassive
morphology associated with the functional category Asp, is tied with the Case system,
while Irish-type "Wh-Agreement” is tied with the complementizer system. This difference
follows naturally from the present analysis.

The other has to do with what I called the reversed argument/adjunct asymmetries in
Chapter 3. There we observed that only arguments require certain Wh-Agreement or
Topic morphemes in short-distance extraction in Tagalog. The same seems true of
Chamorro, as far as Case-related (as opposed to nominalizing) Wh-Agreement is
concerned (cf. Topping 1973, Chung 1991, 1993, 1994). Thus, in the following

Chamorro example of adjunct extraction, no Wh-Agreement appears on the verb (Chung

1994:28):

pronouns do not trigger (fake) Wh-Agreement. It may be that the nature of the antecedent of a null
resumptive pro (whether it is a wh-phrase or not) is crucial.
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(65)  Sa’ hafa na ma-dingu Sa’ipan?
because what comp  3pL.Erc-leave  Saipan
‘Why did they leave Saipan?’

In sharp contrast, Irish-type "Wh-Agreement” is triggered not only by arguments but also

by adjuncts. This can be seen in such examples as (66) from Irish (McCloskey 1979).

(66)  Ar an aonach aL chonaic  me €.
on the market comr  saw 1 him
‘It was at the market that 1 saw him.’

In the cleft construction in (66), the PP adjunct ar an aonach *on the market’ has been
extracted and triggers the appearance of the wh-Comp aL. As argued in Chapter 3,
Chamorro/Tagalog-type Wi-Agreement is sensitive only to argument extraction, precisely
because it is a morphological spell-out of Case features; argument DPs can potentially
take advantage of Case/EPP-driven "free rides" by choosing the right kind of Wh-
Agreement, but adjuncts, being unable to receive Case or to satisfy the EPP, cannot do
$0 in the first place. Irish-type "Wh-Agreement,” which has nothing to do with Case or
the EPP, is expectedly insensitive to the distinction between arguments and adjuncts. The

present account offers a principled reason why Chamorro and Irish differ in this respect.

5.3. Hyper/Super-Raising-to-Object

In Chapters 3 and 4, where GF changing antipassives and applicatives were
examined, we discussed how Case/EPP-driven movement of some element serves as a
"free ride” for wh-movement of that element in situations where relative comparison in
terms of economy 13 at work. In the case of antipassives and applicatives, the "free ride”

in question takes place within a single clause. But we know that NP-movement is not
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principle be transclausal, as in raising constructions, which we might view as a species
of GF changing. Then, from the perspective 1 have been advocating in this thesis, it is
only natural to think that in certain circumstances, raising out of a clause counts as a
"free ride” for wh-movement. And these circumstances are precisely those where the
concept of reference set dictates that relative comparison be made among derivations
arising from non-distinct numerations.

There are two kinds of raising constructions with respect to the landing site of the
raised nominal. One is raising-to-subject, in which the raised nominal ends up in the

structural subject position or the Spec of TP. Consider the following pair:

(67) a. It seems [(that) John is intelligent].

b. John; seems [1; to be inteiligent].

(67b) is a classic example of raising-to-suhject, where John, being unable to check its
Case within the infinitival embedded clause, raises into the matrix Spec of TP, In (67a)
John checks its Case within the tensed emhedded clause, and the matrix Spec of TP is
occupied by the expletive i,

The other case to consider is raising-to-object, in which the raised nominal ends up
in the structural object position. This construction can be illustrated by the Exceptional

Case-Marking (ECM) construction in (68b).

(68) a. I believe [(that) John is intelligent).
b. I believe John |4 to be intelligent].

The assumption here is that in (68b) John within the infinitival embedded clause raises
into a non-8 structural Case position—the Spec of AspP in the present framework—in

the matrix clause (see Lasnik and Saito 1991, Chomsky 1993, Koizumi 1993, 1995). In
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(68a), as in (67a), John gets nominative Case within the tensed clause.

Notice that although (67a) and (67b) are in some sense synonymous, they do not
compete for economy purposes. This is because they arise from distinct numerations.
(67a) contains the expletive, while (67b) does not. Moreover, the embedded T is
[ -+ present] in (67a) but infinitival in (67b). Since no comparison between (67a) and (67b)

is possible, (69a-b) are both well-formed.

(69) a. Who, does it seem |4 is intelligent]?

b. Who, 1} seems [#; to be intelligent]?

In (69) the logical subject of the embedded clause has been extracted. If (69a-b) were
comparable, it would be wrongly predicted that (69b) should block (69a), for the wh-
chain link is shorter in the former than in the latter.

A similar remark applies to the pair in (68). Again, (68a-b} express more or less the
same thing, but they are not evaluated with respect to each other. The crucial difference
between them lies in the nature of the T in the embedded clause; it is [ +present] in {68a)
but infinitival in (68b). The well-formedness of (70a-b), in which the logical subject of

the embedded clause has undergone wi-movement, comes as no surprise.

(70) a. Who, do you believe [ is intelligent]?
b. Who, do you believe ¢ [¢; to be intelligent]?

In (70), as in (69), the raised (b) sentence creates the shorter wh-chain link. Nonetheless,
(70a) is not blocked by (70b), because they do not belong to the same comparison
domain.

Note that from the present point of view, the revised conéept of reference set in

particular, it is raising-to-object rather than raising-to-subject that is interesting. Consider
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the pair in (67) once again. Only a little reflection suftices to realize that there is no way
in which some construction and its raising-to-subject equivalent form a basis of
comparison for the purpose of economy. This is because the non-raising construction
must contain an expletive element that fills the matrix structural subject position, as in
(672). The raising construction, as in (67h), on the other hand, must not contain such an
expletive, since, otherwise, what will happen is either that no derivation will be generated
(when the numeration is not exhausted) or that the derivation will crash (when the Case
feature of some nominal in the embedded clause remains unchecked). Therefore, the non-
raising version and the raising version can never be compared due to their difference in
terms of expletives, which, having categorial features, do matter for the purpose of the
reference set.

Raising-to-object, in contrast, is potentially interesting. The reason is that neither the
non-raising version nor the raising version contains an expletive, as in (68). Suppose that
there was no difference in interpretable features between (68a) and (68b), but there still
was raising in (68b). Then (68a) and (68b), in this alleged situation, would arise from
non-distinct numerations and hence would compete with each other; the Case/EPP
differences that would be responsible for the absence of raising in (68a) and the presence
of raising in (68b) are immaterial.

Now the question is: Do we actually find such a sitvation in natural language? The
answer turns out to be positive. The situation just described is exactly the one we
encounter in what Ura (1994) calls hyper-raising. Above we saw an example of hyper-
raising in Tagalog. What we are interested in here is hyper-raising-to-object (see footnote
25). As an illustration, observe the following pair from Quechua, an Andean Equatorial

language (based on Cole and Hermon 1981):

25 This is true of hyper/super-raising-to-subject (Ura 1994), where the kind of tense difference
observed in (67) is irrelevant,
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(71) a. Maria cri-n |Francisco cay-pi ca-j-tal.
Maria believe-3  Francisco this-in  be-PRES.NMLZ-ACC
*Maria believes (that) Francisco is here.’
b. Maria Francisco-ta cri-n [cay-pi ca-j-ta].
Maria Francisco-acc believe-3  this-in  be-pRES.NMLZ-ACC
Lit. ‘Maria believes Francisco; (that) r; is here.’

The Quechua pair in (71) resembles the English pair in (68). But there is a crucial
difference between them. Unlike in (68), the tense specification in the embedded clause
is exactly the same, i.e., | +-present] in {71). In (71a) the subject of the embedded clause
Francisco stays within the embedded clause, where it gets nominative Case from the T,
(71b) is an example of hyper-raising. In (71b) Francisco raises into the matrix structural
object position, where it checks its accusative Case, despite the fact that the
morphological shape of the embedded T is identical to that in (71a). This raising takes
place overtly, as one can tell from the word order in (71b); the raised DP precedes the
matrix verb. Note that in (71) the clausal complement gets accusative Case. 1 take this
to indicate that its inherent Case is checked and erased within the matrix VP. If so, the
CP does not count as the closest element that can check the strong feature of the matrix
Asp in (71b) (see the EPP in (22)}, allowing NP-movement out of it in principle.

But what drives the raising in (71b)? Ura (1994) argues that in languages like
Quechua that permit hyper-raising, the T, even if it is tensed, can be void of a Case
feature.?8 This proposal accounts for the apparent optionality of raising in (71). When
we happen to use the T with a Case feature in the embedded clause, (71a) is derived.
When we happen to use the T without a Case feature instead, (71b) is derived. The

derivations of (71a-b) would be as follows (I abstract away from the verb-final character

of Quechua for exposition):

% Ura (1994) claims that there is a correlation between hyper-raising and pro-drop; if a language
allows hyper-raising, it also allows null subjects, and if a language disallows null subjects, it also disallows
hyper-raising. This correlation is argued to be explained by the theory of pro where in languages with
hyper-raising, pro can be licensed only by the ¢-features of T.
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(72)  a. [pp Marig [pp & [agpe lve believe |pp Francisco; lpep £ [age Lve 18 here]] 111

b. lyp Mariy; {pep £ | agpp Fraccisco; [vp believe [pp 5 [pp 4 Faspr Lvp 18 here ] T11H

In (72a) Francisco moves into the lower Spec of TP.*7 In (72b) it raises first into the
lower Spec of TP, but the position is not a Case position. Thus, it must raise turther into
the matrix Spec of AspP. It is important to see that unlike English (68a-b), (72a-b) arise
from non-distinct numerations and thus compete for the purpose of economy; the
difference between (72a) and (72b) has to do with Case/strong features, which are not
interpretable at LF and hence are ignored. The MLC favors neither of (72a-b) over the
other. This is because the comparable NP-chain links within the embedded clause are the
same in length and equally economical in (72). Also, the chain (Francisco;, 1) in (72b)
has no comparable chain in (72a). The MFC rules out neither of (72a-b), since the
number of relevant uninterpretable formal features used in them is the same. Note that
the strong feature of the embedded T in (72b), which triggers the "free ride” tor the
raising into the matrix clause, can be ignored for reasons discussed above. Therefore,
(72a-b) are equally economical.

Given that the non-raising construction, as in (71a), and its hyper-raising-to-object
counterpart, as in (71b), compete due to the revised concept of reference set, the present
economy account predicts that the subject in the embedded clause must undergo raising
before it can be wh-extracted. This prediction is borne out. Consider the following

Quechua examples {Cole and Hermon 1981):

27 Here 1 assume that the T has a strong feature in Quechua,



220
(73) a. *Pi-taj Marig cri-n Jaicha-ta  micu-shca-ta]?
whoinom|-wi.¢ Maria believe-3 Meat-acc  Catl-PAST.NMLZ-ACC
{(*Who, does Maria believe (that) 1, ate meat?’)
h. Pi-ta-taj Maria cri-n |aicha-ta  micu-shca-ta]?
who-acc-wh.@ Maria believe-3 meat-Acc  eat-PAST.NMLZ-ACC
Lit. *Who; does Maria believe ¢ (that) 4 ate meat?’

(73h) is the hyper-raising-to-object counterpart of (73a). One can tell this from the fact
that in (73b) the wh-phrase pi ‘who’ bears accusative Case, as indicated by the accusative-
marker ra, while in (73a) it bears nominative Case, which has no morphological

realization. The derivations of (73a-b) are shown in (74a-b) respectively.

(74)  &.™cp whoy |1p Maria; Ipgp & [age lve believe lep 175 lp £ Lo & Taspp MeaY lvp

I ate} 111N

b. Icp Who; rp Mariy; [pp & [aspe 27} lve believe fep [1p 77 [op £ [aspe ™eaY [vp

fy ate] 111111

Since we have seen above that pairs like (71) without wh-extraction are equally
economical, it must be that the contrast in grammaticality in (73) is caused by the wh-
movement. So let us focus on the wh-chain links in (74), which are indicated by the
connecting lines. The link (¢'%, £7%) in (74a) does not have a comparable link in (74b).
The link (who;, ") in (74a) and the link (who;, 1) in (74b) are comparable with each
other, because they are both formed by the matrix C attracting the wh-phrase. The MLC
asserts that (74a) should be blocked by (74b), which is indeed the case. Data like (73)
seem to give further support to the present analysis.

It is worth pointing out that the contrast in (73) is problematic for the ECP, even
though it may seem to be a subject/object asymmetry of kind that the ECP aims to

explain. In particular, there is nothing wrong with the wh-chain in (74a) whose tail
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occupies the embedded Spec of TP at LF (the intermediate wh-trace in (74a) disappears,
as required by Fl). The Spec of TP is properly head-governed, as hyper-raising, can take
place out of that position. Regarding antecedent government, the embedded CP is not a
barrier in (74). Moreover, there is no element in an A’-specifier position that would
invalidate the wh-chain.

To sum up, the present framework predicts that there is an interaction between hyper-
raising-to-object and extraction. More specifically, the logical subject in the embedded
clause must raise into the structural object position in the matrix clause when it is to
undergo extraction. This prediction is borne out by the above Quechua data. A natural
question to ask is: Does this analysis extend to languages other than Quechua that have
been argued to have hyper-raising-to-object (see Ura 1994)? Other things being equal,
those languages should pattern with Quechua. This is one area where no careful rescarch
has been done, to my knowledge. Here I must leave the question open for future
investigation.

It is certainly worthwhile to mention that the present analysis also predicts that the
similar kind of interaction should be observable in super-raising-to-object. Let us consider

once again the following Kipsigis pair, recapitulated from section 5.1.:

20) a. M3ce Miusd [kd-til-4n Kiplanat].
want Musa 3scsus-cut-1sc.oms  Kiplangat
Lit. ‘Musa wants (that) Kiplangat cut me.’
b. Mic-3:mn Miu:sd {k5-til-dn Kiplanat].
want-1sc.omr  Musa 3sc.sus-cut-1sc.oms Kiplangat
Lit. ‘Musa wants me; (that) Kiplangat cut .’

Recall that the non-raising version, as in (20a), and its super-raising version, as in (20b),
compete for economy, because they arise from non-distinct numerations. Given the
present line of analysis, it is predicted that the logical object of the embedded clause must

take a "free ride" by super-raising when it is extracted. At this moment, I do not have
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any relevant information regarding extraction in super-raising-to-object (see Ura 1994 for
a list of languages that may have super-raising). This is another area of research which
I believe deserves vigorous inquiry. But again, I have to leave the prediction open for
future scrutiny here. If it proves correct, the present analysis would gain further support.
Also, the superiority of the economy account over the ECP would be directly established,
what is extracted in relevant cases (but not in hyper-raising-to-object) would be a logical

object, which the ECP predicts to be the most extractable.

5.4_ Summary

To recapitulate the main points of this chapter, it has been argued that the very
successive cyclic nature of movement provides further justification for the modified
notion of reference set and the current version of the MLC as an economy condition
defended in Chapters 3 and 4. In examining successive cyclicity, 1 suggested the
possibility that Procrastinate is reducible to the MFC and the MLAC, It has also been
argued that Wh-Agreement in languages like Chamorro and Tagalog is an instance of a
GF changing process, i.e., antipassive, interacting with wh-extraction. The differences
between Chamosro/Tagalog and Irish in terms of wh-movement have received a
principled account from the present perspective. Furthermore, I have discussed the
possible interactions between hyper/super-raising-to-object and extraction in a tentative

way.



CHAPTER 6

OBJECT PREPOSING

6.0. Introduction

In the preceding chapters, it has been shown that the present economy approach
explains extraction facts that have remained problematic within GB theory. In this
chapter, 1 will extend the economy account to some more extraction facts which have
defied a unified account in the GB framework.

In Chapter 2, | suggested that syntactic ergativity is closely tied to the functional
category Asp (Travis 1991, forthcoming). In particular, it was suggested there that
syntactic ergativity is attributable to the defectivity of the Asp, which makes structural
Case-checking in the Spec of AspP unavailable. The defective Asp can take part in
structural Case-checking only with the mediation of another functional head, i.e., the Pr
(Bowers 1993). As a consequence, it checks ergative Case of the external argument
generated in the Spec of PrP.

In fully syntactically ergative languages like Dyirbal and Tagalog, this property of
Asp is not associated with any particular aspect, but Asp is always defective. But in some
languages, the defectivity of Asp is associated with perfectivity or realis mood. These are
split ergative languages such as Chamorro. In fully accusative languages, Asp is never
defective.

Notice that there is a fourth logical possibility mentioned only in passing in Chapter
2 in connection to the discussion of Dzamba. In principle, nothing prevents languages
from having a defective Asp not related to particular aspect or mood in their lexicon.

Are there any languages where this possibility is realized? 1 reply to this question in
the affirmative. Here I first consider two genetically unrelated languages; Bahasa

(Malaysia and Indonesia) from Austronesian and Dzamba from Bantu. As we will see
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helow, they share a strikingly similar construction, which one may call Object Preposing
(Chung 1976a,b), which can be regarded as a special kind of passive-like GF changing
construction. It will be shown that the interaction between Object Preposing and wh-
extraction, which cannot be explained by the ECP, receives a natura! account under the
present economy approach.

After examining Bahasa and Dzamba, I go on to briefly consider impersonal
constructions in Romance, drawing on examples from Spanish. These constructions are
known to permit a kind of Object Preposing. It will be pointed out that they also exhibit
the kind of interaction between Object Preposing and extraction observed in Bahasa and
Dzamba, exactly as the present account predicts.

Then, the account developed here gains further empirical support.

6.1. Object Preposing in Austronesian
As pointed out in Chapter 4, the syntax of Bahasa (Malaysia and Indonesia) differs
from, say, that of Tagalog in that it shows accusativity in certain constructions.
Bahasa has a syntactic process which 1 call Object Preposing following Chung

(1976a,b). Consider the pair in (1) (Hung 1987).

(H a. Ali mem-ukul anjing itu.
Ali Tr-hit dog the
*Ali hit the dog.’

b. Anjing itu Ali pukul.
dog the  Ali hit
‘The dog Ali hit.’

(1a) is an example of a transitive sentence in Bahasa. Its transitivity is indicated by the
presence of the transitive morpheme mem-. (1b) is the version of (la) where Object

Preposing has applied. Object Preposing has the following three superficial
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characteristics: (a) the surtace word is Preposed Object-Subject-Verb, (b) the verb bears
no morphology, and (c) the Subject is limited to a pronoun, clitic, or proper name
(Guiltoyle er al. 1992).}

The most important characteristic of Object Preposing, however, is that it targets
objects only, hence its name. But crucially, it does not apply to just any objects; it affects
structural objects but not inherently Case-marked objects (Chung 1976a). Observe the

tollowing examples of Object Preposing (Chung 1976a):

(2) a. Bukuitu saya  kirim(-kan) kepada-mu.
book the | send(-kan) to-you
‘The book I sent to you.’

b. Ikanitu saya  masak untuk perempuan itu.
fish the I cook for woman the
“The fish I cooked for the woman.’

The well-formedness of {2a-b) is hardly surprising. The specific logical objects in (2a-b),
being unable to receive inherent Case, must raise into some structural Case position.? In
(2a-b) they are forced to raise into the structural subject position or the Spec of TP.
As discussed in Chapter 4, applicative constructions in Bahasa are derived by
Preposition Incorporation. Thus in these constructions, the applied object receives
structural Case, while the thematic object receives inherent Case. Accordingly, Object

Preposing cannot affect the logical objects in the applicative versions of (2a-b), as shown

' The dialect reported by Chung (1976a,b) differs from the one reported by Hung (1987) and Sie
(1988) in that only pronominal logical subjects, either clitic or non-clitic, permit Object Preposing,

2 Nonspecific logical objects, being eligible for inherent Case, cannot be preposed, as shown in (i)
(Hung 1987).

(i) *Anjing Ali pukul.
dog Ali hit
(*A dog Ali hit.")

(i) is highly reminiscent of the fact that the logical object must be specific in the Theme Topic construction
in Tagalog. The economy account of the Specificity Effect presented in Chapter 3 automatically extends
to Bahasa data like (i) and Object Preposing in Dzamba below, which affects specific DPs only.
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in (3) (Chung 1976a).

3) a. *Buku itu saya  kirim-i kau.
book the 1 send-aprL  you
{*The book 1 sent you.”)

b. *lkan itu saya  masak-kan perempuan itu.
fish the I cook-APPL  woman the
(‘“The fish I cooked the woman.’)

The applied objects receiving structural Case, on the other hand, can undergo Object

Preposing.

4) a. Wanita itu saya kirim-i surat itu,
woman the { send-aprL  letter the
“The woman [ sent the letter.’

b. Perempuan itu saya masak-kan ikan itu.
woman the [ cook-aprL  fish the
‘The woman I cooked the fish.’

Thus, Object Preposing exclusively affects VP-internal arguments needing structural
Case. One may regard Object Preposing as a special kind of GF changing passive
construction where the Agent does not get demoted. 1 suggest that it is closely related to
the functional category Asp in the same way as the ergative construction is. More
specifically, I argue that it is triggered by a defective Asp, which makes Case-checking
in its specifier position unavailable. As a result, "structural objects" are obliged to raise
into the structural subject position. Logical subjects in Object Preposing constructions get
ergative Case in the Spec of PrP. Thus, the structures for (1a-b) at Spell-Out look like

the following:



(&) a. {rp Al T lpep £ hit Lagep the dog; Asp lyvp oy 51111

b. |ve lhr dog; T |pep Ali hit [ ap fli Asp |ve tv ;1111

In transitive accusative (5a), the Agent and the Theme raises into the Spec of TP and the
Spec of AspP respectively. In "passive” (5b), the Theme first raises into the Spec of
AspP, satistying the “"inner" EPP, and then into the Spec of TP, where it checks its
nominative Case. To account for the word order, I assume that the verb raises overtly
only up to the Pr in Bahasa.

As we have seen in Chapter 2, the raising of the Theme over the Agent in (5b)

satisfies the definition of Attract, given the EPP in (7).

(6) Anract:

K artracts F if F is the closest feature that can enter into a checking relation with
an intrinsic sublabe! of K.

(N Extended Projection Principle (EPP):
EPP = D/Cjyesed cuser-teature

The reason is that in (5b) the Theme is the closest DP that can enter into a checking
relation with the T; the Agent, whose Case gets erased in the Spec of PrP, cannot check
the Case feature or the strong D-feature of the T.

The present analysis accounts for the fact that the transitive marker mem-, which 1
take to be a morphological realization of the non-defective Asp, never appears in Object
Preposing. The general association of the morpheme mem- with aspect is suggested by
the fact that its attachment to an intransitive verb (under lexically determined conditions)
results in addition of a sense of continuity or duration (Chung 1976a:68, fn. 19). The
complementary distribution of the transitive marker and the null "Object Preposing

marker" follows if we assume that the latter is indeed one form of Asp, a defective one
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in particular.
The claim that Object Proposing is a species of passive or ergative construction gains
further support from the optional cliticization of the logical subject to the verb. The
cliticized logical subject can be in a special proclitic form (Chung 1976b, Sie 1988).

Consider the tollowing examples of Object Preposing (Sie 1988:354):

(8) a. Rumah itu sudah (a)ku-beli.
house the perr  i-buy
‘I have bought the house.’

b. Rumah itu sudah (eng)kau-beli kah?
house the perr  you-buy Q
*Have you bought the house?’

In (8a), for instance, the first-person singular logical subject is expressed by the proclitic
(a)ku- as opposed to the regular pronoun saya in (2) and (4). From the present
perspective, the availability of the proclitic form in Object Preposing makes sense if we
consider it to be a kind of ergative agreement, In fact, Sie (1988) argues precisely for
treating it as a special kind of agreement. Thus 1 assume that logical objects in Object
Proposing receive structural ergative Case in the specifier of the PrP, to which the
defective Asp with a structural Case feature adjoins.

The derivations (1a) and (1b) compete with each other, given the notion of reference

set in (9), defended throughout this thesis.

%) Reference Set:
A set of derivations that arise from non-distinct numerations.

The notions of numeration and non-distinctness are recapitulated below:
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(10)  Numeration:
A sct of pairs (/, 1), where [ is an item of the lexicon and §is ity index,
understood to be the number of times that / is selected.

(11)  Non-Distinctness:
Numerations N and N’ are non-distinct if and only if there is a one-to-one
correspondence C between their members, such that it (¢, M e Nand (!, n") €

N’ and (/, n) corresponds to {{°, n") in C then { and [” have the same interpretable
features and n = n",

The reason why (1a) and (1b) get evaluated with respect to cach other should be clear;
they share the same set of sets of interpretable teatures and their difference in terms of
Case and defectivity of Asp, which are uninterpretable, can be ignored.

Now let us reconsider (5a-b), the structures for (la-b), to see why neither of them

blocks the other. The relevant economy conditions are the MLC and the MFC. The first

condition is given in (12).

(12)  Minimal Link Condition (MLC):
Derivation D blocks derivation D’ if there exist chain links CL € D and CL’ €
D’ such that CL and CL’ are comparable and CL is shorter than CL’.

The following notions enter irto the MLC in (12):

(13)  Chain Link Comparability:
Chain links CL and CL’ are comparable if and only if derivations D and D’
belong to the same reference set, such that if CL € D and CL’ € D’ then items
of the lexicon ! € CL and !’ € CL’ have the same interpretable features, and K

and K attracting ! and /' are selected from numerations N and N’ at the same
point.

(14)  Length of Chain Link:
Length L of chain link CL is the number of maximal projections that dominate
the tail but not the head.

The MFC is provided below.
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(15)  Minimal Feature Condition (MFC):
Derivation D blocks derivation D’ if D and D belong to the same reference set
and the number of features in numeration N of D is less than the number of
features in numeration N° of D’.

Now, the chain link (the dog;, ;) in (5a) is comparable with the chain link (¢ ) in
(5b). They are equal in cost, for their length is the same. Neither the chain link (Ali;, 1)
in (5a) nor the chain link (the dog;, 1) in (5b) has a comparable chain link due to the
notion of chain link comparability in (13). Therefore, (5a-b) are equally economical as
tar as the MLC is concerned.

(5a-b) are also equally economical in terms of the MFC, which requires a derivation
10 use as few uninterpretable formal features as possible. In (5) the uninterpretable formal
features we ought to worry about are the Case features.? Since both (5a) and (5b) contain
two structural Case features, neither of them blocks the other.

In brief, the cost of deriving (5a) and that of (5b) are the same under the present
analysis, and the well-formedness of both (5a) and (5b) is expected.

Note incidentally that the possibility of Object Preposing, as in (1b), demonstrates
that Attract cannot apply across derivations. If Attract applied ir such a way as to choose
between (52) and (5b), one would incorrectly predict that (5b) cannot be generated; the
T must attract the closest element that can enter into a checking relation with it, i.e., the
Agent Ali in the Spec of PrP. Again, we are led to the conclusion that Attract, being a
formally defined operation, is inherently intraderivational. The same point can be made
based on Object Preposing in Bantu and Romance to be dealt with below.

Given that Object Preposing is an ergative construction (i.e., 2 passive construction
without demotion of the Agent), Bahasa, though it shows some degree of accusativity due

to its non-defective Asp, is expected to behave like fully ergative languages in terms of

3 The defectivity of the Asp, which is taken to be an optional feature, is not relevant to the MFC (see
Chapter 5, section 5.1.).
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argument extraction. More specitically, it is predicted that structural objects in Bahasa
basic transitive structures cannot be directly extracted, since there are alternative ergative
structures where logical objects can take advantage of "free ride” into the structural
subject position before they are extracted. This prediction is borne out. Thus, Hung
(1987) presents the descriptive generalization that extraction of arguments must “pass
through" the Spec of TP in Bahasa (see Chapter 3, footnote 19).* Observe the tollowing

examples (Hung 1987):

(16) a. Siapa yang mem-baca buku itu?
who comp Tr-read book the
‘Who is the one that read the book?’
b. *Siapa yang buku itu  baca?
who comp book the read
(*Who is the one that read the book?”)
(17) a. *Apa yang Ali mem-baca?
what comp Al Tr-read
(*What is the thing that Ali read?")
b. Apa yang Ali  baca?
what comp Ali  read
‘What is the thing that Ali read?’

In (16) and (17), the (a) examples are basic transitive clauses, as indicated by the
presence of the transitive morpheme mem-, whereas the (b) examples are those of Object

Preposing, as indicated by the fact that the verb bears no morphelogy. As (16) shows,

4 Chung (1976a) argues that accusative-marked objects can be directly relativized in the dialect of
Bahasa she studies, citing examples like the following:

(i) Ada seorang anak perempuan  yang saya ingin  kamu  men-emui.
there & child female come [ want you TR-mest
*There is a girl who I want you to meet,’

In (i) the verb (f)emui *‘meet’ retains the transitive marker men- in spite of the fact that its logical object
has been relativized. I speculate that (i) contains a null resumptive pronoun (cf. the brief discussion of
"referentiality” in Chamorro in Chapter 5). If so, (i) does not compete with its equivalent without the
transitive marker, where wh-movement tukes place via Object Preposing. This is because they arise from
distinct numerations. If this speculation is on the right track, we are left with ill-understood conditions
under which null resumptive pronouns are licensed in Bahasa (cf. Keenan 1972, Chung 1982).
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one must use the accusative structure in order to extract the logical subject.® (17) shows
that the logical object can be extracted in the Object Preposing construction but not in the
transitive accusative construction.

This curious extraction pattern can be accounted for in terms of the version of the
MLC in (12). Let us consider the relevant structures for (16) and (17) provided in (18)

and (19) respectively (with the wh-chains indicated).

(|8) d. Icp OP, [TP f‘i T IPrP fi Tr-Tead |AspP the h()uk]- ASP va Iy Ijl””

b. *lcp OPF; |p the book; T [pep 4 read Lage 15 ASp [ve tv 511111

(19 a. *|cp OP; Ivp Ali; T |pep £; TR-r€Ad [agpp 175 ASD |vp tv 51111

b. lcp OPF;lrp £ T [pp Ali read [ap 5 ASP Lvp tv 511111

In (18) and (19), 1 assume that extraction in Bahasa, like that in Tagalog, involves null
operator movement. (18a-b) compete for economy, given the notion of reference set in
{(9), and so do (19a-b). The MLC in (12) maintains that (18a) blocks (18b), which is
indeed the case, since the wh-chain link in the former is shorter than that in the latter.
(19a) is blocked by (19b), for the length of the wh-chain link is shorter in the latter than
in the former. It is worth pointing out that the ill-formedness of (17a), where the properly
head-governed thematic object has been extracted, poses a problem for the ECP.

Let us next observe the following examples, where the logical subject of the

embhedded clause has been extracted into the matrix clause (Hung 1987):

3 Voskuil’s (1991) account of extraction in Bahasa, based on the idea of expletive-argument CHAINs
(Chomsky 1986b), does not extend to examples like (16b). It also fails to explain long-distance extraction
(see (20) and (22) below).
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=

. *Siapa  yang John men-ganggap |mem-baca buku itu}?
who comp  John Tr-helieve TR-read book the
*Who is the one that John believed read the book?™)

=

. *Siapa  yang John men-ganggap  |buku itu  baca)?
who  comp  John  Tr-believe book the read
(*Who is the one that John believed read the book?')

o)

Siapa  yang John anggap [mem-baca buku itu]?
who comp  John Dbelieve Tr-read book the
*Who is the one that John believed read the book?”

(=9

. *Siapa  yang John anggap |buku ity bacal?
who  comp  John believe book the read
{"Who is the one that John believed read the book?")

The observation here is that the extraction must take place out of the structural subject,
as in the case of Tagalog (see Chapter 5). In (20a-b) the matrix structural subject is the
logical subject John, as signalled by the presence of the transitive morpheme on the
matrix verb. In (20c-d) it is the whole embedded clause (see below), as demonstrated by
the bare form of the matrix verb, with John receiving covert ergative Case.

Since both the T and the Asp have strong features in Bahasa, their Specs must be
tilled overtly. Then a question arises as to what occupies the Spec of TP and the Spec of
AspP in (20). 1 assume that in (20) the matrix clause contains an expletive pro, analogous
to English ir, which is associated with the embedded clause. In (20c-d), the pro gets
inserted into the Spec of AspP and subsequently raises into the Spec of TP where it
checks its nominative Case. In (20a-b), it gets inserted to the Spec of AspP where it
checks its accusative Case. This postulation of the expletive pro allows us to explain why
the embedded clause appears at the right edge of the sentence in an "extraposed” position.

The crucial difference between (20¢) and (20d) within the embedded clause is that the
extracted Agent raises in the Spec of TP in (20c) for Case/EPP purposes but remains in
the Spec of PrP in (20d).

Of the competing derivations in (20), (20c) is the only legitimate derivation, and the

rest are excluded. Assuming that the expletive pro must be replaced by its associate CP
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for reasons of Full Interpretation (F1),% (20a-d) have the following derivations:

21)a. *ep OP |rp Ji lpep ; TR-DElEVE [ 4 00 [ep 27 Trp £ 14 TR-TCad book][; [vp tv 1111

b.*¥[cp OPy [1p 1. lpep f; TR-DEliEVE [aip Lcp 1% Irp DOOK (g Tead]]]j {vp tv 4111

¢. lep OPy |vp lcp ¢k bre 1k 11 TR-read book[}}; [pp J. believe (400 Tvp fv il

d.*¥ep OPy lyp lep 1k 11p DOOK fo, read|]]; {pp J. believe g [ve tv 11

The ill-formedness of (21b) and (21d) is expected, since the extracted Agent fails to take
a Case/EPP-driven "free ride” within the embedded clause. The crucial difference
between (21a) and (21¢) is that the embedded clause undergoes covert raising into the
matrix Spec of TP in (21c¢) but not in (21a), making the higher wh-chain link shorter. The
MLC, as an economy condition, correctly explains the paradigm in (20). Notice that
(21c) does not violate the CED (Huang 1982), if the condition applies strictly
derivationally, as suggested in passing in Chapters 3 and 5. At the time the extraction
takes place overtly in (21¢), the embedded clause occupies a VP-internal position properly
kead-governed by the verb.

The MLC-based economy account also explains the following paradigm where the
logical object of the embedded clause has been wh-extracted into the matrix clause (Hung

1987):

6 See Tanaka (1995) for an argument that /r must be replaced by its associate CP at LF in English,
contrary to McCloskey (1991).



(22) a. *Apa  yang John men-ganggap |Ali  mem-baca]?
what  comp  John Tr-belicve Ali Te-read
(*What is the thing that John believed Ali read?”)
b. *Apa  yang John men-ganggap |Ali bac??
what  comp  John Tr-believe Ali  read
(‘What is the thing that John believed Ali read?”)

¢. *Apa  yang John angpap [Ali  mem-bacal?
what comp John believe Ali  Treread
(“What is the thing that John believed Ali vead?")

d. Apa  yang John anggap [Ali  bacal?
what comp  John believe Al read

‘What is the thing that John believed Ali read?”

The extraction of the logical object is legitimate, as in (22d), only if the extracted element
is the structural subject of the embedded clause and the embedded clause in turn is the
structural subject of the matrix clause. That both the embedded and the matrix clauses
involve Object Preposing is indicated by the lack of the transitive morphology on both

the embedded and the matrix verbs. Now we are comparing the following competing

derivations for (22a-d):

(23)a. *|cp OP, lrp J.; [pep 1; TR-DEdiICVE [ Asp lcp 17 Lrp A [8 TR-read 27 8110, Tvp v 511
p

b. *|cp OP, lyp . lpep & TR-Delieve [agp Icp £ I1p 2 [A. read fil}; Ive tv 41111}

C. *lep OPy [rp lcp 7 e Ak [0 TRoread £, f]1]; [pep J. believe (o lve tv fl1H

d. [cp OP frp lcp ' bre 71 1A, read 4]]1; [pp . believe [app fvp tv flill

(23a) and (23¢) are excluded, because their wh-chain links in the embedded clause are
longer than those in (23b) and (23d). (23b) is blocked by (23d). The wh-chain link
headed by the null operator in the matrix Corap is shorter in (23d) than in (23b} thanks

to the covert raising of the embedded clause into the matrix structural subject position.
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In light of the MLC, (23d) is the optimal derivation, a correct result. Again, the
extraction of the logical object in (22) is arguably problematic for the ECP.
In short, the general approach taken here straighttorwardly explains the interaction
between Ohject Preposing or “passives” and whi-movement in Bahasa.
It is worth pointing out that the present analysis also explains why regulsr passives
with the demotion of external arguments do not interact witli wi-extraction in the way
Object Preposing does. Consider the following pair from Kinyarwanda, an accusative

language (Kimer:i 1980):

(24) a. Umugabo y-a-boon-y:  umugdre.
man SP-PAST-$EE-ASP  woman
“The man saw the woman.’

b. Umugdre y-a-boon-y-w-e n'imugabo.
WOmMAn  SP-PAST-SEEC-ASP-PASS-ASP i) M2
“The woisan was seen by the man.’

(244a) is an active sentence, whereas (24b) is its passive counterpart, where the verb bears
the passive morpheme -w-. In (24b) the internal argument of the verb umugdre ‘woman’
has become the structural subject, and the external argument umugabo ‘man’ has been
demoted to the status of oblique, as indicated by the presence of (the reduced form of)
the preposition na.

Note that Kinyarwanda (24a-b), unlike Bahasa (1a-b), do not belong to the same
reference set, since they arise from distinct numerations; (24b) but not (24a) contains the
passive morpheme, which is an argument "absorbing" the external 6-role (Baker 1988a,
1992b, Baker ez al. 1989), and the preposition. The passive morpheme, associated with
the Asp, is assumed to have the interpretable categorial feature [+N]. The preposition
also has the categorial features [-N, -V] (presumably, together with some semantic
features). Then, the demotion of the external argument in a passive, as in (24b), makes

it impossible to compare the passive with its active counterpart, as in (24a). Accordingly,
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(24a) and (24b) converge without being evaluated with each other.
Given that (24a-b) do not compete for economy purposes, it is hardly surprising that
wh-movement of the internal argument in (24b) does not block that in (24a), as shown

in (25) (based on Kimenyi 1980):

(25) a. N-a-boon-ye umugdre  umugabo  y-a-bodn-ye.
[-pPasT-Se€-ASP woman man SP-PAST-SEC-ASP
‘I saw the woman that the man saw.’
b. N-a-boon-ye umugore  y-a-bodn-y-w-¢ n'tmugabo.
[-pasT-S€E-ASP woman SP-PAST-S€¢-ASP-PASS-ASP by man

‘l saw the woman that was seen by the man.’

(25a) contains the active sentence in (24a), (25b) the passive sentence in (24h). The

relevant portions of the structural representations for (25a-b) would be as follows:

(26)  a. |cp OP; |yp man; saw [py,. & Pr|ap £ ASp lyp tv 511111

b. lcp OP; [yp 17 saw(pass) fage 15 ASP lyp £ ty [pp by man]]]]j

In (26a) the null operator first raises into the Spec of AspP for Case/EPP reasons. Then
it undergoes wh-movement into the Spec of CP. In (26b), on the other hand, the null
operator checks its nominative Case in the Spec of TP, for the Case of the Asp has been
"absorbed” by the passive morphology. Although the wh-chain link is shorter in (26b)
than in (26a), (26b) does not block (26a), because they are not comparable in the first
place.

In this regard, the Kinyarwanda pair in (25) contrasts sharply with the Bahasa pair
in (17). The active sentence in (}7a) and its "passive” counterpart in (17b) are subject to
relaiive comparison, crucially because *he “"passive” in (17b) does not involve the

demotion of the external argument. The wh-chain link is shorter in (17b) than in (17a)
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(see the structures in (20)), and therefore (17b) excludes (17a).
it is perhaps worth pointing out that in split ergative languages, an accusative
construction can never be compared with an ergative construction, since they are always
interpreted differently with regard to aspect or mood. Observe the following examples

from Chamorro (based on Chung 1982):

(27) a. Pira  u-fahan si Maria i kareta.
FUT 3sa.nom-buy  unm-Maria the car
‘Maria is going to buy the car.’

b. Ha-fahan si Maria i kareta.
3sc.erc-buy  unm-Maria the car
*Maria bought the car.’

(27a-b) differ minimally in terms of mood. The example in (27a) is in the irrealis mood,
showing the nominative-accusative agreement pattern. In contrast, the example in (27b)
is in the realis mood, showing the ergative-absolutive agreement pattern.

1t should be obvious that (27a-b) do not belong to the sar-e reterence set; they have
different interpretations with respect to mood. In particular, the numeration of (27a) but
not that of (27b) contains iae future tense marker. This interpretative distinction suffices
to put (27a) and (27b) in two different comparison domains.

In this light, the well-formedness of (28a-b) is expected (Chung 1982).

(28) a. Hafa pira u-fahan si Maria?
what rfur  3sc.wom-buy  unm-Maria
‘What is Maria going to buy?’

b. Hafa ha-fahan si Maria?
what  3scEerc-buy  unm-Maria
‘What did Maria buy?’

(28a) is based on irrealis (27a), while (28b) is based on realis (27b). In both of (28a-b)
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the internal argument of the verb fafian ‘buy’ has been extracted. The structures for (28a-

b) are given below:

29 4 lep OP; |tp Mariy; Fut-buy [pp 1 Pr [ o 175 ASP Lyp ty 511

b. lep OF; [p 11 bought |pp Maria Pr | yp ASp lyp fy §1111

In accusative (29a) the null operator checks its Case in the Spee of AspP, whereas in
ergative (29h) it checks its Case in the Spec of TP. The wh-chain link is shorter in (29b)
than in (29a), but this is of no significance, since (29a) and (29b) do not compete for
economy purposes. Hence neither of them blocks the other.

Languages like Bahasa differ from split ergative languages in that an accusative
construction and its ergative counterpart belong to the same reference set, as we have
already seen. This is because the Asp in these languages can be either non-defective or

defective while maintaining the same meaning.

6.2. Object Preposing in Bantu
Let us next consider some relevant data from Dzamba, a Bantu language spoken in
Zaire.” Observe first the following examples of the regular transitive sentence from

Dzamba (based on Bokamba 1976):

7 According to Bokamba (1976), Likila and Lingala pattern with Dzamba in relevant respects. Facts
similar to those presented below from Dzamba are found also in KiLega (Kinyalolo 1991) and Swahili
(Barrett-Keach 1985).
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(30) a. oPas»  a-tom-dki i-mu-nkanda.
Poss  se(ncrl)-send-mpere  the-ncL3-letter/book
‘P3sy sent the letter/book.’

b. oPas> a-bang-dki i-zi-tako Ibome.
Poso  se(ncii)-order-ivperr  the-ncL5-mat  today
‘Paso ordered the mat today.’

The basic word order in Dzamba, as in many other Bantu languages, is SVO. In Dzamba
the verb obligatorily agrees with the structural subject in person, number, and class-
gender (except for special cases; see (34a) below). Thus, in (30) the verb bears the
subject prefix a- which agrees with the nominative structural subject 6P252. The specific
Theme in (30) receives accusative Case. Dzamba, like other Bantu languages, shows
gccusativity in clauses like (30a-b).

According to Bokamba’s (1976) description, Dzamba has a transformational operation
which he calls "topicalization.” It is markedly different from topicalization found in
languages like Eoglish. The following English-type topicalization is ungrammatical in

Dzamba:#

(31)  a. *I-mu-nkanda oPrs2>  a-tom-dki.
the-ncL3-letter/book  Paso  sp(NcLl)-send-imperF
(“The letter/book Pasa sent.”)

b. *I-zi-toko oP>so a-bang-dki Ioome.
the-ncLS-mat  Paso sp{ncL])-order-iMpErr  today
(‘The mat Pas> ordered today.")

(31a) and (31b) would be obtained by applying English-type topicalization to (30a) and
(205b) respeciively, but they are ill-formed, unlike their English counterparts (see
Chomsky 1977, Baltin 1982, Lasnik and Saito 1992 among others).

8 (31a-b) would be grammatical if the object agreement prefix appears on the verb, forming left
dislocated constructions (Bokamba 1976).
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Consider the following examples of well-formed “topicalization” in Dzamba

introduced in Chapter 2:

(32) a. I-mu-nkanda mu-tom-dki oPoso.
the-ncL3-letter/book  se(ncL3)-send-iMperr P2
‘The letter/book Posy sent.’

b. l-zi-toko zi-bang-dki oP3sy lome,
the-ncLS-mat  sp(ncLS)-order-mrere Posa  today
“The mat Pys2 ordered today.’

(32a) and (32b) are the "topicalized” versions of (30a) and (30b). They are peculiar in
two respects. First, unlike in the basic transitive sentence, the logical subject follows the
verb. Secondly, the "topicalized” logical object triggers the subject agreement, In (32a)
the agreement between the logical object and the verb is indicated by the morpheme mu-,
while in (32b) it is indicated by the morpheme zi-. Notice that the Dzamba examples in
(32) are strikingly similar to the Bahasa example in (1b) except that the logical subject
in (32) follows the verb, while the one in (1b) precedes the verb.

As 1 suggested in Chapter 2, [ propose to analyze the raising of the object into the
structural subject position in (32a-b) as forced by the (null) defective Asp. Thus
"topicalization" in Dzamba is derived in the same way as Object Preposing in Bahasa.
The structures of, say, (30a) and (32a) at Spell-Out are assumed to be (33a) and (33b)

respectively (the NP-chains shown).

(33)  a. [1p Poso; sent [pp &; Pr [aqp the letter; Asp [vp tv t{llll

b. [Tp the letterj sent [pp Pasa2 Pr [AupP f'i AS[) lvp Iy tl"“

In (33a) the regular Asp with a Case feature is chosen in the initial numeration, making

the Spec of the AspP a structural Case position, while in (33b) the optional feature
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[ +defective] is added to the Asp in forming the numeration, making the Spec of the
AspP a non-Case position. In (33a) the specific Theme, which cannot get inherent Case
within the VP, raises into the Spec of AspP, where it checks its accusative Case, and the
Agent raises into the Spec of TP, where nominative Case-checking takes place. In (33b)
the Theme has raised into the Spec of the TP via the Spec of AspP, which is evidenced
by the fact that it triggers the subject agreement. The Agent stays in the Spec of the PrP,
where it gets covert ergative Case. Since the verb raises overtly to the T in Dzamba, in
examples like those in (32), the Agent follows the verb.

Under (9), (33a-b) belong to the same reference set. (33a-b) are both well-formed for
the same reason that {5a-b) are both well-formed; they are equally economical with
regard io the MLC and the MFC.

Since Dzamba is like Bahasa in possessing in its lexicon the feature | +defective]
which can be added to the Asp, it is predicted to behave in the same way as Bahasa in
terms of argument extraction. To be more specific, economy predicts that argument
extraction must take place out of the structural subject position. Intriguingly, this
prediction is borne out. First, let us consider the examples of subject relativization in (34)

(Bokamba 1976).

(34)a. O-mo-to 6-kpa-dki i-mu-ndond>  a-kim-f,
the-ncLl-person  reL-take-iMperF the-ncL3-jug  se(ncrl)-flee-1past
“The person who took the jug just fled.’ |

b. I-zi-kenge {-zi-bung-i o kalasi  zi-ha-dki 2a-nga.
the-ncrS-slate  reL-sp(NcL§)-lose-ipast  at school  sp{ncLS)-be-imperr  of-me
‘The slate which is lost at school was mine.’

As expected, the logica! subject occupying the structural subject position can be
relativized. As pointed out by Bokamba (1978), there is a neutralization of agreement
prefixes in subject relativization when a [+human] DP is relativized. This is why the

verb in the relative clause in (34a), where o-mo-ro ‘the person’ is relativized, does not
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bear agreement morphology. The example in (34b) is more transparent; its verb in the
relative clause agrees with the extracted {-human] DP, i-zi-kenpe ‘the slate’.

Let us next consider relativization of logical objects. Relevant examples are given in

(35) (Bokamba 1976).

(35)a. *I-mu-ndondo> Poso  a-tom-dki I>ome mu-bung-f.,
the-ncL3-jug  Pasa  se(ncrl)-send-mpere  today  se(ncLd)-lose-ipast
(“The jug which Poso sent today is lost.”)

b. I-mu-ndond> i{-mu-tom-gki Poso  laome mu-bung-i.

the-neL3-jug  reL-sp(ncL3)-send-iMpere  Paso>  today  sp(ncLd)-lose-past
‘“The jug which Poso sent today is lost.”

(35a) shows that the logical object cannot be directly extracted, contrary to what the ECP
would predict. As exemplified in (35b), where the verb rom *send’ agrees with the DP
i~mu-ndonds ‘the jug’, the logical object must undergo "topicalization” before it can be
relativized. The structures for (35a-b) are provided in (36a-b) respectively, where the wh-

chains are indicated.

(36) a. *cp OP; [1p Paso; sent [pp £; P [app £ ASP [ve tv 41111

b. icp OP; I1p ‘i sent [pp Po$2 Pr [op £ ASp lyp tv 41111

The ill-formedness of (36a) is explicable in terms of the economy account advocated in
this thesis. Given the revised reference set in (9), (36a-b) are subject to relative
comparison for economy. Moreover, (36a) is blocked by more economical (36b) in terms
of the MLC in (12); the wh-chain links in (36) are pomparable and the length of the wh-
chain link is shorter in (36b) than in (36a). In effect, the "topicalization” or Object
Preposing in (36b) counts as a "free ride” for the succeeding wh-movement due to the

notion of chain link comparability in (13).
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Summing up, the present economy account extends automatically to the Dzamba

extraction facts discussed above.®

6.3. Object Preposing in Romance

In sections 6.1. and 6.2., we considered Object Preposing in Austronesian and Bantu.
There is another kind of similar phenomenon noted in the literature, i.¢., so-called Object
Preposing in Romance impersonal constructions, which has often been viewad as a
peculiar kind of "passive" (Rizzi 1982, Belletti 1982, Burzio 1986, Cinque 1988 among
others).

Romance languages have clitics which are used to form impersonal constructions. Let

us examine the pair in (37) from Spanish.'®

¥ Kinyarwanda has a § vutactic process similar to "topicalization" in Dzamba—what Kimenyi {1980)
calls "Object-Subject Reversal,”™ Observe the following Kinyarwanda pair (Kimenyi 1980:141):

{i) a. Umuhudngu a-ra-som-a igitabo.
boy sp-pRES-read-ase book
‘The bay is reading the book.”
b. Igitabo cyi-ru-som-a umuhudngu.
book sp-pris-read-asp boy

*The book is being read by the boy.’

(ia) represents the basic transitive clause, while (ib) represents the "reversed” clause, where the logical
object triggers the subject agreement,

Given pairs like (i), one may think that the present economy account would predict that argument
extraction must target structural subjects in Kinyarwanda. But this prediction is not borne out: one can,
for example, directly extract the logical object in (is) (Kimenyi 1980; see also Chapter 4). This fact,
however, does not falsify the economy analysis (indeed, it might be used t¢ argue for the analysis). As
pointed out by Kimenyi (1980:145-146), the "reversed” object cannot be extracted (for reasons that are not
clear to me). Thus, the extraction of the logical object in (ib) is illegitimate. If it leads to a crashed
derivation, then the direct extraction of the object in (ia) would count as the most economical.

10 The Spanish examples in (37) and (39) are due to Joyce Gamvito (personal communication).



(37 a. Se leerd algunos articulos,
s will-read(sc) a few articles
‘One will read a few articles.”
b. Algunos articulos se lecrdn.
a tew articles sg  will-read(pw)
‘One will read a few articles.’

In Spanish, the impersonal clitic is se. The impersonal construction comes in two
variants. In (37a) the verb bears the singular agreement. In (37h), on the other hand, the
verb agrees with the "preposed” plural logical object. Thus, the preposed object is
arguably in the structural subject position (see Burzio 1986 for the structural subject status
of preposed objects in Italian).

Here I will adopt a (rather freely) moditfied version of Cinque’s (1988) analysis of
the si impersonal construction in Italian (see also Zushi 1995 for recent discussion). The
alternation between (37a) and (37b) is supposed to be due to the dual nature of the
impersonal clitic se.'! 1 assume that in (37a), the se is generated under the T and
identifies the Agent pro as arbitrary, acting like agreement. The finite T must always
discharge its nominative Case in Spanish, and hence the pro checks its nominative Case
in the Spec of TP. The nonspecific DP algunos articulos *a few articles’ receives inherent
Case within the VP. In (37b), on the other hand, the se is assumed to be generated under
the Caseless Asp. (37b) is similar to standard ergative constructions in that the Agent pro
in the Spec of PrP is licensed by the Asp, se in particular. This time the pro identified
exclusively by se, I assume, is without Case. Thus I assume partly following Ura (1994)

that in certain situations, pro does not have to get Case (even in pro-drop Romance

1 Under Cinque’s (1988) analysis, there are two types of impersonal si in Italian; one is an argument,
the other a nonargument. In Cinque's terms, se is a nonargument in (372), while it is an argument in (37b),
both generated under the T. The present reanalysis accounts for the B-theoretic difference between the two
types of impersonal clitics noted by Cinque (1988), given the assumption that the Asp can bear a Case
feature (or is present) only when there is a functional head Pr right above it, whose Spec hosts un external
argument {cf, Nocnan 1992). This is in essence a structural reinterpretation of (the half of) Burzio®s (1986)
generalization, which states that only verbs that assign an external 6-role can assign accusative Case.
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tanguages like Spanish). The logical object takes the option of not receiving inherent Case
(Chapter 2) and raises overtly into the Spec of TP, wiiere it checks its nominative Case.

The derivations for (37a-b) are as follows.

(38)  a. [gp pro; se will-read(sc) lpp & Pr [ opp Asp [yp Iy a few articles]j]]]

b. [rp 2 few articles se will-read(pL) |pp pro Pr |agp ASD [yp ty 51111

| f

Under the present notion of reference set, these derivations compete for economy, sharing
the same set of sets of interpretable features. They are equally economical in terms of the
MLC; there is no comparable pair of NP-chain links in (38} and thus the MLC applies
only vacuously. They are also equally economical with respect to the MFC; they both use
one strong feature and one structural Case feature of the T. Therefore, (37a-b) are hoth
well-formed.

Given that (37a-b) belong to the same reference set, the present economy account
predicts that the alternation observed in (37) should no longer be possible once we extract
the logical object. This is because, within the current framework, the NP-movement of
the logical object in the Object Preposing in (37b) should count as a "free ride" as far as
wh-extraction is concerned. Thus, the prediction is that (37b) but not (37a) allows the
extraction in question. This prediction is indeed correct, as the following minimal pair

based on (37a-b) demonstrates:

(39 a. *Cudntos articulos  se leerd?
how many  articles  se will-read(sa)
(‘How many articles will one read?’)

b. Cudntos artfculos  se leerdn?
how many articles se will-read(pL)
*How many articles will one read?’
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(39b) but not (39a) involves Object Preposing, as one can tell from the agreement on the
verb; the verb in (39b) agrees with the extracted object, while that in (39a) does not, The

derivations for these sentences are given below:

40)  a. *ep whull articles; |yp pro; se will-read(sa) |pp £ Pr e ASD vp fy rilllll

b. |cp what articles; |p 7 se will-read(pr) |pp pro Prjage Asp lyp ty 4111

The wh-chain links indicated above are comparable with each other. (40a) without Object
Preposing is blocked by (40b) with Object Preposing, since the length of the wh-chain
link in the latter is shorter than that in the former. Thus the cconomy account covers

Object Preposing in Romance as well.

6.4. Summary

To summarize this chapter, it has been shown that the economy account developed
in the previous chapters is successtul in explaining the interaction between Object
Preposing (or a special "passive” construction) and wh-extraction observed in unrelated
languages and hence gains further support. The interaction in question is predicted,
because Object Preposing is a species of ergative construction with no demotion of an
external argument, which, under the present analysis, gets compared with its
corresponding non-ergative construction (i.e., an antipassive or accusative construction),
if any.

The present analysis thus explains the hitherto unexplained observation that Tagalog-
type Wh-Agreement is found only in cases where we find ergative constructions. This
observation can be highlighted by split ergative languages like Chamorro without Object

Preposing; in Chamorro, the "Wh-Agreement morpheme” -um- (see Chapters 2 and 4)



shows up only in ergative realis clauses but not in accusative irrealis clauses.

‘The main point of this chapter is that once we know where to look, we can realize
that the kind of economy phenomenon such as Wh-Agreement dealt with here is in fact
abundant in natural language and that there is nothing exotic about it, contrary to what

has often been expressed in the literature.



CHAPTER 7

CONCLUSIONS

The preceding chapters have consisted of analyses of particular constructions of
irterest in particular languages. Let us now try to put the results attained there in broader
perspective and see what implications they have for the theory of language.

Now we are ready o return to the major questions | started this study with. They are

repeated below:

() What explains interactions between GF changing and wh-movement?
(2) a. What is the nature of the reference set?

b. What is the nature of the economy conditions?

The question in (1) has been the central concern throughont this thesis. | have examined
the relevant data pertaining to (1) from a number of languages. The discussions in the
preceding chapters have led io the conclusion that the interactions in question are best
explained in terms of one of the teading ideas espoused in the Minimalist Program of
Chomsky (1993, 1994, 1995), i.e., the notion of relative comparison among competing
derivations. To be more specific, I have claimed that the Minimal Link Condition
(MLC), as an economy condition, coupled with the revised notion of reference set and
the notion of chain link comparability, accounts for why GF changing processes such as
antipassive, applicative, and Object Preposing (unusual "passive") interact with wh-
movement in the way they do. To the extent that this conclusion is correct, this thesis
provides significant empirical support for the general framework of Minimalism.

The attempt to answer (1) has proved to be beneficial in answering the questions in

(2), which any theory of economy shouid address. In reply to (2a), I have argued that the
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reference set must make crucial reference to the notion of Interpretability (Chomsky
1995). In particular, it has been argued that this should be defined in terms of the non-
distinctness of numerations, which allows us to ignore uninterpretable features (i.e.,
uninterpretable formal features and phonological features). If this idea is on the right
track, it entails that Interpretability has a profound influence throughout the syntactic
computation. Reinterpreting Chomsky’s (1995) local interpretation of the reference set
from the present viewpoint, I have maintained that the reference set is determined
derivationally; a set of derivations that arise from non-distinct numerations at each step
of selection of lexical items. As has been noted by Chomsky (1995), a derivational
characterization of the reference set has the effect of reducing the problem of the
computational complexity.

Also, the revised notion of the reference set has allowed us to derive the kind of
interlinguistic as well as intralinguistic variation investigated above in terms of
extractability solely from morphological properties; those of antipassive morphemes,
which I analyzed as associated with the functional category Asp and those of applicative
morphemes, which can be either of the category P or of the category V. Moreover, the
distribution of the Specificity Effect (SE) in antipassives has been shown to be reducible
to the lexical properties of antipassive morphemes. This is certainly a welcome result for
familiar reasons. But as already pointed out, the claim that only functional elements can
be parameterized (Borer 1983, Fukui 1986, Chomsky 1991, 1993) seems too strong in
light of the facts surrounding applicatives. Then we are led to the view that UG can
parameterize not only functional categories but also substantive categories.

With regard to (2b), I have asserted contra Chomsky (1994, 1995) that economy
conditions such as the MLC, the Minimal Feature Condition (MFC), and the Minimal
Label Condition (MLAC), which select among derivations leading to convergence, can
apply in a transderivational manner. Empirical arguments were based on such phenomena

as wh-extraction in languages like Tagalog, the distribution of the SE in antipassives, and
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successive cyclicity. The exact stage of derivation at which these economy conditions are
operative is determined by the nature of syntactic objects they are concerned with. The
MLC, which constrains chain links, applies at stages where chains are found. The MEFC,
which deals with features, applies as early as numerations are formed. The MLAC,
concerned with phrase structure, is necessarily derivational, since Merge is 2 derivational
operation.

Chomsky (1994, 1995) advocates the strictly derivational view on the computational
system. My answer to (2b) is a clear departure from the Minimalist Program cutlined in
Chomsky 1993, 1994, 1995. But in my view, it is not necessarily non-Minimalist.
Derivational operations such as Attract are inherently local, and they are also absolute and
inviolable. Economy conditions, on the other hand, are inherently non-local, and they are
also relative in the sense that they are potentially violable conditions. The picture of the
computationa! system I am depicting is an attractive one; what we have is an effective
division of labor between derivational operations on the one hand and economy conditions
on the other within the computational system.

In addition to answering the major questions given in (1) and (2), 1 have made
specific proposals at various points about the secondary questions that arose in the course
of the discussion. For instance, | proposed based on ergative constructions that the
definition of Attract and the Extended Projection Principle assumed in Chomsky (1995)
need modification. 1 also proposed that there exists covert category raising, contra
Chomsky (1995). In relation to this proposal, the possibility to derive Procrastinate from
the MFC and the MLAC has been mentioned. Furthermore, the dichotomy of antipassives
(Absolutive Antipassive versus Agentive Antipassive) has been argued to be a result of
the tension betveen the MLC and the MFC. As for Wh-Agreement, the present treatment
of Wh-Agreement has been shown to account for the systematic differences hetween
- Tagalog-type Wh-Agreement and Irish-type "Wh-Agreement.”

As always, many questions remain open. This thesis by no means is a comprehensive
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study of all the possible interactiors between GF changing and wh-movement. Thus as
sketched in a preliminary way, the analysis developed here predicts interesting
interactions between hyper/super-raising-to-object and wh-extraction. It remains to be seen
whether the prediction turns out io be correct. Moreover, if the present analysis is indeed
on the right track, it is expected to have more applications outside the empirical domains
discussed in this thesis.

As Chomsky (1995) emphasizes, the Minimalist Program is a programmatic approach
filled with a it of uncertainties, not an articulated theory. Thus it is expected to undergo
guite a number of modifications in the future. It is hoped that the modifications presented
here are a step forward and constitute part of the momentum for pursuing the Minimalist
Program, which does seem to have something interesting to say about the nature of

language if I have been successful at all.
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