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. ABSTRACT

e .

)’\ This thesis is concentrated on the derivation and testing

°

of a contingency severity analysis technique using bound estimates of
the contingency real power flows. A series of 'contingency filters'

are constructed based on different types of bound estimates, 1i.e.

a o

;’:ﬂf:om conservative to tight bounds. Each filter\classifies an\éncoming
contingency |as either 'critical', 'mon-critical' or 'uncertain', -
depending onl the relation of the bounds compareyo the corresponding
securit';v/limits of the real power flows. The 'critical' contingencies

\a{}g*,will be selected for detailed analysis and the 'non-critical' will be

. ¢

A
filtered out. Only the 'uncertain' contingencies are submitted to the
next filter, where a set of tighter bounds are used to evaluate the

status of the contingencies. The final filter is a DC load flow

v

simuldtion which calculates the exact solutions.
il

\ - The performance of each filter, in terms of their time

]
efficiencies and classification efficiencies are investigated. Five

IEEE testing systems are used to examine and demonstrate the performances

- of these filters when they are applied to different system sizes and

IS |

and reliably.
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RESUME

Cette thése p'résente une technique d'analyse de la
sévérité des pannes sur un réseau électrique, et en fait l'essai.

Au lieu de calculer au long les transits de puissance réelle d'aprés—
défaut, on fournit trés rapidement des intervalles contenant ces

variables. Une chaine de telles étapes, ou 'filtres', est construite,

. produisant des intervalles de plus en plus &troites. Chaque filtre

fait :le tri des pannes en trois catégories, d'aprés les positions
des intervalles par rapport aux bornes dues aux 1imitation;3 physiques.
Les pannes 'critiques' sont retenues pour une analyse ultérieure, et
l'on pourra négliger les pannes 'mon-critiques’. Seulement les pannés’
'incertaines' alimenteront ‘le prochain filtre, plus sélectif. Le
calcul exacte des puissances réelles constitue le dernier, mais N
n'est appel& que s'il est requis. Un mod&le linéarise (DC load flow)
egt utiligé. pour ce calcul.
; A

Les critéres de comparaison des filtres sont le temps . .
de calcul et l'efficacité 3 détecter}les états définitifs des pannes.
Ces filtres sont testés s;n: differents modéles dé réseaux, de differ-
entes grandeurs et I differents niveaux de charge. Cing systé&mes
d'essais de 1'IEEE sont retenus pour ces fins. De nouveaux algorithmes
de sélection des pannes, basés sur ces resultats, sont évalués ; ,

-

1'étude démontre qu'ils sont trés rapides et fiables). .
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CHAPTER _ 1

~ ' INTRODUCTIQN

- 3

1.1 Power System Securﬂty

T \

Power system|operators are occasionally confronted with .

sudden disturbances, namel equipment malkunctions, line outages due
to severe climatic discruptions or operator's switching errors étc.
These disturbances upset the equiiibrlum of the system and sometimes
ctipple the normal state of operation causing permarent equipment
damages and severe interruption of service. The chaotic 1977 New York
City blackout was a clagsical example demonstrating how a series of
lightning stroke% on the transmission network can trigger such a
scale disruptioni[ Elgerd 1982 |.

¥

3,
\\3

,’ Iy
In order to ensure that the electric utility service to
be consistent and reliable, a power system must be designed and —
operated in a"secure' manner. In general, a power system is said to
be 'secure' if it can withstand the occurrences of a set of postulated
contingencies without violating any system constraints or causing
'

instability. Otherwise, the system is in a 'vulnerable' or 'insecure

state [Debs et al. 1975 ]. To improve system performances under

-~

stresses and unexpected disturbances,- contingencies are anticipated

and their impacts are examined. Consequently, ‘feasible and practical

S . \

remedies are established to avoid or alleviate the damages which can



. v
- ]
, N
1
1 [ -
f

be caused by the contingencies.
!
/

Syst7m Security studies, :
' } .
../ \
f[‘f‘ 0
|
i Power system security studieS\fan b
hie4

hhese are the objectives of Powe
/ o

/
|

.
summarized in a
1
archical form as shown in Figure 1\1. Two md/jor top}cs are of
pPrime concern, namely security assessmint and s curity’enhancedent.

\

|
POMER. S¥YSTEM
SECURITY STUDIES,

/\'/ *
Securi ty chxrity
Assessment Enhancement
| I
Securi ty '
Monitoring -

Preqenfiue
Control

Contingency
Analysis

T Corrective
Control

. M [

Figure 1.1 Hirarchical Layout”of Power System

A

—~y

PN
pa—
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Security assessment consﬂ:ts of two major functions.
'Security Monitoring' serves to collect and process the system operation

data, through telemetry systems and subsequently updating them through

. Lot
. -

the state estimator. 'Contingency Analysis' utilizes the system

information to simulate different contingencies in order to predict R

s

‘the post-contingency system conditions. ansequently, crucial

events which will put the system in an 'insecure' state can be identified

[Degs et al. 1975].

- s ot
\ - . e
N

Sécurity enhancement however investigates different °*
¢ '

control methods and operational strategies, preventive and corrective,

to improve the system security, e.g. restoring the system from a

e

'vulnerable' state toc a 'seCure' state. Methods which have been commonly

\\\\\\\\~Eﬁp}ey&d\ifgigée security-constrainted optimizations (e.g. secure

economic dispatch, minimum load curtailment), system parameter

T
adjustments (e.g. network adjustments) etéT\\Tby\Liacco 1967,1970 ;

Hadju et al. 1975]. , ‘ -

.

Y 1.2 Contingency Analysis, an Introduction

1.2,1 .Definition of Contingency Analysis

Contingency analysis, the principal topic of this thesis,
is a vital evaluation procedure in power system security studies. It
’ evaluates the impact of possible contingencies.upon the normal operation

of a power system. These contingencies usually include generator outage(s),

S

=
5

e,

A

g



o

n

~line outage(s), suddeén’loss or increase of load or any combinations

.

of the above, Thrdugh the simulations of $uch contingencies, _the

post-contingency conditions (e.g. linmn‘us voltages) are

. checked to see whether any system constraints (e.g. thermal limits ¢

©

e . N . 3 s »
of trafismission lines or minimum voltage levels) have been
A

violated. The critical ones which will cause overloads, ~significant

\Avoltagg degradations or infeasible operations are then identified

o

®» for further investigations (e.g. security enhancement usages).

° L

) Y ’ . .
\ . \
\ )
A . 2

1.2.2 Applications 'of Contingency Analysis in Security Evaluations

\‘ o o
In planning, contingency analysis serves as a valuable
¢ N L4 N ’ " ‘V\\
todl to evaluate all.the viable altern®yives in order to improve the

reliability and security of the future system. In operatioms, ' cont-

gency analysis assists the operators to identify potentially dangerous

contingencies so that preventive control action(s) can be executed, .
o /‘

a .

The most significant contribution of this analysis is to assist planmers
{ . y
ahd operators to systemati
\ ; \ .
) in the system. For nstance, if the loss of a certain 1ine},im the
. System can trigger a |'cascading outage' or an 'islanding effect', ;
e - . . :

- such a. cofitingency will be identified as a 'structural bottleneck'

cally recognize somé of the 'bottlenecks'

, N . .
. N -
in the\\sfysten}/. :

v - ’ - 4

'
. * 4 -
»
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1.2.3 Requirements for Evaluation Methods . e

v

.Contingency analysis is usually accomplished by executing

.

a series of repeated load flow studies on different contingent events,

.based on one or a set of different operating points. The approach is

deterministic (i.e. contingency classified as either secure or insecure),

sequential (i.e. one contingent case to be evaluated at a time) and

exhaustive (i.e.\ 'hundreds or thousands of cases to be examined).

Hence, besides the accuracy, the speed requirement of evaluation

methods is very crucial.

AU "

.

However, these two requirements are usually lkard to

be satisfied together. Because of the stringenf time imposed on real-

-
time evaluations and the inefficiency of exhaustive simulations for all

, ' . -

-

possible contingencies, the followiy/ ideas are usually adopted in

"various evaluation methods in order to improve the speed performance
~ 3

and yet maintain an acceptable accuracy :

+

™ N . o
]
’

i1 .

(1) Usiné approximate system models, such as the fast decoupled

»

model [Stott 1972,1974 ]and the DC model [Dhar 1982] instead

& .
of the exact AC full model [Tinney et al. 1976]‘, where these
A [
simplified models offer acceptable results and require’ less
computat iona}/“éffort .
(2§) Simulating contingencies using compensation methods or t»t}e”?natrix
) inversjon lemma, - where \’Dinney and others [Tinpey 1972; Galiana
- et al. 1975; Alsag et al. 1983] have discussed how these methods
a . ‘ o .
37 . )

)U
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can be applied to simulate outages with better computational

efficiency.

(3) Selecting a small ﬁumber of contingencies aﬁong all possibi-_
lities according to their expécted severity and/or prosability
of occurrences, usiﬁg either the .operator’s experience or some
on-line automatic contingency selection schemes or both.
Subsequently, only these selected contingencies will be inwvest-

v 1
“igated in detail [Irisarri et al. 1979].

v

1.3 Automatic Contingency Selection

, In practice, the number of contingencies which can cause

" violations (e.g. overloadings) or serious interruptions (e.g. voltage

collapse) in a power system are few. Therefore, if these 'critical'

contingencies can be identified and put into a so-called 'contingency
. ‘-
list', exhaustive runs of contingency simulations can then be reduced
to a manageable number by only considering these 'critical' contingencies,

- - i v [ . -
This is particularly valuable to on-line evaluations.

o i

'

, Traditionally, a contingency list is constructed either

from the operator's experience or some previous off-line study results.
- = - ‘ J ’
However, as power systems are growing and becoming more complex, even

.

the most experienced operators may overlook some critical contingencies
occasionally. Alternatively, a fixed list based on off-line studies
fails to recognize the current system conditions which may. be signifi-

cantly different from the prgviously'simulated conditions.

;

ey



Indorder to eliminate the dis’creplancies of the manual and
the non~-updated types of selection, an adaptivé and dynamic selection
scheme of constructing the contingenty list is desirable [Ejebe et al.
1979]. This new selection scheme is called the Automatic Cor;tingency
Sﬁlection (ACS) [’Ibid] . In this thesis, various ACS metibods are
classified under two distinct approaches, namely Scalar Performance

Index methods (SPI) and Vector Performance Index methods (VPI).

- ACS can be thought of as a "filtering' process. The SP{
and VPi methods are basically differentiated by their 'filtering criteria'.
SPI uses a scalar quantity as a criterion to rank contingencies
according to their expected severity and subsequently selects the
higher ranked events. However, VPI uses a“vector to evaluate the-
severity of each contingency and subsequently labels the conﬂt:ingency~
as 'critical! or 'mon—critical'. The 'mon-ckitical' events are

therefore filtered out. ‘ . ,

Such filtering can be accomplished by a one-stage or a
mult‘i-stage’ stratégy. For multi-stage strategy, contingencies are
passed through a series of filters, where each one of which identifies
the incoming events as either 'critical', ‘'non-critical' or 'uncertain’.
Or_xly'the 'uqcertain'\contingencies are passed on to the next filter for
more detailed studies in order to be classified a-s« either 'critical; or

'mon~critical' . A detailed description and discussion on these crit-—

eria and filtering strategies are presented in part II of the following

\

chapter-
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1.4 The Present Study : Contingency Filtering Using Linearized

“Flow Bound Estimates

A
This research adopts the contingency severity analysis
‘approach proposed by Galiana [Galjfana 1984]. It is basically a VPI

based, multi—staée ACS method. Different bound estimates for the
con;:ingefxcy flows are used to established a series of 'contingency ,
filters'. This technique assumes a DC model for the power system and’
derives the 'Line Outage Distribution Factor (LODF)' [Wood et al. 1984 ]
using the matrix inversion lemma. Since each LODF is invariant with
respect to the loading conditions but only dependé dn the topology and

the parameters of the network, some simple topological characteristics

are exploited to derive bound estimates for the 'LODF.

R B§ bounding the LODF, the contingency real power £flows
(linearized due to ﬁxe DC model) can also be bounded accordingl;r. The
;:ange of these bounds are gradually constricted in the subsequent
/filters by expanding) the/complexit:y of the filters. The fin;I filter

is an exact DC load flow simulation.

Using such bound estimates, contingencies are classified
into the following three types at the output of each filter except the

final one, namely critical, non-critical and uncertain . bnly the

|
¥ [=g

1

1 The definitions of these terms are explained in Chapter III.

%



uncertain contingencies are submitted to the subsequent filter for
further analysis. Consequently, only a few remaining uncertain
contingencies are required to be evaluated by a DC load flow simulation

because the others are already identified by the previous filters.

&

. The present study concentrates on the following :

(1) - 1Investigating the effectiveness of each filter, proposed
by Galiana [Galiana 1984], in identifying critical cont-

ingencies.

[y

(2) ‘Comparing the computational eff of each filter ih terms 8

of their processing speed.

*

(3). . Comparing the degree of trade-off between (1) and (2).
(4) Investigating the efficiencies of two newly proposed
’ selection schemes, using the results from the filtering

®
procedures. -

o

1.5 Qutline of the Thesis

“  After reviewing the general background and objectives of

this study, the following outlines the organization of the thesis

CHAPTER 11
-~

This is a general review of various approaches uled ‘in

contingency analysis. The point-wise and region-wise approaches are

k4

ﬁLﬁ
"X» 2
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presented and discussed. This chapter also reviews the state—of-the-

art of the methods used in ACS. The SPI and VPI based methods are also
3 / .

presented and discussed. ¢

CHAPTER III

The theory of contingency filtering using the linearized ‘
flow bound estimates is presented. ,The LODF is derived using the DC
load flow model and the mat;:ix inversion lemma. Different bound estimatoes
on the LODF are then developed. Some newly proposed contingency select-
ion algorithms will be introduced. Finally, the computational consider-

ations in terms of programming on the filtering scheme and the selection

algorithms are also discussed here.

CHAPTER IV

‘

Numerical experience with the filters derived from the
preceeding chapter are fested with the IEEE 14,24,30,57,118 bus systems.
Observations on the numerical performances of these filters are presented

and evaluated. ‘Sele(;tion schemes based on the newly proposed scalar

" perfdrmance indices are also tested.

"CHAPTER V

Conclusions and recommendations for future studies are

-

drawn here. It is found that even the most conservative filter is able

to identify most of the contingencies (i.e. 'critical' or 'non-critical')
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Some filters are found to be not so computationally efficient. However,-
the proposed selection schemes are shown to be very effective in terms

of speed and selection efficiency.
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CHAPTER II .

REVIEW OF STEADY STATE CONTINGENCY ANALYSIS
L3

AND AUTOMATIC CONTINGENCY SELECTION METHODS y

IN POWER SYSTEMS

v

2.0 * Introductory Remarks

¢

This chapter is divided into two parts, The first part
reviews various evaluation methods proposed for Contingency Analysis (CA)
over the past two decades. The second part reLJiews the state-of-the-art

/
of Automatic Contingency Selection (ACS) methods.

2.1 Part 1 : Review of Steady'State Contingency Analysis Methods

2.1.0 Focus of this Review

There are basically two kinds of contingency studies
used by system planners and engineers, namely deterministic and
probabilistic studies. Deterministic studies are widely employed for
both planning investigations and operational applications, where
the uncertainties of the system variables (e.g. 1load deviations) are
ignored. Proi:abilistic studies however have mainly been applied to
reliability and stochastic studies in planning evaluations only
[Billinton 1970; Aboytes 1978] , where probabilistic and statistical
methods are implemented to account for the system uncertainties.

The focus of this review is concentrated on the deterministic studies.

T

P
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Due to different impacts caused by different stages of
a contingency, contingency analysis can further be divided into three

distinct modes, namely 'transient', 'dynamic' and 'steady state'

analyses [Debs et al. 1975] . In the perspective of the present review,

attention is focused on the 'steady state' analysis methods only.

Such an analysis assumes that the power system has survived the

transient and dynamic states and the concern is to check for any
il

' violations in the steady state condition.

2.1.1 Classification of Steady State Contingehcy Analysis Methods

Over the past two decades, many deterministic evaluat-

® two distinct approaches : point-wise and region-wise.
%
\

\gfeint:-wise approach evaluates the system security at

one operatin; oint, the so—called 'base case', for each one& a

list of continge\r\lgies one at a time. Should the condition of this \base

case change (e.g-. \\ltiad deviation), the system security will have to

be evaluated at the m\a\( base case again., Examples include tk;e

distribution fa‘ctors methods [MacArthur 1961; Limmer 1969] , the

. " decoupled load £low methods\&Uemura 1972,1973; Stott et al. 1974 and
\

the concentric relaxation methods [Zaborszky et al. l980] ete.
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'

Region%yise approach utilizes the system constraintsd,
e.g. the load flow equations and the system functional inequalities,

to identify'a 'secure' region for one or more contingencies. The/system
L

3

security under different operating points can thus be evaluated by

checking whether such operating points are within the corresponding
, .

'secure’ rggion. Examples include the pattern recognition methods

[Pang et al., 1974 ], the set-theoretic approach [Hnyilicza et al. 1975 ],

s

the security corridors concept [Banakar et al. 1981 ]etc. -

2.1.2 Point-wise Approach : ST e

2.1.2.1 General Algorithm ‘ .
" -

The general algorithm of éhis approach is explained with
Figure 2.1. System data are read from the begi'nning_. These 1include the
system structure, parameters, operation limits, a contingency list
and the base case(s). 1In operations, the base case is the curren
operating condition which may be obtained from the state estimatio
program. In planning, \ a number of postulated dis?rete base cases
(e.g. light loads 4nd heavy loads) are giverl. Beginning with tﬁ{a
first base case, a post-contingency lo‘ad flow is carried out. All
monitored variables are checked with their corresponding limits.
Should violations occur, the contingency will be recorded. Otherwise,

it will proceed to the next contingency on the list until all conting-

encies are studied. The process then returns .to the first contingency

aQ

in the list to perform the next base case if there is any, e.g. in

planning studies. N
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2.1.2.2 Distribution and Shift Factors Methads N
- A DC load flow model is used and the post—contingency

conditions, i.e, réal pov.ver line flows and real power generations,
Ve are calculated using their pre-contingency values with the corresponding
Line 6utage Distribution Factors (LODF) or the Generator Shift Factors
(GSF) for line and generator outages respectively [MacArthur 1961; Mﬂ\\—j—“&
Limmer 1969; Wood et al, 1984]. These factors can be calculated off-
line because they are invariant to the loading conditions but depend on

}
the system structure and parameters only {Wood et al. 1984].

H

§
\ 2.1.2.3 Z-matrix Methods \

N The nodal equations are used to solve for the post-

¢

contingency voltage deviations and line flows. The bus impedance

ma{rix, the so-called Z-matrix, is presumably already ;ionstruct:ed
from the basic system data using either a direct inversion from thg
admittance matrix or the well-known Z-matrix algorithm [Sj:agg et al. 1969].
The pre—contingency Z-matrix elements are adjusted to reflect network

changes [El-Abiad et al. 1962; Sullivan 1977]. Changes in line flows

and voltages are then calculated from the base case values (i.e. voltages)

°

T

and the newly adjusted Z-matrix [Ibid; Brown 1969,1972].

2.1.2.4 Decoupled Léad Flow Methods |

N
Uemura used the Newton-—type &XC} decoupled load flow



/
4

y

~

solution model for contingency analysis. The decoupled Jacobian, real .
and reactive parts, are treated as constant matrices and inverted

using the Z-matrix algorithm [El—Abi’a'd’ 1960 :[ These inverted matrices

o

are theﬁ/:adjusted by the Kron's correction formula to reflect changes

in the network due to an outage [__Uemura 1972,1974 ]

o

Stott and Alsac¢ also proposed the/use of the Newton-type
AC decoupled load flow solution model to sj:udy; outages. However, the
outages were simulated using the matrix inversion lemma [Stott et al.
1974 :] . Also, the iterative linear AC power flow solution method for
outage stuaies, proposed by Peterson, Tinney and Bree should also

be mentioned [Peterson et al. 1972 ].

4

All of the @bove are basically iterative numerical methods
used to solve the load flow equations with network changes (i.e.
‘ temporary changg}./”fine accuracy of the solution to the problem
theiefore strongly depends on the number of iterations (e.g. more

1

- » .
iteration cycles give more accurate results). Since approximate
i
results are/acceptable for contingency analysis, the number of iterat-—

ions for the above mentioned methods are generally limited to 1 or 1 '/,
cycle only in order-to increase the processing speed (one cycle means

to solve the real and reactive parts separately once; an additiomal

solution for the real powe“r part with updating is called a half cycle).

-~

st
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v 2.1.2.5 Gompensation Methods -, A ‘ .

Changes in the network due to outages can be simulated

by appropriate injections (e.g. ‘current or power injections) at the

nodes of the outages using a linear system model, A Thevenin [Tinngy

L] ‘ .
1972] or a Norton [Eqns et al. 1982] equivalent (looking in from the

v . [} - . . .
outage ports) 1is necessary to be established to represent the original

network. The correct amount of injections required to simulate the

w

outage at the ports are thus ‘calc'uLated using such an equivalent network,-
. The post—contingency changes are therefore sqlved° by using the proport-

ional properties between the above mentioned injections and the

]

original system states, i.e. voltages and line flows [Tinney 1972;

a

Enns et al. 1982; Alsac et al. ~19l8'3].

B

PR . -
s

T 2.1.2.6-" Sensitivity Matrix Methods * )

of

— Sachdev and‘Ibrahim [Sachdev et al. i974] .proposed that

the inversge of the Jacobian matrix in the Newton-type load flow form-

i

ulation can be viewed as the first order sensitivity matrix of the state .

variables (e.g. bus voltage angles and magnitudes) with respect to the

control vari%bles (e.g. power injections). The p&st,—con%ingency conditions

.

can therefore be simulated by correct modifications of the bus injectipns,
. ' ~ ’ h

, . .
‘real and reactive, using -such a sensitivity relationship and the base
case conditions [Sachdev et al. 1974; Manandur et al. 1982] . This method

needs no augmentation of the Jacobian and only a.few elements (i.e. at

-]
°

most-16 (4x4) [Sachdev et al. 197‘4]) of the sensitivity matrix are

v

‘required to be calcutated for each contingency study.

c

PR
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2.1.2.7 Concentric Relaxation Method

—Zaborszky and others recently introd/uced the so-called

'conceptric relaxation’ method for contingency analysis [Zaborszky et
all 1980] . This method assumes that the changes caused by the
contingencies are mostly within the neighborhood area of the contingencies.

The method first identifies a group of concentric 'tiers' around the

contingency spot. Each of these tiers is composed of a number of

-

. buses and these tiers expand concentrically outward (i.e. each outer

] ~
tier contains buses which are directly connected to the inner tiet -
buses but farther away from the fvadt). The post-contingency conditions,
are thus calculated by systematically relaxing the voltages and angles,

tier by tier, starting from the innermost to the outermost.

2.1.2.8 Discussion

-

The distribution factors methods are -by far the fastest

[Debs et al. 1975] but the voltagejnd reactive power aspects are

[
heglected. For- those syste;is withott strong reactivq‘ power support,

this technique is not quite adequate. A distribution factors method

~
using complex coefficients has been proposed by Arafeh [Arafeh 1977:] ,
which ma}" shed new light td overcome the voltage and reactive power
v \
prdblems. The Z-matrix methods have been outrun by other methods beca-

use of the cumbersome construction procedures of the Z-matrix. On

the other hand, the compensation methods and the matrix inversion lemma

“offer two very effective techniques to simulate outages in the network

&

¥
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and they are widely employed for temporary outage studies (e.g. contin-

o
)

gency analysis).

/

For AC simulations, ambng the decoupled load flo§ methods,

B

St;tt's formulation has been widely employed and gives good performance.
According to Debs [Debs et al. 1975], the sensitivity matrix methods,

the Stott's method and éhe Petersén's method mentioned above ho&ever

all have a similar accuracy, storage requirements and speed pe;formancés;
" The novel concentric relaxation method has just been developed and its

future still remains to be explored. -

With a large number of contingencies to be evaluated,

~

even with the efficient techniques mentioned above, the AC simulations

are still prohibitive especially for on-line evaluations. In current

v

practice, linear contingency analysis methods like the distribution
factors methods or the compensation methods [Limﬁer 1969;’Enns et al.
1982] have been used [Hinkel et al. 1977; Subramanian 1983] as a
screening tool and the identified critical contingencies are submitte&

-1
to more detailed AC simulations, e.g. Stott's method [Stott et al. 1974].

¢
¢ -

»0

This point-wise approach is by far the most popular

because the necessdry and efficient tools (i.e. load flow solution models
‘ T
T,

and effective- simulatSpon techniques) are well established. With- ' ™

extremely fast methods like the distribution factors methods,

[N

contingency analysis using such a discrete approach (i.e. solving
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‘one base case at a time) is regarded as acceptable even though
, many simulations are required for different operating conditions or

for different contingencies.

2.1.3 ngion-wise Approach .

2.1.3.1 Definition of the Secure Region

The 'secure' region of a system is defined as a closed

region in the operating space, e.g. generation or load spaces

‘

[Hnyilicza et al. 1975], such that any point inside such a region is
guaranteed to be able to withstand a set of postulated contingencies

&

without causing any violations in the system.

2.1.3.2 - Set-theoretic Approach Methods

v,

For a given operating state, e.g. normal or contingent,
.a set of hyperplanes in the operating space can be used to define a
closed region (or a group of closed regions) such that all po%nts inside -
the region are free from any violations in any state. These hyperplanes
a?eﬂdefined byhthe system structure, limits, flow patterns etc. The
shape of the region is unique to each operating state. If all regions
representing the normal state and all the postulated contingent states
are superimposed on each other in t;e operating space, the intersection,

if it exists, is indeed the so-called 'secure' region. Any point inside

such a 'secure' region is thus guaranteed to be able t¢ withstand any

. . £
one of the postulated contingencies.
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A graphical interpretation of the assembly of such a
I

'secure' region is shown in Figure 2.2 to 2.4 . The operating space

(e.g. ~ the generation space) is depicted in each figure. For simplicity,

a two-dimensional space, defined by the generations U1 and U2, is used. .
. . . .® .
The square in each figure represents the limits imposed upon the

operating variables U1 and U2 (e.g. minimum and maximum generation

leéels).‘ The curves cutting through the squares represent different

functional constraints (e.g. line flow limits or voltage magnitude limits)

B

éxpressed in the operating space.

In Figure 2.2, the system is in the normal operating

state. The shaded area represents a 'mormal’' region that any points
P g y P

s

inside will not cause any violations providing no contingency is
impésed. In Figure 2.3, the system is subjected to a contingency and
the functional constraints aré tﬁerefore altered, e.g. a line outage.
The so—called 'contingency' region is thus bounded by the new positions
of the curves as shown iq the shaded area. Apparently this 'cont%pg;
ency' region is quite different from the previous 'normal' region.

In Figure 2.4, the darkened area within the square is the intersection-

, #
of the 'normal' region and the 'contingency' region. This is indeed the

'secure' region for the system subjected to such a contingency
Ny
- - . . - - . N At - -
because any operating condition within this region 1is guaranteed to

be able to withstand that contingency. .
. X
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i o
. To consider the system seclrity against any other
additional contingencies, their 'contingency' regions can simply
be superimposed upon the previous regions (e.g./ the above described

region) and the final intersection will be the 'secure' reaion for all

’

>

the contingencies considered.

A DC model and the thermal 1iné flow limits were used by
Hnyilicza, Lee and Schweppe [Hnyilicza et al. 1975] to derive a set
of hyperplanes bounding e;ch region of concerns in the generation
sﬁace. Redundant hyperplanes, i.e. hyperplanes which will not affect
the form of the region, are first identified and then discarded. The
remaining constr;ints are thus used to define a minimal bounding
hyperbox [Ibid:]uging Lingar Programming methods.' .

A
LY

With the consideration of load uncertainties, the

'secure' region in the generation space is found to be reduced
according to Fischl ;nd others [Fischl et al. l97€]. A 'maximum
secure' operating point, defined as the point farthest from any
bounding hyperplanes inside the 'secure' regiom, 1is also introduced
[Ibid]. Such a point can thus be used as a quantitative measure for
the degree of security. Furthermeore, 1in case that no 'secure'
éegion exists, i.e. infeasible condition, the 'insecurity margin’'
technique [Ibid] is also proposed such that this margin can be used

as a reference to identify operation bottlenecks and to enhance the

'secure' region with a minimal amount of relaxation of the limits[Ibid].

{



Mescua and Fischl.-also used a similar technique and a
linearized voltage~reactive power relationship to identify a 'éecure,

valtage profile' for(?g; system |Mescua et al. 1980].

ey
v

Dersinh and Levis employed the DC model to derive a
feasibility‘set which is a convex/polyhedron in the space of the loads
“|Dersin et al. 1982|. As a result, a global view of all feabible
load combinations and a probabilistic supply reliability measuré can

be obtained |Ibid].

Banakar and Galiana used a quadratic system model and
considered that the load uncertainties are only limited to the neigh-
borhood of a predicted or nominal load trajectdry lBanakar et al, 19811.
A series of overlapping ellipsoids constructed on this trajectory
define a 'security corridor' |Ibid|. Points falling within such a
corridor therefore are guaranteed to be secure. In this method, the
whole security region need not be evaluated completely but rather

¢

‘only the neighborhood area around the pggﬁicted or nominal load
trajectory are required to be studied. Hence, the complexity of
the bounding hyperplanes and the computational effort can be greatly -

reduced |Ibid]. ‘ . ,
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2.1.3.3 Pattern Recognition Methods “ .
/ | -~

‘This approach attempts to learn the 'secure' region
directly using pattern recognition methods. A training set composed
of a large number of 'patterﬁs', i.e. different operating conditions,
are collected and tested off-line to label whether there are 'secure'
or 'insecure' patternms. éince the numbér of variables in each pattern
is generally very large, it is desirable to extract only a small group
of variables to be used for evaluation [Pang et al. 1974]. This is
called the 'feature extraction', and the selected variables are called
the 'features'. These features are selected on the basis that they

N

can yield the best decision for the status of their pattern (i.é.
secure or insecure). After s;lecting the features, the training
procedures wiil construct a set of security functioﬁs using the feéatures
such that the functions will all be greater than or equal to zero if and
only if the pattern is 'secure:. Otherwise the pattern is 'insecure'.

Hence, the 'secure' region is expressed in the form of these 'security
functions'. Using such functions prepared from off-line studies, on-

line evaluation process thus only requires the solution of these functioms

which are usually few. "

2.1.3.4 Discussion

The set-thdoretic approach has received wide attention
ever since it was first introduced [Hnyilicza et al. 1973]. However,

most of the methods derived from this approach are still limited to

L4 ' -
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" linear or decoupled system model. For the full 'AC model, such a
'secure’ region is generally not well behaved like the DC or decoupled

models, i.e. non-convex nor non-connected. If an empty 'secure' region

results, the method of identifying the contingency(s)} causing the

region to disappear still remains to be solved using the full AC '

\médel [Halpin 1982 ].

Pﬁtterg recognition methods are also confronted with
complex mathematical problems. For instance, techniques used for the
t&wo-dimensional problems in pattern recognition are well established.
Fowever, for multi-dimensional problems, especially in the case of
power system applications, ' techniques like the decision making methods
still remains to be explored. Another obstacle fer this approach is
the excessive amount of off-line training and simulations required,

e.g. the system has to be retrained every time the system structure or

parameters change.

]

[

At the present moment, current practices are mostly point-
wise approach methods. Since the operations of power systems are
continuously varying, point-wise approach can easily become inefficient
. when many base cases.are required to be evaluated. However, .reglon-wise
appr&gch overcome such a problem by defining a secure region. Deviations
can be more easily evaluated by examining such a region. Furthermore,
the by-products of region-wise approach, namely secure margins [Fischl

et al. 1976] and detection of possible bottlenecks [Ibid] , provide broader

. perspectives and constructive information to system planners and operaors.
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2.2 Part-II : R;;Iéw\of Automatic Contingency Selection Methods

2.2.0 Introductory Remarks

Even though efficient contingencx\evaluation techniques

have been well established, as shown in the preceeding part of this

chapter, exhaustive studies of all conceivable outages

'
~.

prohibitive for on-line evaluations or too expensive to perform-for

- .
off-line studies on large systems. Current practices have commonly

aéopted the idea of assembli;g a 'contingency list' such that only
a few 'critical' contingencies are selected for detailed investigations.
»
Traditionally, the selection relies on either the .
operator's experience or the off-line simulation results. However,
such selection schemes are not always reliable because of operator's

f

mistakes (e.g. omitting serious contingencies) or the inadequacy of

a fixed congingency list obtained from ofglline studies (e.g. a safe
contingency in the off-line studies may be insecure under the current
operating conditions). It is therefore desirable to have an adaptive
and dynamic selection scheme, the so—called Automatic Contingency

Selection (ACS) [Ejebe et al. 1§79], sucﬁ that, the contingency list

can be assembled systematically and automatically based upon the current

opeérating conditions.

=



2.2.1 Filtering Concept of ACS

&

Automatic Contingency Selection (ACS) can be viewed as

a 'contingency filtering' process [Mikolinnas et al, 1981l; Wasley et
(%

al. 1983; Galiana 1974,f984]. Instead of running exhaustive simulation
studies, one or more 'contingency filter(s)' are used to select a
small number of the postulated contingencies. These selected events

are considered to be more 'severe' than the others according to the

filter(s). Therefore, the selection assures that the most 'critical'
contingencies will be considered in detail. Consequently, the less

'severe' or the so—called 'non-critical' contingencies are filtered
L

\

out. A general filtering process can be summarized as follows, i.e.,

/

(1) Estimate the expected severity of each contingency.

(2) Rank contingencies according to their expected severity.

(3) Select the higher ranked events for the contingency list.
2.2.1.1 Filtering Criteria

In order to justify whether one contingency is more
severe than the others, a criterion for comparison 1s necessary. In
4
general, two distinct criteria are used, namely the Scalar Performance

Index (SPI) and the Vector Performance Index (VPI).

A SPI is a scalar quantity used to estimate thé severity

of.a contingency. This scalar quantity is a positive definite function,
( . -
a furnction which is always positive,of the system variables deviations

a3
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from their limits or rated values. The decisions of ranking and selection

f
for each contingency are thus based /on the va}ue of a single scalar

quantity.
p

;

However, a VPI is/a vector quantity where each tember

in the vector contributes to the-determination of the severity'of a
/ ~
/ ~

contingency. For example, each member can be a system variable

deviation measurement, or a function of the system variable(s). The."

decision of selection for each contingency therefore relies on a vector /

quantity rather\than a scalar value. Thus, a load flow simulation is_
an example of one of the VPI based methods. Note that VPI based methods

2

identify contingencies as either 'eritical' or 'non-critical' directly

-

without passing through the step of 'ranking'.
. ) .
In the following rsview, ACS methods proposed by different °
authors are classified and presenféé according to the above mentioned \\

filtering criteria. ?\ e

N\
; SN

2.2.1.2 Filtering Strategies .

AN

Contingency filtering can be executed in a one-stage or

a multi-stage strategy. In one-stage filtering, all\postulated
contingencies are classified into either 'critical' or 'non-critical!

after passing through one filter. On the other hand, multi-stage

filtering has a series of filters. After passing through each one of
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N

t

these filters, the incoming contingencies are classified into either

'critical', 'non-critical' or 'uncertain'. An 'uncertain' contingency

is ;:lefiued as a contingency wherl:e the results from the filtering
process is not adequate to decide whether it is 'critical' or 'non-
critical'. These uncertain contingencies are thus passed on to the
subsequent filter for more detailed investigation§. The final filter
is us[;ally‘a load “f“t'ow study which assures to identify any remaining

'uncertain' contingencies, Figures 2.5 and 2.6 illustrate the basic

ideas of these two different strategies in a schematic manner.

2.2.2 ACS Methods Eased,, on a Scalar Performance Iridex

2.2.2,1 General Concept

Th:'gs methodology uses a scalar quantity, commonly known
as the 'Performance Index', to indicate the severity.of a-contingency
upon the system. In this thesis, this'scalar quantity is referred as

2

the Scalar Performance Index (SPI) in order to bé &'istinguished from

the Vector Performance Index (VPI).
) /

o

Using the magnitudés of these indices, where each index
Tepresents a copti:ngent event, the relative severity between ‘contingen-
cies can be compared numerically, 1i.e. a contingency with a larger SPL
value will likely be more 'severe' than a contingency with a smaller
SPI value. Thus all postulated outages' can be ranked in a descending
order ,aecording to their relative severity using the corresponding
SPI values. The contingency list is thus assembled by including only

>

the higher ranked events.

-
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A

Figure 2.7 depicts a genmeral algorithm of the )ACS
‘ uﬂxethods based on a SPI. The SPI has to be first defined because diffe-
rent ’problems ‘require different SPIs (i.e. overload problem and
voltage degradation problem caused by a contingency require different
SPI .definitions). A SPI will then be calculated. for each contingency.
The numerical val'ues of these scaldr quantities are compared and
‘ranked in a descending order. The contingencies are thus selected
according to a criterion based on the SPI values. Usually, that

is a number specifying the maximum number of contingencies to be studied

from the highest ranked events (e.g. the top 20). Alternatively, it
/

Iy

can also be a threshold value in terms of the SPI. Thus for any

.

contingency which has a SPI value higher than this threshold will be

]

selected [Halpin 1982].

2,2.2.2 ©  Defining a General Form of Scalar Performance Index

Various SPI have been defined by different authors for
different application purposes, however a general form of the SPI

.can be written as follows [Halpin 198275 , 1l.e.,

3 A r ow [f. C(z )P , o@D

where J is the scalar SPI; (z ) is a vector of system variables |

normalized by their corresponding limits or rated values (e.g. line

S .



flows norm.?lized.by their thermal\-ratings)"; fi(') is a real value
linear function which in general is an identity function [Haplin 1982:];

p is the exponent which is usually chosen to be 2; w. is the weighting

i
factor which can be used to emphasize or suppress special terms in the
summation (e.g. putting heavy weights on the system tie-lines or
neglecting a line compleéely); finally the number NJ denotes the total
number of terms considered by the summation (e‘.g. total number of /

lines for overload evaluations, or total number of buses for voltage

«

violation evaluations ),-

s -

'

,

With such a formulation as shown in (2.1), should any
vio}ationt occur in the system, 1i.e. some .z, exceed unity, the:‘\’i
resulting SPI will yield a large value due to the penalty effect induced

" by the ‘exponent p. If the contingency causes no violations, 1i.e. all
z, are lless"than dnity, the resulting SPI will yield a small value.

‘_The relative magnitudes of the SPIs, where each' SPI represents a
contingency case, can t&erefore be interpreted as a measure of the
relative ~sever:it:y measurements between contingencies. Contingencies

v

can thus be ranked, with such measurements, - in a decreasing order
AN

according to their relative severity, 1i.e. from the largest SPI

to the smallest SPI.

It is pertinent to note that the actual SPI for each
contingent case ig not required because that will require a load
flow study foF each case. Rather, the change of SPI, denoted by
ASPI, due to a change in the system {e.g. a contingency) is estimated.

. by

SN

S

»



The change of SPI (ASP]i) is then used to approximate the actual

corresponding new SPI (i.e. the contingency SPI). Subsequently, "

oA . . . .
this approximation is used for ranking.

2.2,2.3- ¢ Summary of ACS Methods Based on a SPI

Since the main concern of this thesis is to seiect
contingencies whichcan cause branch overloads, the following reyiew
wiil only focus on/the ACS methods used for brancl;’m”rerload evaluation
based on a SPI. ACS methods for the selection of contingencies which
can c_au;e violations of voltage and/or reactive power will only be

briefly mentioned, however, the reader is referred to a more

detailed review conducted by Halpin [Halpin 1982].

’
' &

2
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Summary of ACS Methods Based on a SPI

H

38

AUTHORS

L

SPI CALCULATION
HETHODS

REMARKS

i1} Ejebe & Nallenberg
{Ejebe ot 2l.,1%77)

- dSP1 1y approximted by the
Ist order sensitivity tars
caleulated by  ustng  the
Tellegen’s Theores,

v

= Capture Rate (D) ¢ 0.4-0.8
tompired  ta A load  Hlow
results.
- s wnghting  factor
selicted by operator, uswally
IM'“L

) Insarri, o
(risarrt et aj.,117%]

= 1st & 2nd order sensitivity
terns are used to approxisste
the dSP1 dased on flows & the
[114] based oM angle
hifferences. ,
~ SP1 based on flows are also
calculated using the results
fran BC 1gad flow,

- technique proposed in (1) {s
shom to be wuaraliable even
{f the 2nd order terms are
included.

- raaking according to the SPI
based on angle differences is
show to give erratic resulty.
- the SPI based 0n flows using
the 0C laad flow results shows
goad ranking perforsance.

(31 Alduysh
(Albuyeh, 1980)

1

s
(Ilr YN

- slesenty froe the
semtivity satrix of the X
wodel w.r t. outiges afe used
s werghting factors l-‘).
-SP1 13 based om  angle
diffarences,

- v = glesent corresponding
to 'lmt 1 1n the sensitivity
satrix ({b1dl.

-r, = unit of capacaty to be
resoved fros line 1.

{4) lrtsarri & Sanson
{risacry ot al, 19011 |

- tno asthods tested

1. calculate SP! using OC load
flow,

2. dSP1 is approxisated by
tocluding up to the SO0th terms
tn a Taylor series  expension
of SPI.

- the IC load flow approach 13
sisilar to the one 1ntroduced
previously By the suthors (2}
but speed 1§ increased by sre-
calculating two vectors[lbid].
- results of the two sathods
are stetlar but the O
approach 1 sore direct and
rasiar to compute,

15) Mikalinnas b Nollenbery
{Mtolinnas ot al., 19011

- ¢SP] 1 derived 1n clowd
fors  such that all terms in
the Taylor series axpansion

are included, .

- accuracy approsches DC lodd
flow results,

< (R: 0.9-1.0 coapared to OC

load #lom.

(4) Albuyeh, lose & Heath
(Albuyeh et al.,1982)

.
s

- 5P1  dased on flows are~
waluated  using the  first -
tteration results from  the
fast decaupled load flow.

- only the cverloaded [ines
are included 1n sumation.

- (R 0.85-1.0 coapared to AC
loid fiow resulls,

(1 Halgan, Fiscil & Fink
(Malpin et al.,1984]

- sn optisus set of weighting
factors are calculated for the

Seis.
-

-u = optisus  wersghting
factar,

- the  weighting factor s
opliaized o thal the FR 13
stmonied & CR s maxisized,




where :

dSPI

CR

FR

39

-

is the real power flow of line 1.",

is the limit of real power flow of line 1.

is the total .number of branches.

is the angle difference between two connecting nodes f)f
x

line 1.

is the constant limiting the maximum angle difference
between the connecting nodes of line 1.
is the total‘number of violated lines.
is the same as ASPI. .

is the Capture Rate, defined as the fraction of the worst
N ‘contingﬂgncies (known from either a full AC zn: DCfloa.d
flow similation) th‘at appear in the first N/entries,of
the ranking list [Mikolinnas et al. 1981].

is the False-alarm Rate, defined as the ratio of the
number of secure contingencies in the first N entries

of critical contingencies. These two numbers (CR and FR)

allow us to compare the efficiencies of different SPI

methods [Halpin 1982].
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3
2.2.3.4 Discussion

+

The biggest attraction of this approach is its speed
to evaluate the approximate SPI for each contingency and subsequently
to use the approximations for rarking. However, such an approach also

renders itself to some disadvantages as follows, i.e.,

(1) Masking effect : In some instances, the SPI cannot truly

represents the severity of'som_e'r contingencies. “For example§ °

~a case with‘ one heavily byerloaded line but causing some

ochér lines tq decrease their loadings may give a decreased

SPI and hence the contiingency will be ranked rather low.

Consequently, the selection may possibly miss such a

- . critical case. This kind of phenonmenon is called 'masking'
[Irisarri et al. 1981]. 1In addition to misranking the
critical co‘nt:‘ingencies, the maskiné effect also gives ~
rise to the 'falge~alarm' cases, where non-critical cases

. ' are classified as critical [Halpin 1982]. This will cause

/ the detailed analysis spending unnecesgary time in evaluating

secure events.

s .Some possible remedies for the masking effect have
been proposed by different authors. Ff)r instance, the
exponent p in 5,2.1) can be raised to a higher value in order
to amplify the penalty effect and eventually reduce the

masking [Irisatri et al. 198l; Mikolinnas et al. 19811.

However, thisincreases the complexity of the SPI function

b '



e

@

“ and an efficient evaluation method 'of ASPT with p larger
then 2 still remain; to be resolved. |
'
Albuyeh and others proposed to sum only the over-
loaded lines 1in order to reduce "moise' from the non- “
overloaded lines [Albuyeh et, al. 41982}. However, ‘this. .
method  has to either negle::t th; potentially dangerous

events (e.g. heavily loaded lines) or has to set up a

sepidrate ranking list for the non-overloaded cases.

-

»

Halpin ax;d others calculated an gptimum threshold
value for the SPI and a set of optimum weighting factors
(wi) s’uch/ that the CRlis maximized and meanwhile the FR2
is minimized [Halpin et al, 1984] . Such an approacq seems
to be promising but it requires a set of pre-calclulat;ed

weighting factors which are very sensitive to the system

structure and limits [Ibid].

Non-linear characteristic of the SPI function : The SPI
fungtion defined in (2.3{) is a highly non—linear function
which depends largely on system loading and structure.

Using a first order [Ejebe et al. 1979] or even a second
order [Irisarri et al. 1979] sensitivity’ term to approximate

the ASPI due to an outage has been shown to be unreliable[lbid] -

is the Capture Rate defined in 2.2.2.3
is the False-alarm Rate defined in 2.2.2.3



sl
{

If highet terms are included, the computational burdens

will also increase drastically [Irisarri et al. 1979,1981}.

*

(3 Tuninﬂg’of the SPI : In order to achieve good ranking
results, the indices have to be-'tuned', using the
p waighting»factors, accordingly to suit each system. This
procedure requires .the operator's; experaience with the system
fmd that is not desirable in terms of a true ACDS [Ejebe

¥

{
et al. 1979].° ; :

(4) Limitations of a scalar value in representing the system

security : Power systems are very complex .in natu‘re, and the

©

pérformance of the system is multi-faceted. Using only

a simple scalar quantity to represent and evaluate the

system as a whole is bound to suffer a great deal of loss

of information .
h For the evaluation of contingenciés vhich will cause
volta:ge and/or reactive power violaticns, a separate but similarly
defined SPI as shown in (2.1) can be used [Halpin 1982, 1984] . However,
Ehe system vgriables (z) becomf the normalized voltages or reactive
power injections. - ¢

.8
Ejebe and Wollenberg had employed the sensitivity approach

to approximate the changes of such voltage indices due to contingencies

but the resulting ranking was not very‘reliable [Ejebe et al. 1979] .

7l
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©

Another proposal from Medicherla and Rastogi employed

the total load curtailment necessary to restore the original system
. , :

voltage level as the SPI which has been shown to be quite reliable
[Medicherla et al. 19821, however the required co&putational'efforts

still remained to be improved.

¥

fae - d
In terms of filtering ‘strategy, all methods based on SPI

use the one-stage filtering strategy. That means the™SPI for every
' 'i‘d;.

contingency is only evaluated once for each sel&ction. The results of
SPI are then used to rank the contingencies in descending arder in terms

of severity. The higher ranked contingencies are treated as 'critical'’
[

contingencies and the lower ranked ones are treated as 'nmon-critical’.

The threshold used to'distinguish these two types ctan be determined by

the aigorithm itself (e.g. always selecting the top 20 ranked lines)\‘\x
. . ' J
or by the operator's choice or both.

Al N a
f

4/

Fipally, it has to be menti&ned that some methods based
on a éPI do carry a load flow study for each contingency, namely the
method propose; by Irisarri and others [Irlsar;i et al. 1979] Vhere o
a DC load flow was used, or in.Albuyeh's method [Albﬁyeh et a1:~3982]
where a decoupled load flow was used. The contingent conqitions\
obtained from these approximate load flow studies are then used to

\ .
compute the SPI andveventually using the SPI for ranking. Such

practices are indeed a combination of tHe SPI based methods and the VPI

based methods, which will be described in the following section.

o
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2.2.3 ACS Methods Based on a Vector Performénce Index

~2.2.3.1 General Concept

a

The severity of a contingency is evaluated using a Vector

Perforpance Index (VPI) rather than a scalar value as in the preceeding

.

approach. This vector, denoted as the VPI’: contains a number of
variables which can reflect the system contingency conditions. -‘The

variables can bée the system operation variables (e.g. line flows

or bus voltages) or func\tiqgi

of the system operation variables (e.g.

deviation measurements or bounds Yf the load flow solution.). These
variables are required to be evalﬂxated for each contingency before

selection. During selection, each one . of these variables are examined
" e

for each VPI. A decision is then granted to determine the status of the
Y

contingency, namely being 'critieal' or 'mon-critical', according to

the status of the vector. For example, 1if for one or more of these

variables (e.g. contingency line flows) are found that violations have

occurred, the contingency is labeled as 'critical'.

Figure 2.8 depicts. a general algorithm for the ACS methods

'

based upon a VPI approach. The elements of each VPI have to be defined

at the beginning. The elements can be all the contingency line flows

. o

or all the contingency bus voltages, depending on the particular
I

prot‘alem. For each contingency represented by a VP\I, the elements are
evaluated (e.g. by a load flow study). Each element of a vector is
thus checked for any violation. Should violation occur, the VPI is
eritical. After all contlngency'even;:s are studied, those whose

VPI have been labeled as 'critical' are sélected for further studies.

e
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2.2.4.2 Summary of ACS Methods Based on a VPI

3

. Two distinct methodologies have been used to calculate

?
-

the elements of 'a VPI, namely approximat‘é load flow methods and
s .

' bound estimation methods.

-

'
)

Approximate load flow methods use the results from an '
approximate load flow St“d?,',’ e.g. results from the first iteration of |
a fast decoupled load flow: [Albuyeh et al. 1982; Lauby et al. 1983],

to form a VPI for each contingency. *Each element of a VPI therefore

?

repredents a system operation variable (e.g. a continéency line flow
or a contingency bus voltage). Should any violation occur after comparing
these variables to their security limits (e.g. line thermal limits),

the .corresponding VPI will be<labeled as 'critical'. Otherwise,

/

the I+is labeled as 'non-critical’. Evenﬁually all 'critical'

contangencies ar‘e s_elected for detailed analysis. Besides the fast
decoupled load flow [Stott et al. 1974] , the DC load flow [Irisarri et al.
1979] Yqu .Q’fso used. The 'Gopcentric relaxation' method am;l the,
"local~solution ' method [zaborsky et al. 1980; Lauby et al. 1983]

can also be put in this category.- These methods are also cemmonly

known as 'screening' methods.
- F " [P

i

C » )
Bound ‘estimation methods evaluate a set of bounds on the

system operation variables&.g. bounds on contingengy flows [Galiana
. J

t
h , 4
1985‘]) Each VEI is therefore composed of two sets of bounds, namely

. { : :
a set of wpper bounds and a-set of  lower bounds, for all considered”

M AN



47

sh

system operation variables. These bounds are checked with the upper

e

and lower security limits of the corresponding variables. Should all
the bounds of a VPI lie within their security limits, the contingency

is labeled as 'non-critical'. If one or more bounds lie totally

outside their corresponding security limits, the contingency is labeled

S

as 'critical'. For any other conditions,\ the contingency 1s labgled

as 'uncertain' and further a;alysis for that particular contlagenc is
required. The further analysis can be another filter which gives

a tighter bound or eventually an exact load flow study. This methodology

can be represented by the work from Kaye and Wu [Kaye et al. 1982},

Galiana [Galiana 1984] , Cheng and Galiana [Cheng et al. 1984].

~

2.2.3.3° - Discussion ‘ s,

=+

The advantages of these VPI based methods are multi-faceted

and they can be summarized as follows

-

s

(1) "Masking' effects ar Methods based on VPI

will not engounter ({the . 'masking' effect common to most

SPI methodf becausd the summation used in SPI methods can

be eliminate y 1l.e. summation shown in (2.1).

' (2) Broader view of the system performance : ;fnce a vector
I :., » . .
is used as a performance index, the information contained
in the vector is definitely more in terms of quantity
and reliability than a single scalar value. Therefere,

the resulting selection will be more reliable.



(3)

(4)

(5)

48

Loﬁ misclassifi‘cation risk : The worst misclassifications
in this approach (VPI), if they exist, are generally
associated with the contingencies causing only marginal
violations. Howe&er, the most severe contingencies are

. @ - . . - -
usually captured, i.e. 1identified as 'critical'.

The VPI based methods can combine different techniques
hsgd in contingency analysis, e.g. point-wise or region-—
wise approaches described previously, to form a

unifying filtering scheme which can utilize the different
advantages from each different technique. For instance,
characteristics of the non-linear load flow equations

can be exploited such that bound estimates or the region
of the soluticons can be used ig such a unifying filtering

scheme [Kaye et al. 1982; TIlic-Spong lQS&I?

Scalar Performance Index (SPI) can be applied with better
accuracy in conjunction with the VPI based methods. Since

the conventional SPI is normally evaluated without any

VPI type pre-filtering, the accumulated sum (i.e. the

"SPI value) contains a lot of 'noise' and hence the

'masking’ problem,;rises. However, with the VPI pre-
filtering, these problems are reduced and the filtering

efficiency can be enhanced.

oo

)
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Perhaps the biggest concern about such methodologies "
regarding its disadvantage 1s the spéed of processing while using the
approximate load flow methods mentioned above. It 1s due to the fact
that approximate load flow studies must be run exhaustively for all ‘
contingent events before selection can be done. This may become very
time-consuming and undesirable for on-line usuages. However, this
drawback can be overcome by using a multi-stage filtar}ng strategy.
Fast and efficient approximation algorithms, which are comparatively
less demanding than the load flow study and progressively more
discriminatory, can be employed as the front filters :Galiana 1974,198&}.
Since man& contingencies have al;eady been identified by these earlier
filters, the more time-consumihg evaluations are limited to a few
cases only. Consequently the overall time can be significantly reduced
iCheng et al. 1984}: In this thesis, a mylti-stage filtering stategy
using a bound estimation VPI method was investigated. Later on, such
a VPI based method is mixed with éome SP1 based selection algorithms -

to demonstrate the possibility and merits of applving both methods v

together.

re
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CHAPTER III
| CONTINGENCY FILTERING BASED ON LINEARIZED .
FLOW BOUND ESTIMATES ; THEORY AND )
COMPUTATIONAL CONSIDERATIONS" ; -
3.0 Introductory Remarks
- In this thesis, <contingency severity analysis is accom-

plished by emploving a series of 'contingency filters' [Galiana 1984].

Through these filters, all postulated contingencies, all primary

branch outages in this study, are categorized iu}o either critical, Wy
non-critical or hncertaln contingencles except after the final filter
wvhere all remaining uncertain contingencies are identified as critical

or non-critical with no more um’:ertaim:y.w Such filters are established 4
based on bounding the contingency real power flows. Each filter cal-
culates a set of bounds which are progressively tlghter than the pre-

ceeding filter. The final filter is a DC load flow simulation which

i N . .
::EEIEEEEFES the exact values of the' remaining uncertain contingency

.

-

line flows. ) ‘ X
N

This chapter presents the theo)y of this contingency
‘filteriﬂg technique {Ibid}. The bound estimé;es of qontingency real
power flows are derived from a new interpretation of the well-known
Line Outgge Distribution Factors (LODF) Wood et al. 1§8A: by exploit-
ing some si;ple network topological characteristics. A series of filte;s

are therefore constructed using different types pf bound estimates.

©
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Some ' contingency ranking and selection algorithms using the results

from the filtering process are also presented. Finally, thz\sompuﬁat—

ional aspects in terms of programming are explained and discussed.

¥

e

3.1 Basic Concept

3.1.1 Contingency Flows Calculated from Bﬁée Case Flows

Lt is commonly known that the DC model1 gives a good
approximate ' solution and fast solution speed for the real power flow
evaluation in power systems [Ejebe et al., 1979; Irisarri et al. 1979].

With such a model, the contingency'real power flows can be calculated

[

using the base case flows. In terms of mathematical expression,

°

it can be written as follows, i.e.,

. = + P. .
Pla/jk Pie T Pk Tie 3.1

where P is the contingency real power flow of the line connecting

1m/jk

*nodes 1 and m while the line conmnecting nodes j and k is out of service;

a

le and ij are the base case real power flows through the line connecting

nodes 1 and m, and nodes j and k respectively; Dlm/jk .is the
+ s6-called Line Outage Distribution Factor (LODE). Hence, for NTC

.single line outage contingencies to be analyzed in a NL branches system,

a total of NTCx(NL-1) LODF are required. . .

’ ~\
1. A dérivation of the DC model i's shown in Appendix A.
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3.1.2 ‘Eoundiqg;ﬁonciggency Flows by ﬂounding the LODF

Since each of these Line Outage Distribution Factors (LODF)
is invariant to the system loading but only depends on the network
structure and parameters, some network topological characteristics
can be applied to obtain an upper and lower bounds of the LODF. The

true LODF value is therefore expected to lie within the range enclosed

v

by thése bounds, e.g.,

-~ ~

Plo/ik < Pla/jk = Plwm/ik (3.2)

.

where plm/jk and 'le/jk denote the lower and upper bognds of. the

i

LODF respectgvely. If the LODF is bounded, the corresponding cont-

ingency real power flow is also bounded, 1i.e.,

w/ik = Pim/ix

-~

le/jk (3.3)

where -
? ~—~
P ’ . 'd . - P. 5 .M i ——
le/jk 4 PFpp, t+  max { Plm/jk “jk * p1m/j ij }\T -
4 maximun contingency flow (3.4)
P\ s P+ min {7 P.. .0 P, }
ik = Clm Y Prasik Tik * Plm/jk Tk
) N ) "
4 minimum contingency flow (3.39)
-
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3.1.3 Safe, Unsafe and Uncertain Contingency Flows

After’ comparing the results obtained from (3.4) and {(3.5)
with the branch security limits (e.g. Llong or short term thermal
ratings or the stability limits), each contingency flow can be classified

as one of the following , i.e.,

o

(L) 'Safe' contingency fldﬁ, where its upper and lower bounds
both lie within the range covered by the line upper and
lower ratings (or limits). This implies that the true

' flow value, according to a DC moge{} will definitely
S

2
be 'secure'. ///// :

- ~

(2) '"Unsafe’ contingency flow, where its upper and lower
bounds both lie outside the ‘range covered by the line
upper and lower ratings (or limits). This implies that
the true flow value will definitely exceed the security

’ ‘ limit. |

(3) - 'Uncertain' contingency flow, where its bound locations

are neither (1) nor (2). This implies that the bounds

cannot conclude any decision whether the flow is secure

3

t or not.

In Figure 3.1, some examples for different contingency

flows are shown. Note that the hefghcs are meaningless but only used

to differentiate the bounds and the limits,
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Fig. 3.1 Examples of Safe, Unsafe and Uncertain Contingency Flows

(49



/ .

[
3.1. Critical, Non-critical and Uncertain Contingencies

+

N
v -

Knowing how many safe, unsafe and uncertain contingency
flows can be caused by a contingency, a decision on whether such a

contingency is critical or not can be made, 1i.e.,

1) A contingency is said to be 'critical' if it has one or
more unsafe comtingency flows. Since the unsafe cont-
ingency flow(s) indicates definite violation(s), such

‘ a contingency is considered as a severe case.

2) A contingency is said to be 'non-critical' if all of its

contingency flows are identified as safe.

(3) A contingency is said to be 'uncertain' if it has one or
g y

more uncertain contingency flows. Since the uncertain

contingency flows may result in violations, it is not

- -

possible to justify that the contingency is critical or

non-critical. Further analysis will therefore be required.

3.1.5 Contingency Filters

A ' Contingency Filter (cF) ' is defined as a filter which
can eliminate the critical and non—critical contingencies from the in-
coming list of contingent events so that only the uncertain contingencies

and their uncertain flows are sent to the output for further amalysis.

+

i These uncertain coptingencies, along with their uncertain

‘ .

flows, are then submitted to the next CF where tighter bound estimates
; A .

%
o

PR &
PR ,
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are calculated, 1i.e.,

E

b _ b “bHl bl
| Prosie 7 Prasic | 2 D Playik T Prm/gi |

) (3.6)
vhere b is a number used in this thesis to label different filters (e.g. .
b=0 for tHe first filter, b=l for the second filter etc.). It has to
be noted that only the uncertain flows in each uncertain contingency
are required to be investigated in the subsequent filter because all

other line flows Belonging to the same uncertain contingency case have

already been identified as safe flows.

A series of CFs (e.g. CFb, CFb+1, ... Wwhere b=0,1,2, ...)

can therefore be assembled in an ascending order according tq/the
tightness of their bound estimates (as shown in Figure 2.6)51 Each
subsequent %ilter is capaéhe of calculating a set of tight;r bounds for
the uncertain contingency flows inherited from the previous filcers.
fﬁé\final filter is a DC load flow simulation/;hich calculates the

exact values for the remaining uncertain flows.

Consequently, afl postulated contingencies are separated
into the 'critical' and the 'non-critical' éroups. The critical gfﬁup
is then selected for more detailed examinations (e.g. full AC load
flow simulations) and the non-criticﬁl group is e;cluded from the

contingency list. Due to the filtering process, each filter has less

contingencies required to be studied compared to the preceeding filter.

N
AN
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Furthermore, sihce only the uncertain contingency flows are required

. -
_ to be re-examined, the number of flow studies per-contingency are _//,f/’A/x
also reduced. These merits are unique and desirahle»fn?”gﬁzg/;;/,
analysis. In the sequel, the derivation of -the above mentioqed bound
estimates is presented. p
.
v 3.2 Derivation of Bound Estimates on the LOBF ) ;
/
3&&.1 Derivation gf the LODF “ ‘,
The following assumpt@ons are made in order to derive - /ﬁﬁ
the Line Outage Distribution Factor (LODF), 1i.e.,
(A 3.1) The power system is represented by a DC model.
7 . (A 3.2) The net real power injections are unchanged. N '
(Ax3.5) The 'contingency' here means a si;gle line outage R ~_/
case.

From (A 3.1), the relationships between the bus phase’
angles ( 8 ) and the net real power injec;ions((‘g ) can be written

as follows, 1i.e., s
§ = P ’ (3.8)
or

-1 ‘ '
= . . 3.
. Spase B P (3.9
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'i/a

where B is the ﬁ DC load flow Jacobian matrix of a (n+l) bus power e *

LY

system (note : §,=0 at the reference bus and P is the injections of
i LS

7

all net Pi except the po&:;/a':fﬁection at the reference bus). The

—

subscript 'base' denotes that it is the 'base case' values. If the,

system is now éubjecteq to a contingency (A 3.3), where (A 3.2) is

also being applied, .the new phase angle vector ( § ) will become :

~ ot
T 1~1
Scont = [B - tvy epd B (3.10)
where : ) — ’ ~
Econt A contingency bus phase angle:s (nx1).
ijk A the admittance value to be removed from the '
" ” i '
outage line connecting nodes j ‘and k.
- e a [0, .1, o..,-1 0:]T | (3.11)
_jk = ’ e gly sey f’ : (an) .
e ] k
) or J .
s [o 1, . o]t (3.12)
A . ...,}, R R LU RE T .
j (if k is the reference
L : node)
or
s [o -1,..,0]" (3.13)
& § *"rrevs oy +,--, (IXn) .
k .

(if j is the reference
node)

Applying the matrix inversion lemma to expand "the ‘terms in (3.10), the

following can be obtained, 1i.e.,



\ /\ * ‘\\Y ‘ )
R ¢ @: c X 59
E(z &
?
. -1 T _-1
-1 2. Sk Sk 2 )
=| B + i P (3.14)
—cont ~ . -
. syt - ol gl
. kT Sk = Sk
qh@‘ - B_l e ‘\.eT
= =k —jk’ ’ ‘
= 1) + (\-(S-base (3-15)
—base
L Ay.-1 - éT B-l
’ o jk =k =

!& » “ ] . . '
! Again from (A 3.1), the real power flows can be expressed in"’a linear

form as foll‘ows,‘ i.e.,

’ Pm ° Yim ,.-fe-lm—a—‘ ) (3.186)

whete :

g
E'/’;
.Hb‘ Y

real power flow of sthe liné connecting nodes

: 1 and m.

line admittance of the line connecting nodes

=g

1 and m.

: e A same as (3.11-3.13) except nodes j and k are °

réplaceci by nodes 1 and m.

o '

e
£ .

Substi:tutfng (3.15) in (3.16) ,‘ the following is obtained, i.e.,

w
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, ’ T -1
| Yiw (21md ] &5 -
P, = P+
Im/ ik In PR S QR S )
. ik ik =jk = =jk

. . hav » - - ) .
' . le/_]k, P\lfﬁ‘ 'P_]k e ‘the same definitions as shown in (3.1).

°
s

Y admittance of the outage iine.

+

(3.18) is obtained from multiplying the second term in (3.17) by
Q .

. . T ' .
y\J;k/yjk/ and combining Y ik Ejk”éjbase to obtain ij.

Now defining ® . !
i /‘_ -
m . Fim/jk !
0 , . . (3.19)
lm/jk, é 5 : ) ’ ’ -
y By = %) :
. o Yk 3K jk
LY B a - - 1)
. ) . . Lo o
A Line Outage Distribution Faltor (LODF) -
‘~ o N o~
, Where : o '
- t ) \
: . . T -1
Im/jk -2 & BOo&ue (3.20)
. ‘ "5
@ e L S Eog (3.21) ¢
-3 ;o . s
/ p
,»/ . ‘
‘ . o
0 . ) 4 . / :
) . .

2
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(3.18) can thus be re-written ,a*follows, i.e,,

P , = p , .
1m/jk Plm clm/Jk ij (3 22?

i ¢

-

which is the same as (3.1) and hence the LODF is derived. It is easy

to notice that the LODF 1§ independent of the pre-contingency flows but

only depends on the systemqstructure and parameters (e.g. ylm and yjk)
v ]

‘ N . . ’ o ¢ 1
and'two distinct values, defined as xJk and xl.m/jk

+

The approach taken to derive the bounds for the LODF is

' x., ' and '

k) . 1
therefore t‘p establish bounds on & xlm/jk .

¢ N,

3.2, i i , .
2.2 Bounding the LODF in Terms of xjk and xlm/;lk

g

Intuitively, the extreme bounds of the LODF defined in

the previous section can be conjectured as follows, i.e.,

r

¢ 4

* 1 , (3.23)

BRI PV N

The reason is that it is not possible to have more power distributed

into the system than the total original power. being transferred through

[}

' the outaged line:

- -

< . 1 " - .
{ However, these bounds are somewhat too conservative.
In drde i snds’' on p;_,., , the valu f %y ,., and
n o/x;der_ to tighten the bounds on plm/]k ’ eV es o ln/jk d

N ) - -
<) .
N ¥, - *{ N
R .
I

.

-t
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i

3.20) to (3.21) are bounded. 1In the following sections,

d x - will be derived and explained. At

\ —
the moment, it is assumed that the upper and lower bounds on xlm/]k

and xjk are already known as follows, ‘i.e.,

;bn < X _ ;bn
lm/jk -~ 1m/jk — lm/jk

;bn < x < ;bn

ik - ik T = Yk

[N

(3.24)

(3.25)

-

where bn is a number used in this thesis to dencte the type of bound.

For example, it is shown later that the extreme bounds of xjk are

2

as fellows, 1.e.,

] -~ l -~
Xy 40 < X5y < Vo L " (3.26)
' ]
Hence, the bounds on the LODF in terms of the bounds of xlm/jk and
xjk can be expreésed as follows, i.e.,
) .  bn
(1) Maximum LODF, plm/jk\\
“bn
‘ Case ! : xlm/jk 0
) g y ;bn .
. pbn o o | ln/jk (3.27)
, 1m/jk y ( Ay-l L ) ,
ko Yk ik
) ‘ﬁn
p Case 2 : xlm/jk 0
;bn -
,5 bn - Y m lm/jk (3.28)
1m/jk : -1 _ “bn ) :
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2} Minimum LODF, ; ba .
im/jk
Case 3 : xlm/jk 0
v <on e
T bn - “1m 1m/ jk
“1lm/ jk : (3.29)
y'k { -1 oo ;{bn ) .
3 Y1k ik
Case 4 xlm/jk 0
;bn“ ’

- bn . e im/jk 3.30
“1m/jk ) =] ~bn (3.30)
y. ¢ ay. - X.,. )

ik jk jk

1t is possible that the bounds'obtained from any one
m:‘, / N

of the ,equat'ions shown above, i.e.-(3.27) to (3.30) will give values
larger than 1 or smaller than —1. This 1s because of the bounds.used
for xlm/jk and xjk
calculated bounds should be adjusted to the closest LODF extreme

may be too conservative. In cases like this, the

bounds (i.e. either 1 or -}).

3.2.3 Resistive Network Interpretation of xlm/jk and xjk

A resistive network, which has exactly the same structure

as the DC model and where its/conductances also assume the same values

w

as the corresponding susceptances, can be used to derive a circuit
4] .

i interpretation of xlm/jk and xjk'

e e ot . o o ) o o o B N - L

L
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From basic circuit theory, the voltage-current relat-
“ N

—

& 3 ) . k3 ! . 3
1ouships of a resistive network can be expressed as follows, i.e.,

N v o= oyl (3.31)

where :

3

i<
>

nodal voltages with respect to the reference node.

~
A.~ mnodal current injections.

j
>

N
S\

conductance matrix.

|~
>

The following analogies are then made, i.e.,
v

Y f—————— —iarsp B (3.32)

-

.I_W - Ejk

A

(3.33),

2

Recalling the definitions of xiajgk and Xk from (3.20) and (3.21), 1i.e.,

¢

T -l
*m/jk £ fm B &5k IR E T
‘ o
’ /V/
o . T_,»- ;1‘
ik L ey BT ey ‘ (3.35)
. -
1

The term ( Eﬁ Ejk ) in both definitions can thus be represented by

a nodal voltage vector ( V) using the analogies proposed in (3.32) and
— v ]

(3.33). Such a voltage vector ( V) is obtained from (3.31) by inject-

ing a unit current at node j and removing it completely from node k-
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of the resistive network. Therefore, °according to (3.34) and (3.35)

1/ jk and x | can be viewed as the voltage difference between nodes

-~

and the voltage difference between nodes j and k respect-

1 and m,
ively, 1i.e., .
/ ’ : ‘ // .
w/jk - (VT s, ne (3.36)
/
X. =(V - V) (3.37)
k = . 4
] j k Ij 1 Ik 1 .
where : )
s Vl‘ Vm’ VJ, Vk A the 1, m, i, k terms in V defined
in¢(3.31).
Ij’ Ik 4 the j, k terms in I defined "in (3,31)

and (3.33),

.

if nodes j,k and nodes 1,m are thought of as forming

i

Next,
two-ports of the resistive network as shown in Figure 3.2, the two-port
‘voltage-current transfer functions can be written as follows, 1i.e.,

\\ .
? |-
Y5k Zik jk/1m ik
. = .
Vin 1m/jk Zlm Im (3.38)
where : \ Yy

: ij. Vlm A voltages across pOtt(J,kf}hy{ port (1,m)

. .

respectlvely.

&
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current injected at port(j,k) and .

in the directions as shown,

‘

¢

input resistance looking in from port

I;
e e
port (1l,m),
respectively.
zjk’ lm 4
N (j,k) and

2jk/1n* %1m/jk

e

port (1,m)

'

Since Ilm is always zero in this case (i.e.

injected at node j and removed at node k),

resistances defined above forthis two=port
i

‘ oY

be written as follows, 1i.e.,

lm/ik < %k/1m

Finally, since Ijk is always

* are indeed the same as (3.36) and (3.37).

X, can be interpreted as the 'transfer te

jk

resistance' of this equivalent resistive ne

(j, k).

port(l,m) respectively..

transfer resistances from port(j,k).to

and vice versa.

)
unit current is only

the transfer and input

resistive network can

(3.39)

(3.40)

1

unit}’,\ (3.39) and (3.40)

Therefore x and

Im/jk

sistance' and 'input

twork looking in from port
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and x.

.2.4
3.2 Extreme Bounds on xlm/jk ik

After recognizing such a resistive network interpretation,
some network topological characteristics can be applied to evaluate' the

and x., . The most primitive bounds on x and

1n/jk jk 1m/ jk

X can thus be easily derived as shown in the following.

ik
A

The extreme cases of the 'transfer résistance’ (xlm/jk)

bounc{s of x

are to be considered first. From a circuit point of view, xlm/jk

from (3.36) can also be thought\ of as follows, 'i.-Ee,

’ i

lm
xlm/jk' (3.41)
. Y1
vhere :
- ot
= ) -
i;n & current through branch(l,m).
Yim & conductance of brapch(l,m). -
Henc'e, will be extremized if the current through branéh(l,m)

*1m/ ik

is extremized, i.e. maximizing ilm will give xlm/jk and minimixing

~

Ym will give xlm/jk'

Figure 3.3 depicts an extreme connection patterm which

will give the highest possible current, denoted by ilm , through



system
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ik ylm
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Fig. 3.3 Extreme Connection for ;lﬁ)jk
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Fig. 3.4

Extreme Connection for x

Im/ jk
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[3

branch(l,m), i.e.,

- o y -
i lm \ (3.42)
m .

For the other extreme case, Figure 3.4 shows the reverse connection

which will yield the smallest possible current, denoted by ilm’

"

through branch(i,m), i.e.,

i

“Yim .

(3.43)

oo
[]
]
]
e

1m lm’ .

Ve Ty

b

"

‘o Substituting (3.642) and (3.43) into (3.41), the first

set of bounds on x .. can be written as follows, i.e.,
1m/jk

. ;“ —
_1 ~0 AO 1 ‘
A%k S Flm/ik S ¥1o/5k & L (3.44)

Vit Vi Yi" Yin

Note that the bound type (bn) is denoted by a zero, meaning that it

is the extreme bound type.
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2 N

Next, the extreme bounds on the 'input resistance’ (x.k)
]
are considered. In Figures 3.5 and 3.6, two extreme connection patterns
are shown. Figure 3.5 shows that nodes j and k are shorted inside

the system, hence it will give a zero input resistance value, 1i.e.

Xjk =

network such that the input resistance is the résistance of branch(j,k) .

0 . Figure 3.5 shows that nodes j and k are opened inside the

itself only, 1i.e. xjk = -l/yjk . As a result, the first set of.

bounds on x., can be written as follows, 1i.e.,

jk

(3.45)

(=
jie>
N
»
=
| A
™
[
=
fi=>

hence, (3.45) verifies (3.26) stated in previous section.

°

4]

¢
3.2.5 Tighter Bounds of the Input Resistance (xjk)

To establish bounds on the 'input resistance’ (xjk) in
general | with the resistive network interpretation described above,
t;he original network is first split into two sub-networks. These two
sub-networks are denoted as N. and N, as shown in Figure 3.7 .

1 2

N, is called the 'retained' network [Galiana 1984] which

1

is composed of at least nodes j and k ( the ending nodes of the outaged
branch) and possibly a few more other nodes adjacent to nodes j and k.

N, is the remainder of the original network exclud/iﬁg N. N, and N
2 1 1 2
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are connected to 'each other by a number of so-called 'tie-lines'. The

' ending nodes of these 'tie-lines’' in N‘2 are labeled as follows, 1i.e.,

v

o = LT | i=L,23,.....m) (3.46)
where : ‘-
¢ Iy the set of all the ending nodes of the 'tie-line’
in N2.
TNi Iy tie-line node i in Nz.
n 4 total number of tie-]:ine nodes in NZ'

After separating the original network into Nl and N2,

the upper and lower bounds on the input resistance (xjk) looking in from

the port defined by the nodes j and k can be established by considering °

the following two,equivalent networks shown in Figures 3.8 and 3.9

/

and the nodes j and k in N1 are intentionally left out to allow

different numblr of nodes to be retained for the network N1 according

»

In both figures, the connections between the tie-lines

to different bound types. They are not opened inside Nl but rather

all connected with the nodes in Ni'
§
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.
In Figure 3.8, all tie-lines are opened at their tie-line

°

nodes (i.e. TN)’. , for all’ i) and hence separating Nl and N2 . The

resulting input resistance looking in from the port defined by the

nodes j and k will therefore give the maximum input reésistance (xjk)
%/ )

“/
of the complete network, i.e. N + N, , looking ilz/dt port(j,k).

This is due to the fact that any connections Jbeyond the tie-line nodes
/

;

will only reduce the value of this g /
‘I ® )
To evaluate ;jk , the following\ modifications are made
to (3.21), i.e., /
—— Ed
~\
“bn T sbn -1 )
& ik ik (-r ) erik (3.47)
where : <

bn Y a number used to denote the type of bound.

T
irjk 'y [0, ,:, ...,:, ’0](nmxl)

j L k'
j',k' 4 the nodes in th/& retained network corresponding

to the nodes g and k.

nrn  § total number of nodes in the retained network N._.

conductance matrix of Nl’ where all tie-line

conductances are neglected.

By

-

Since _l;:t‘ in (3.47) is a singular matrix, a reference node has to be

specified here in order that (3.47) can be evaluated. In this thesis,

&
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]

“ the node k' (corresponding t/o node k in the complete network) is chosen
- /0

as the reference node.

-

LI
- 4

. For the lower bound of the in,put resistance (;jk) ,
Figure 3.9 shows the other extreme cé;iﬂection pattern. All the tie-lines
are now shorted at thei.’r tie-line nodes (i.e. ’I‘Ni , for all i). 1In
this case, the input resistance will yield a minimum V';Lue of the/
input resistance (;(jk) of the complete network. This is because any
) non-zero conductances connecting the tie-lines beyond their tie-line

. + .

nodes will only increase the value of the input rrep;,‘siance obtained

from this connection pattern.

To evaluate ;jk ,» the following is used, i.e.,

“bn . “bn -1
- T
o X: Erjk (-B-r ) Srjk (3.48)
L] -
)
-
where :
-e-rjk Y same definition as in (3.47) , -
an Iy conductance matrix of N,, where all tie-
=T 1
- lines conductances are included.

" Noted that in Figure 3.9, an additional node is created at the common
point where all tie-lines are shorted. This point is then used as the

reference point in order that (3.48) can be evaluated.

o
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_ give the gxtreme cases of x.

-

By inspection/,

o

+

the simi:lest and smallest retained network

will be the one which only includes branch(j,k).

\

o &

9

-~

0

xjk

This will eventual iy

as described previously in (3.45), i.e.,

jk
. 1
< x., < x; A —
- 3k = jk Yk

v

(3.49)

These bounds are very easy to obtain but also too

conservative because the upper bound will cause (3.27) and (3.30) to

go to infinity. Hence, less conservative bounds are required. This

can be accomplished by including some adjacent nodes near the nodes

j and k. However,

in order to ensure that the upper bound will

be less than the upper bound depicted in (3.49), the retained network

(Nl) must contain at least one closed loop which includes the outaged

branch(j,k). Therefore the next set of bounds on xjk

will be defined

by a retained network composed of all the nodes which form such

a loop. By using the bound type number (bN) to denote the number of

closed loop, the next type of bound on xjk can be written as

;1
ik

vwhere :

A

A

&

X

~rjk

f—rjk

- -~ 1
ko2 Tk
5 1,41
( -r ) srjk
a l _1
€3, ) Zrik

(3.50)

(3,51)

(3.52)
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P

Jor an even tighter bound, the retained network will consist two

closed loop and the type of bound on xjk is denoted as follows, :/

-2 - 2 )
xjk < xjk < xjk - (3.53)
/
where : r/ i
. ! , ’\,
x.2 T o83yl o . (3.54)
ik & &5 B ®rik . )
\ ' o o
- 2 T. |, 22.-1 "
S RN o I W (3.55)
| :'4.—

Theoretically speaking, if more loops are yged until all nodes in

the system are included, N will become the complete network and the

1
bounds will be the same, i.e., \\
\/ . \ ' *
e Pl M (3.5

where : /
- A denoiing the bound type where all nodes in the

system are included Nl' %

However, 1in order to simplify the calculations, the more
conservative bounds (i.e. bounds with only one or two closed loops)r are
used. Since the dimensionality of equation (3.47) and (3.48) are small,
they can be efficiently and rapidly solved (e.g. by LU factorization

——
{



' - w

and backward-forward substitutions). |

There are two cases which require special attentions

here because no closed loop will be found in these kind of configurations.

| .

\ Case | Islanding line : -In Pigure 3.10, branch(j,k)

l I is the omly conne;:tion between area A and area B. Should
branch(j,k) is disconnected, the system is split into
two sub-systems. For instance, a tie-line connecting
two major systems is a typical example. In this kind of
configuration, no clos’ed loop can be establistied and
hence the bounding‘of xjk will fail. Usually a DC load

’

flow simulation .is required to detect such a configuration.

Case 2 Semi-independent line : In Figure 3.11, branch(j,k)
is called a 'semi-independent' line in this thesis. This
is actually a speci‘al case of the preceeding one, However,
there is only one node (in this figur;, it is node k)
isloated from the main)network after the outage. Because

- of the single node isolation, this case is relatively

easgsiler to be detected.

-~
Both cases are considered as critical contimgencies as soon as they are

detected. This is due to the fact that they both will generally
\create a large imbalance of the energy supply, e.g. isolating

a small area from the main grid or discomnecting a remote hydroistation.
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In the original proposal of this bounding method [Galiana

’ \

1984 ] » the retained nodes .of N1 are selected by inspection. However,
the 'present study has developed an algorithm, the so-called Automatic
Loéxp Searcher (ALS), to systematically look for the necessary nodes
(i.e. those will form a loop). Also, such an algorithm will be

able to identify the 'semi-independent' lines in the system.'l

Should an outaged line not be found with at least one closed loop,

such a contingenc;r will by-pass the other filtets‘\and will be

directly submitted to the final filter, i.e. the \DC load flow,

for analysis. If this contingency is indeed an'islanding' line, it

will be detected by the DC load flow.

The bounds on xjk can also %e deri\v;d from other
approaches, a more theoretical approach using the partitioned matrices
of B was also introduceéd by Galiana® [Galia_na 1984J . However, such
a theoretical bound is more computationally demanding. The network
interpretation approach is chosen in this study because it is relatively

simple to derive and to evaluate.

©

3.2.6 - Tighter Bounds on * 1w/ ik’ the/{‘ramfer Resistance’

3.2.6.1 Type 1 Bound on xlm/j_lg

Occasionally, the extreme bounds developed are not suff-

iciently tight enough. Indeed, it is shown in a later chapter that the

numerical values are too conservative. It is very often that a less

J
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w3

conservative set of bound estimates is required. In the following,a
set of tighter bounds are developed by including more information on

the structure of the network.

A genfralized retained network, denoted by Ml, is
extracted from the original network as shown in Figure 3.12, The
remaining network is denoted by M2 . The retained network MI is
characterized by consisting only four nodes, 1i.e. nodes j,k,l,m.

Nodes j and k are the ending nodes of the outaged branch(j,k), and

1 and m are the ending nodes of any arbitrary branch(l,m). As shown

in Figure 3.12. the retained nodes are assumed to be directly connected
to each other by branch(j,l), branch(j,m), branch(k,l) and branch(k,m).
These 'direct links' are shown as shaded elements in Figure 3.12.

The non-shaded elements represents the equivalent connections between
the retained nodes and the remaiging network Mza Their admittance

’

values can be written as :

[

yy = Iy wvhere j,k,1,m ¢ « (3.57)
=1 .

where j,k,l,m ¢ 8 (3.58)

3

Iy
rel kr
Y yy, = 3 Yir where j,k,l,m ¢ u (3.59)
r=l 4

yy., = Il y where j,k,1,m ¢ v (3.60)
r=1 ]

—
-

o

“where a, 8, u, vy, are the index sets of the nodes which nodes j,k,l,n

are connected to in MZ' ,
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After introducing such a retained network perspective

and recalling the two—port resistive network interpretation of X m/ik
m

. introduced earlier, a set of bound estimates can be developed by

considering only M and its equivalent connection elements only.

1

Depending on the values of the direct links (i.e. yjl’
Y,jn’ %1® Vi ), three different cases are considered and they are

explained in the following.

Case a : No direct connectsion between branch(j,k) and branch(l,m).
If there areno direct links, 1.e. yjl- yjm "% " Yim " 0,

FPigures 3.13 and 3.14 will show two extreme connection patterns where
paximum and minimum currents will flow through branch(l,m) respectively
(Recall the argument introduced in 3.2.3 that maximizing ( or minimizing)
the current through branch(l,m) gives the maximum (or minimum) value of
STYIVRE

In Figure 3.13, where Yth Y'y19 ylm » Y}'m: yyk are
connected in sequence, the current ilm will have the maximum value
because any non-zero element added between ny. and YYqi» and Yy, and

Yy, can only reduce the magnitude of this calculated ilm' Hence the

opper bound of xlm/jk for this case can be expressed as :
~ “la yeq 1
i X . (3.61)
1m/ jk +
yjk yeq Y1im
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Fig. 3.14 Extreme Connection Pattern for xlm/jk

86

L



87

where :

g (3.62)

The lower bound is obtained in a similar fashion but
the ”&:onngétion sequence is now reversed, 1i.e. yyj, yym, ylm, 'yyl, yyk,

as shown in Figure 3.14. Note that such a connection also gives

the same magnitude of current, as (3.61) but with the sign reversed,

therefore :
~la ~“la '
xlm/jk xlm/jk (3.63
Case b : Direct connections e:Fist between branch(j,k) and branch(l,m).

<

Should any one of yj-l’ yJ.L, ykl’ Yim be a non-zero

term, the outaged branch(j,k) will be directly connected to the
arbitrary branch(l,m). In this case, the evaluation me thod preéented
in the preceeding case does not apply because the current ilm now
depends on the nature of the connection and also the relative values of

the direct links.

The minimum and maximum values on ilm can be analyzed
in the following manner. First, ‘Ml is separated from M2 and to
be considered as a 4-node network. Meanwhile, for the time being,

the equivalent elements (e.g. yy.

5 YYis etc.) are also neglected.
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o

By injecting a unit current at node j and removing it at node k, the

nodal equations of this 4-node network can be written as follows, i.e.

(with node k chosen as the reference node),

yl 'le 'ij Vj 1
Y51 Yo “Yim Vil =10 (3.68)
-yjm Y 1m Y3 vm 0 N
where : ‘
. Yk + Yim + Y31 // (3.64a)
. y, = yjl * Y Y Vm (3.64b)
V3 * Yim? ij * Yok (3.64c)

/

Recall from 3.2.5, 1i.e. the resistive network interpretation of

xlm/jk » by solving (3.64), the transfer resistance (xlm/jk) can be

obtained as follows, i.e.,

’

1b
xlm/jk = V1 ) Vm (3.65)

‘ext, consider Figures 3.15 to 3.17. These figures

depict‘fﬁ;ee extreme and possible connection patterns of the equivalent
connection elemgnts in MZ . It can be thought of as that these
diffégent connections are actually adding parallel branches to the
hich direct links that it is going to affect depends

direct links. To

. 1b .
on the connection patterm. Hence, the value of x in these

lm/ jk

three conditions can be evaluated as follows, i.e.,
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Y

Figure J'.iS, the following adjustments are

made to the ct links, i.e.,

. new ‘1 1 -1
. P (== — . .
Y51 [ Y51 (/yy. 7y ) “ (3.66)
l,/\J
/
// .
new 1 1 1
m Yim + ( 7YI + ?y— ) (3.62)
m
J .
new new \

yjl and Yim thus replace the original yj1 and Yo

in (3.64), the result obtained from solving (3.64)

-

. 1b ‘
and (3.65) is then denoted as (xlm/jk)l .

(ii) For Figure 3.16,1 the following adjustmentg are made :

new - 1 1 -1 -
yjk . + ( + ) (3.68)

new 1 1 -1
Y ' + + ) (3.69)

new
ij
and the result obtained from (3.64) and (3.65) is

1b
denoted as (xlm/jk)Z . .

and ynew thus replace their original values
lm

(iii) For Figure 3.17, the following adjustments are made :

-
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. =y
-1
new . 1 1
X = . + + 3.7
me yJ? ( yyj ¥y ) (3.70)
w v eV . . (—L1— + 1 )-.1 (3.71)
ykl ykl . yyk ,yyl .71

Again, similar to the two preceeding cases, the

transfer resistance (xlm/jk) 1s calculated using

Ib )

(3.64) and (6.65) and is denoted as (x ]
lm/jk

3¢

o
T

All three cases are required to be evaluated because it
is generally not kmown beforehand whether which one of these conditions
will give the maximum or minimum. It has to be noted that after the

new _new

o evaluation of each case, the adjusted values, e.g. yjl I

have to be restored to their original values for the next case evaluation,

Otherwise, erroneous results will be obtained.

. .
-» \ N . .
Finally, to determine the upper bound pf xlm/jk » the

maximum value among the thrke obtained results is chosen, i.e.y

o ~1b 1b 1b b
) “w/jk T @R L0000 0 Gl 0 (5003
' (3.72)
and’ the lower bound will be obtained from :
t
. - \\-\w/“’\
~1b 1 - 1b

. b 1b
Mk - T mEee Ly s (ypsads o 1/ i 31
(3.73)
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Case ¢ : Triangular case /\
. &
If one of the direct links connecting nodes 1,m,j,k is | \

infinite, the retained network shown in Figure 3.12 will be reduced

to only 3 nodes. This case is referred as a triangular case here.

" |

Consider a general layout in Figure 3.18, where node c
represents the node of the arbitrary Brahch(l,m) not common to either
nodes j or k. The equivalent connection elements to the remaining
network (MZ) are denoted as yyj, Yy and Y. for nodes j,k, and c
respectively. Taking a similar kind of approach as before, a 3-node
network with all equivalent elements (e.g. yyj, yyk and Xyc) neglected,

the nodal equations for the triangular case can be written as follows :

' Q

, ~ 1 Ve i)t ) (3.74)
-yjc Y2 vc 0
‘where : ' |
y, *© ij + ch ' ) (3.74a)
Yo " Ve v Y T (3.74b)
{Note that node k is again chosen as the reference node and unit currents “

2

are injected at node j and removed from node k). Hence, depending on
the common node shared by the outaged branch(j,k) and the arbitrary

branch(l,m), x can be evaluated according to the following t?ble :

lm/jk
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Table 3.1 x}c{ik as Functionsof the Common Node
COMMON . .
NODE i=1 j=m k=1 k=m
IN\1 JN\Nm J o ] 1
CONFIGU-
RATION
k m k 1 k"1l k"m
xC . v, -V vV -V, -v v
1m/jk j c c j c N c

!

lc
y lm/jk °

For the lower bound of xi:/jk »J Figure 3.19 depicts the connection

The next step will be to find the bounds on x
/__——\
which will give minimum current through branch(l,m). This
connection can be interpretéd as to put yyj and Yy first in series

¥
and then in parallel with branch(j,k). Hence the adjustment required

is . -

yIY .y o+ (= e L) (3.75)

By substituting (3.75) into (3.74) and solving the xi;[jk according

to Table 3.1, the lower bound will be obtained, denoted as xi;/jk .
[

For the upper bound of xi:/jk ,» it is less obvious because
two connections are possible to yield a maximum current through branch(l,m)

as shown in Figures 3.20 and 3.21.
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For Figure 3.20, the following adjustment is required :

. o ognev + (= L1t (3.76)

By substituting (3.76) into (3.74) and solving for xi:/jk using

Table 3.1 again, an extreme value of xl;;jk can be obtained and it

. lc
is denoted as (xlm/jk )1. , f

Similarly, by making the following adjustment to yjc

according to the connection pattern shown in Figure 3.21, i.e.,

: -1 \
new 1 1

. = . + + 3.77
yJF yJc ¢ YYj ch ) ( )

lc . . le
anotherﬁp:trqne value on xlm/jk can be obtained and it denoted as (xlm/jk)z'

.

The upper bound of this case can thus be defined as the

largest valuef the two, 1i.e.,

-

lc lc

lc
Xlo/jk -~ Bax { ("1m/jk’1 ’ ("1m/jk)2} ¢ (3.78)
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3.2.6.2 Type 1 Bounds on xlm/jk

-

In some occasions, due to the fact that the outraged
branch (j,k) 1is far away from the arbitrary branch (1,m), an analy-

tical bound type on x can be derived in erder to exploit such

Im/jk
a characteristic. The idea is to consider the following quantity,

i.e.,
X o = (e, +e )T Bl(e, +e ) . (3.79)
1njk =lm ~ —jk’ = =k =lm’ ’
= xjk + xlm + 2 x 1m/ 3k (3.80)
the transfer resistance (x};‘/jk) can thus 'be expressed as :
X - X, - X
- lmik ik lm
xlm/jk 3 (3.81)
The quantity xlmjk defined in (3.79) has the general pro-
perties of a resistance similar to x and x however, the current

ik In’

injections are now applied to both nodes j and k, and also nodes 1 and

«

m as shown in Figure 3.22, In order to derive bounds by using such a

quantity, consider the case where the retained networks of i].m and xjk

do not share any common lines (see Figure 3.22). Since there is no
overlapping between the two retained networks, as in Figure 3.22 denoted

) vanishes. Hence the

as Njk and N the mutual coupling term (x

im’ 1m/jk

bounds of (3.80) can be expressed as follows, i.e.,



}

‘————-—_____J_—
LG I
———-————r-—
- | N
- N.‘!k ) ! ’
"IA k [ /
———
1 \ 1 -
Nlm [
. ..!l m — :
—|—
\\—1

REMAI

NETWORK

Fi1g. 3,22 Network subdivision for type 2 bounds of xl /4]

4

[N

201



103

Imjk = *im * Sk (3.82)
lmik = % * *pi (3.83)

Substituting (3.82) and (3.83) into (3.81), the type 2 bounds on

xlm/jk can be expressed as :
- [ x - X - X ’
22, - 2tk 1T i L Guse
x X, - x ’
- 2 - -
o/ " —olk a1k (3.85)

It is important to mention here that this type of bounds
i
can only be applied to the case where both retained networks (Njk and

Nlm) do not have any common line. Therefore, for cases where branch
(j,k) and branch (1,m) are far from each other, the possibility of over-

1appiné is small and this bound type is more likely to be applicable.
Note that such a type of bound does not req&ire nev information because

all the bounds of xjk and Xin have already been obtained from previous
- ~

evaluations (e.g., X0 g xjk' xjk) .

3.3 Contingency Filter Arrangements

-

Using different combinations of the different bound

types developed 8p far, 'a series of filters can be assapbfed. In
~
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3.2 Filtering Scheme #1
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»

Contingency Filter

Bounds on

Bounds on

v
Bounds on

Type * 1w/ $k ik P 1m/ 1k
cr’ - - (-1, 1)
W/\—/
- To be calculated
1 v 0 0 1 %1
Ccr¥ (x A ) (x.7, x,.) according to
1a/3k’ “1m/3k 3k’ 3k (3.27) - (3.30)
- ' To be calculated
2 0 0 1 1
CF (x s X ) (x,, x,.) according to
ln/3k’ “lm/jk SLA S (3.27) - (3.30)
cr’ (;1:/ 15 ;l: /1 (x L x 11() ::cgid::;cut:ud
Jk* 3 (3.27) - (3.30)
CF‘ . \
*1m/ 3k Xk ®1m/3k
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Table 3.3 Filtering Scheme #2
A

!

Contq‘\ingency Filter ) Bounds on Bounds on Bounds on

- :P '

’ Type *Im/1k . Xk ®1m/3k
cr? - - (-1, 1)

To be calculated

1 *0 ‘0 ~2 *2
cF (x » X ) (x.0, x.0) according to
1n/3k’ " 1m/jk Jk* 3k (3.27) - (3.30)
cr? Gl il GLED according to
3 3 & (3.27) - (3.30)
3 ~'y -y ~ 2 3 To be calculated
CF¥ (x » X ) (x, , x,7) according’ to
- la/3k’ “lm/3k TTIkT ik (3.27) - (3.30)
Cl?4 x x p.c
Im/jk ik im/ ik
s CFI' is the DC load flow simulation which calculates the

\
#Act values of the LODF for the remaining uncertain flows. It 18 easy

to notice that scheme #1 and scheme #2 only differ from each other in terms

A

of their bounds on xjk . (Q!AMtentionally used to test whether by

including more closed loops will give a better accuracy and filtering

performance,

¥4

e,
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3.4 Ranking and Selection Algorithms

In order to further reduce processing time, uncertain
contingencies can be selected between filters such that only the most
severe cases will be submitted to th;. subsequent filter for clarifica-
tion. The common methodology is to assign each continge;xcy with a
scalar index (e.g., the SPI methods). Such an index reflects the
severity of the contingency. Should this index exceed a threshold
value, this contingency will be chosen and otherwise it will be as-

sumed safe. In this ti’aesia, two new selection indices are proposed

as follows :-
Method A : Selection Based on the Total Number of Uncertain Flows

The 1ndex used here is the total number of uncertain flows

qg each uncertain contingency, Suppose the threshold is set at 30
A

lines, therefore any uncertain contingency whose total number of un-
certain flows is more than 30 lines will be selected. For those which
4\ave less than 30 lines will be neglected and assumed to be safe. The

threshold value currently is set by using a percentage of the total

\

\
number of lines as a guideline. For example (20 - 40)7 of the total
number of lines 1is used here. The advantage of this method is that the

required information is already available after each filtering.

Method B : Selection Based on the Relative Overload Expectation (ROE)
o

The Relative Overload Expectation (ROE) is defined as ,
\

follows :-
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~ ~
p L W max.{|2 [, |P |} -rii" |
ROE = ¥y = (3.86)
i=1 P .
1 o
where : )

lPiI IPil 2 absolute values of the lower,-and upper
boundg of the contingency flows respec-—-
tively. ,

Pim s security limit of line 1 .

‘ NU é number of uncertain lines.

ROE 1s a measure of the average overload range for all uncertain flows
of an uncertain contingency. Relative means that it is normalized and
compared to Ehe line security limit. Hence, for any contz.ngency whose
ROE 1s greater than a threshold value (e.g., 5 - 10Z) will be selected

for the subsequent filtetk.

The testing results of these two methods are presented
in the following chapter. Selection of contingencies between filters

can be accomplished using two different algorithms.

EN

The first one is to perform the selection for each con-
tingency right after each filtering has been finished. For example,
the nth contingency gives m uncertain flows after CFO (see 3.3). 1f

m is greater than a pre-set threshold value t , the n:h “contingency,



[

108\

°

with its m uncertain flows, will be submitted to CFl and so on until
all uncertain flows in the same contingency are classified. Other-
wise, 1f m is less than t, the contingency will be excluded from

further analysis and assumed to be non-critical.

The second algorithm, performs the selection after all
the postulated (or uncertain) contingencies have been analysed by a
filter. For example, until all the number of uncertain flows for all
postulated (or uncertain) contingencies are available, ranking 1is then
performed based on the information (e.g., the indices derived above)
from the filtering process and the highest ranked cases will be selec-

ted to go to the next filter,

Both methods are indeed viable, however, the latter one
requires a large storage area and it is less straight forward to be
applied. For example, tfe highest ranked contingency, dencted as the
kth contingency, has 1 uncertain flows after a filter, A storage vec-
tor of dimension-1 is therefore required. Theoretically speaking, 1
can be as large as the total number of lines. As a result, the storage
requirement will increase significantly if such a selection algorithm
is used (e.g., a matrix of NL x NL may be required). Also the extra
time of retrieving the information will also be a handling burdemn to
the process. Therefore, this thesis uses the first selec;:ioh algorithm

described above.

B Y
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It was also speculated that these two selection methods
(A and B) will give more reliable ranking results than the conventional
methods becau;e the filtering process has already eliminated a number
of flows and.contingencies which have been classified as either critical

or non-critical. Hence, noise' in the conventional ranking indices

described in the previous chapter is reduced.

+
3.5 Computational Considerations

3.5.1 Usage of the 'Link List' and 'SPARSPACK'

\

Due to the special nature of power systems, namely very
large scale network and spar':sely connected configuration , the DC
Jacobian B in (3.8) is generally véry large and sparse, Storing the
DC Jacobian B in full not only requires a considerable amount of
memory (e.g., (n+l) x (n+l), where (n+l) is the total number of buses)
but also reduces the computational efficiency. In this thesis, a
'Link List' data structure [Enns 1975] is used to store the system
data in order to reduce the storage requirements and improve efficiency.
The 'SPARSPACK' program developed at University of Waterloo [George et
al. 1981) is also used here to solve all DC load flow simulation by ex-

ploiting the sparsity nature of B .

It is not intended here to explain and describe in de-
tail how the "Link List' works. Rather, .the merits of using such a

data structure are discussed. Since the 'Link List' only stores the
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non-zero elements of the sparse matrix, the storage requirement is

-3

drastically reduced. For example, 1t requires 13,689 (117 x 117)
storage spaces of using a full storage mode to store all elements of
‘the DU Jacobian of a 118 bus, 179 Iine system, However, the 'Link

List' only needs 1131 storage spaces, which is 12 times less than the

full storage mode. The other major benefit of using the 'Link List' —~

is that it provides a systematic and efficient data structure of
identifying connections“befween nodes. This merit 1is found to be a
great advantage for the algorithm to be described later whiéh wvill

find the closed loops for the xjk evaluation.

"SPARSPACK' is the Sparse Linear Equation Package de-
veloped at University of Waterloo [George et al, 1981] . The package

solves a linear set of equations as follows :

v A x =D (3.87)

where the coeffic\i/gnt matrix A is sparse and positive definite in
general, '

The basic procedures of using this package is summarized as follows :

-5

(1) Invoke SPARSPACK.

2

(2 Input the positions of the non-zero terms in A .
3 Invoke re-ordering subroutine.

(4) Input numerical values of the non-zero terms in A .
(5) Invoke the factorizationm subroutine.
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(6) Input the yght hand side elements (b) .

N Solve for the vector x by recalling the

factorization subroutine.

In this study, the base case DC load flow and all the
contingency DG(lo;d flows are solved using this package. 'SPARSPACK'
provides a very efficient tool to evaluate the sparsely oriented system
of equations considered in this work, e.g., (3.19) - (3.21)., such that
the processing time can be greatly reduced.

B
\

3.5.2 Automatic Loop éearcher

L]

In the pr&avioua gsection where x bounds are derived, it

ik
is stated that in order to obtain an upper bound less than the value llyjk
(see (3.26)), a closed loop including branch (j,k) must be present in
the retained network. In this section, an algorithm is developed to

find such a closed loop based on the following information :-

(1) Given the ending nodes j and k of the outaged branch 3,k .
(2) Given the system Link List.
The algorithm is now explained with a small example.
Figure 3.23 shows a small 6-node network. Assume that node 1 (j) and
node'2 (k) are the ending nodes of the outaged branch (j,k) , by inaspec-
tion, a few closed loops can easily be determined, i.e., (1,3,2),

(1,5,3,2), (1,3,4,2) and (1,5,3,4,2) .

-
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Next, consider a tree structure starting from node 1 (j)
which is depicting all the connections from node 1 to the rest of the
system, The nodes which are directly connected to node 1 are called
the 'adjacent nodes' and the connection level is denoted as 'LEVEL ¢'
as shown in Figure 3,24, e.g., nodes 5 and 3 in this case. LEVEL 1 is
the collection of all the nodes directlly connected to the 'adjacent

nodes', LEVEL 2 is the collection of all the nodes directly connected

to the nodes in LEVEL 1 and so on.

The algorithm is thus to find a match between node 2 (k)
and a node in LEVEL 1 or beyond. The‘(node which 1is being checked with
node 2 (k) is called a 'checking node'. Assuming no parallel lines,
the smallest loop will possibly be obtained if there is a match between
node 2 (k) and a node in LEVEL 1 , Table 3.4 shows the procedures of
checking 1in LEVEL 1 . Note that the 'linkage node' is defined as the ,
node which provides the link between the 'checking node' and an ending

node of the outaged branch (e.g., node 1 (j) 1in this case).

Table 3.4

Checking Procedures of the Automatic Loop Searcher, Example 1
‘ 4

Linkage Node Checking Node Result
Check # 1 5 3 Not matched
Check # 2 5 6 Not matched
Check # 3 3 5 Not matched
Check # & 3 2 Matched
Check # 5 3 4 Not matched

T,
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\ 7/

4

In check #1, the 'linkage node' is node 's and no match
is found. The checking therefore proceeds to the n’vext node connected
to node 5 (i.e., node 6) . Again, the matching fails. Since all
nodes connected to node 5 have been evaluated at this level, the check-
ing moves to node 3 which is at the same level. At the fourth case
shown in Table 3.4, a match is found (i.e., loop 1, 3, 2) . The
linkage node 3 is now named as a 'loop node' and then stored for later

¢

usage (i.e., for the Retained Network Builder (RNB)).

Should no closed loop be found after all the nodes :Ln‘
LEVEL 1 have been checked, or more closed loops be required“: the
checking can be extended to LEVEL 2 , Table 3.5 shows the checking
procedures at LEVEL 2 , Notice that two cleosed loops,.namely
(1, 5, 3, 2) and (1, 3, 4, 2), have ‘Been located which are exactly the

same as those obtained from the inspection method,

A few points are necessary to be mentioned :-

» Even though it seems that an exponential type of memory
spaces are required in order to handle the data shown in Figure 3.24
at the first glance, actually only very little storage is necessary.
That is because only the 'linkage nodes' are required to be retained

in eachl checking.
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Table 3.5

i)
Checkin& Procedures of the Automatic Loop Searcher, Example 2

-

Linkage Node Checking Node Result

Check # 1 1 Not matched
Check # 2 2 Mat ched

Check # 3 4 Not matched
Check # 4 - Not matched
Check # 5 3.5 | 1 Not matched
Check # 6 3.5 ‘ 6 ;ot matched
Check # 7 3.2 ‘ b Not matched
Chegk # 8 3.2 - Not matched
éhéck 9 ) 3.4 , 2 Matched

o

Each 'checking node' is identified from the outermost
'linkage node' by the Link List at the time such a node is required. f‘or
example, the nodes connected to node 3 at LEVEL ¢ can easily be identi-
fied through a Link List as 1, 2, 4, 5 . By excluding node 1, which is
the node giving us node 3 at the first place, the remaining nodes will
become the 'checking nodes'. They are 1dentifi;d and checked sequentially
(i.e., one node after the other) mso that no memory space is needed to store

, /

each one of them.
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(2) Should'any 'checking node' be ,equal to any one of the
preceding 'linkage nodes' or the ending node of the outaged branch
(in this case it is node 1€(j)), such a 'checking node' 1s automatically
excluded from further checking, - This is because it will otherwise
lead to a backward search and eventually locate a faulty loop. For ()
ingtance, the link (1, 5, 3, 1, 2) in Figure 3.24 will lead go such a
faulty loop because one of the 'linkage nodes', i.e., node 1, is equal
to an ending node of the outaged line. Apparently such a sequence
does not form a closed loop from inspection.

3 By performing the checking level by level as shown above,
the algorithm will always search for a loop with the least number of
'linkage nodes'. Any further loops obtained will always have the same

or more number of 'linkage nodes’'.

Thearetically, the search can be expanded until all nodes
in the system are covered. The process need not be performed level by
level as shown in these examples. Rather the stopping criterion can be
set to stop after one closed loop or after two closed loops have been °
found. The resulting information (i.e., the 'loop nodes') are thus

transferred to the Retained Network Builder, to be described late?, in

order to construct the bounds on xjk .

0

-
In this thesis, the highest level of searching (checking)

is set at 7 . In other words, the maximum numbers of linkage nodes
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-

completing one closed loop is also 7 . Should no closed loop be
found at LEVEL 7, the outaged 1§ne is labelled as a 'no-closed-loop'
line and some contingency filters are not applicable for this line.
In géneral, this kind of situation is rare and such a line}may
actually be an 'islanding' line. To verify whether such a 'no-
closed-loop' line is an 'islanding' line or not, a DC load flow is
reqdired. If the exact xjk calculated from a DC load flow is very

close to the value 1/ and hence the LODF beeomes infinite,_it is

yik
indeed an 'islanding' line.

s

“

A special case of an 'islanding' effect is the so-
called 'semi-independent' lihe defined previously. It can be detected
by this loop searching technique very easily. Should any one of the
ending nodes of the outaged branch (j,k) show that there 1s no other
connection to the system beside the only connection to the other node

through the outaged branch (j,k), the line is a 'semi®independent'

line.

3.5.3 Retained Network Builder

The Retained Network Builder (RNB) has two functions,

namely :- ay

(1) Constructing the conductance matrix of the retained
v

network N1 : After the Automatic Loop Searcher, a group of nodes are

obtained. These nodes will include the ending nodes of the outaged
: -
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branch, the 'loop nodes' and the 'adjacent nodes'. Note that all the
'adjacent nodes', which are the nodes directly connected to the ending
nodes of the outaged branch, are also included here, The reason will

become apparent later.

In this study, an algorithm 1is built to assemble the
conductance matrix of the retained network taking into account of all
possible connections between all nodes in the retained network. Hence,
if any adjacent node has a direct link to any one of the 'loop nodes',
additional loop will be added to the retained network. This is the
reason why the 'adjacent nodes' are included, because they may increase

the accuracy of the result without too much effort.

(2) Solving (3.47) and (3.48) to obtain the bounds
xjk : After the conductance matrix is available, (3.47) can be
solved by deleting the row and the column of the conductance matrix
corresponding to node k . On. the other hand (3.48) can be solved by
regtoring the row and column values to the conductance matrix and re-
placing the diagonal elements by the corresponding diagonal elements
of the DC Jacobian matrix in order to account for the tie-line conduc-
"
tances. (3.47) and (3.48) are therefore solved separately using the

LU factorization and backward- forward subsi/pdtion methods order

to give the upper and lower bounds of xjk respectively.

-
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3.5.4 Computation Algorithm

' The following depicts the algorithm of the computer pro-

gram written for testing in this study.

Part A :

Part B :

Part C :

-

(1) Read in system data.

-

(2) Construct system Link List.

(3) Invoke 'SPARSPACK' .

.{(4) Solve the base case DC load flow.

(5) Calculate base case line flows.

For each single line contingency cagse execute
the following: }
(1) cCall A*tomatic Loop Searcher (ALS) .
(2) Identify whether the contingency is a 'semi-
independent' line or a 'mo-closed-loop' linme.
"7 If the answer is yes, label the contingency

accordingly.

(3) 1If closed loop can be found, call the Retained

Network Builder (RNB) .,

(4) Record the xjk bounds obtained from the RNB .

For each contingency, execute the following :

(1) Call Filter # 0(CFD) .

(2) 1If no uncertain flow is left, proceed to
evaluate the next co;tingency.

(3) Check whether such a contingency is a 'semi-

independent' line. If‘yes, retord it as

critical.
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(4)

(5)

6)

M
(8)

9)

(10)

(11) Call Filter # 4 (CEY) .

: 120

? P
! 7

Check whether it is a "no-closed-loop' line./f’If
yes, .send the contingency to Filter # 4 Qciéé .
Call FPilter # 1 (CFl) . o

If no uncertain flow 1s left, proceed to evaluate
the next contingency.

Call Filter # 2 (CF2) .

If no uncertain flow is left, proceed to evaluate
the next contingency.

Call Filter # 3 (9F3) .

If no uncertain flow is left, proceed to evaluate

the next contingency.

(12) Proceed to the next contingency case.

s
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i CHAPTER IV

+

o

CONTINGENCY FILTERING USING LINEARIZED FLOW BOUND ESTIMATES :

!
7

NUMERICAL™ EXPERIENCE

4.0 Introductory Remarks

In the preceding chapter, the theory of contingency
filtering using linearized flow bound estimates has been derived.
‘Different types of bounds have been developed using either a circuit
interpretation or an analytical interpretation of the values of xjk

and x However, the actual conservativenegs of such bounds,
1

1m/jk °
i.e., whether they are tight enough for any practical use, still re-
mains to be determined. This chapter is intended to report on an
investigation of the efficiencies and practicalities of the contingency

filters using these derived gbunds.\

The objectives of the|following simulations are sum

marized as follows, 1i.e.,

(1) Examining the numeri¢al conservativeness of various

bounds derived fr the preceding chapter.

(2) ating the performances of various
filters and different filtering schemes.
(3) Investigating the performances of the two new contin- .

omparing the DC flow results with the AC load

flow results.
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Five IEEE test systems, i.e., the 14, 24, 30, 57, 118
bus systems, are used in this thesis in.order to provide different
system sizes and configurations for the simulations. A heavily and
a lightly loaded case for each system are also simulated in order to
provide different loading levels for this study. The bus data, their
real power injections and the necessary modifications of the five test-
ing systems are depicted in Appendix B . It is cited here that all

parallel lines in the systems are replaced by their equivalent models.

4.1 '_ Numerical Results of Different Bound Estimates on *jk

This section illustrates the performance of the Automatic
Loop Searcher (ALS) and the Retained Network Builder (RNB) described in
section 3.5 . It is intended to demonstrate the efficiencies of these
algorithms and the accuracy of the xjk bounds obtained. It is important

to remember here that for NTC single line outage contingencies, there are

at most 2 x NTC x, bounds (upper and lower) to be evaluated.

1k

o

Recall from 3.5.2 that once given the ending nodes of an
outaged line, the ALS can search for one or more closed loops which will
include the outaged line with the smallest number of nodes. In this
study, the highest number of ''linkage nodes" (refer to section 3,5.2) is
limited to 7 . Therefore the maximum number of nodes forming a closed

loop is 9 (including the ending nodes of the outaged line).
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For the RNB, the:maximum number of retained nodes in
this thesis is limited to 25 at most. Thege nodes include the end-
ing nodes of the outaged line, the loop nodes and the adjacent nodes
(i.e., nodes directly connected to the ending nodes of the outaged line).
The Retained Network Builder will use these retained no?é;\}b construct

the necessary retained conductance matrix, Th upper and lower

e xjk
bounds for each single outaged case are thus calculated by solving
(3.47) and (3.48) using the LU factorization and the backward-forward

substitution methods.

Even their nature and functions are different, the ALS
and the RNB are regarded as a series process which evaluates éhe bounds

on x They should be viewed as inseparable in the following pre-

ik °
entation unless for some special cases, i.e., the "semi-independent"

lilnes or the "no-closed loop" lines where the RNB step is waived.

4,1,1 Results from the IEEE 24-Bus System. An Example

Table 4.1 shows some selected results from the ALS and
the RNB performing on the IEEE 24-bus system. The system data are shown
in Appendix D . A system one-line diagram is also accompanied in order
to allow the reader to trace the loop found from the ALS . Only one
closed loop 1s shown for each case here, however the ALS algorithm can
indeed identify two, three or more loops on request. The adjacent nodes,

to which the ending nodes of the outaged line are directly connected, are
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on the IEEE 24-bus System

LR

Line From To Adjac, Total ™ gjk xjk 3k
No. Closed Loop Node Node x10™ 110-1 XlO-l 2)
1 & 1 2 1,5,10,6,2 3,4 7 .133 .137 133 2.63
3 1 5 1,2,6,10,5 3 6 .590 .705 .614 13,1
6 3 9 3,1,2,4,9 24,12, 9 .614 975 .665 29,3
11,8
7 3 24  3,9,11,14, 1 8 .546 ,680 .612 16.0
16,15,24
11 7 8 semi-indep. - - - - - -
12 8 9 8,10,12,9 7,11, 8 .962 1.02_ .983 3,47
4,3
15 9 12 9,11,13,12 8,4,3, 9 .384  ,48A 415 12.0
23,10
>
19 11 14 11,13,23,20 10,19 9 .276  .356 .321 18.9
19,16,14°
21 12 23 12,13,23 10,9,20 6 .331 .566 429 24,1
23 14 16 14,11,13,23 17,15 9 .267 .335 .305 17.4
20,19,16
25 15 21 15,16,17,22, 24,18 7 .179 .181 .180 .537
21 *
27 16 17  16,15,21,22, 19,14, 8 .185 .187 .186 .988
17 18
28 16 19 16,14,11,13, 17,15 9 .188 .213 .204 10,6
23,20,19
29 17 18 17,22,21,18 16 5 .116 .135 117 13.1
33 20 23 20,19,16,14 12 8 .100 .104 .103  3.48

11,13,23
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also shown and included in the retained network because they may add
additional loops to the already defined loop. This will happen if
there are direct connections between the adjacent nodes and the loop

nodes (e.g., see lines 12,15,25,27,33) . It can be verified by the

reader by tracing these connections, .

The upper and lower bounds of xjk obtained from the RNB

are also shown in Table 4.1 . The exact values of all the xjk , com-—
puted separately from a DC load flow, are also depicted in the table

for comparison purposes. The ;jk shown in the last column 18 defined

“as the interval enclosed by the upper and lower bounds, normalized by

its line reac'tance. This value is intended to be used as a measurement ¥

L}

of the tightdesa of the xjk bounds obtained from the RNB .,

It is noted that at least one closed loop can be found
for all the lines in this system except one, i.e., line # 11 . From
Figure 4.1, line # 11 is apparently a "semi-independent' line as de-
fined in sectiom 3.2.5 . -

The average number of retained nodes of this system is 7 .
The maximum number of retained nodes is 9 and the minimum is 5 . The
average §jk , over all lines excluding the semi-independent case, is
found to be 18,82 . The maximm )-(jk is 29.3%7 and the minimum is 0.537Z .
The computational time, that is the total elapsed time for locating the

closed loops and evaluating the upper and lower bounds for all lines,

is 41.4 ms (based on the CPU time on the AMDAHL 5850 computer).

>



Fig. 4.1 IEEE 24-bus_One-line Diagram
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4.1.2 Results of the #jkrBounds Bagsed on One Closed Loop

Table 4.2 depicts the performances of the Automatic Loop
Searcher (ALS) and the Retained Network Builder (RNB) applied to the

'five IEEE test systems. The type 1 bounds on x,, described in (3.50)

jk

to (3.52) are used, i.e., only one closed loop is requested for each
retained network. The average, maximum and minimum number of retained

nodes, as well as the average normalized bound interval measurements

xJk
represents the total CPU time required to execute the ALS and RNB for

(

) are displayed for each sgystem. The timing shown in the table

all single line outage contingencies for each system.

Notice that the special cases detected by the ALS, i.e.,
the "semi-independent" lines amd the ''mo-closed-loop" lines defined in
Chapter 111, are also shown in Table 4.2 . The "islanding lines" are
also shown here. However, it has to be mentioned here that the island-
ing lines are actually detected by DC load flow simulations. ALS cannot
identify this. The reason for showing these islanding lines here is
for comparison purposes (i.e., hoy many "no-closed-loop" lines are

s
actually islanding lines.

.
-

Notice that in the 57 bus system, 19 lines are found that
no closed loop can be established within the specified 7 linkage nodes.
After inspecting the system configuration, it 1is found that in a certain
area of the networkm a lot of lines are connected in series. Hence, a
closed loop will usually have to retain more than 7‘linkage nodes.

Therefore, the ALS fails to locate the necessary nodes. Actually none

“3
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Bounds for the IEEE Testing Systems

with One Closed Loop

Bus/Line 14/20 24/34 30/41 57/78 118/179
Averqge number of
retained nodes 7 7 8 8 8
Maximum number of

* retained nodes 9 9 12 13 15
Minimum number of
retained nodes 4 5 3 5 4
Average Ejk (7) 8.002 11.82 10.36 13.66 14,20 -
Max imum :_:jk/(Z) 25.04 29.31 34.99 51.37 58.88
Minimun Ejk (%) 0.0514 0.5368 0.0 0.9771 0.076
Elapsed time (ms) ‘20,18 41,41 57.72 103.9 . 282.8
Number of semi-
independent lines 1 1 3 1 7
Number of no-closed=-
loop lines 0 0 0 - 19 3
Number of island- . )
ing lines 0 0 0 0 2

0
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of them is an islahdingnline as shown from the DC load flow results,
i,e., the LODF 1is finite. This special system configuration therefore
is ill~suited for such bounding analysis, On the other hand, in a
larger system, such as the 118-bus system, only 3 lines can a closed
}o;p not be found by the ALS and eventually only two of them turn out

to be islanding lines.

4

4,1.3 Results of the Xk Bounds Based on Two Closed Loops

Table 4.3 depicts the performance of another set of xjk
bound results obtained from the same systems but the type' 2 bounds des-
cribea in (3.53) to (3.55) are used, i.e., two closed loops are requested.
The ALS in this case searches for an additional loop including the outaged
line after the first loop is identified. Generally, the two loops share

some common nodes. The following show some examples of the second closed

loop detected by the ALS on the 24-bus system, i,e.,

Line 1(1,2) : 1,3,9,4,2
Line 3(1,5) : 1,3,9,12,10,5
Line 6(3,9) : 3,1,5,10,12,9 '
Line 15(9,12) : 9,11,10,12 .
Line 27(16,17): 16,15,21,18,17

| I Line 28(16,19): 16,14,11,13,12,23,20,19

/

The results of the special cases, e.g., the number of
/

gemi-independent lines are the same as the preceding ome,
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Table 4.3

Results of xik Bounds for the IEEE Testing Systems

With Two Closed Loops

Bus/Line 14/20 24/ 34 30/41 57/78 118/179

—i - —

Average number of
retained nodes 8 9 10 9 9

Max imum nunlber of
retained nodes 11 12 14 16 16

Minimum number of .
retained nodes 5 6 3 5 5

§ ] -
Average ;jk %3 4,389 7.902 7.477 9.637 10.93
1 Maximum ijk (%) 16.564 23.36 29.06 43.08 58.59
Minimum ijk (2) 0.0514 0.5561 0.0 0.4658 0.059
Elapsed time (ms) 27.88 57.3 98.78 185.0 421.8
Vd
< - AN

-
N
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4.1.4 Discussion

1

From Tables 4.2 and 4.3, it is found that thhe ALS per-
forms very well. Even for a largg system 1i/l:e the 118-bus, only 3
lines could not be found with at least one closed loop using up to 7
linkage nodes. For all the smaller systems, except the 57-bus, at
least one closed loop is found for each retained network. Besides,
“all the "semi-independent lines" are identif&ed. The problem in the
57-bus system, i.e., 19 "no-closed-loop” lines, can be resolved by in-

creasing the level of searching, e.g., up to 8 or more linkage nodes.

/ However, such a practice may soon become time-consuming and inefficient

/

‘

/

as the searching level 1s increased. Therefore, it is recommended to
select either the retained nodes by inspection or simply to submit such
contingencies to a DC load flow directly. In this study, the later

approach is used.

It is observed that the average number of retained nodes

in all systems does not increase with the system size, i.e., 8 nodes on

.

average. The range of the number of retained nodes varies from 3 to 16
at most. This phenomenon illustrates that the dimensionality of the

equations used to evaluate the x, board, i.e., (3.47) and (3.48), are

ik

generally small. This i{s important because the main idea of evaluating

‘

these bounds is to reduce the computational burden of solving the exact

solution, e.g., solving the exact x, by (3.21) required to solve a sys—

,

tem of equations as large as the total number of nodes.

3k
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The average ;jk values obtained from each ome of the

five systems show that the bounds obtained from the ALS and RNB are

generally very tight, e.g., the average x, ranges from 4.42 to 14.2%

ik
(using only one loop or two loops). The average )-(jk value for each
system is depicted in a graphical form in Figure 4.2 . It is shown

that by increasing one additional loop to the first found loop, the

average ;jk value decreases about 32 , i.e., the bounds are tighc'et in

general. The time performances of the ALS and RNB together, using one

or two loops, are also shown in Figure 4.3 .
/]

By comparing Figures 4.2 and 4.3 , it is found that the

¢

improvement of accuracy does not change significantly by including more

loops. 'i’herefore, it is not worthwhile to include more loops for

tighter bound estimates on the expenses of more time-consuming opera-
tiom,. This observation explains the reason why the filtering schemes

mentioned in the preceding chapter use-only ome type of xjk bounds

throughout the whole filtering process. The performance between using

bounds in the filtering process will be

type 1 and type 2 of the xjk

demonstrated in a later section.

4.2 Numerical Results of Bound Estimates on x
LODF _and Contingency Flows

4.2.0 I&e(o"ductow Remarks

\
~

m/jk ’

According to the filtering scheme designed in 3.3, with

a pre-calculated set of x,, bounds, bounds on the LODF and subsequently

ik

[
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the contingency flows are constricted from filter to filter numerically

and how the load level can affect the tightness of the contingency flow

bounds. e
\ ‘ | )
The IEEE 30-bus, 4l1-line system is used in both examples

for demonstration. The two examples differ only by their loading levels,

i.e., the first one 18 a normal load and the second one is a light load.

The cc;ntingency to be studied in both examples is chosen as the outage

of line # 7 which is connecting buses 4 and 6 (see Appendix B) . Two

DC load flaw simulations for the same contingency under the two loading

conditions have indicated that line # 6 will be overloaded under the

conditions specified in the first example, and no violation for the

second case. ’ ﬂ-\\

/

e

6.2.1 Example 1 7 )

-
L

The loading conditions, 1i.e., generations and lcada, of = __— ‘v

? y

this exampie are based on the optimal load flow results given by Alsac !

5"

-

and Stott [Alsac et al. 1974] . The real power injections are shown

in Appendix B . This loading level is regarded a\s a "normal" load

here. The MVA ratings of the lines are used ac;!l the security limits \\
{Alsac et. al. 1974) . The pre-contingency flOH: on line # 7 1is

0.354 p.u. (MVA rating : d.9 p.u.) . Some selected contingency flows

r

vith their bound estimates ‘are depicted in Table 4.4 ..

<
- \‘
\

-~
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In Table 4.4 , it is shown how the bound estimates are

1K bounds,

given by (3.53) to (3.55), are used for all filters here. Recall

gradually constricted from filter to fileer. The type 2 x

from 3.3 that Filter # 0 (CFO) uses the %xt’reme bounds of the LODF ,
{.e., =1l and 1 ; Filter # 1 (CFl) uses the extreme bounds of xlm/jk ;

xlm/jk boufnds (i.e., direct links

are considered explicitly) ; Filter # 3 (CF3) uses the type 2 xlm/jk

Filter # 2 (CFZ) employs the type 1

bounds (i.e., exploiting the characteristic; of the remote lines) and
finally Filter # 4 (CF“) is the DC load flow simulation which exploits
the sparsity of the network and simulates outage by the matrix inver-
sion lemma. The pre-contingency flows, denoted by PCF , as (well as
the line security limits, denoted by SL , are also depicted besides the
line numbers. The status of each contingency flow is determined by
comparing the calculated bounds with the security limits (i.e., both
upper and lower IMifs) . The definitions of different types of con-

-

tingency flows can be referred to section 3.1.3 .

For line # 1, Filter # 3 was called upon because the

previous filters have failed to identify the contingency flow, How-

ever, filter # 3 is found not applicable in this case, This is because
the retained network associated with line # 1 includes nodes 1,2,3,4,

5,6 . On the other hand, the retained network assoclated with line

# 7 contains nodes 1,2,3,4,6,7,8,9,10,12,28 . Both retained networks

share 5 common nodes together therefore Filter # 3 cannot be employed.

Hence it 1is denoted as Not Applicable (N.A.) in Table 4.4 and the bounds
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Selected Results on the Bound Estimates of Example 1
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*1n/ 3k Fln/3k
-1

x 10 {olm/jk (p.u.) Status
Line # 1 PCF = 1.198 p.u., SL = + 1.3 p.u.
Fil # 0 - (-1,1) (0.844,1,.55) Uncertain
Fil # 1 (=0.41,0.41) (-1,1) (0.844,1.55) Uncertain
Fil # 2 (-0.092,0.088) (-0.51,0.488) (1.02,1.37) Uncertain
Fil # 3 N.A, Ibid Ibid Uncertain
P11 # 4 0.0714 0.283 1.298 Safe*
Line # 6 PCF = 0.502 p.u., SL = + 0.65 p.u.
P4t # .0 - (-1, . (0.148,0.856) Uncertain
Fil # 1 (-0.751,0.751) (~1,1) . (0.148,0.856) Uncertain
Fil # 2 (0.169,0.636) (0.203,1) (0.574,0.856) Uncertain
Fil1 # 3 N.A. Ibid Tbid Uncertain
Pil # 4 0.392 0.507 0.681 Unsafe
Line # 17 PCF = 0.0790 p.u., SL = + 0,32 p.u. &
Fil # 0 - (-1,1) (-0.275,0.433) Uncertain
Fil # 1 (-0.873,0,873) (-1,1) (-0.275,0.433) Uncertain
Fil # 2 (-0,279,0.454 (-0.331,0.538) (-0.038,0.269) Safe
Line # 37 PCF = 0.0607 p.,u., SL = + 0.16 p.u.
Fil # 0 - (-1,1) (-0.293,0.414) Uncertain
Fi1 # 1 (=-0.993,0.993) (-0.712,0.712) (-0.191,0.312) VUncertain
Pil # 2 (-0,464,0,464) (-0.332,0.332) (-0.057,0.178) Safe
Fi1 # 3 (-0.095,0.095) (-0.06@,0.068) (0.0366,0.085) safe )

* marginally safe contingency flow
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on the LODF and the contingency flow remain tk;e same as in the previous
case, A DC load flow is finally required in order to determine the
status of line # 1 , Note that the result 1s very close to the limit
(1{.e., 1.29 p.u., compared to 1.3 p.u.) . Therefore, an "*" 1ig
marked besides the status to indicate that this line. is only marginally

safe, 4

For the contingency flow analysis of line # 6 , only the
final DC load flow filter is capable of identifying it and it {8 found
to be overloaded after the contingency. Note that this is a trijangu-
lar case described in 3.2.6, 1.e., line # 6 and line # 7 have node 6
in common. Since these two lines are very close to each other, Filter

# 3 cannot be applied either.

For line # 17 , the contingency flow bounds are found
to lie within the security limits after Filter # 2 . For line # 37 ,
contingency flow bounds are found to be safe after Filter # 3, Note

that the retained network for line # 37 is composed(of nodes 29,27,30,

S

28,25 . Comparing these nodes and the previously stated retained
nodes for line # 7 , although both retained network share a common
node 28 , there, 18 no line overlapping. Hence, Filter # 3 1is still

applicable here and this filter indeed identifies the contingency.
\

It has to be noted that for those lines whose bagse case
flows are already cloge to their limita, they are more likely to become

an uncertain flow in the filtering process. For example, line # 1 and
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line # 6 1in Table 4.4 are fairly heavily loaded in the base case,
both of them eventually require a DC load flow to determine their
status, On the other hand, line # 17 and line # 37 are initially

lightly loaded ‘and finally none of them uses the higher order

filters,

The overall performance of all the filters for the out-
age of line # 7 in this example is depicted in Table 4.5 . One
violation is detected, i.e., line # 6 shown in Table 4.5 . This

indeed agrees with the previous DC load flow result.

.
Table 4.5
¢
Filter Performances of The Qutage of Line # 7 °
‘ in the 30-Bus, 41-Line System under Normal Load y
Cunmulative Overloaded Flows .
Safe Flows detected after Uncertain Flows
- after Filtering Piltering after Filtering
Fi1 # O 12 0 28
Fil # 1 12 0 28
Fi1 # 2 21 0 19
Fil # 3 23 0 17
Fil # 4 39 1 -
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4,2.2 Example 2

This example also uses the optimal load flow results from
Alsac and Stot:\(t [Alsac et al. 1974], however, the net real power injec-
tions are all reduced by 507 . Such a procedure is intended to simulate
a light load situation for analysis. The contingency is still the same,
i.e,, line # 7 is out of service. The pre-contingency flow on line # 7

[}
is 0.177 p.u. In Table 4.6, some selected bound estimategs are shown.

Table 4.6

Selected Results on the Bound Estimates of Example 2 '

*1m/1k Plm/ik
-1
x 10 olm/jkl (p.u.) Status
Line # 1 PCF = 0.599 p.u., SL =+ 1.3 p.u.
Fil # 0 - (-1,1) (0.422,0.76 Safe
Line # 6 PCF = 0.251 p.u., SL = + 0.65 p.u.
Fil # 0 - (-1,1) (0.074,0,428) Safe

Line # 17 PCF = 0.0395 p.u., SL = + 0.32 p.u.

F11 # 0 - (-1,1) (-0.138,0.216) Safe

Line # 37 PCF = 0.0303 p.u., SL = + 0.16 p.u.

Fil # 0 - (-1,1) (-0.147,0.207) Uncertain
Fil #1 (~-0.993,0.993) (-0.712,0.712) (-0.096,0.156) Safe
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Since the network and the contingency being studied are

m/ ik and plm/jk in Table 4.4 and

Table 4.6 remain unchanged, e.g., see line # 37 in both tables. How~

exactly the same, the bounds on x

ever, since the loading has been greatly reduced, ;.e., 50%Z, the base
case line flows are also generally reduced in terms of their magnitudes.
As a result, the interval enclosed by the reai power flow bounds is
also tightened and hence the bound estimates are more discrimatory.
This can be verified by comparing the intervals of the contingency flows
from both Table 4.4 and Table 4.6 , For example, consider line # 1 ,
in Table 4.4 , the interval enclosed by the contingency flow bounds is
0.706 p.u. However, in Table 4.6, the corresponding interval is

0.338 p.u.

q

The overall pexformance of all filters in this light
load case is shown in Table 4.7 , There i{s no violation detected,
which agrees with the previous DC load flow result. Note that the
higher order filters including the DC load flow are not required at all
in this condition. Most contingency flows are identified by the most
conservative filters, This i- indeed ome of the great advantages of

this filtering method. -
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Table 4,7 K

Filter Performances of the Outage of Line # 7

in the 30-Bus, 4l-Line System Under Light Load

Cumulative Overloaded Flows
Safe Flows Detected after Uncertain Flows
after Filtering Filtering after Filtering
Fil # 0 28 ' o ' 12 -
Fil #1 32 0 8
Fil # 2 40 0 0
FPil # 3 - - -
Fil ¢ 4 - - -
4.3 Filters Performances

4.3.0 Introductory Remarks

In the preceding sections, the numerical results on dif-
ferent bound types have been presented. The next step would therefbre
be to combine these different bound types into a series of filters and
to observe their performances in the actual classification process.

There are two major interests here, i.e., the identification efficiency

and computational efficiency of each filrer.



142

. The identification efficiency considers the ability of
each filter to reduce the number of uncertain flows for each uncertain
contingency, e.g., the ability of each filter in identifying critical
and non-critical contingencies, Such an ability is directly related

to the tightness of the bounds used in each filter. ~

‘The computational efficiency focuses on the speed per-
formances of different filters. For example, some filters have good ~*
identification efficiencies but poor computational efficlencies because
it may be too time-consuming to calculate a set of very tight bounds.
Such an efficiency usually is a trade-off with the identification effi-

ciency. In the following demonstration, it is intended 'to explore

these two efficiencies with the different filters proposed previously.

"y
4.3.1 Identification Efficiencies of Filters

The IEEE systems are used in the following to demomnstrate
this filtering method applied to different system sizes and configura-
tions. The loading cpnditions, i.e., real .power injections, are de—
picted in Appendix B . All primary outages in each system are tested,

i.e., NL contingencies are evaluated in a system with NL lines.

Results of the two proposed filtering schemes, described
in section 3.3, are shown from Figures 4.4 to 4.8 . The five IEEE
systems are used for testing. All the figures denoted by a subscript

"a" show t & filtering results obtained by using one closed loop for the

.
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\ xjk bounds, i.e., scheme 1 in 3.3 . For the figures denoted with the
'\ subscript "b", the xjk bounds are based on the two closed loop results,

i.e., scheme 2 in 3.3 .

.In these figures, each stack bar represents a filter (
type. The range specified at the bottom (e.g., 0,1—3,4—;,...) re- \\\
presents tfe type of contingency which has the number of uncertain flows
'within the specified range (e.g., a contingency with 2 uncertain flows
is grouped into the 1-3 range). rThe "zero'" range represents those
contingencies classified as either critical or ;;n-critical after each
filter. Note that the ''zero" range is a cumulative measgurement, The
height of the stack represents the total numb;r of contingencies. For
example, in Figure 4.4.,a, Filter # 0 (CFO) has 4 non-critical contin-
gencies; 13 uncertain contingencies have 1 to 3 uncertain flows after
Filter # O (CFOB; 2 uncertain contingencies have 4 to 6 uncertain flows

and so on.

~ " The semi-independent lines are grouped into the "zero"
- \\/J//ﬁ & 1
range afzér Filter # 1 (CF™) . For those contingencies whose xjk
bounds cannot be established, e.g., the "no-closed-loop" lines, (CFA) ,
the filters used here are not applicable except Filter # 0 (CFO) and
Filter # 4 . After Filter # Q (CFO) , they have to be sent to Filter
# 4 (CFQ) directly. In the figures presented, such cases are ex-

cluded after Filter # O (CFO) . Note that the 57-bus, 78-line system

hag 19 such contingencies. In Figure 4.7.a and 4.7fb, the total number
[ N\

fel

e

v
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of contingencies beyond Filter # 0 (CFO) i8 reduced to 59 . The 19
"no-closed-loop" lines are excluded. From the figures, the follow-

ing observations are noted:-

°

(1) The number of the "zero" range contingencies, i.e., contingen-
cles classified as critical or non-critical, grows as the filtering
process proceeds. The number of contingencies with uncertain flows

also shrink gradually along with the filtering process.

(2) By using a tighter bound on x , naneﬁy increasing the number

jk
of closed loops for the retained network, the filtering performance is
"_"

practically unaffected. This can be observed by coamparing the '"a" and

"b" figures.

(3) Results from Filter # 0 (CFO) and Filter # 1 (CFl) are almost

exactly the same for all five systems.

-
(4) The improvements, in terms of the expansion of the "zero" range,
between Filter $ 2 (CFZ) and Filter # 3 (CP3) are not significant in

the small systems, e.g., 14, 24, 30-bus systems, However, on the
118~bus system, Filter # 3 (CF3) reduces significantly the number of un-
certain contingencies which have a large number of uncertain flows in

the previous filter.

4

(5) The IEEE 57-bus system 15 an exceptional case where 19 contin-
gencies are not able to be analyzed by this filtering method due to

“its system structure, 1.€., a lot of lines connected in series.

g



150

-

Filter # 0 (CFO), even though it -is the most conserva-
tive and the easiest to be computed, does classify a lot of contin-
gencies. In the loading conditions specified here, Filter #0 in
general can classify at least 1/3 of the contingencieg. From the
simulations, it is also shown that the extreme bounds of xlm/jk used
in Filter # 1 (CFl) are not very useful because they usually give the

extreme bounds on the ¢ which eventually give the same results

m/§k °*
as Filter # O .

Filter # 2 (CFZ) performs better in the small systems
than the larger ones. Recall that such a filter exploits the direct
links characteristics between lines. Thus, in a smaller system, such
characteristics are usually more profound. However, for larger systems,
most unce-tain line flows are found to be farther away from the outaged
line, therefore the bounds it establishes do not seem to be very effec-

tive (type la bounds of the xlu/jk are mostly used) .

It was origigalf} thought that by using only one close’
loop for the retained network, the performance of Filter # 3 (CF3) ;an
be improved. This is due to the speculation that if less nodes are
retained for each retained network, the possibility of applying Fil- -
ter # 1 will generally be increase (recall the applicability of Filter . l
# 3 relies on the complete separation of the twoc retained networks,
i.e., one from the outaged line and one from the outaged line and ome
from the line under considerarion). It was a}so gpeculated that for

a large system, such as the 118-bus system, the "remote line" condi-
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A

tions will be more common and thus Filter # 3 will be useful. How-
ever, according to the simulations’ it is found that by retaining one
or two closed loops, Filter # 3 1is usually not applicable in the ;mall
systems, e.g., the l4-bus, However, Filter # 3 does reduce the num-
ber of uncertain flows in most uncertain contingencies whose initial
uncertain flow number is high. On larger systems, where Filter # 3

18 usually applicable, the bound estimates using 2 closed loops do seem
to be more useful in terms of identifying critical or non-critical

contingencies.

4.3.2 Computational Efficiency of Filters

The following filtering schemes are used here to inves-

tigate the computational efficiency of each filter, 1i.e.,

(1) Scheme 1 : Filters (# 0,1,2,3,4) are used,
(2) Scheme 2 : Filters (# 0,2,3,4) are used.
(3) Scheme 3 : Filters (# 0,2,4) are used.
(4) Scheme 4 : Filters (# 0,4) are used.
ote that these filter types should be referred to section 3.3) . As

se from these filtering schemes, a particular filter is eliminated
from the filtering proced&re in eaéﬁ filtering scheme. The total CPU
time for proceasing that particular scheme is then recorded, As a
result, the computational efficiency of each filter canféiﬁobserved by

comparing the different CPU proce’aing times.
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The timing are presented in Table 4.8 . The CPU times
indicated here are based on the AMDAHL 5850 computer at McGlll. Each
timing represents the total elapsed time for the completion of the
filtering procedure, i.e., including the DC load flow (Filter # 4)
vhich classifies all remaining uncertain contingencies as either criti-
cal or non~critical. Since the xjk bounds are assumed to be pre-
calculated, the éime required for the evaluation of the xjk bounditffe
not included here. All five systems are tested and the results are
compared to the corresponding DC load f1l simulations which do not have
any pre~filtering. Note that in this study all the DC load flow simu-
lations exploits the sparsity properties of the network and also use the

matrix inversion lemma in simulating the outages. The loadings of the

five test systems are recorded in Appendix B .,

Table 5.3/

CPU_Time (ms) of Different Filtering Schemes

Bus

Scheme No. 14 24 30 57 118
1 8.70 12.1 61.1 109. T7564,
2 8.15 10.5 56.3 84.0 692.
3 7.62 9.53 33.0 98.0 459.
4 7.32 14.1 19.4 96.7 434,

DC load flow

without pre- 9.30 24.0 37.6 131, 646,

filtering
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It is noticed from the table thag using all the filters,
e.8., in scheme 1, is not always beneficial. For example, the 30-bus
and 118-bus systems take more time in usiné the filtering method than
the DC load flow. Even if Filter # 1 (CFl) is eliminated, the 30-bus

and 118-bus systems still takes a longer time than the DC load flow.

However, if Filter # 3 is removed, as in the case of
scheme 3, the computational efficiencies for all five systems are shown
to 6; better than the DC load flow without any pre-filtering. If Fil-
ter # 2 (CFz) is also eliminated, as in the case of scheme 3, the

processing times are also further reduced.

It is observed that Filter # 3 (CF3) is generally the
most time~consuming filter. Recall from the previous chapter that the
applicability of Filter # 3, where the characteristics of the remote
linys are exploited, depends on the complete separation of the two re-
tained networks. That is one from the outaged branch (j,k) and the
other one from the arbitrary branch (l,m), uAder consideration. Every
time Filter # 3 is called, the program has to check for such separation
node by node. The process can easily become time-consuming. Also
from the identification efficiency point of view, sucﬁ a filter is not

particularly powerful, therefore its application on the filtering

scheme is not very attractive.

., It is also noted that the results from scheme 4 are

- better than those f rom scheme 3 in general. There is only one case
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L 2
where the 24~bus system takes more time in scheme 4 than in scheme 3 .

This is because Filter # 2 identifies a lot of nomn-critical contingen-—
cies in the 24-bus system in particular. As a result, by including
Filter # 2 it reduces the number of uncertain contingencies for the
final DC load flow (Filter # 4) hence it also reduces the overall

time. However, from the previous section, it is found that Filcter

# 2 generally does not perform so well as in the other systems. There-
fore it can be concluded that the combination of filters shown in

™\
scheme 4 18 by far the most efficient ;Zhedule.

4.3.3 Performances under Different Loading Conditions

It has been pointed out previously that the system load-
1ng conditions cap affect the filtering process. In a light load case,
the pre-csntingency branch flows are comparatively smaller in magnitude.
Hence the interval of the contingency flow bounds derived is generally
narrover. Therefore, the lower order filters can usually identify
the contingencies as critical or non-critical and higher order filters
are not necessaryv. As a result, the whole processing time can be re-
duced if the loading conditiomns is reduced. This is demonstrated by

using the IEEE 118-bus system.

The injections shown in Appendix B is regarded as a heavy
load case. A medium load case is gsimulated by decreasing all the in-

jections to 80X of their original values. A light load case is also
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simulated by further reducing the injections to 50X of their original
values. The identification efficiencies are depicted in Figures 4.9
and 4.10. The xjk bound used here 1is obtained from retaining two :
closed loops. Note that the heavy load case has already been shown

in Figure 4.8b . The timing of the medium load 1s recorded as 440.ms
using scheme 2 described previously. The light load case with the
same ;iltering scheme 18 183.8 ms . By comparing these CPU times with
the timing shown in Table 4.8 , 1t is apparent that such a filtering
method can take full advantage of the system loading conditions. For
light load case, its processing time is drastically reduced, e.g.,

more than 3002 improvement in speed between the heavy and light loads

of the 118-bus system.

]

4.4 Performance of the Proposed Selection and Ranking Algorithms

4.4,1 Method A : Selection Based on the Number of Uncertain Flows

Results obtained from applying the proposed contingency
selection method based on the number of uncertain flows are presented
here. The most efficient filtering scheme, {.e., using only Filter
# 0 and Filter # 4 (CF“) is used. The IEEE 30-bus and 118-bus systems
are chosen to demonstrate the efficiency of this selection method. The
selection 1s accomplished by assuming a threshold of 8 lines for the 30-
bus system and 30 lines for the 118-bus system. Therefore, any un-

certain contingency with a number of contingency flows greater than

_such a threshold will be submitted to the DC load flow (CFQ) . Those
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° whpse number of uncertain flows are less than the threshold will be

v assumed safe and waived from Filter # 4 , With the above specified

threshold values, all critical contingencies, obtained from a separated
DC load flow simulation without any pre-filtering, are captured. In

Table 4.9, the computational efficiencies are sho;m for the systems

4 &
under a heavy load case and a light load case.

N >

) | . C
‘ \/,\/—'fa le 4.9 w\’ !

Computational Efficiency of Selection Method A

- / , Based on the Total CPU Time (ms)

’

. Bus/L1ine 30/41 118/179
Heavy Load 17.6 ) 174.5
. S . - :
. - Light Load 15.2 102.5 .

[aN

.
- \\
‘
‘
.

4,4,2 Method B : Selection Based on the Relative Overload Expectation

-

a
The same systems and same loading conditions are used

as in the%receding case. The thresholds of the Relative Overload
Expectation (ROE) , defined in section 3.4 , for both systems are set

at 5% . Again, all critical contingencies according to a sepaérate DC .
load flow simulation without any pre-filtering are captured. The re- . \
Forded CPU timing for the completion of all singiz outage analysis are

depicted in Table 4.10 . \ —

© a

N




Table 4.10

Computational Efficiency of Selection Method B

Based on the Total CPU Time (ms)

Bus/Line ‘ 30/41 118/179
Heavy Load’ 19.6 . 179.4
Light Load 18.7 84.9

4,4.3 Discussion

From the results shown 1in Tables 4,9 and 4.10 , both
methods perform almost the same in terms of speed. The improvement
is significant compared .Co those schemes without selection, e.g., in
the 118-bus system it is up to 500 T on average (heavy and light loads).
It was also found from various simxi)lations that by increasing the thres-
hold the speed can be even further increased. However, it also suffers
from some errors where critical contingencies may be misged. In this
study, the values of the threshold are selected by a conservative guess,

e.g., using 1/3 of the total Iine number tc be a threshold.

In terms of using the number of uncertain flows or the
ROE as a scalar performance index for ranking, their performances are
digcussed in the. following. Ho:zver, note that in this study, ranking
1s not done ‘before selection. In each single ling outage study, as ;

1 —

& 7

e
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soon as the contingency whose performance index (1.e., number of un-
certain flows or ROE, exceeds the threshold value, it will be automa-

tically submitted to Filter # 4

Table 4,11 depicts the 10 highest ranked contingencies

according to both indices in the 30-bus system.

\./ Table 4.11 -

1

Ranking of Contingencies According to

Methods A and B

Rank | Method A Method B
(Line No.) (Line No.)
1 1 = 1 *
2 5 % 5 %
3 4 * 2 *
-,
4 2 * 6
5 6 T 4
6 9 7 %
7 ' 7 * 15
8 3 9
9 10 14
10 * 8 3
Number of '
nissed con- f 1 (line # 36) 1 (line # 36
tingencies ‘

* critical comtingency

P
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It was observed that in gemeral Method B using the ROE
gives a better ranking performance than Method A . For example, in
Table 4.11, method B groups the critical contingencies more closely
and higher up on the list. Therefore, if the selection is done by

N

only choosing the top N ranked contingencies (e.g., the top 10 or 20) .

The Method B will be recommended.

»

4.5 DC and AC Load Flow Simulations Comparison
- ’
The 30-bus system is used for comparison of the DC load

flow results and the AC locad flow results. The AC load flow is simu-
lated on the PTIFLO iterative load flow program installed in the McGill
computer system. All primary outages are simulated one by one and the

resulting power flows are compared with the power flows obtained from

the DC model.

It was found that allxthe severe contingencies indicated
by the AC simulations, i.e., single line outage of line # 1,2,4,5,7 and
36, are all capture{ accgoraing to the DC load flow simulations. ' There
are only two contingency flows which are overloaded in the AC results
are not detected by the DC simulation. However, it was found that
both contingency flows are marginally safe according to the DC load flow
(see Table 4.4, contingency flow of line # 1 during outage of line # 7) .

Hence, it is concluded that the DC model indeed gives a very good ap-

proximation to the AC full model..
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~ CHAPTER V

CONCLUSIONS AND RECOMMENDAT IONS

FOR FUTURE RESEARCH

5.1 Conclusions

The major interest of this study was to investigate the
nmerical performances of a contingency severity analysis technique
‘ using the linearized flpw bound estimates, In addition, various'pro-b
posled methods for contingency analysis and contingency selection and

ranking were also reviewed, The findings of the st\idy regarding these

objectives can be summarized into two parts described as follows : -

Part 1: Heview of Contingency Analysis Methods and Contingency
Selection Algorithms

Sy
(n Contingency analysis methods can basically be categorized into

the point-wise and region-wise approaches. The point-wvise approach
evaluates the security of a gystem at one gpecified operating point.

~.
The region-wise approach analyzes the security of a system by investi-

o

gating the "secure' region of operation.

2) The point-wise approach contingency ;inaly.sis methods are the
most commonly employed in the ;ndustry novw because the necessary techni-
ques have been well established, e.g., fast ah&gfficient load flow
solution techniques and the compensation methods useé for outage simu-

lations. . However, such an 'approach is ill-suited for studles involv- \

ing uncertainties, massive simulations or global security eval}xation, etc.
4

e
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(3) The region-wise approach contingency analysis methods have
stirred up a great deal of Interest in recent years. This is mostly
due to the advantages associated with such an approach, namely the

syster uncertainties can more easily be considered in such an analysis;

-
>

global security evaluation ig also possible and massive contingency
simulations can be alleviated or avoided. However, the development
of these -methods dre still limited to the approximate system models,

e.g., DC load flow or decoupled models, at the present state,.

(4) Current practices in contingedcy analysis usually select a few
critical events for detailed analysis in order to meet the stringent
time limit or to avoid massive simulatioms, Such selections are

traditionally done by the operator or according to some previous simula-

tion results. However, an adaptive-and dynamic cont ingency selection

' scheme is more desirable as has been proposed by many authors. Two

approaches are generally used, i.e., selection based on a Scalar Per-

formance I;Eex (SP1) and selection based on a Vector Performance Index

»

(VpPI) .

(5) The SP1 approach uses a scalar quantity to measure the
severity éf each contingency and subsequently uses such measuréments

to rank contingencies. The highest ranked events will thus he selected.
These methods are generally fast but areo occasionally um'elia\':le due to

masking problems. Severe contingencies may thus be misranked in some

~
.

cases.
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(6) The VPI approach establishes a vector quantity for each con-
tingency and each element of the vector contributes to the decision

of whether the contingency 1s critical or non-critical.” Selection

is then accomplished by choosing only the critical events. Masking
problems can be avoided and the decision is more accurate and reliable.
The drawback on such an approach is that the evaluation szeed is

slover, but this disadvantage can be improved by setting up a multi-

stage filtering strategy as described in Chapter I1I.

Part 2: Theory Derivation and Numerical Experience of the Contingency
Filtering Technique using Linearized Flow Bound Estimates

¢

(1) Using the DC load flow model, the post-contingency real power
line flows can be bounded by using the base case flows and the Line

Outage Distribution Factors (LODF) bounds.

(2) If the interval enclosed by such bounds lies within the se-
curity limits, the flow is safe, If the interval lies completely
outside the 1imits, the flow 1is unsafe. For any other conditions, the

flow 1is sald to be uncertain.

(3) If all the line flows after a contingency are found to be safe

from the bounding method, the contingency 1is non-critical. If there
-~

is one or more unsafe flows, the cox}r/ingency is said to be critical.

Those contingencies which have unce}rtain flows will be classified as

\
1.

uncertain contingencies. ' B

1
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(4) The bound estimates are developed by establishing bounds on
the LODF, a quantity which is independent of the loading conditionms.
A resistive network interpretation 1is developed in order that some

network topological characteristics can be exploited to bound the

¢

LODF ,

Bl
(5) Different types of bounds are established and various combina-
tions of these bounds are used to build a series of filters. Each

filter ~?valuaces a set of bounds of the LODF for the incoming uncer~
tain contingencies élows and subsequently calculates the bounds for
their contingency flows. After filtering, the incoming contingencies
are classified into three groups, namely critical, non-critical and
uncertain contingencies. The uncertain contingencies are then sub-
mitted to the next filter where a tighter set of bounds are evaluated
for those uncertain flows remianing. The final filter 18 a DC load

flow simulation which calculates the exact values and clarifies any un-—

certainties remaining.

(6) Different filter types were studied in detail in order to
examine their identification and computational efficilencies. It i:s

found that some filters are not very useful in terms of their identifi-

cation or computational efficiencies.

{
(7 Filter # 3 (referred to in section 3.3) which exploits the

characteristics of the remote lines is found to be computationally in-
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efficient. It is due to the fact that checking the applicable con-

ditions for such a filter is too time-consuming.

(8) Filter # 2 18 found to perform only fairly in terms of its
identification efficiency. Especially on larger systemg like the
IEEE 118~bus system, the bound estimates that it provides are
generally still too conservative and the improvements in terms of the
reduction of tt;e number of uncertain flow are small.

9) Filter # 1 most of the time gives the same bound estimates as

the preceding Filter # 0 hence Filter # 0 is not very useful at all.

It 1is shown in’ this study that in general the combined use of Filter # O

and the DC load flow simulation gives the best performance among all

other combinations.

(10) It is also observed that the flow bound estimates developed in
this study are strongly dependent on the system loading level. If the
éystem is heavily loaded, the obtaine'd flow bounds will be n;ore conserva-—
tive and hence it is more difficult to classify the contingencies in
general. However, if the system is lightly loaded, the filtering per-

formance is greatly enhanced because the flow bounds are less conserva-

tive then.

(11) Two newly proposed contingency selection methods using results

from the filtering were tested. The two methods are basically two dif-
¢

4 .
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ferently defined scalar performance indices. It-is found that with
any one of the two selection methods, the computational efficiency

is greatly increased to almost 5 times faster without sacrificing

any identification accuracy, e.g., miss,ing critical contin_g?ﬁq;esz
Furthermore, by using the values of these performance indices to rank-

ing contingencies, the ranking list is shown to be very reliable, i.e.,

all the overloaded cases are ranked very high on the list,
(12) The DC load flow results on the IEEE 30-bus system are

validated with the AC load flow simulations. All contingencies caus-~

ing overloads in the AC results are captured in the DC results.

5.2 Recommendations for Further Research

~

The following interests are considered worthwhile in

pursuing further research :-

(1) In this study, the bounds on,the LODF are derived based on the
most primitive estimates and the network 1nterpre’tation approach, how-
ever, deriving the LODF bounds based on other analytical approach, e.g.,
bounding the LODF using the partitioned matrices of the DC Jacobian

[Galiana 1984] , should also be 1nveﬁigated in a more detailed manner.

(2) In practice, the bus voltage violations or generator reactive

-

power violations after a contingency should also be considered. How~

~°
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ever, the DC model employed irt ‘this study can only solve for the real
power flows problem. To establish a similar filtering scheme for
the voltage-reactive power evaluation is highly desirable. For

example, using the decoupled load flow model, the voltage-reactive

T power relationship can be linearized to form a system Fimilar to” the
f ]

DC model and a similar factor like the LODF can be established, e.g.,
~

v, o= s c*(vj - vk) (5.1) ~

s

where vy is the post-contingency voltage; Vi vj, v, are the pre-

contingency voltages; o 1is defined as a factor only dependent on

.

the gsystem structure.

°

v
-

(3) . Using tl:le LODF or other factors (e.g., 0 1in previoug case)

for bounding the post-contingency conditions are by no means the only
viable methods. Other approaches like exploiting the characteristics
of the non-linear power flow formulation have also shown some similar
bounding results [Kaye et al, 1982 ; Ilic-Spong et al. 1984] . How-

ever, numerical experience with these analytical bounds still remains

to be explored.

(4) The linearized contingency &everity analysis method proposed
in this thesis can very well serve as a filter for the AC contingency
analysis process. However, the error between the DC model and the AC

model is still not explicitly derived in general, Should such a re-

\
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lationship be developed, e.g., an error range around the DC solution
where the true AC solution will lie, by bounding the DC model,

one can also bound the exact AC model directly as well.
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o APPENDIX A

LY

|| DERIVATION OF A DC LOAD FLOW MODEL : -

v -~ | . .

? . !
\a ~
The following assumptions are required in order to derive

4

—~

the DC load flow model, i.e.,

-

2

(Assum. A.1) All branch resistances are neglected.
(Assumt. A.2) Bus voltage magnitudes are all unity,
‘(Assum. A.3) The bus phase angle difference between the ending

buses of a branch are relatively small, hence ::

in(8. - 8)[= § -6 - a
sm(i j)(, i ; (A.1)

(Assum. A.4) All reactive powers are]nelgécted.

}
¥

The DC load flow model is now derived from the full AC model.
o .
It is ﬂcoﬁ;nonly known that the net complex power injection (Si) at bus i

can be expressed in terms of the bus voltage (Vi) and/ the bus current

injection (Ii) , i.e.,

s, = v, 1 . ' (A.2)

. 1 i i
or \) ‘ ' \ P ,
. * * = -
s. , = VvV, I, C(A.3)
i i i ) '

where * denotes the conjugatg value. From the nodal equations of the
neswork, 1i.e., ) /

.
‘n‘-"

'
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I = ¥ v (A.4)
vhere :
I A bus current injection vector.
) v 4 bus voltage vector. ¢
Y 4 admittarnce matrix.
. &
hence, (A.3) can be expressed in terms of (A.4), i.e.,
* x OFl )
S. - V. Y.. V. .
i i jEl ij 3 . . (4.5)

where : . /

Yij A the admittance of the branch connecting buses

i and j.
n+l ‘A total number of buses in the system.

2

Using the polar form, (A.5) can be expanded into the real and reactive

parts :
st P - o (A.6)
i i 19 ‘ :
where : s ’
n+1 0
B, = jil A Y. vj[ cos (9.~ 6, + 8 ) D
n+l
Q = -z ]v.l ¥is le sin ( 935 7 85 + sJ. ) (A.8)



From (Assum. A.4),

Also from the assumptions, i.e. (Assum. A.l) and (Assum. A.3), the

trigonometric function in (A.7) can be approximated as follows, 1i.e.

.o~ &+ 6.
cos(eIJ (5\& 63)

If the admittance Yij 1s replaced by the susceptance B

is substituted into (A.7),

can be expressed as :

N ®
s P,
1

or in a matrix form :

p' -
Where- :
Bii &
ij &
B' 4
— 50 4
! However,

' : t
and column corresponding to the referemnce bus, denoted as the (d+l) h

/

-

=1 -
=

( 6.
L

B

n+l

I
j=l

Bij ( 61'.

ij

. T
[Pl, Pz, ceee P ]

T
(615 650 +ovr Gy ]

B' in (A.11) is singular,

.

J

sin ( 6. = &. ) =
1 ]

) (A.9)

1 and (4,9)
J

the net real power injection at bus i

(A.10)

(a.11)

therefore the row

(A.4) is neglected in the following.




<

~

bus, are de%eted from (A.ll1). Finally, the DC load flow model can be

Y

expressed as follows, 1i.e.,

P = B § (A.12)

where : . .

T.
( , P4 [PI,PZ, e P o
] T I
3 § 4 ]61,62, 5n|
B 4 'DC load flow Jacobian; its elements are the same
/ as B' defined in (A.ll)\ but the (n+1)th row and
r ! .
column are deleted,
= 0
6n+1

-

It should be remined here that the P]._ uged above is indeed

the following
R Pi = Pgi - Pdi (A.13)
vhere : )
Pgi 4 ‘'mnet real power generation at bus i.

P,. 4 net real power demand at bus i.




APPENDIX B

DATA OF FIVE IEEE TESTING SYSTEMS

The following pages display the system data of the five
IEEE testing systems used in this study, i.e., 14, 24, 30, 57, 118 -
bus systems. Each one of these systems is stored as a separate file
in the MUSIC A systen at; McGill. | The interpretati'ons of the numbers

in each file are as follows, i.e.,

(1) . Line # 1 : total number of buses (NB), total ‘number
. of lines (NL), slack bus -number, optional variable

(no significance in this research).

)

2 Line#~2. to line # NL + 1 :
Line number from bus~to—bus Resistance (p.u.Z ,

Reactance (p.u.) , Rating (p.u.) ,

(3) Line # (NL +2) to *(NL +NB + 2) :
Bus number ‘Real Power Injection (MW)

( +ve = generation, -ve = load) .

(4) Note that all parallel lines are replaced by their equ‘i-

valent models.

(5) All ratings are calculated based on 1/5 of the recip-
rocal of the impedance value of the line except those

whose ratings are already given in the references.




- N
DISPLAY WCD14A .
XIN FROGRESS
0001 14 20
0002
0003
0004
0005
0004
0007
0008
0009
0010
0011 10
0012 11
0013 12
0014 13
0015 14
0016 15
0017 16
0018 17
0019 18 10 11
0020 19 12 13
0021 20 13 14
0022 1
0023 2
0024 3
0025 4
0026 5
0027 3
0028 7
0029 8
9
10
11
12
13
14

OO D BN
VNV ONOASUTUD G-

VOO IOINDINSGUDLLHHNNN-

0030
0031
0032
0033
0034
0035 . :
XEND

*xGO

0.01938 0405917
0.045699 0.19797
0.05811  0,17632
0.05403  0,22304
0.05695 0.17388
0,06701 0.,17103
0.01335 0.04211
0.00000 0.,25202
0.00000 0.20912
0.00000 0.,17615
0,00000 0.55618
0.00000 0,11001
0,03181  0.08450
0.09498  0.19890
0.12291  0,25581
0.06615 0.13027
0.12711  0.,27038
0.08205 0.19207
0,22092  0,19988
0.,17093  0.34802
' 1.,00000
232,39990
2,00000
18.30000
3.00000
-94,20000
4,00000
-47,80000
5.00000
-7.60000
6.,00000
-11,20000
7.,00000
0.00000

3.38009 °

1.01025
1.13430
0.89670
1.1435022
1.16939
4.74947
0.79359
0.95639
1.13540
0.35960
1.81802
2,34484
1.00553
0.78183
1.53827
0.73970

" 1.,04129

1.00060
0.57448

Y
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Pl

DISPLAY WCD24A

¥IN PROGRESS

0001
0002
0003
0004
0005
0006
0007
0008
0009

0010

0011
0012
0013
0014
0015
00146
0017
0018
0019
0020
0021
0022

- 0023

0024
00235
0024
0027
0028
0029
0030
0031
0032
0033
0034
0035
0036
0037
0038

24

VO NOWUS LM

FeTE o I S S R e T =
ONOCUDIDINN=O

h G
(e}

8]
-

a0
24
25
26
27
28
29
30
31
32
33
34

0039 .

Q040
0041
0042

0043 -

0044

0045.

0046

I3

o

COOONOUD OGN N R -~

34

IEEE 24-BUS
1 1 . .
2 . 0.00260 0.01390
3 0.05440 . 0.21120
5 0.02180 0.08450
o "0,03280 0.12670
6 o © 0.04970 0.19200
? . 0.03080 0.11%00
24 0.00230 0.08390
? 0.02480 0.10370
10 . 0.02280 0.08830
10 0.01390 006050
8 - - 0.01590 0.04140
‘9 0.04270 0.16510
10 © 0.04270 0.16510
11 0.00230 0.08390
12 - 0.00230 0.08390
11 0.00230 0.08390
12 0.00230 0.08390
13 " 0.004610 0.04740
14 0.00540 0.04180
13 0.00610 0:047460
23 0.01240 0.094460
23 0.01110 0.08450
14 0.00500 0,03890
14 0.00220 0.01730
21 0.00320 0.02450
24 0.004670 0.05190
17 ° 0.00330 0.025%90
19 0.00300 0.02310
18 ¢ 0,00180 0.01440
22 . 0.01350 0.,10530
21 0.00170 0.01300
20 . 0.00250 0.,01980
23 0.00140 0.01080
22 0.00870 0.06780
1 42,00000
2 53.00000
3 -180.00000
4 -74.00000
5 - -71.,00000
I3 -1346.00000 .
7 125.00000
8 -171,00000
9 -175.,00000
10 -195.,00000
11 _ 0.00000

2,00000
2.20000
2.20000
2,20000
2.20000
2,20000
é6.00000
2+,20000
2.20000
2.00000
2.20000
2,20000
2.20000

. 6.00000

4.00000 .
6.00000
6.,00000
é.25000
625000
6.25000
6.25000
6.25000
4425000
6. 25000

12,50000

6.23000
6.25000
6.235000
625000
6.,25000
12,.50000
12.50000
12.50000
6.25000



0047
0048
0049
0050
0051
0052
0053
0054
0055
00356

. 0057, .
0058

0039
XEND

xGO

\)ﬂ
e %,
v

0.00000

+ 23500000
~1924,00000
~147.00000
0.00000
0.00000
~33.00000
~181.00000

-128.,00000 -

400.00000
300.00000
' §50.00000

0.00000
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b

e

- DISPLAY WCN30A

. ¢ IEEE _30-BUS
e - o

f
1

XIN FROGRESS

v

e

0001 30 41 1 0 . .
0002 1 1 2. Y 0,019220  0,05750 1.3
0003 2 1 .3 .7 0.,04520 0.18520 1.3
0004 .3 2 4 0.05700 0.17370 0.65
0005 L4 3 4 0.01320 0.03790 1.3
0006 5 2 5 - 0.04720 0.19830" 1.3
0007 é 2 é 0.05810 0.r7430 0,65
0008 7 4 é ©0.,11900 0.04140 0.9
L0009 8 5 7 0,04600 0,114600 0.7
0010 A3 7. - 0.02670 0.08200 1.3
0011 10 “ & 8 0.01200 0.04200 0.32
0012 11 6 .9 '0,00000 0.20800 = 0,65
0013 12 é 10 0.00000 . 0.55600 0.32
0014 13 9 11 0.00000 0.20800 0.65
- 0015 14 9 10 ©0.00000 0.11000 0,65
0016 15 4 12 0.,00000 0.5;%00 0.65
0017 16 12 13 0.00000 0.14000 0.45
0018 17 12 14 0.12310 0.25590 0.32
0019 18 12 15 0.086420 0.13040 0.32
0020 19 12 14 0.09450 0.19870 0.32
_ 0021 20 14 15 222100 0.19970 - 0.16
0022 21 16 17 . 0.,08240 0.19320 0.16
0023 22 5 18 0.10700 + 21850 0.14
0024 23 18 19 0.06390 0.12920 0.14
0025 "4 19 20 0.03400 0.06800 0.32
00264 2?5 10 20 0.09360 0.20900 0.32
0027 26 10, 17 ~ 0.03240 ,0.08450 0.32
0028 27 10 21 0.03480 0.07490 0.32
0029 28 10 22 0.07270 0.14990 0.32
0030 29- 21 a2 0.01160  0.02360  0.32
0031 30 15 23 0.10000 0.20200+  0.1é
0032 31 22 24 0.11500 0.17%00 0.16
0033 3D 23 24 0.13200 0.27000 0.16
0034 33 24 25 0.18850 ' 0.32920 0.16
0035 34 25 26 0.25440 - 0.38000 0.16
0036 35 25 27 0.10930 0.20870 0.16
0037 36 28, 27 0.00000 0.39400 0.65
0038 37 27 29 0.21980 0.41530 0.16
0039 38 27 30 0.32020 0,460270 0.16
0040. 39 29 . 30 0.23990 0.45330 0.16
0041 40 8 28 0.,063460 0.20000 0.32
0042 41 6 28 0.01690  0.05990 0.32
0043 . 1 140.00000
0044 2 27.14000
0045 3 -2.40000
. 0044 . 4 -7 .40000
0047 5 =72.49000



0048

0049
0050

0051

0052
0053

0054 -

0053
00546

0057.

0058
0059
0060
00461

© 0062

Q0463
0044

0045 -

0044
0067

. 0048

0049
0070

0071

0072
XEND

*xG0

0.00000
=22.80000
"7 . 8500_0
0.00000
-5.80000
12.14000
-11.20000
12.00000
"6 . 20000
-8.20000
-3.50000
-92.00000
-3.,20000
-9.30000
-2.20000
-17.50000
0,00000
-3.20000
~8,70000
0.00000
-3.50000
0.00000
0.00000
-2.,40000
~-10.60000

ol
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"DISPLAY WCDS57A

XIN PROGRESS

0001 57

0002 1
0003 2

. 0004 3

0005 4
00046 5
0007 4
0008 7
0009 8
0010 ¢

0011 10

0012 11
0013 12
0014 13
0015 14
0016 15
0017 14
0018 17
0019. 18
0020 19
0021 20
0022 21
0023 22

0024 23

0025 24
0024 25
0027 24
0028 27
0029 28
0030 29
0031 30
0032 31
0033 32
0034 33
0035 34

' 0036 35

0037736
0038 37
0039 38
0040 39
0041 40
0042 41
0043 42
0044 43
0045 44
0046 45
0047 44
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35

°13

24

27
28
29
29
30
31
32
33
34
35
36

VOO U S G F) e

IEEE 57-BUS

10.00830
0,02980
0.,01120
0.06250
0.04300
0.02000
0.03390
0.00990
0.03690
0.02580
0.06480
0.04810
0.01320
0.02690

. 0.01780

0.04540
0.02380

- 0.,01620
' 0,00000

0.03020
0,01390
0.02770
0.02230
0.,01780
0,01800
0.03970
0.01710
0.46100
0.28300
0.00000
0.07340
0.00990
0.16600
0.00000
0.00000
0.16500
0.06180
0.04180
0.00000
0.13500
0.32600
0.50700
0.03920
0.00000
0,05200
0.04300

0.02800
0.08500.
0.03660
0.13200
0.14800
0.10200
0.17300
0.05050
0.16790
0.08480
0.29500
0.15800
0.04340

. 0.086%90

0.09100
0.20600
0.10800
0.035300.
0.49250
0,06410
0.07120
0.124620
0,07320
0.05800
0.08130
0.17900
0.05470
0.468500
0.43400
0.774&70
0.11700
0.01320
0.25600
1.20600
0.04730
0.25400
0.09340
0.05870
0.06480
0.20200
0.492700
0.73500
0.03600

0.95300 '

0,07800
0.05370

188

4.84831
2.22044
5,22530
1.36940
1.297469
1.92414
1.13449
3.88642
1.16342
2.025637
0.646218
1.2109S
4.40888
2.19857
2.15693
0.94812
1.80844
3.460877
0.40609
2.82255
2.75694
1.54794
2.61365

. 29652
2.40186
1.09081
3.48976
0.24222
0.38401
0.25750
1.44492

11.02552
0.65550
0.146584
4,22833
0.466031
1.75951
2,77539
3.08642
0.82318"
0.33649

. 21992
3.75780
0.20984
2.13346
2.90721



-189

0048 47 36 37 0.02900 0.03640  4,28298
0049 48 37 38 0.06510° 0.,10090 1.66558
0050 49 37 39 0.02390 0.03790  4,4463464 °
0051 S0 36 40 0.03000 0.046460 3,60870
0052 51 D0 38 0.01920  0.02950 5.,68214
0053 S2 11 41 0.00000 0.74%00 0.26702
0054 53 41 42 0.20700 0.35200 0.,48977
0055 54 41 43 0.00000 0.41200 0.48544
00546 55 38 44 0.02890 0.05850 3.04517
0057 56 15 45 0.00000 " 0,10420 1.91939
0058 S7 - 14 44 0.00000 0.07350 2,72109
0059 58 46 . 47 0.02300 0.046800 2.78412
0040 59 47 48 0.01820 0.02330 6.76460
0061 60 48 49 0.08340 0.12900 1.30198
0062 41 49 50 0.08010 0,12800 1,32453
0083 4624+ 50 Si 0.13860 0.22000 0,76917
0064 &3 10 51 0.00000 . 0.07120 2.80899
0045 64 13 49 "0.00000 0.19100 1.04712
‘0064 65 29 52 0.14420 0.18700 0.84695
00467 66 52 53 0.074620 0.09840 1.60701
0068 47 53  S4 '0.18780 0.,23200 0.67005
0069 48 54 55 0.17320 .22650  0.,70143
0070 49 11 43 . 0.00000 0.15300 1.30719
0071 70 44 45 0.06240 0.12420 1.43891
0072 71 40 Sé 0.00000 - 1.19500 0.16736
0073 72/ 56 41 0.55300 0.54900 0.25666
0074 73 Sé 42 .21250 0.35400  0.48440
' 0075 74 39 57 0.00000 1.35500 0.1474
0076 75 57 Sé 0. 0.26000 0.

0077 74 38 49 0.11500 0.17700 O, 2
0078 77 38 - 48 0.03120  0.04B20

.0079 78 9 55 0.00000 . 0.12050 5975
0080 : 1 423,00000

0081 2 -3,00000 /
0082 3 -1.,00000 /
0083 4 0.00000 /
0084 5 -13,00000 /
0085 é ~75.00000 /
0086 7 /
0087 8 }//

0088 : 9

0089 . 10 - /

0090 11 - . 00000 - o/

0091 12 ~57.,00000 /

0092 ] 13 -18.00000 / -

0093 14 -10.50000

0094 15 ~22.00000"

0095 16 -43.00000°

0096 17 42,00000

0097 . 18 -27,20000

0098 _ . _ 19 .. _ __ %3.30000

/ -



0099
0100
0101
0102
0103
0104

0105 .

0106
0107
0108

© 0109

0110
0111

o112 -

0113
0114
0115
¥114
0117
0118
0119

0120

0121
o122

.0123

0124
0125
0126
0127
0128
0129
0130
0131
0132

“0133
. 0134

0135
0136
XEND

*GO

34
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-2,30000

0,00000

0.00000 ' .
-6.30000 '
0.00000

-6.30000

0.00000

-2.30000

-4,60000 1
17.00000 | -
-3.,60000

-1.60000

~3.80000

0.00000

-6.,00000

0.00000

‘0.00000 ' -
14.,00000 :

0.00000 o

0.00000
-6.30000

-7.10000 . [

~2,00000
~12,00000
0.00000
0.00000
-29,70000
0.00000
~18.00000
-21,00000
-18.00000
~4,90000
~20.00000
-4.10000
-4.,80000
-7.60000
~6.70000

&
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DISPLAY WCD118E

¥IN FROGRESS

0001
0002
0003
0004
0005
0004
0007
0008
0009
0010
0011
0012
0013
0014
0015
0014
0017
0018
0019
0020
0021
0022
0023
0024
0025
0024
0027
0028

0029 .

0030
0031
0032
0033
0034
0035
0034

0037
0038
0039
0040
0041
0042
0043
0044
0045
00446
0047

118 179
1

2

3

4

5

6

7

8

9

10

11

12 1
13

14

15

16 11
17 12
18 13
19 14
20 12
21 15
22 16
23 17
24 18
25 19
2% 15
27 20
28 121
09 22
30 23
31 o3
32 25
33 25
34 27
35 o8
36 17
37 8
38 26
39 17
40 29
a1 03
42 31
43 07
44 15
45 19
a6 as
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36 ...

0.03030
0.01290
0.00176
0.02410
0.01190
0.00459
0.,00244
0.00000
0.00258

0.02090.

0.02030
0.00595
0.01870
0.04840

. 0.00862

0.02225
0.02150
0.07440
0.,05950
0.02120
0.01320
0.043540
0.01230
0.01119
0.02520
0.01200

- 0.01830

0.02090
0.03420
0,01350

" 0.,01560

0.00000
0.03180
0,01913
0.02370
0.00000
0,00431
0.,00799
0.04740
0,01080
0.03170
0.02580

0402290

0.03B800
0.07520

. 0,00224

0.09990
0.04240
0.00798
0.10800
0.05400
0.02080
0.03050
0.02670
0.,03220
0.06880
0.06820
0.01960
0.06160
0.16000
0.03400
0.07310
0.07070
0.24440
0.19500
0.08340

0.04370"

0.18010"
0.05050
0.04930
0.11700
0.03940
0.08490
0.09700
0.15900
0.,04920
0.08000

- 0.03820

0.16300
0.08550
0.09430
0.03880
0.05040
0.08400
0.15430
0.03310
0.11530
0.09850
0.07550
0.,12440
0.24700

2,00000
4,71000
25.,06000
1.85000
3.70000
9.62000
6.546000
7.49000
6.21000
2.91000
2.,93000
10.20000
3.25000
1.25000
5.88000
2.74000
2.83000
0.82000
1.03000
2,40000
4,58000
1.11000
3.96000
4.05000
1.71000
5.08000
2.36000
2.06000°
1.24000
4.07000
2,%0000
5.24000 -
1.50534
2,.34000
2.12000
5.15000
3.97000
2.89451
1.28000
6.04000
1.73000
2.,03000
2.65000
1.461000
0.81000

0.01020._._12.41000



0048
0049
0050
0051
0052
0053
0054
0055
0056
0057
0058
0059
0060
0061
0062
0063
0044
0045
00446
0067
0068
0069
0070
0071
0072
0073
0074
0075
0074
0077
0078
0079
0080
0081
0082
0083
0084
0085
00846
0087
0088
0089
, 0090
0091,
0092
0093
0094
0095
0094
0097
0098

47
48
49
50
51
52
53
54
55
56
S7
58
59
460
61
62
63
64
65
66
67
68
69

71
72
73
74
75
76
77
78
79
80
81

83
84
83
86
87
88
89
20
?L
?2
?3
?4
23
24
?7

35
33
34
34
37
37

~37

30

40
40
41
43
34
44
a5

46 -

46
47

42

45
48
49
49

-o1

52
K
49
S4
54
S5
56
30
Sé
o1
54
56

=
S5

59

59

60
60
61

[
)

63
61
38

64

49
42
62

0.01100
0.04150
0.00871
0.00254
0.00000

0,03210
0.05930.

0.00464
0.01840
0.01450
0.05550
0.04100
0.06080
0.04130
0.02240
0.04000
0.03800
0.06010
0.01910
0.03575
0.06840
0.01790
0.02670
0.04860
0.02030

0.04050"

0.02630
0.,03993
0.016%0
0.0027%
0.00488
0.03430
0.04740
0.03430
0.02550
0.05030
0.04070
0.04739
0.03170
0,03280
0.00264
0.01230
0.00824
0.00000
0.00172
0.00000
0.00901
0.00269
0.00900
0.04820

‘0.02580

0.04970
0.14200
0.024680
0.00940
0.03750
0.10600
0.16800
0.05400
0.04050
0.04870
0.18300
0.13500
0.24540
0.146810
0.,09010
0.13560
0.12700

0.18%00,

0.06250
0,18150
0.18600
0.05050
0.07520
0.13700
0.05880
0.14350

0.1£200

0.14507
0.07070
0.00955
0.01510
0.0%460
0.13400
0.096460
0.07190
0,22930
0.12243
0.21580
0.14500
0.15000
0.01350
0.03610
0.03760
0.03840
0.02000
0.02680
0.09860
0.03020
0.04595
0.21800
0.11700

4.02000
1.41000
7.46000

21.,28000
5.33000
1.89000
1,19000
3.70000
3.31000
4.11000
1.09000
1.48000
0,81000
1.19000
2,22000
1.47000
1.57000

«1.05000
3.20000
1,51140
1.08000
3.96000
2,66000
1.46000
3.40000
1.22000
1.64000
1.,32921
2.,83000

20,94000

13.25000
2.07000
1.49000

'2.07000
2,78000
0.87222

'1.55021
0.92678
1.38000
1,33000

14.81000

. 3.57000

5.32000
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5.18000 -

10.00000
7.46000
2.028490
6.62000
4.27140
0.91743
1.71000



N

0099
0100
0101
0102
0103

0104

0105
0106
0107
0108
0109
0110
0111
0112
0113
0114
0115
0116
0117
0118
0119
0120
0121
0122

‘0123

0124
0125
0124
0127
0128
0129
0130
0131
0132
0133
0134
0135
0136
0137
0138
0139
0140
0141
0142
0143
0144

0145

01446
0147
0148
0149

98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
a2
123
124
125
126
127
128
129
130
131
132
133

134

135
136
137
138
139
140
141
142
143
144
145
1434
147

148

465
66
65
47
49
68
69
24
70
24
71
71
70
70
69
74
76
69
735
77
78
77
79
48
80
77
82
83
83
84
85
86
835
85
88
89
20
89
2?1

?2.

-
-~

?3
?4
80
82
?4
80
80
80
92

24

66
67
68
69
659

70
70
71
72
72
73
74
75
75
75
77
77
7?
78
79
80
80
81
81
82
. 83
84
83
85
86
87
88
89
89
?0
?1
92
92
?3
?4
74
- 93
?4
P4
?4
?7
?8
?9
100
100

0.00000
0.02240
0.00138
0.08440
0.0%9850
0.00000
0.03000
0.10221
0.,00882
0.04880

0.04460 ,

0.008646
0.04010
0.04280
0.04050
0.01230
0.04440
0.03090
0.06010
0.00376
0.00546
0.01088
0.015460
0,00175
0.00000
0.02980
0,01120
0.06250
0.04300

0.03020

0,03500
0.02828
0.,02000
0.023%90
0.01390
0.01638
0.02540
0.00799
0.03870
0.02580
0.04810
0.,02230
0.01320

" 0.,03560

0,014620
0,02690

T 0.,01830

0,02380
0.04540

0.06480

0.01780

0.03700
0.10150
0.01400
0.27780
0.32400
0.03700
0.12700
0.41150

" 0.,033550

0.1924600
0.18000
0.04540
0.13230
0.14100
0.12200
0.04060
0.14800
0,10100
0.,19990
0.01240
0.02440
0.,03321
0.G7040
0.02020
0.03700
0.08530
0.03665
0.13200
0.14800
0.06410
0.12300
0.20740
0.10200
0.17300
0.07120
0.06517
0.08340
0.03829
0.12720
0.08480
0.13800
0.07320
0.04340
0.18200
0.,05300
0.08690
0.09340
0.,10800
0.20600
0.29500

0.05800. _ _3.45000 .
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5.41000
1.97000
12.50000
0.71994

0.61728"

5.41000
1.,57480
0.49000
5.63000
1.02000
1.11000
4.41000
1.51000
1.42000
1.63934
4,93000
1.35000
1.98000
1.00000

16.13000
8,20000
5,72323
2,84000
9,90000
5,41000
2,34000
S,45000
1,52000
1.35000
3,12000
1.43000Q
0.96000
1.956000
1.16279
2,81000
2,97640
2.39000
5,11291
1.57233
2,36000
1,26582
2,73000
4,461000

1.098%90

3.77009
2,30000
2,14000
1.85000
0.,97087
0.,67797

§



0150
0151
0152
0153
0154
0155
01564
0157
0158
0159
0140
0161
0142
0163
0164
0145
0146
0147
0148
0149
0170
0171
0172
0173
0174
‘0175
0176
0177
0178
0179
0180
0181
0182
0183
0184
0185
0186
. 0187
0188
0189
0150
0191
0192
0193
0194
0195
0196
0197
0198

1

0199

149
150
151
152
183
1354
153
156
157
158
15¢
160
161
162
163
164
145
166
167
168
169
170
171
172
173
174
175
176
177
178
179

0200

95
96
98
99

100
92

101

100

100

103

103

100

104

105

105

105

106

108

103

109

110

110
17
32
32
27

114
48
12
75
76

0,01710

0.01730
0.03970
0.01800
0.02770
0.01230
0.02460
0.01600
0.04510
0.04640
0.08350
0.046050

0.00994

0.01400
0.05300
0.024610
0.05300
0.01050
0.03906
0.02780
0.02200

"0,02470

0.,00913
0,06150
Q0.01350
0.014640
0."0230
0.00034
0.03290
0.01450
0.01640
R "'51 *
-20.
-390

* =39,
0.

-520
~-19,
"280

0.

450,
"'700
38.
~34.,
"14 »
"900
"250
"11 .
—60\0
"450
-18.,

0.05470
0.,08850
0.17900
0.08130
0.12620
0.055¢90
0.11200
0.05250
0.20400
0.15840
0.16250
0.22900
0.03780
0.05470
0.18300
0.07030
0.18300
0.02880
0.18130
0.07620
0,07350
0.06400
0.03010
0.20300
0.06120
0.07410
0.01040
0.00405
0.14000
0.04810
0.05440

3.66000
2,26000
1.12000

2,46000
1.58000
3.58000
1.79000
3,81000
0.98039
1.26000
1.23000
0.87334
5.29000
3.66000
1.09000
2.84000
1,09000
6,94000
1,10314
2,42000
2,45000
3.13000
6.64000
0.,99000
3,27000
2.70000
19,23000
49,38000
1.43000
4.16000
3,68000
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0201
0202
0203
0204
0205
0206
0207
0208
0209
0210
0211
0212
0213
0214
0215
0214
0217
0218
0219
0220
0221
0222
022

0224
0225
0226
0227
0228
0229

" 0230

0231
0232
0233
0234
0235
0236
0237
0238
0239
0240
0241
0242
0243

0244

0245
0244
0247
0248
0249
02350

0251 .

Q

21
22
23
24

25

26

27
28
29
30
31

33.

34
35
36
37
38
39
40
a1
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
44
65
66
67

48,

69

71



0232

02353

0254
00155 .

0256
0257
0258
0259
0240
0261
0362
0243
0244
0265
02664

10267
0248
02649
0270
0271
0272
0273
0274
0275

‘0276
0277
0278
0279
0280
0281
0292
0283

0284 |

0285
0286
0287
0288
0289
0290
02791
0292
0293
0294
0295
0296
0297
0298
XEND

*xGO

72
73
74
75

77
78
79
80
g1

.82

83

85
86
87
a8

90
91
92
93
?4
95
96
97
98

?9 .

100
101
102
103
104
105
106
107
108
109
110

111-

112
113
114
115
116

T117

118
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