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ABSTRACT 

This thesis is concentrated on the derivation and testing 

of a conti severity analysis technique using bound estimates of 

the real power flows. A series of 'cont ingency fHters' 

are ted based on different types of bound estimates, l.e. 
~ • f ,~ \ 

;.J1rom conse ative ta tight bounds. Each filter c.lassifies anincoming 

contingency as either 'critical', 'non-critical' or 'uncertain', 

depending on the relation of the bounds compare:\o the corresponding 

securit:; limits of the real power flows. The 'cntical' contingencies 

'''8 ;w.ill be selected for detailed analysis and the 'non-critical' will be 
""v • ~ 't ~ 

filtered out. Only the 'uncertain' contingencies are submitted to the 

next filter, where a set of tighter bounds are used to evaluate the 

status of the contingencies. The final fiiter is a DC Ioad flow 

simul~tion which calculates the exact solutions. 
\ 

.. 

The performance of each filter, in terms of their time 
\ 

efficien,cl.es and classification efficiencies are investigated. Five 

IEEE testi'ng systems are used to examine and demonstrate the performances 

of these filters when they are applied to different system s izes and .. \ 

different 1 ading conditions. Sorne newly proposed contingency selection 

algorithms b sed on the results from the filtering process are also 

tested. It s shown that these ~lgorithms perform very effecti~èly 

and re liab ly . 
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Cette thèse présente une technique d'analyse de la 

sévérité des pannes sur un réseau électrique, et en fait l'essai. 

Au lieu de calculer au long les transits de puissance rée1.1.e cl 'après-

dHaut, on fournit très rapidement des intervalles contenant ces 

variables. Une chain~ de telles étapes, ou' filtres', est construite, 

"produisant des intervalles de plus en plus étroites. Chaqué filtre 

fait le tri des pannes en trois catégories, d'après les posi tions 

des intervalles par rapport aux bornes dues aux limitations physiques. 

Les pannes 'critiques' sont retenues pour une analyse ultérieure, et 

l'on pourra négliger les pannes ' non-cri tiques'. Seulement les pannes 

'i'llcertaines' alimenteront le prochain filtre, plus sélectif. Le 

calcul exacte des puissances réelles constitue le derni.;d, m.lis 

n'est appelé que s'il est requis. Un modèle linéarise (OC load flow) 

est utilisé- pour ce calcul. 

\ 

Les critères de comparaison des filtres sont le temps 

de calcul et l'efficacité à détecter' le·s états définitifs des pannes. 

Ces' filtres sont testes sur differents modèles d~ réseaux, de differ-

entes grandeurs et à differents niveaux de charge. Cinq systèmes 

d'essais de ~'IEEE sont retenus pour ces fins. De nouveaux algorithmes 

de sélection des pannes, basés sur ces resultats, sont évalués 

l'étude démontre qu'ils sont très rapides et fiables). 
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CHAPTER 9 l 
.. . 

INTRODUCTIQN 

.. 

1.1 Pover System SecurÀty 
\, \ 

Power system\operatoTs are occasionally confronted with 

.udden disturbances, namel\ equipment malEunctions, line outages due 

ta severe climatic discruPt~ons or operator's switohing errors etc. 

These disturbances upset the l equi{ibrLUm of the system and sometimes 

ctipple the normal state of operation causing perma~ent equiprnent 

damages and severe interrupt10n of service. rhe chaotic 1977 New York 

City blackout was a classical example demonsttating how a series of 

lightning stroke~ o~ the transmission oetwork-can trigger such a 

scale disruPtion~t E 1gerd 1982 ] . 

rge 

In arder to ensure that the electric utility service to , 

be consistent and reliable, a power system must be designed and ,~~-

operated in a 'secure' manner. In general, a power system lB said to 

be 'secure' if it can withstand the occurrences of a set of postulated 

contingencies without vi01ating any system constraints or cauBing 

instability. Otherwise, the sys tem is 1.n a 'vulnerable' -or 1 insecure' 

state [Debs et al. 1975 J. To improve system performances under 

stresses and unexpec ted distur-bances,· contingencies are anticipated 

a,~d their impacts are exarnined. Consequently, \ f easible and practical 

remedies are established to avoid or alleviate the ,damages which cao 

\ 

;' . 
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1 
be caused by the contingencies. 

1 

1 

S'Ystim / 
Security studies. 

of Powe 

\ 
1 

\ 
1 ~ \ 
i power system security studie~an b summar'ized in a 

1 . f • 

\ 

hie~archical form as shawn in Figure 1 \1. Two m j or top~cs are of 

namely security assessm\nt curity 'enhancea\ent. priII1e concern, 

\ 
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Security assessment conslsts of twa major functiops. 

'Security Monit~ring' serves ta collect and process the system ope~ation 
\ 

data, through telemetry systems and subsequently updating them th~~ugh 

the state estimator. 'Contingency Analys'is' utilizes t~e system 

information ta simulate different contingencies ~n arder ta predict 

èhe post-contingency system conditions. C6nsequently, crucial 
"~ 

èvents which will put the system in an 'insecure' state can be idéntified 

[Debs et al. 1975J. 

, ,­
," 

Sbcurity enhancement however investigates different . 
\ 

" Il 

control methods and operational strategies, preventive and corrective, 

--
ta improv.e the system security, e.g. restoring the system from a 

, 
'vulnerable' state to a 'secure' state. Methods which have been commonly 

include security-constrainted optimizations Ce.g. 
. 

secuTe 

econom'Ïc dispatch, minimum load curtailment), system parameter 

-------adjustments (e.g. network adjustments) etc~Dy--Liacco 1967,1970 

Hadju et al. 1975J. 

1.2 Contingency Analysis, an Introduction 

1.2.1 .Definition of Contingency Analysis 

Contingency analysis, the princip_al topic of this thesis, 
'. 

LS a vital evaluatian procedure in power system security studies. It 

eva1uates the impact of possible cantingenciesoupan the normal operation 

of a,power system. These cantingencies usually include generator 0utage(s), \ 
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,line outage(s)~ suddén~oss or increase of load or any combinations 
;;---"-..... 

of thè above. Thr6ugh the, simu1ations o~ suëh contingencies, _ the 

P9~t-conting~ncy conditions ~-lin~s voltages) are 
, 

'. checked to see whether any system constraints (e. g. thermal liIq .. its 

of trphsmission lines o-r minimum voltage levels) have been 
, ,/, 

violated. The. critical ones which will cause overlaads, .. significant 

'~ ) ~ voltag,e degraclations o;r infeasible operations are then identified 

'-

f 
1 
1 

1 

\ 

'for further investigations (e.g. security enhancement usages). 
, . , 

1.2.2 Applications 'of Contingency Analysis in Security Evaluations 

\, 

In planning, contingency analysis serves as a valuable 
, ~ 

topl to evaluate ail.the viable altern~ves in orderto improve the 

re-liability and security of the future system.. In operations, ' cont-. 

gency analysis as~ists the operatorS to identify potentially dangerous 

, contingencies sa that preventive control, action(s} can be exec1,1ted ... 
; , 

, . 

The mast significa t' contri'bution of this analysis 1.S ta assist planners 
~r 

.J'.. , 

and operators ta sy t~ri1adcally recognize somé of the 'bottlene'cks' 

in the. system. if the 1055 of a certain lirle~i~ the 
." l' 

-sys:tem can tr.igger a 'cascading outag'e' or an 'islanding .'effect' '/' 

be identified as a " structural bottleneck' 
. . 

" f" . 

;'" such a. c-afitint~~CY wiîl 
- > • 

\ 

\ . 
'in t~e \~iste~. ,"" . / 

/ 

/ 

/ 

/ /' .. , 

r 
/' 
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1.2.3 Requirements for Eva1ua~ion Methods 

,Co-r:ttingency}na1ysis i5 u5ually accomplished by executing 

a series of repeated load f10w studies ~n different contingent events, 

obased on one or a,set of different operating points. The approach is 
. 

deterministic (i.e. contingency c1assified as either secure,or insecure), 

sèquential (i.e. ' one contingent case to be evaluated at a time) and 
(--

exha\1stive (i.~:'--'hundÎ'eds or thousands of ?ases to be examined). 

Hence, besides the accuracy, the speed requirement of evaluation 

methods is very crucial. 

However, these two requirements are usual1y nard to 

be satisfied together(~ Because of the stringent time imposed on real-
-.11 

t~e evaluations and the inefficiency of exhaustive simulations for a1l 
1 - . 

pos~ible contingen,cies, the fOl~OW~ ideas a'~e lfsuaÜy adopted in 

various evaluation methods in order to improve the speed performance .. 
and yet maintain an acceptable accuracy 

, 
(1) Using approximate system models, such as ,the fast decoup1ed 

!Ji' 

(2) 

mode~ [Stott 1972,1914 '] and the DC model [Dhar 1982]' instead 

of the- exact AC full model [Tinney et a1. 1976]', where these 
\ 

'" simplified models offer acceptable results and require' 1ess 
.'~ 

A., , 

c~mputation~èffort. 

Simulat~ng contingencies using compensation methods or ~~e/matrix 

inversion lemma, : ,where 'Pinney and others [Tin?ey 1972; Galiana 

et al.'197S; A1sac ~t al. 1983] have d'iscussed how these methods 

-" 
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can 'be appLied to simulate outages· with, better computfltional' 

efficiency. 

(3) Selecting a small number of contingencies among aIL possibi-~ 
. . 

lities according to their expected severity and/or probability 

of occurrences, using either the.operator's experience or some 

on-Line automatic 'contingency selection schemes or both. 

, Subsequently, only these selected contingencies will be in~es~-
J 1 

/ "~gated in deta:i.l [Irisarri et al. 1979J-... 

1.3 Automatic Contingency Selection 

In practice, the number of contingencies which cap caUse 
\ 

violations (e.g. overloadings)' or serious interruptipos (e.g. voltage 

collapse) in a power 'system are few. Therefore, if these 'critical' 

contingencies can be identified and put into a so-~alled 'contingency' 
4 

List', exhaustive runs of contingency simulations cau then be reduced 

to a manageable number by only coosideri~g these 'critical' contingenc~es. 
• q • 

This is part~cularly valuable to Qn-line evaluations. 

Tradi tionally., a contingency List lS 'constructed either 

fram the operator' s ~x~erience or some previous off-Line study resul ts. 
j 

However, as power systems are growing and becoming more complex, even 

the most experienced operators may overlook some critical contingencies 

occasionally. Alternatively. a fixed li st based on off-lin'e studies 

fails to recognize the current system conditions which may. be signifi-

cantly different from the pr~viously simulated conditions . 

.. 

. ' 

, 
.\ 

,...' 
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In~order to eliminate the dis'crepancies of ~he m~nual and 

\ 
the !lon-updated types of selection, an adaptive and odynamic selection 

scheme of constructing the continget'l'Cy list is desirable [Ejebe et ~1. 

1979]. This new selection scheme is called the Automatic Contingency 

Silection (ACS) [Ibid]. In 'this, thesis. various ACS metllbds are 

classified under two distinct approaches, n~ely Scalar Performance 

Index methods (SPI) and Vector Performance Index methods (VPI). 

ACS can be thought of as a 'filtering' process. The SPI 
~ 

and VPI methods are basically differentiated by their 'fÜtering criteria'. 

SPI uses a scaLar quantity as a cri terion ta rank contingencies 

according to their expected severity and subsequent;ly selects the 

higher ranked events. 
, 

However, VPI uses a vector to evaluate the-

severity of each contingen<;:y and subsequen ly labels the con~ingency 

~s 'critical! or 'non-critical'. The 'non-c itical' events are 

therefore filtered out. 

Such filtering can be accompli,shed by a one-stage or a 

muIii-s tage strategy. For muiti-stage strategy, contingencies are 

passed tl;1rough 'a series of fiiters, where each one of which identifies 

the incoming events as either 'critical', 'non-cri tical' or 'uncertain'. 

Only . the 'uncertain' 'contingencies are passed on to the next fi 1 te~ for 

more detailed studies in order to he, classified as either 'critical' or 

'non-cri tical' . A detailed description and discussion on these cri t-

eria and filtering strategies ,are presented in part II of the following 

chapter'. 

, 1 
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1.4 The Present Study : Contingency Filtering Using Linearized 

-Flow Bound Est imates 

This research adopts the contingency severity analysis 

'approach proposed by Galiana [Ga n'ana 1984]. It 15 basically a VPI 

based, multi-stage ACS method. Different bound estimates for the 

contingency flows are used to established a series of 'contingency 

fHters'. This technique assumes a DC mO,del for the power system and' 

derives the 'Line Outage Distribution Factor (LODF)' [Wood et al. 1984 ] 

using the matrix inversion lemma. Since each LODF 18 invariant with 
, 1 

respect to the loading conditions but only depends dn the topology and 

the parameters of the network, sorne simple topological chatacteristics 

are exploited to derive bound estimates for the )LODF . 

... 
By bounding the LODF, the contingency real power flows 

(linearized due to fte DC model) can also be bounded accordingly. The 

range of these bounds are gradually constricted in the subsequent 

filters by expanding the comp 1 exit y of the fil ters. The final filter 
J 1 

i5 an exact DC load flow simulation. 

Using such bound estimates, contingencies are classified 

into the following three types at the output of each filter except the 
o , 

final one, namely critical, non-critical and uncertain
l

. brily the 

r' L'Ï 
Chapter III. l The definitions of these terms are explained 1n 
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uncertain contingencies are submitted to the subsequerit filter for 

further analysis. Consequently, only a few remaining uncertain 

contingencies are required to be evaluated by a De load flow simulation ) 
because the others are already identtfied by the previous filters. 

. The present study concentra tes on the followi~g 

(1) Investigating the effectiveness of each fi1ter, proposed 

by Galiana [Galiana 1984J, in identifying critical cont-

ingencies. 

(2) 'Comparing the computational of each filter ih ~erms ~ 

of their processing speed. 

(3), Comparing the degree of trade-off between (1) and (2). 

(4) Investigating the efficiencies of two newly proposed 

selection sçhemes, using the results from the filtering 
.. 

1 procedures. ' 

1.5 Outline of the Thesîs . 
After reviewing the general background and objectives of 

this study, the following outlines ,the organization of the thesis : 

( CHAPTER II 

---This is a general review of various approaches u~ed 'in 

contingency analysis. The point-wise and region-wise approaches are 
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presented and discussed. This .ch,apter aiso reviews the state-of-the-

art of the methods used in ACS. The SPI and VPI based methods are also 

presented and discussed. 

CHAPTER III 

The theory of contingency filtering using the linearized 
o 

flow bound estimates is presented. The LODF is derived using the De 
o 

loado flow model and the matrix inversion lemma. Different bound estimates 

on the LODF are then developed. Some newIy proposed contingency select-

ion aigorithms will be introduced. Finally, the computationai consider-

ations in terms of programming on the fiiteri.ng scheme and the selection 

algorithms are also discussed here. 

CHAPTER IV 

Numerical experience with the filters derived from the 

preceeding chapter are ~ested with the IEEE 14,24,30,57,118 bus systems. 

Observations on the numerical performances of these filters are presented 

and evaluated. 'Seleçtion schemes based on the newly proposed scalar 

perfdrmance indices are aiso tested. 

.. 
'CHAPTER V 

Conc lus ions and recommendations for future studies are 

drawn here. lt is found that even the most conservative filter is able 

ta identify most of the contingencies (i. e. 'critical' or 'non-critical') 

, . 



\ 
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Some filters are feund te be net so cemputatienally efficient. 

11 

However, . 

the proposed selection schemes are shawn to be very effective in terms 

of speed and selection efficiency. 

" . 

,. 
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CHAPTER II 

REvrEW OF STEADY STATE CONTINGENCY ANALYSrS 

AND AUTOMATIC CONTINGENCY SELECTION METROnS 

IN POWER SYSTEMS 

2.0 • Introductory Remarks 

This chapter is divided into two parts. The first part 

reviews various evaluation I6'ethods proposed for Contingeney Analysis (CA) 

over the past two decades. The second part re~iews the state-of-the-art 
/ 

of Au,t'omatie Contingeney Se leetion (ACS) methods. 

2.1 Part l Review of Steady' State Contingency Analysis Methods 

2.1.0 Foeus, of this Review 

There are bas ieally two kinds of contingency studies 

used by system planners and engineers, namely deterministic and 

probabilistic studies. Deterministic studies a~e widely employed for 

both planning investigations anô operational applications, where 

the uncertainties of the system variables (e.g. load deviations) are 

ignored. Probabilistic studies however have mainly been applied to 

reliability and stochastic studies in planning evaluations only 

[Sillinton 1970; Aboytes 1978J, where probjabilistic and statistical 

methods are implemented to account for the system uncertainties. 

The focus of this review is concentrated on the deterministic studies. 

-
'1 

/ / 
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Due ta different impacts caused by different stages of 
, if 

a contin~ency, contingency analysis can further be divided into three 

distinct modes, namely 'transient', 'dynamic' and 'steady state' 

analyses [Oebs et al. 1975J. In the perspective of the present review. 

attent ion is focused on the 'steady state' analys is methods only. 

Such an' analysis assumes that the power system has survived the 

transient and dynamic states and the concern is ta check for any 
l 

, violations in the steady stateconditipn. 

'. 
2.1.1 Classifi{!ation of Steady State Analysis Methods 

Over the past two decades, many d terministic ev.aluat-

~ n techniques for steady state contingency analysis have been proposed. 

In eneral, aIl of these different techniques can be lassified under 

t"o ~tinct approache. , point-wise and region-wise. 
v \ 

\\ ',1<>int-wise approach evaluates the system secun y at 

one operating ~int, the so-called 'base case', for each one ~ a, 

list of contingen~ies one at a time. Should the condition of this ba$e 

\ 
case change Ce.g. load deviation) , the system security will have ta 

\ 

be evaluated at the n~\;, base case again. Examples include the 

. \ 
distribution f~ctors meth~s [MacArthur 1961; LiImI1er 1969J, the 

decoupled load flow methods\uemura 1972,1973; Stott et al. 1974J and 
\ 

the concentric relaxation metho s [Zaborszky et al. 1980J etc . 

.. 



e.g. the load 

RegiO~iSe approach uti!izes the system 

flow equations and the system functional inequalitïe , 

to identify'a 'secure' region for one or more contingencies. 

security under different operating points can thus be evaluated 

checking whether such operating points are within the corresponding 

'secure' r~gion. Examples include the pattern recognitio.n methods 

[pang et al. 1974 J. the set-theoretic approach [HnYilicza et al. 1975 ] • 

the security corridors concept [Banakar et aL 1981 ] etc. 

1. 

2~.1.2 Point-~ise Approach 

2.1.2.1 General Algorithrn 

----
The general algorithrn of this approach is exp 1ained with 

Figure 2.1. System data are read from the beginning .. These inolude the 

system structure, pararneters, operation limits, a contingency li st 

and the base case (s) . In operations, the base case is the 'curren~ 
operating condition which may be obtained from the ~tate estimatio~ 
program. In planning, a nurnber of post~lated discrete base cases 

(e. g. light loads élnd heavy loads) Çl.re 'given. Beg inning, wi th 
, 

first base case. a post-contingency load flow IS carried out. AlI 

monitored variables are checked with their corresponding limits. 

Should violations occur, the contingency will be recorded. Otherwise, 

it will proceed to the next contingency on the list until aIl con ting-

enc1es are studied. The process then re,turns ,to the first contingency 

in the list to perform the pext base case if there 15 any, e.g. in 

planning studies. 

/ 

r 
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2.1.2.2 D stribution and Shift Factors Methods 

---{--
A De load flo~ model is used and the post-contingency 

/ 

conditions, i.e. real power tine flows and real power generations, 

are calculated using their pre-contingency values with the corresponding 

Line Outage Distribution Factors (LODF) or the Generator Shift Factors 

(GSF) for line and generator outages r~spectively [MacArthur 1961; 

Limmer 1969; Wood et al. 1984J. These factors can be ca1culated off-

Hne because they are invariant to the loading conditions but depend on 

the system structure and parameters on1y [Wood et al. 1984]. 

\ 
2.1.2.3 Z-matrix Methods \ 

The 'nodal equations are used to solve for the po~t-

contingency voltage deviations and line flows. The bus impedance 

ma~rix, the so-called i-matrix, is presumab1y already èonstructed 
, 

from the basic system data using either a direct inversion from the 

admittance matrix or the wel1-known Z-matrix a1gorithm [Stagg et al. 1969]. 

The pre-contingency Z-matrix e1ements are adjusted to ref1ect network 

changes [El-Abiad et al. 1962; Sullivan 1977J. Changes in line flows 

and voltages are then calculated from the base case values (i.e. voltages) 

and the new1y adjusted Z-matrix [Ibid; Brown 1969,1972J. 

2.1.2.4 1 
Decoupled Load Flow Methods 

\"c, Uemura used the Newton-type A_ decoupled load flow 

-
/ 

/ 

/ 

\ 
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solution model for contingency analysis. The decoupled Jacobian, real '1 

and reactive parts, are treated as constant matrices and inverted 

using the Z-matrix algorithm [El-Abiaa 1-960 J. These inverted matrices 
.------- -

are then adjusted by the Kron' s correction formula to reflect ch~;Lnges 

in tt network due to an outage [Uemura 1972,[974 ]. 

't 

Stott and AIsaç also propased th) use of the Newton-type 

l . l 1 AC decoup ed load flow sol ut ~an mode ta s tudy; ou tages. HO'I.ever, the 

outages were simulated using the !Datrix inversion lemma [Stott et al. 

1974 J. AIso, the i terative linear AC power flow solution method for 

outage studies, proposed by Peterson, Tinney and Bree should also 

be mentioned [Peterson et al. 1972 ] 

AlI of the /above are basically iterative numerical methods 

used to solve the load flow equations with network changes (Le. 

o temporary 

the~efore 
chang~..-----The accuracy of the solution ta the prob1em 

strongly depends on the nurnber of iterations Ce.g. more 

iteratiQn cy~les gj,ve more accurate results). Since approximate 
1 

results are lacceptable for contingency analysis, the number of iterat-

ions for t~ above rnentioned rnethods are generally limited ta l or 1 1/ 2 

cycle onl) in order- to increase the processing speed (one cycle means 

to solve the real and reactive parts separately once; an additional 

solution for the real power part with updating is called a half cycle). 

.' 
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2.1.2.5 Gompensation Methods 'p 

/ \. 
~/ 

/ .' 
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c~anges in the network due to outages can be simu1ated 

by appropriate injections (e. g. 'curren't or power injections) at the 

nodes of the outages using a linear system model. A Thevenin [Tinn~y 
!!'> 

1972J or .a Norron [E~ns et al. 1982J equivalent (looking in from the 

outage ports) i9 'necessary to be established to represent the ,original 
, 

network. The correct amount of injections required ta' simulate thê 

O,utage at the po,rts are thus 'ca1éu~ated using such an equiva1ent network,­

The post-contingency changes are therefore s,?lved' by using the proport-

ional. propel:ties between the ab ove mentioned inj ~,c tions, and the 

original sy.stem states, Le. voltag~s and lin'e flqws [Tinney 1972; 
, 

Enns et al. 1982; A1saç èt al. ,1 98:3J " 
tI· 

.. 
- 2.1.2.6·~ 

" 

Sensitivity Matrix Methods 
a oP 

Sachdev and Ibrahim [Sachdev et al. i ~74J .proposed that 
o 

the invers.e of the Jacobian matrix in the Newton-type load> flow form-

ulation can be viewed as the first order 'sensitivity ~atrix of the stat,e ' 
, ~ ... __ ,<.J 

variables (e.g. bus voltage 'angles and magnitudes) with respect to the 
\ 

control variables '(e.g. power injections). The post-contingency conditions 
t , • ~ ,- ~ , 

can therefore be siplUlated by correct modifications of the bus inj ectiPns, 
• " '""""'-..J "_ 

o 
real and reactive, using 'such a sensi tivity re1ationship and the base 

case' conditions [sa~hdev e~ al. 1974; Manandur et al, 1982J. This method 

needs no augmentation of the Jacobian and only a, few eleInents Ci. e. at 

most- 16 (4x4) [Sachdev et 

'required to be calc,u~:~ 
al. 197'4J) of. the sensitivity matrix are 

for each contingency stlJ.dy. 

.. " \ ' 

\ 
1 
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Concentric Relaxation Method 

Z~borszky and others recent.1y introduced the so-called 
1 

, 'con~~ptric relaxation' method for contingency analysis [Zaborszky et 

al~ 1980]. This method assumes that the changes caused by the 

contingencies are mostly within the neighborhood area of the conting~ncie5. 

The method first identifies a group of concentric 'tiers' around the 

contingency spot. Each of these tiers i5 composed of a number of 

buses and these tiers expand concentrically outward (i. e. each oute'r 

, ---tier contain~ buses which are directly connected ta the inner tiet:: "-

buses but farther away ~rom the f.~t). The post-contingency candi tions, 

1 

;:lre thus calculated by systematically relaxing the voltages and angles, 

tier by tier, 
, 

starting from the innermost ta the outermost. 

2.1. 2.8 Discussion 

The distribution factor~ methods are -by far the fastest 

[Debs et al. 1975J but the vOltasejnd reactive power aspects are 

neglected: Fot;. those syst\s witll t strong reactiv~:' power support?;, 

this technique is not quite adequate. A distribution factors method 
-<1 

using complex coefficients has been proposed by Arafeh [Arafeh 1977J , 

which may shed new light to overcome the voltage and reactive power 
----... 

proolems. The Z-matrix methods have been outrun by other methods beca-

use of the cumbersome c~nstru~tion procedures of the Z-matrix. On 

the other hand, the compensation methods and the matrix inversion' lemma 

~ of fer two very effective techniques to simulate outages l.n the network .... 
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and they are widely-employed for temporary outage studies (è.g. contin-

gency analysis). 

For AC simulations, among the decoupled load flow methods, 
o 

Stott's formulation has been widely employed and gives good performance. 

According to Debs [Debs et al. 1975J, the sensitivity matrix methods, 

the Stott's method and the Peterson's method mentioned above however 

aIL have a similar accuracy, storage requirements and speed performances. 

The novel concentric relaxation method has just been developed ana its 

future still remains to be explored. 

With a large number 'of contingencies to be 'evl;lluated, 

even with the effic1ent techniques mentioned above, the AC simulations 

are still prohibitive especially for on-line evaluations. In current 

practice, linear contingency analysis \IlethOds like the distribution 

-factors methods or the compensation methods [LimIDer 1969; 'Enns et al. 

1982J have been used [Rinkel et al ..... 1977; Subramanian 1983] as a 

screening.tool and the id~ntified critical contingencies are submitted 
-fi 

to more detailed AC simulations, e.g. Stott t s method [Stott et al. 1974J. 

This point-wise approach is by far the most popular 

beca~se the necess~y and efficient tools (i.e. load flow solution mOd~:~~, 

and effective' simul~n, techniques) are weIl established. Witp' 

extremely fast methods like the 'distribution factors methods, 

contingency analysis using such a discrete approach (i.e. solving 
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one base case at a time) , is regarded as acceptable even though 

, many simulations ~re required for different operating conditions or 

for different contingencies. 

2.1.3 Region-wise Approach 

2.1.3.1 Definition of the Secure Region 

The 'secure' region of a system js defined as a closed 

region in the operating space, e.g. generation or load spaces 

[Hnyilicza et al. 1975J, 
, . 

such that any point inside such a region is 

guaranteed ta be able to withstand a set of postulated contingencies 

without causing any violations in the system. 
1 

2.1.3.2 Set-theoretic Approach Methods 

For a g1ven operating state, e.g. normal or contingent, 

,a set of hyperplanes in the operating space can be used to define a 

closed region (or a group of closed regions) such that aIl po~nts inside ' 

the region are free from any violations in any state. These hyperplanes 

are" defined by the system structure. limits. flow patterns etc. The ~ 
shape of the region is unique to each operating state. If aIl region& 

representing the normal state and aIl the postulated contingent states 

are superimposed on each other in the operating space, the intérsection, 

if it exists, is indeed the so-called 'secure' region. Any point inside 

$uch a 'secure' region is thus guaranteed to be able tO withstand any 

one of the postulated contingencies" 

.. 
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A graphical interpretation of the assembly of such a 

'sectir~' region is shown in Figure 2. 2 t~ 2.4. The operating space 

Ce.g. - ~he generation space) is depîcted in each figure. For si~plicity, 

a two-dimensional space, defined by the generations U
l 

and U
2

, is used,. 

The square in each figure represents the 'fI.* . 
l~lts lmposed upon the 

operating variables U1 and U2 (e.g. minimum and maximum generati~n 

le~els). The curves cuttingothrough the squares represent different 

functional constraints (e.g. line flow limits or voltage magnitude limits) . 
éxpressed in the operating space. 

In Figure 2.2, the system is in the normal operating 

state. The shaded area represents a 'normal' region that any points 

inside will not cau~e any violatio~s providing no contin~ency is 

imposed. In Figure 2.3, the system is subjected ta a contingency and 

the functional constraints are therefore altered, e.g. a line outage. 

The so-called 'contingency' region is thus bounded by the new positions 

of the curves as shown in the shaded area. Apparently this 'conting-
,\ 

ency' region is quite different'from the previous 'normal' region. 
. , 

In Figure 2.4, the darkened area within the square is the intersection-
/! 

of the 'normal' region and the 'contingency' region. This is indeed the 

'secure' region for the system subje'cted to 
, 

contingency such a 
" 

becatise any operating condition within ~his 
\ 
,"- . 
r~lon is guaranteed to 

be able to withstand that contingency. 
. , . 

) 
1 
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To consider the system secùrity against any other 

ad~itional contingencies, their 'contingency' regions can simp1y 

be superimposed upon the previous regions (e.g. 1 the above described 

region) and the" finat intersection will be the 'secure' re~ion for aU 

the contingencies considered. 

A De model and the thermal line flow limits were used by 

Hnyilicza, Lee and Schweppe [Hnyilicza et al. 1975] to derive a set 

of hyperplanes hounding each region of concerns in the generation 

space. Redundant hyperplanes, L.e. hyperplanes which will not affect 

the forro of the region, ~re first identified and then discarded. The 

remaining constraints are thus tfsed to define a minimal bounding 

hyperbox [Ibid J u~ing Lin~ar Programming methods. 

With the cons1deration of Ioad uncertainties, the 

'secure' region in the generation space is found to he reduced 

according to Fischl and others [Fisch1 et a~. 1976J. A 'maximum 

secure' operating point, defined as the point farthest from any 

hounding hyperplanes inside the 'secure' region, is also introduced 

[Ibid]. Such a point can thus be used as a quantitative measure for 

the degree of security. Furthermore, ln case that no 'secure' 

region exists, i~e. infeasib1e condition, the 'insecurity margin' 

technique [Ibid] is aiso proposed such that this margLll can be used 

as a reference ta identify operation bottienecks and ta enhance the 

'secure' region with a minimal amount of relaxation of the limits[Ibid]. 
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Mescua and Fischl'also used ~ similar technique and a 

l,inearized volta,ge-reactive poweT relationship te identify a 'secure 

'Voltage profile' 'for f syst"'! 1 Mescua et al. 19801· 

Dersin and Levis employed the De model to derive' a 

feasibility set which is a convexlpolyhedron in the space of the loads 

-'IDersin et al. 19821. As a result, a global view of a11 feasible 

load combinat ions and a probabilistic supply reliability measure can 

be obtained 1 Ibid 1 • 

Banakar and Galiana used a quadratic system model and 

considered that the load uncertainties are only limited to the neigh­

borhood of a predicted or nominal load trajectory 1 Banakar et al. 19811. 

A series of averlapping ellipsoids constructed on this trajectory 

define a 'security corridor' IIbidl. Points falling within such a 

corridor therefore are guaranteed to be secure. In this ~ethod, the 

whole security region need not be evaluated completely but rather 

'only the neighborhood area around the predicted or nominal loa~ -=-

trajectory are required ta be studied. Hence, thè complexity of 

the bounding hyperplanes and the computational effort can be greatly, 

reduced 1 Ibid 1 • 

- \ 
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~ 

2. L 3. 3 Pattern Recognition Methods '. 

1 
This approaeh attempts to learn the 'seeure' region 

directly using pattern recognition methods. A training set composed 

of a large number of 'patterns', i.e. different operati~g conditions, 

are collected and tested off-line to label whether there are 'secure' 

or 'insecure' patterns. Sinee the number of variables in each pattern 

ia generally very large, it is desirable to extraet only a smalI group 

of variables to be used for Evaluation [Pang et al. 1974]. This is 

ealled the 'feature extraction', and the seleeted variables are ealled 

the 'features'. These features are seleeted on the,basis that they 

can yield the best deeision for the status of their patterp (i.e. 

seeure or insecure). After seleeting ~he features, the training 

procedures will construet a set of security funetions using the f,atures 

sueh that the funetions will aIL be greater than or equal to ze~o if and 

only if the pattern is 'secure', Otherwise the pattern is 'insecure'. 

He~ee, the 'seeure' region is expressed in the farm of these 'seeurity 

funetions'. Vsing sueh funetions prepared from off-line studies, on-

line Evaluation proeess thus only requires the solution of these funetions 

which are usually few. 

2.1.3.4 (, 

ever sinee it 

,--
(\ 
1 

DiseussioI!; ) 

The set-th;'oretic approach has reeeived wide attention 

was first introduced [Hnyilieza et al. 1975J. However, 

most of the methods derived from this approach are still limited to 



( 

) 
linear or decoupled system model. For the full 'AC model~ such a 

1({ 

'secure' region is generally not weIl behaved like the OC or decoupled 

models, i.e. non-convex nor non-connected. If an empty 'secure' region 

results, the method of identifying the contingency(s) causing- the 

region ta disappear still remains to be solved using the full AC 

\, mOdel [Halpin 1982 ] • 

,; 

Pattern recognition methods are also confronted wÜ:h 

foptplex ma'thematical probl'ems. For instance ~ techniques used for the 

~o-dimensional problems in pattern recognition are weIl established. 

~owever, for mult,i-dimensional problems, especially in the case of 

power system applicatlons, 'techniques like the decision ~aking methads 

still remains ta be explored. Another obstacle for this approach is 

the excessive amount of off-line training and simulations required, 

e.g. the system has ta be retrained every time the system structure or 

parameters change. 

At the present moment, current practices are mostly paint-

wise approach methods. Since the operations of power systems are 

continuausly varying, point-wise approach can easily become inefficient 

when many base cases are required to be evaluated. However, . region-wise 

approach overcpme suc,h a problem by defining a secure region. Deviations 

can be more' easi1y evaluated by examining sueh a region. Furthermore, 

the by-products of region-wise approach, namely secure margins [Fischl 

et al. 1976J and detect~on of possible bottlenecks [Ibid] , provide broader 

perspectives and constructive information to system planners and operaors. 
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2.2 Part-cIl : Revie Selection Methods 

2.2.0 Introductory Remarks 

Even though efficient contingencz evaluation techniques 

have been well established, as shown in the prece'ing part of this 

ehapter, exhaustive studies of aIl conceivable outages e still 

prohibitive for on-line evaluations or too expensive to perform---for 
,ïl,l 

off-line studies on large systems. Current practices have commonly 

adopted the idea of assembling a 'contingency list' such that only 

a few 'critical' contingencies are selected for detailed investigations. 

Traditionally, the selection relies on either the 
't 

operator's experience or the off-line simulation results. However, 

such selection schemes are not always reliable because of operator's 

mistakes (e.g. omitting serious c~ntingencies) Or the inadequacy of 

a fixed contingency list obtained from off-line studies (e.g. a safe 

contingency in the off-line studies may be insecure under the current 

operating conditions). It is therefore desirable to have an adaptive 

and dynamic selection scheme, the so-called Automatic Contingency 

Selection (ACS) [Ejebe et al. 1979J, such that. the contingency list 

can be assembled systematica11y and automatically based upori the current 

operating conditions. 

• • 



29 

2.2.1 Filtering Concept of ACS 

Automatic Contingency Selection (ACS) can be viewed as 

a 'contingency filtering' process [Mikolinnas et al. 1981; Wasley et 
.... 

al. 1983; Galiana 1974, l'984J. Instead of running exhaustive simulation 

studies, one or ~ore 'contingency filter(s), are used to select a 

smal~ number of the postulated contingencies. These selected events 

are considered ta be more 'severe' than the others according to the 

filter(s). Therefore, the selection assures that the most 'critical' 

contingencies will be considered in detail. Consequently, the less 

'severe' or the so-ca1led 'non-critical' contingencies are filtered ., 
out. A general filtering process can be summarized as follows, i.e., 

(1) Estimate the expected severity of each contingency. 

(2) ,Rank contingencies according to their expected severity. 

(3) Select the higher ranked events for the contingency liste 

2.2.1.1 Filtering Criteria 
1 • 

In arder ta justify whether one contingency 1S more 

.* 
: severe than the others, a criterion for comparison 1S necessary. In 

genera1, t~o dist1nct criteria are used, name1y the Scalar Performance 

Index (SPI) and the Vector P'erformance Index (VPI). 

A SPI is a scalar quantity used ta estimate thé severity 

of.a contingency. This scalar quantity is a positive definite function, 
( 

a function which is always positiye,Of the system variables,deviations 

\ 
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from their limits or rated values. The decisions of ranking and selection 
1 

for each contingency are thus based/on the vafue of a single scalar 

quantity. 

in the vector 

contingency. 

However, a VPI is a vector quanti~y where each fembe~ 

contributes to the'determination of the severity\of a 
l '" l ' 

For example, each member can be a system variable 

deviation measurement, or a function of the system variable(s) ~ The- ,-

decision of selection for each contingency therefore relies on a vector 
1 

quantity rather than a scalar value. Thus, a load flow simulation is 

an example of one of the VPI based methods. Note that VPI based methods 

identify contingencies as either 'critical' or 'non-critical' directly 
., 

without passing through the step of 'ranking'. 

In the following teview, ACS methods proposed by different 
\ 

, 

authors are classified and present'ed according ta the above mentioned "' 

filtering criteria. \ 
\\ 

2.2.1.2 Filtering Strategies \ 
\\ 

Contingency filtering can be executèq 1n a one-stage or 

a multi-stage strategy. In one-stage filtering, all\postulated 

contingencies are classified into either 'critical' or 'non-critical! 

after passing through one filter. On the ather hand, multi-stage 

flltering has a series of filters. After pass1ng through each one of 

.. 

1 
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these fi1:ws, the incoming contingencies are 'classified into either 

'critical' , 'non-critical' or 'uncertain'. An' uncertain' cont ingency 

is fefined as a contingen~y whe~e the results from the filtering 

process ~s not adequate to decide whether it i5 'critical' or 'non-

critical'. These uncertain contingencies are thus passed on to the 

subsequent fUter for more detailed ,investigations. The final filter 
, . 

i5 us~ally a 10q,d f1\-ow study which assures to ident if y any remaining 

'uncertain' ,contingencies~ Figures 2.5 and 2.6 illustrate the basic 

ide as of these two different stra~egies ln a schematic manner. 

2.2.2 ACS Methods Base~, on a Scalar Performance Index 

2.2.2.,1 General Concept 

Thi's methodology uses a scalar quantity, commonl)' known 
" 

as the "'Performance Index', to indicate the. severity,of a- contingency 

upon the system. In this thesis, this" 5calar quantity is referred as 
" '" 

~ ~-

the Scalar Performance Index (SPI) in order to bè distinguished from 

the V~>ctor Performance Index (VPI). 

" / 

Using the magnitudès of these indices, ..,here each index 

represents a cop.tingent event, the relative severity between contingen-

cies can be compared numerically, i.e. a contingency with a ,larger SPI 

value will likely he more- 'severe' than a contingency with a smaller 

SPI value. Thus aIl postulated outages can be ranked ln a descending 

order,according to their relative severity using the corresponding 
/ 

SPI values. The contingency list ~s thus assembled by including only 

the higher ranked events. 
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) 

CP~ Contingency Pointer 

RANl\ ~ Ranking List Pointer 

c.~. ~ Contingency List 

CONT. ~ Contingencies 

Fig. 2.7 General Algorithm of ACS Methods Based 

on a SPI 

. '" 
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Figure 2.7 depicts a general aigoritlun of the ACS 

lJIethods based on a SPI. The SP,I has to be first defined because diffe-

rent problems require different SPIs (i.e. overload problem and 
11> 

voltage degradation problem caused by a contingency require different 

SPI defini tions) • A SPI will then be calculated.'for each contingency. 

The numerical values of these scalâr quantities are compared and 

ranked in a descending order. The contingencies are 'thus seIeçted 

according ta a cri terion based on the SPI values. Usualfy, that 

is a number specifying the max:i,mum number of contingencies ta be studied 

fram the highest ranked events (e.g. the top 20). Alternatively, it 
! 

can aiso be a threshold value in t~rms of the SPI. Thus for any 

" 'Contingency which has a SPI value higher than this threshold will be 

selected [Halpin 198~. 

'l' 

2.2.2.2 Oêf ining a General Forn of Scalar Performance Index 

Various SPI have been Q.efined by different authors for 

different application purposes, however a general fOrIn of the SPI 

,can be witten as follows [Halpin 1982), i.e., 

\ 

(2.U ~f ( )l.JP w. l.. Z 
l 1. 

J 

where J lS the scalar SPI; z ) is a veccor of sy$tem variabIe~ 

normalized by their corresponding limits or rated values (e. g. line 



flows norm"lized, by theit thermal'· ratings)'; 

, 

f.(.) is a real valpe 
~ 
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linear function which in general i5 an id~ntity function [Haplin 1982J; 

p .is the exponent which is usually chosen to be 2; w. is the weighting 
~ 

factor which can be used to emphasize or suppress spèc4al terms in the 

summation (e. g. putting heavy weights on the system tie-lines or 

neglecting a line completely); finally the number N J denote5 the" total 

num~er of terms cons idered by the summation (e. g. total number of / 

Hnes for overload evaluations, or total number of buses for v:oltage , , 

violation evaluations ).~ 

With such a formulation' as shown in (2.1),' should élny 

violation occur in the system, ~.e. some.z. exceed unit y , the .,~, 
l 

resulting.SPI will yield a large value due ta the penalty effect ind~ced 
# 

by the ex:ponent p. If the contingency causes no violations, i.e. aIl 

z. are less.'than ilnity, the resulting SPI will yield a small value. 
l 

The relative magnitudes of the SPIs, where each" SPI represents a 

contingency case, can t~erefore be interpreted as a measure of the 

relative severity measurements between contingencies. Contingencies 

can thus be ranked, with such measurements, . in a decre.asing order 
" 

according to their relative severity, Le. from the largest SPI 

to the smallest SPI. 

. lt is pertinent to note ~hat the actlfal SPI for each 

contingent case is not required because that will require a load 

flow study for each case,. Rather, the change of SPI, denoted by 

~ 

, 
" 

65Pl, -due to a change in the system (e.g. a contingencyj is estimated . 
.... 
~ '" .. 
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The change of, SPÎ (t.SPI) is tben used to approximate the actual 

.correl>ponding tlew SPI (i.e. the contingency SPI). Subsequéntly,' 

".c'. 
, this approximation is used for ranking. 

j 

2.2.2.3~ ; Summary of ACS Methods Based on a SPI 

Since the main concern of this thesis i5 to select 

co~tingencies whic~can cause branch overloads, the following review 

will only focus ~he ACS methods used for branch overload evaluation 

based' on a SPI. ACS methods for the selection of .contingencies which 
~, 

can cause vio lation~ of voltage and/or reac tive power will only be 

briefly mentioned, however, the reader i5 referred ta a more 

detailed review conducted by Halpin [Halpin 1982}. 

- , 

\, 

\ 
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" 

Pl ia the real power flow of line 1. 

plim 
1 

lS the limit ()f real power flow of Li ne 1. 

NL is the total .. number "of branches. 

8 
1 

is the angle difference between two c.onnecting nodes of 

line 1. 

Klim is the constant limiting the maximum angle difference 
1 

between the connec ting nodes of line 1. 

NV 18 the total number of violat.ed lines. 

dSPI is the same as tlSPI. 

CR is the Capture Rate, defined as the traction of the worst 
. 1 . 

N contin.~.~ncies (known from either a full' AC or De load 

flo~ simulation) that appear ln the first N /entries. of 
. 

the ranking list [Mikolinnas et al. 1981J, . 

FR is the Fa1se-alarm Rate, defined as the ratio of the 

number of secure contingencies in the first N entries 

of critical contingencies. These two numbers (CR and FR) 

~ 

allow us to compare the efficiencies of different SPI 

methods [Halpin 1982J. 
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l 

Discussion 

The biggest attrac:tion of this approach i5 its sp4l!ed 

40 

to evaluate the approximate SPI for each contingency and subsequently 

to use the approximations for ranking. However. such an approach aiso 

renders itself to some disadvantages as fol10ws, i.e., 

(1) 

J 

Masking effect In some instances. the SPI cannot truly 

represeots the severity of som~ co.ntingencies ... Fot' exampl~ 

a caSe wi th one heavi ly aver loaded 1 ioe but caus iog some 

other lines to d~crease their loadings may give a decreased 

SPI and hence the cont'ingency ~il1 be ranked rather low. 

Coosequently, the selection may possibly miss such a 

critical case. This kind of phenonmenon is called 'maskiog' 

[rrisarri et al. 1981J. In addition to misranking the 

critical contlngencies, the masking effect also gives '-

rise ,to the 'false-alarm' cases, where non-critical cases 

are' classified as critical [Halpin 1982J. This will cause 

, 
the detailed analysis spendiog unnecesf-sry time in evaluating 

seCure events . 

• Some possible remedies for the masking effect have 

been proposed by different authors. For instance, the 

exponent p i.n ~2.1) cao be raised ta a higher value in arder 

to ampli~y the penalty effect and eventually reduce the 

masking [rrisarri et al. 1981; Mlkolinnas et al. 1981]. 

However, this increases the complexity of the SPI -function 
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CR 
FR 
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and an efficient evaluation method of tr$PI with p larger . 
then 2 still remains to be resolved. 

Albuyeh and others proposed to sum only the over-

loaded Hnes in order to reduce 'noise' from the non-

overloaded lines [Albuyeh et, al. '1982]. Howe'fer, this 

method:has t'o either neglect the potentially dangerous ' 
"-

events (e.g. heavily loaded Hnes) or has to set up a 

separate ranking list for the non-over10aded cases. 

Halpin and others <:alcu1ated an oJ>timum threshold 

value for t:he SPI and a set of optimum weighting factors 

(w.) such that the CRIis maximized ,and meanwhile the FR2 
l. 

1.S minimized [Halpin et al. 1984]. Such an approac9 seems 

to be promising but it requires a set of pre-calculated 

weighting factors which are very sensitive to the system 

structure and limits [Ibid]. 

Non-linear characteris'tic of the SPI function 
1 

function defined in (2.p is a highly non-li~eâr funct:ion 

which depends largely onsystem loading and structure. 

Using a first arder [Ejebe et al. 1979] or even a second 
, 

order [Irisarri et a,1. 1979J sen~itivity term to approximate 

the ôSPI due ta an outage has been shown to be unreliab le [Ibid] • -

lS the Capture Rate defined in 2.2.2.3 
is the Fa1se-alarm Rate defined in 2.2.2.3 

/ 

, \ 
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If highet: terms ~re included, the computational burdens 

will also in'7,rease drastically [Irisarri et aL 1979,1981]. 

(3) Tuning of the SPI: In order to achieve good ranking 

results, the indices have ta be- 'tuned', using the 

weighting factors, according1y ta suit each system. This 

procedure requires .the operator' s experience wi th the system 

éUld that is not desirable in terms of. a true ACS [Ejebe 
, ~ 

et al. 1979]. \' 
( 

(4) Limitations of a scalar value in representing the system 

security; Power systems are very complex ,in natu're, and the 

performance of the system is multi-faceted. Using only 

a simple scalar quantity ta represent and evaluate the 

system as a whole i5 bound ta suffer a great deal of 10ss 

of information • 

.' 
For the evaluation of contingencies which will cause 

voltage and/or reactive power violations, a separate but similarly 

defined SPI as shown ln (2.1) cau be used [Halpin 1982, 1984J. 
!. 

However, 
, 
the system variables (!) become the normalized voltages or reactive 

power injections. 
1 

Ejebe and Wollenberg had emp10yed the sensitivity approach 

ta approximate the changes of such voltage ind'ices due to contingencies 

but the resu1 ting ranking was not very reliable [Ejebe et al. 1979J. 
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Another proposaI from Medicheria and Rastogi employed 

the total load curtailment necessary ta restore phe original system 

voltage level as the SPI,whieh has been shown ta be quite reliable 

[Meàicherla et al. 1982], 
u , 

however the required computational efforts 

still remained to be improved. 

n 
In ü(rms of filteringstrategy, ail methods based on SPI 

use the one-.stage filtering strategy. That means the"-SPI for every 
I, ~ , 

contlngency is only evaluated once for each sel~tLOn. The results of 

SPI are then used ta rank tpe contingencies in descending arder in terms , 
, 

of severity. The hig~er ranked contingeneies are treated as 'eritical' 
[. 

contingencies and the Iower ranked ones are treated as 'non-crittcal'. 

The threshold used to distinguish these two types can be determined by 

the a'lgorithm itself (e.g.'" always s~lecting the top 20 ranked lines) ~\_') 

or by the operator's choice Or bath . 

Finally; it has ta be mentioned that Sorne methods based 

\ on a SPI do carry a load flow study for each contingency, name ly the 

method proposed by Irisarri and others [Irisarri et al. 191~] ~here 

a DC load flow was used, or in Albuyeh 1 S method C Albùyeh et al;-- "J. 982J 

where a decoupled load flow was used. The contingent conditions 

~ obtained from these approx~ate load flow studies are then used to 

\ compute the SPI and eventually using the SPI for ranking. Such 

practices are 1ndeed a combination of the SPI based methods and the VPI 

based ~ethod~ which will be described in the followlng sect10n . 

. \ 
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/ 

2.2.3 ACS ~thods Based on a Vector Performance Index 
1 

2.2.3.1 General Concept 

The severity of a contingency is evaluat.e~ using a Vectar 

Perfo~ance Index (VPI) rather than a scalar value as in the preceeding 

approach. This vector, denoted as the vpr; cantains a number of 

variables which can ref lect the system contingency conditions. "The 

variables can bè the system operation variables (e. g. line flows 

~ 
or bus voltages) or func't-iq~ of the system operation variables (e.g . 

.... _- ... , . 
deviation measurements or bounds qf t'he load fla", solution.). These' 

variables are required to be eval~~ted for each contingency before 

selection. During selection, each one' .of these variables are examined 
_~œ# ~ '1., 

for each VPI. A decis ion is then granted to determine the status of the 
~ 

contingency, namely being 'critical' or 'non~critical', according to 

the status of the vecto~. For examp le, 

variables (e.t. conting~~cy line flows) 

if. for one or more of these 

are found that violations have 

occurred; the c6ntingency 1.S labeled as 'cri'cical'. 

Figure 2.8 depicts, a general algonthm for the ACS methods 

based upon a VPI approach. The elements of each VPI have to be defined 

ai the beginn1.ng. The elements can be all the contingency 1ine flows 

or aIl the cQntingency bus voltages, depending on the particular 
, 

problem. For each contingency represented by a VPI, the e 1ements are 

eva1uated ~e.g. by a load flow study). Each el-ement of a vector is 

thus c:hecked for any violation. Should vl.Olat1.on occur, the VPI is 

critical .. -\ft,er aIl cont1.ngency' events are studied, those whose 

VPI have been labeled as 'cr1.tical' are se1ected for further studies. 

f 
\ 
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Fig. 2.8 General Algorithm of ACS Methods Based 

on a VPI 
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2.2.4.2 Summary of ACS Methods Based on a VPI 

l. Two distinct methodologies have been used ta calculate 

the elem~nts oF'a VPI, namely approximate load flow methods and 
" J 

bound e.~timatiQo methods. 

App'iroximate load f10w methods use the results' from an 

approximate load flow stud4 e.g,. resu1ts from the first iteration of 

a fast decoupled load flow' [Albuyeh et al. 1982; Lauby et al. 1983]. 

to form a VPI ~9r each contingency. 'Each element of a VPI therefore 

repre1;ents a system operation variable (e. g. a contingency line f10w 

o 

1.> or a contingency bus voltage). Shou1d any vîo1adon occur after comparing 

these variables to their security limits (e:g. lioe t.hermal limits), , . 
the.correspond~ng VPI will be'labeled as 'critieal'. Otherwise. 

) 
the )I,-iS label,~d as, 'non-critical'. Eventually a11 'critical' 

con;ztngencies are selected for detailed analysis. Besides the fast 

deéoupled load flow [Stot~ .et al. 19.74J. "the De load flow tlrisarri et al. , 

1979J w~s Aso used. The 'éo,ncentrie relaxation' method and the, 
o ' 

tlocaJ,~solution ' method [Zahorsky et al. 1980; Lauby et al. 1983J , 
,. 

cao ~lso be -put in this category.' Thesé 'methods are also cemmonly 
r. ~ ,,/ 

known as 's,creen,ing 1 methods. 
II 

( ,~ 

Bà'ùud 'estimaticrn methods' evaluate a set of bounds on the 
, "0 

. ~ " 

Syst,?m oper;ation variabl~s~ Ce.g. 
tC~ "~ 

bounds on continge~ flows [Ca li ana 
J ' 

•• -U'8~j). ..... 

a set 

Each vp,I i~ therefore compo'sed of 
( 

t'Wo sets of bounds, namely 

of Ilpper bounds and a· set of lower ôO'unds, for a11 considered-
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system operation variables. These bounds are checked with the upper 

and lower security lLmits of the corresponding variables. Should aIl 

the bounds of a VPI lie within their security limits, the contingency 

,i,s laheled as 'non-cri tical '. If one or more bounds he totally 
" , 

outside their corresponding security limits, the contingency is labeled 

as 'critical'. 

as 'uncertain' 

For any other condi tions ',_ the contingency LS ,lab~le~ 

and further ana1ysis for that pa~cicular contLngen~ LS 

required. The further analysis can he another fiiter which gLves 

a tighter bound or eventually an exact 10ad flow study. This methodology 

cap be represented by the work from Kaye and Wu t Kaye et al. 1982J, 
~ ~ 

Galiana [Galiana 1984J, Cheng and Galiana [Cheng et al. 1'984J. 

2.2.3.3 ' Discus'Sion 

The advantages of these VPI based methods are multi-faceted 

and they can be summarized 

(1) 

;(2) 

" 

'Masking' Methods based' on VPI 

effect common to most 

SP.I method the summation used in SPI methods can 

he L.e. summation shown in (2.1). 

Broader VLew of the system performance : --J{nce a vector 

':'l 
is used as a performance index, tfie information contained 

Ln the vector is definitely more Ln terms of quantity 

and reliab11ity than a single scalar value. Thereforè, 

the resulting selection will be more reliable. 

ft 

\ 

,\ 
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(3) Low misclassiffcation risk: The worst misclassifications 

in this approach (VPI) , if they exist, are génerally 

associated with the contingencies causing only marginal 

violations. However. the most severe contingencies are 

usually captured, 
. (} 

1..e. identified as 'critical'. 

(4) The VP1 based methods can combine different techniques 

used 1.n contingency analysis, e.g. point-wise or region-

W1.se approaches described previously, to form a 

unifying filtering scheme which can utilize the different 

advantages from each different technique. For instance, 

characteristics of the non-linear load flow equations 

can be exploited such that bound estimates or the region 

of the solutidns can be used in sueh a unifying filtering 

scheme [Kaye et al. 1982; Ilic-Spong 1984~~ 

'1 (5) Scalar Performance Index (SPI) can be applied with better 

accuracy in conjunction with the \l'P1 based methods. Since 
.,. 

the conventionaI SPI i5 normally evaluated without any 

VPI type pre-filtering, the accumulated' sum (i.e. the 

SPI value) contalns a lot of 'noise' and henëe the 
\ 

'masking' problem,arises. However, with the vPI pre-

filtering, these problems are reduceti and the filter-ing 

efficiency can be enhanced. 
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" ' 
Perhaps the biggest concern about such methodologies ' 

regarding its disadvantage 15 the spèed of processi.ng while using the 

approximate load flow methods mentioned abQve. Jt 15 due ta the fact 

that approximate load flow st).ldleS must be run' exhaustively for aU 

c::ontingent events before selec tlon cao be done: This may become very 

time-consuming and undesirable for on-llne usuages. However, thlS 

drawback can be overcome by uSlag a multl-stage filterlng strategy. 

Fast and efflcient approximation algorithms, WhlCh are comparatively 

less demanding chan the load flow study ?nd progressively more 

discriminatory, cao be employed as the front filters :Caliana 1974,1984J. 

since many contingencies have already been ldentlfierl by chese earlier 

filters, the more ttme-consumiog evaluatlons are lLmited ta a few 

cases only., Consequent ly the overall time can be slgnlficantly reduced 

~Cheng et al. 1984~. ln this theslS, a m4,ltl-stage flltering stategy 

using a bound estlmàtlon VPI method was investigated. Later on, such 

a'VPI based method lS rnixed wleh sorne SPI based selectlon algorlthms 

to demonstrate the possib111ty and merits of applying both methods ~ 

together. 
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CHAPTER HI . 
CONTINGENCY FILTERI~G BASED ON LINEARIZED 

FLOw BOUND ESTI~rES ; THEORY AND 

COMPLïATIONAL CONSIDERATIONS 

3.0 Introductory Remarks 

In thlS thesls, contlngency severity analysis i5 accom-

pli5hed by employing a series of 'contingency filters' [Galiana 1984J. 

Through these fil~ers, aIl postulated contingencies, aIl priœary 

branch outages ln thlS study, are categorized into either critical, 
• 

non-critical or uncertaln contingencles except after the final tilter 

where aIl remainlng uncertain contingencles are identified as critical 

or non-critlcal Wl.th no more uné:ertainty.~ Such fllters are established 

based on bounding the contingency real powe~ flows. Each fil ter cal-

" culates a set of bounds which are progressively tlghter than the pre-

ceeding filter. The final, fllter is a DC load flow simulatIon which 

'>~tes the 
"­

Une flows. 

ex~ct values of the\ ,remalning uncertaln contingency 

This chapter presents the theo)y of this contingency 

'filtering techniquè [lbidJ . The bound estimates of contingency real 

power flows are derived from a new interpretation of the well-knowo 

Line Out,îge DIstribution Factors (LOD'F) :-Wood et al. 1984= by exploit-
D 

ing some simple network topological characteristics. A series of filters 

are therefore cons,tructed, using different types pf bound estimates . 

.. 
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some/conti~gency rankirig and selection algorithms using'the results 

from the filtering process are al 50 presented. Finally, th~omputat­
ional aspects in terms of programming are explained and discuss~d. 

\ 

3.1 Basic Concept 

, 
3.1.1 Contingency Flows Calculated' from B,ase Case Flows 

lt is commonly known that the De model l gives a good 

approximate solution and fast solution speed for the real power flow 

evaluation in power systems [Ejebe et al. 1979; Irisarri et al. 1979J. 

With such a model, the contingency<real power flows can be calculated 

using the base case flows. In terms of mathematical expression, 

ie. can be written as follows, i. e. , 

+ .... p lm/ j k P , k ( 
J « 

(3.1) = 

where P
1m

/
jk 

is the cO,nt.ingency real power flow o( the line connecting 

~nodes 1 and m while the llne connecting nodes j and k lS out of service; 

P
lm 

and P
jk 

are the base case real power flows through the 11ne connecting 

nodes l and m, and nodes j and k respec tively; p lm/ jk, .1S the 

s6-called Line"Outage Distribution Factor (LODF), Hence, for NTC 

"" single line outage contingencies to be analyzed Ln a NL branches system, 

a total of NTcx(NL-l) LODF are required. 

, 

, 
1. A dèrivation of the OC model i's shown Ln Appendix A. 
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3.1.2 -Bounding Contingency Flows by Bounding the LODF 

Since each of these Line Outage Distribution Factors (LODF) 

is invariant to the system loading but only depends on the network 

structure and parameters, some network topological characteristics 

can be applied to obtain an upper and lower bounds of the LODF. The 

B true LODF value la therefore expected to lie within the range enclosed 

by these bounds, e.g., 

p Im/jk < 
P lm! jk 

< 

where P lm/ jk and P lm/ jk denote the lower )md upper bounds 
-) 

LODF respectjvely. If the LODF is bounded. the corl'esponding 

ingency 

where .. 

" . 
,,'.-: 

l, 

real power flow is also bounded, i. e •• 

1\ 
~ \ 

P1m/ jk 

P Im/jk 

-~ Plm 'k 
~ 

< 

,#, 

t:. .. 

f, -
!J. ,.. 

P lm/ jk < P lm/jk 

-------

p. 
lm + max. { .p l~/ j k P j k 

maj{imubl contingency flow 

P
lm 

+ min. { 
P lml jk P jk 

"., 
~inimum,contingency flow 

'./ 

(3.2) 

of. the 

con~-

(3.3) 

P . k -r---____ ' 
J " -- ---- -__ 

} 

,; 

-,~ 
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3.1.3 Safe, Unsafe and Uncertain Contingency Flows 

After'comparing the results obtained from (3.4) and (3.5) 

with the branch security limits (e.g. long or short term thermal 

ratings or the stability limits), each contingency flow can be classified 

as one of the following Le. , 

(1) 'Safe' contingency flow, where its upper and lower bounds 

both lie within the range covered by the line upper and 

lower ratings (or limi~s). This implies that the true 

flow value, according to a will definitely 

be t sec ure ' . 

(2) 'Unsafe' contingency flow, where its upper and lower 

bounds both lie outside the 'range covered by the "line 

upper and lower ratings (or limits). This implies that 

the true flow value will definitely exceed the security 

liroit. 

(3) ". 'Uncertain' contingency flow, where its bound locations 

are neither (l) nor' (2). This implies that the bounas 

cannat conclude any decision whether the flow is ~ecure 

or not. 

-~ -
In Figure 3.1, some examples for different contingency 

shown. Note that the hefghts are meaningless but only used 

to differentiate the bounds and the limits. 



'--.. ~ ~ 

""" 

'. 

'\ 

Pl' , :-P 1 , là. 
lm lm 

limits of line flow 

Pb 

Pb 

.:.--

A 

à 

max. bound J 
SAFE 

min. bound 

1 r -- . -- .~_ .. "" ,_'4, __ . __ • 

-Plim o 
..ti1llWl..iiJ"""u..-___ ~L .... ~~.~_,~. 

Pl' 1m 

• •••• , ., .. L, ,. '1-" 

,', 

-, 

.' 

r
"'~lIw..c.a~ ....... ::Ir ...... ;.tL~ ..... -"'L 

• ~ .. '::O"'-.- ...... __ ~~f_I ....... _.~ ___ -..~_a ..... _<: ..... _ ....... ....., 

"1,1 1 111,il '1 

-Pl' lm 

\" 

1 yi 

b 

~_.:.......- ~.uo;,.:; .. "'~,L'+1 

---....~ • .M~~ _ ... ~_-..- ~ _ 

o Plim 

UNSAFE 
- l' ,'Ii \ 11' ,-."!··r '.,. f 

IlIt, 1 l, rll 1 '1 !f l
ll ' l 1,:1 ,iit' i Ili,l'll, Ijl::IU/ 'II" ib 

~I il tlll,ll il,: HI" li : !(1I! ;: :'Ill~ \ 
il Ll.uILil.~\~:;~~h:it lL~1 ': .. 

UNCERTAIN 

i ~;'ïl ]!irntl'WI! 'ij' 
IiI! 11 :]: Ill1'III ,j 1 
.'fI!j Illi 111'111' lJ • , .•••. " .• ~. l : t.;.L,:. .,:,1.ll1L 

'= ........... ·~1 
' Ir nI /'11 1 • .. .Ll.U1LJ~ .... :tU..JUW~·I...a.~~U&o.""'_~_ ~ .... _ r .... _;r_'-_ .... ,,_ ... _ .1:.. __ .. ~ __ ...... 

-p 
. lim 

Pbt, 1 l'j' ",t!·rl~h'rfr,rIIÎ··'I·rl l" ~II il .HI' ,Il·'~' 1 1~1' : 
.. l' c' 1 ~ 'Ii:, 1: ",h', Il 1 

o 

Ir!,: '!.!! 11~11~'I'ljl!j :1::!li1i:. ~Jl:~!!~. j.i~j,L!Ujl.Jl.Vj 
If-'I rll l 'lj11 1. Illltllr 111!111 { 

.~,. ~ !ll.:, ... J ,1! l.U!rJ.Lllil. tl!'>!.'~~W1ALdllll.llill..IJi..I.i!.uUIJJ!!,! 

-P
1im 

~ 

Pl' 1m 
UNCERTAIN 

'll~Ul.Y.t..lül~iUil{W..l1:J.Lll.I.~ _ ... :Lo. ..... -... _ _ _ ,~ .... t. __ 

Fig. 3,1 Examplea of Safe, Unsafe and Uncertain Contingency Flows 

) 

/.J 

\J1 
~ 

_ . -
~ 

--...... 



e 55 

Cr~tical, Non-criticai and Uncertain Contingencies 

Knowing how many safe, uns~fe and uncertain contingency 
/ 
fIo~s can be caused by a contingency, a decision on whether such a 

contingency is criticai or not can be made, i.e., 

(1) A contingency 15 said ta be 'cri rical' if it has one or , 

more unsafe cODtingency flows. Since the unsafe cont-

ingency flow(s) indicates definite violation(s)y such 

a contingency 15 considered as a severe case. " 

(2) A contingency is said to be 'non-critical' if aIl of its 

contingency flows are identified as safe. 

(3) A contingency is said to be 'uncertain' if it has one or 
{, 

more uncertain contingency flows: Since the uncertain 

contingency flows may result in ~à:ions, it is not 

possible to justify that the cont~ncy· is critical or 

non-critical. Further analysis will therefore be required. 

3.1.5 ~ontingency Filters 

A ' Contingency Filter (CF) 15 defined as a filter wh~ch 

can eliminate the critical and non-critical contingencies from the ln-

caming list of contingent events 50 that only ~he uncertain contingencies 

and their uucertain flows are sent ta the oOtput for further analysis. 

f 
These uncertain co~tingencies, along with their uncertain 

flows, are then submitted to the next CF where tighter bound estimates 
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a~e calculated, i.e., 

> 

(3.6) 

where b is a number used in this thesis to label different filters (e.g. 

b 2 Q for the first filter, b=l for the second filter etc.). lt has to 

be noted that only the uncertain flows in each uncertain cont.ingency 

are required to be investigated in the subsequent filter because aIl 

other line flows belonging to the same uncertain contingency case have 

already been identified as sa~e flows. 
.' 

/ 

A series of CFs (e.g. CFb , CFb+1, ••• where b-q,1,2, •.• ) 

1 

cao therefore be assembled in an ascending order according t~/the 

tightness of their bound estimates· (as shawn in Figure 2.6'~ Each 

subsequent filter i5 capa~.w of calculating a set of tighter bounds for 

the uncertain contingency flow5 inherited from the pr;vious filters. 
l' 

Thè'final filter is a DC load flow simulation which calculates the 

exact values for the remaining uncertain flows. 

Consequently, afi postulated contingencies are separated 

irito the 'critical' and the 'non-critical' groups. The critical group 

is then selected for more detailed examinations (e.g. full AC load 

flow simulations) and the non-critical group is excluded from the 

cootingency list. Due to the filtering proçess, each filter has less 

contingencies required to be studied compared ta the preceeding filter. 
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Furthermore, s ihce only the uncertain cont ingency flows are requi red 

to be re-ex:amined, the number of f low studies per' cont ingency are ~~-

also reduced. These merits are unique and desirahl~-
analysis. In the sequel, the deriva~ion of ,the above mentioned baund 

estimates la presented. , 

3.2 Derivation of Bound Estim~es on the LODF 

1 
3'.2.1 De-rivation of the LODF 

" ... " 
The follawing assumptians are made in arder ta derive ' ; 

the Line Outage Distribution Fa~tor (LODF), i.e., 

CA 3.1) 

CA 3.2) 

(A 3.3) 

The power system is represented by a OC modeî. 

The net real power injections are unchanged. 

The 'contingency' here means a single line Dutage 

case. 

From CA 3.1), the relationships between the bus phase' 
, 

.angles ( ô ) and the net real power injec,tions ( P ), c~m be written 

as follows, i.e., 

or 

é ' 
~ase 

.%ase 
.. 

• p (3.8) 

(3 .. 9) 

, , 

1 
\ 

, 

/ 
! 
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where 

. ...-;; 
B is the ~oad flow J~CObian matrix ·of a (n+p bus power, 

(note Ô. =0 at the reference bus ~nd P is the inj ectiQns of system 
l ~~--------

a11 net p, except the powey-±nf;ction at the reference bus). The l. . _____ 
-~. 

subscript 'base 1 dénotes tha,t it is the 'base case' values. If the, 
- --- \ . 

system is now subj ected. to a contingency (A 3'.3), where CA 3.2) is 

also being applied, ,the new phase angle vector ( ô ) will become 
J... 

where 

----

o -cont 

o 
-cont 

6-Y'k . J 

e'k -J 

or 

6-= 

[ T J~l _B - e'k 6-Y'k e'k -J J -J 
P (3.10) 

contingency bus phase angles (nx 1). 

the admittance value to be removed from the 

outage 1ine connecting nodes j and k . 

[ O~ , .. , 1 ~ . . . ,-1 " ... ~] ~ l ~n) (3.11) 
t t . 

J k 

[ 0, .•• ,1 , : • .' •.•.•.. ,OJ~lxn) (3.12) 
't 
j (if k lS the reference 

or 
node) 

[ 0, ..•.•.. ','" ,-1, .. ,oJ~lxn) (3.13) 
t -
k 

;. 

(if j is the refeÙnce 
node) 

App1ying the matrix inversion lemma to expand Othe 1:erms in 0,10). the 

following can be obtained, i.e., 

- 1 

.. 



, 

~ 
1 

o -cont 
t' 

,+ 
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-1 T-t 
B e,k. e'k B -, -J -J, -

-t 
B 

T -1 
e'k B e' k -J - -J 
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;" 
P (3.14) -, 

] 

"Ô "(3.15) 
o +I~----------- -base -base = 

,T -1 
e' k B e.k. 
J - J, 

Again from (A 3.1), the reai power ,fIows can be express~d in'~ Iinear 

fOrIn as folIows, Le. , 

T \ 
Y • e ô' '- -.) 

lm ,,-llll -
(3.16) = 

where' : 

real power flow of Il7t;he line connecting nodes 

land m. 

Ylm 
line admittance of the line connecting nodes 

land m. 

~lm srune as' (3.11-3.13) except nodes j and k are' 

replaced by nodes 1 and m. 

Sub~t~tuting (3.15) in (~.16): the following is obtained, i.e., 

P lm/ j k 
T 

Ylm e lm 
[ 

-1 T 
B e· k e' k - -J -J 

ô " +( ) 
-base -1 T-l 

~YJ·k - e· k B e· k -J - -J 

~ l <:.17), 
-vasj 

ct 
" , . 

" 
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Q 1 ri 

T -1 
Y1m (!.lm Ê. • !.jk) 

Plm/jk = P
lm 

+ -1 T -1 Pjk 
Yjk (t.Yjk !.jk! ~~k) 

(3.18) , 

where 

, 
Plm/jk , P é , P

jk 
have the same defini tions aS shown in ,yn 

Yjk ~ admittance of the outage iine, 

(3.18) is obtained from multip1ying the second tenn in (3.17) by 

Y'k/Y'k and combining 
'J J 

" ,1 

) 
1:' 

No~ defining ~ 

. . 

" 

, .' , 
Q where 

~" 

1 
Y'k e' k 6 j -J "~ase to obtain P jk. 

X
lm/jk 

i. 

1 

(3. i9) 

Line Outage Distribution 'Factor (LODF) 

T 
'~lm 

-1 
B 

-1 
B 

e' k -j 

\ 

~k 

\ (3.20) 

/' 

" r 
" i 

(3.1), 

/ 

" 

': 

·f 
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(3.18) can thus be re-'ô.rt'itten ,alffol1ows, i.e., 

P
lm 

+ 0.22) 

which is the same 'as (3.'1') and hence the LûDF is derived ~ It is easy 

ta notice tbat the tariF li independent of the pre-contingency flows but 

only depends on the system' structure and parameters Ce. g. y lm and y jk) 

and'two distinct values, defined as 1 x 1 and t x 
Jk lm! jk 

The ~pproach taken to der ive the bounds for the LODF 15 
, 

therefore t9 establish bounds on 1 xj-k 1 and 1 x 1m/ jk 

3.2.2 Bounding the LODF in Terms of x jk and lt
1ml 

jk 

Intuitivelf, the extreme bounds of the LODF defined in 

the prev:LOUS section can be conjectured as follows, i. e ... 

-1 < • 
p 1m/ jk r 

< 1 J 0.23) 

~ 

The reason is that it is not possible ta have 'more power distr(buted 

into the system than the total or'iginal power, being transferred through 

the ou taged _ l ine r 

( 
However, these'bounds are sOfJ1ewhat t;,oo conservative. 

In drd~r 
;' 

to t ig,hten the bo~nds 1 on P lm/ jk the values of x 1m/ jk and 
. -~ 

, . 

1 

i 
1 

~, 



,F 

" 

1- : 
fi) 

. , 

62-

derined in 13.20) ta (3.21) are bounded. ln the fo1:'lowing sections, 

different bounds on Xlm/jk and xJk ~lll be derived and explained. At 
\. -

the moment, i t is assumed thdt the upper and lo~er bounds on x 
lm! ]k 

and x j k are al ready kno~ as fol10ws, i. e. , 

-bn 
x 1mf j k < x 1m/ jk 

-bn 
<: 

x 1m/ jk (3.24) 

-bn -bn 
xO

k 
< x

jk 
< x

jk \ J ,(3.25) 

where bn is a number used in this ,thesis ta denot.e the type of bound. 

For example, it is shown later that the extreme bounds of x
jk 

are 

as fa llows , i. e. , 

< < 
l 

(3.26) 

Hence, the bounds on the LODF in terms of the bounds of X1m/jk and 

x j k cao be expressed as fo11ows, i. e ° , 

Maximum LODF, 

Case l > o 

-bn 

- bn .. Y1m x 1ml jk 
p Im/j~ ( -1 ~bn 

? Yjk 
6Yjk 

x
jk 

(3.27) 

';, Case 2 
A~n 

0 x1m/ jk 
< 

.., 
Abn 

A bn 
:: 

Y1m X 1m/ jk 
'P1m/ jk ( -1 -bn 

Yj'k Yjk 
x
jk 

(3.28) 

il 

,j 



( 2) 

" 

\ 

, 
!'1:l..nimum LODF, 

- bn 
:: lm/ JK. 

Case 3 

~ bn 
:) lml jk 

'Case 4 

- bn 
.)1lm! jk 

-

-

x1ml j k > 

Y1m 

YO k j, 

X~m/ j k < 

63 

a 

-On .. 
x 1ml jk 

(3.29) 
-1 -bo 

( . v -- x .. ) -. Jk JK 

o 

-bn ' 
x1m/ jk 

(3.30) 
( 

irt is. poss ible that ~he bounds' obtained from any 
... ~~ J "'. 

one 
< 

of the ,equatLOns shown above, i.e. '(3.27) ta (3.30) will give ,values 

larger than 1 or smaller than -1. This 15 becau5e of the bounds, used 

for Xlm/jk and x jk may be 700 conservative. In cases like this, the 

calculated bounds should be adj usted to the closest LODF extreme 

bounds (i. e. either 1 or -~). 

3.2.3 Resistive Network Interpretation of x
1m

/ jk and x
jk 

A resistive network, which has exactly the same structure 

as the DC mode! and where itsJ conductances aiso assume the same values 

as the corresponding 5usceptances, can be used to derive a circuit 

interpretation of x 1m/ jk and xjk 

, ' 

\'. 

; . 
• 
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FrQm basic circuit theory. the voltage-current relat­, 
, \ 

ionships of a resistive network can be expressed as follows, i.e., 

v • 
. ' 

/ 

where 

v ~ nodal voltages with respect 

"-
l A ,,,r nodal current inj'ec t ions. 

\ 

Y t:. conductance matrix. ... 

The fo llowing analogies are then made, Le,., 

" 

y +----------~~ B 

l +------------+ e 
-1/) -jk 

'. 

(3.31) 

tO the refereq,ce node. 

0 

d.32) 

Recalling the definitionsO of ~k and xjk from (3.20) and 0.21). Le .• 

~ 
T -1 

Xlm/jk !lm B e'k -J 
(3.34) 

-~ 
---'~------- -----

r- - -1 
x jk 

-fk- e' k B e'k -J -J 
(3.35) 

-1 
The term (B e'k) in both definitions can th~5 be represented by 

-J 

a nodal voltage vector ( V ) using the analogies proposed in (3,32) and 

(3.33). Such a voltage vector ( V ) is obtained from (3.31) by injec~-

ing a unit current at node j and removing ,it completely from node k' 

J' 
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of the resistive network. Therefore, °according to (3.34) and ().35) 

Xlm/jk and xjk can .be vlewed as the voltage difference between nodes 

l and m, and the voltage difference betwe~n nodes j anJ k respect- / 

ively, i.e •• 

/ ,. , 
VI V l' X1m/ jk 

. ( 
m ) ! 1. -1, l ""-1 i 

J k 1 

0.)6) 

) 
./ 

xjk 
.; ( V. Vk )!1."'1, J l -1 

J k , 
0.37) 

,where 

~I' V V. , V
k 'à. m' J 

the l, m, j, k terms in V defined 

in' (3.31). 

J. , Ik A J 
the "j ~ k terms in l "4efinëd . in (3.31) 

and (3.33). 

Next, if nodes j, k and nodes .1,m are thought of as form~ng 

two-ports of 'the resistive network as shown in Figure 3.2, the two-port 

'voltage-current transfer functions can be written as follows, i.e., 

where 

~ 

"-
1 

: jk/lm 1 [:ik
] 

o lm lm 

1· 

(3.38) 

voltages across port(j,k)~ port(l.,m)' 

respectively. 

\t . , 
c 

o 

. \ 
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current inj ected at port (j , k) and 

portCl,m), in the directions as shown, 

respectively. 

input resistaIl:ce looking in from port 

(j,k) and port(l,m) respectively .. 

Zjk/lm' Zlm/jk .à transfer reSl.stances from port(j "k). to 

port(l,m) and vice versa. 

Since I
1m 

is always zero in tois case (Le. unit current 1.S on1y 

inj ected at node j and removed at node k), the~ transfer and input 

resistances defined' abave fot"c-his two-port resistive network can 
'\,-, 

be writteo as fa llows. i. e. , 

V
1m 

zlm/ jk - Zjk/lm -
Ijk I

1m 
- 0, 

(3.)9) 

V'k " 
Zjk • J 

Ijk I
1m 

... 0 

(3.40) 

o , 

Finally, since l jk lS always unit y , (3.39) .and (3.40) 

are indeed the same as (3.36) and (3.37). Therefore Xlm/jk and 

X
jk 

can be inte.rpreted as the 'transfer resistance' and 'input 

resistance' of this equivalent resistive network looking 1.0 from port 

(j ,k) . 

'. 

. , -, 

/ 
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3.2.4 Extreme Bounds on x 1ml jk and xjk. 

After recognizing such a resistive network inte-rpretation, 

some network topological characteristics can be applied to evaluate' the 

The most primltive bounds on Klm! jk. and 

lC jk can thus be easi~y derived as shown ln the Eollowlng. 

The extreme cases of the 'transfer "të'sistance' (Xlm/jk) 

are to be considered firs·t. From a circuit point of view, 

from (3.36) can also be thought' of as follows, i.e •• 

(3.41 ) 

where 
./ 

current through branch(l,m). 

conductance of brapch (1 ,m) . 

. 
Renee, x1m/ jk will be extremized if the current through branehO,m) 

is extremiz ed, i. e. maximizing i im wi 11 give x im/ jk and minimixing 

i 1m will give x1ml jk' 

Figure 3.3 depicts an extreme connection pattern which 

will give the highest possible current, denoted by ~lm' through 

b 

.1 
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branch(l,.m), l.e., 

0.42) 
+ 

For the o;her extreme case, Figure 3.4 shows the reverse connection 

which will yield the smallest possible current, denoted by i 1m , 

through brandi(l,m), i. e. , 

= 

Y +'Y jk lm 

.. - i lm 0.43) 

Substit1.!ting (3.42) and (3.42) into {3.4.IJ, the Urst 

set of bounds on x1m/ jk can he written as follows, i.e., 

AD 
Xltn/jk ~., x1m/ jk 

, 
~I-

1 fJ._--"":=---
Y'k+ YI J . m 

'(3.44) 

Note that the bound type (bn) lS denoted by a zero, meaning that it 

is the extreme bound type. 
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Next, the extreme bounds on the 'input resistance' (X
jk

) 

are considered. In Figures 3.5 and 3.6, two extreme connec tion patterns 

are shown. Figure 3.5 shows that nodes j and k are shorted inside 

the system" hence it will give a zero input resistance value, :L.e. 

Figure 3.5 shows that nodes j and k are opened inside the 
1 

network such that the input resistance is the rèsistance of branch(j,k) < 

itself only, i.e. x' k a I/Y' k J . J 
As a result, the first set of· 

bounds on x
jk 

can be written as follows, Le., 

o < < 
1 

hence, (3.45) verifies (3.26) stated in previous section. 

1 
3.2.5 Tighter Bounds on'the Input Resistance (x. k ) 

J 

(3.45) 

To establish baunds on the 'input resistance' (x
jk

) in 

general, with t~e resistive network interpretation described above, 

the original network is first split into two sub-networks. These two 

sub-networks are denoted as NI and N
Z 

as shawn in, Figure 3.7 . 

NI is called the 'retained' network [Galiana 1984J which 

i5 composed of at lea5t nodes j and k ( the ending nodes of the outaged 

branch) and possibly a few more other nodes adjacent to nodes j and k. 

N
Z 

is the remainder of the original network exclu~ti.g NI'· N
l 

and N
2 

r-' 

• 

/ 
.. 

. 1 

-. 

. . 
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are connected to 'each other by a number of so-called 'tie-lines', The 

ending nodes of these 'tie-Hnes' in N'are labeled as follovs, 
~ 2 

where 

TN. 
l 

1 

i-l,2t3, ..... m } 

i. e" 

(3.46) 

the set of aIl the ending nodes of the 'tie-line' 

the 

the 

upper 

IN. 
l 

m 

After 

and lower 

ptlrt defined by 

in N
2

, 

tie-line node i in N
2

, 

total number of tie-line nodes in N
2

, 

separating the original network into NI and N
2

• 

boup.ds on the input resistance (x
jk

) looking in from 

the nodes and k can be established by considering . ] 

the following two;-equivaient networks shawn in Figures 3.8 and 3,9 . 

" " 
, / , 

In both figures, the connections between the tie-lines 

and the nOde~ and k in NI are intentionaUy lett out to al,low 

different numb~r of nodes to be retained for the network NI according 

to different bound ty,pes, They are not opened inside NI but rather 

all connected with the nodes in N~, 

) 

... ' ., 
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.. 
In Figure 3.8. all tie-lines are opened at their tie-U.ne 

nodes (i. e, TN. 
1. 

, 
, for- aIl i) and h'mce se~arating N 1 and N

2 
' Th!!! 

resulting input resistance looking in from the port defined by the 

nodes j and k wi 11 th~refore give the maximum input r\sistance (~jk) 
Ij- / 

of the complete network, Le, NI + N2 1 look~,ng i~!t port (j, k) . 

This i9 due ta the fac t that at:ly connections J>eyond ~he 
1 

t ie-line nodes 

. 
~il1 only reduce the value of this x jk ' 

To evaluate x
jk

• the followin~ modifications are made 

to (3, 21). Le.. L" 

whera 

i 

• 

bn 

e 'k A -rJ .III. 

j • .k
l 
~ 

nm ~ 

"'bn 
!r ~ 

-­... 
T 

e 'k -rJ e 'k -rJ 
, (3.47) 

./ 

a number used to denote tbe trPe of bound. 

[0, ... ,1. 
t 

. . , ,-1. 
t 

o JT 
, (nrnxl) 

j 1 kl 

the nodes in 

to the nodes 

t1 retained 

g and k. 

netvork corre.ponding 

total nwnber of nodes ln the retained network NI. 

conductance matrix of NI' where aIl tie-line 

conductances are neglected. 

Sinee ibn in (3.47) is a .ingular matrix, a reference node has to be 
-r 

specified here in order that (3.47) cao be evaluated. In thia thelis, 

f 



0 

\ 

the nocie lt' (corresponding ta Dode k in the complete ne 
'-.... .. --

ork) is choun 
/ ' 

a. the reference node. ) \.' 

/ 
For the lower bound 0(. the input reaistance (X

jk
) , 

Figure 3.9 shows the other extrema eonneetion pattern. All the tie-lines 

>tf 

are now shorted at their tie-line nodes (Le. lN .• for all i). ln 
, l 

this case. the input resistance wi Il yield a minimum val,ue of the/ 

input resistance (x
jk

) of the complete network. This is because any 

non-zero conductances conneeting the tie-lines beyond their tie-line 
1', '" 

node. will only increase the value of the input resj"stance obtained 
r .. #, ,__ _ • 

from this connec tion pattern. 

To evaluate x
jk » the fa 1 lowing is used, i. e. , 

" 
-bn • T ( ibn ) -1 (3.48) x
jlt • e 'lt e 'k -rJ -r -rJ 

where 

e 'lt -rJ ~ .ame definition as in (3.47) 

-bn 
conductance matrix of NI' where aIl de-B ~ )-r 

lines conduc tane e 8 are ine luded. 

, Noted that in Figure 3.9, an additional node i. created at the eoaaon 

polnt where aIl t ie-lines are shorted. This point is then used as the 

reference point in order that (3.48) can be evaluated. 

\ 

I~ 
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By inspection, the simplest .nd sma11est retained network 

will be the one which only includes branch(j ,k). This will ,ventualiy 

give the ~xtreme cases of x
j 

k as described prev iously in (3.45), i. e. , 

o ~ 1 
0.49) < < 

These bounds are very easy ta obtain but also too 

con.ervative because the upper bound wi 11 cause (3.27) and (3.30) to 

go to infinity. Hence, le8s con.ervative bounds are required. This 

cao be accomp lished by inc luding some adj acent nodu near the nodes 

j and k. However, ~n arder to ensure that the upper bound will 

be tan than the upper bound depicted in (3.49), the retained network 

(NI) must contain at least one closed loo~ which includes the outaged 

branch(j ,k). Therefore the next set of bounds on x
jk 

will be defined 

by a retained network composed of a11 the nodu which fom such 

a loop. By using 

c10sed loop, the 

- 1 
x
jk 

where 

the bound type number 

next type of bound on 

< x
jk -

T ( e 'k -rJ 

,-

T ( e 'k -rJ 

< -

- 1 
B ) 
-r 

.. 1 
B ) 
-r 

, ' '. ~r • 

-1 

-1 

(bU) to denote the number of 

x
jk 

can be written as : 

.. 1 ·C 
x
jk 

(3.50) 

e 'k -rJ 
(3.50 

e 'k . -rJ 
(3,52) 

, r-

I 

.. 
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• For an even t ighter bou1\d. the retained netlfo'dc. will con.ilt two 

10... elo.ed loop and the type of bound on x'k. il denoted as follow8. i.e •• 
~"" _ J 

---
< < • (3.53) 

wh.l'e 
} 

- 2 T ( 82 )-1 (3.54) "jk ~ e 'k e 'k -rJ -r -rJ 

\ A 2 T. ( 82 )-1 xjk ~ e 'k 
< 

e 'k (3.55) 
-rJ -r , -rJ 

Theoretically speaking, if more loopl are uaed until .11 node. in 

the system are included, N 1 will become ~he complete netvork and the 

bounds will bë the .am«!. i. e., 

"---
Xj~ ------ xjk -----,. ;~~ (l.56) 

\ 

1rilere 

• 

• d.noting thla bound type whera all nad .. in the 

system are included N
l

. 

~ , 

\. 

However, in order to simplify the calculation.. the lIore 

conservative bound. (i. e, bou~ds wi th only one Or' two elo.ed loop.) are 

und. Since the dillensionality of equation (3.47) and (3.48) are small, 

they can be efficient ly and rapidly solved (e.g. by LU factorization 

r 

( 

t 

[ 
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backward-forward substitutions). 

There are two cases which requin special attentions 

heril because no closed loop will be found in these kind of configurations. 

Case l 

Case 2 

Islanding line : -In Figure 3.10, branch(j Je) 

is the ànly connection between are a A and area B. Should 

branchU ,k) is disconnected, the system is split into 

two sub-systems. For instance, a tie-line connecting 

two major systems i. a typical examp le. In this kind of 

configuration, no closed loop can be establistied and 

hence the bounding of x
jk 

will fail. ~.~ally a DC load 

flow simulation _is requinc! to detect such a configuration. 

Se1lli-independent line: In Figure 3.11, branch(j,k) 

ia caUed a 'semi-independent' line in this thesis. This 

ia actually a special case of the preceeding one. However, 
i 

~ere is only one node (in this figure, it is node k) 

isloated from the main\network afte·r the outage. Because 

of the single node i80lation, thig case i8 relatively 

easiler to be detected. 

--'/ 
Bath case. are cènsidered as critical co~tiIIgencie8 as soon as they are 

detected. This ia due ta the fact that they both will generaUy 

create a large imbalance of ~he energy supply, e.g. i80lating 

a amall area from the main grid or disconnecting a remote hydro,station. 

\ 
\ 
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1 hl the original proposaI of this bounding method [Gal iana 

1984 J, the retained node •. of N
l 

are selected by inspection. However, 

/ 

• J 
the present study has developed an algorithm, the so-called Automatic 

} 

Loop Searcher (AiS), to systematieally look for the necesaary nodes 

(Le. those will form Il ~oop). Also, such an algonthm will be 

able ta identify the 'semi-independent' llnes in the system .. 

Should an outaged line not be found with at least one closed loop, 

luch a contingency will by-pau the other filters 'and will be 
\ 

directl>, submitted to the final tilter, Le. the De load flow, 

for analyais. If this contingency is indeed an' ialanding' Une, it 

will be detected by the De load flow. 

The bounds on x j k cal\ aiso 1,e der~d from other 

.ppro.~hea, a Dlore theoutieal approach using the partitioned matrices 

of 8, va. also introducéd by Galiaria* [Galiana 1984]. Hovever, such 

a theoretical bound ia more comp~tationally demanding. The network 

interpretation approach i.e chosen in this study because it is relatively 

simple to derive and to evaluate. 

3.2.6. Ti.ghter Sound. on x
1m

/ jk ' the~ran.fe; Resistance' 

3.2.6.1 Type l Sound on x lm / j le 

Occasionally. the extreme bounds developed are not luff-

h Indeed, l't 1" shown in a later chapter that the icient ly tight enoug • 

numerical values are too conservative. It ia very often that a leu 

'. 
/ 

/ 

• 
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) 
conaervative set of bound estiute. ia required. fo r'Jowing,a 

set of t~ghter bounds are developed by including ormatiocn on 

the .tructure of thè network. 

A generalized retained netvorlt, denoted by Ml' is 

extracted from the original network as .001110 in Figure 3.12. The 

reaaaining network is denoted by M
2 

• The retained network Ml ia 

characterized by consisting only four nodes, l.e. nodes j,lt,l,m. 

Nodes J and k are the edding nodes of the outaged branch (j ,k), and 

l and DI are the ending node. of any arbitrary branchU ,DI). As shown 

in Figure 3.12. the retained nodes are assumed to "be dire<:tly connected 

ta each ather by branch(j,l), branch(j,m), branch(k,l) and branch(k,m). 

These 'direct links' are shawn as shaded elementa in Figure 3.12. 

The non-shaded elements represents the equivalent connections between 

th~ retained nodes and the remaiQing network H2 i Their admittance 

values can be written as : 

Il 

". - t Yjr where j,k,l,m t a (3.57) 
J r-l 

S 

"It • r Ykr wheIe j,k,l.DI t B , 0.58) 
r-l 

IJ' 

"1 - r Ylr 
where j ,k,l.m t ~ (3.59) 

r-l ~lI 

\1 

"m - l: Ymr 
where j.k,l,m t v (3.60) 

r-l 
, 

-~ 

----~ 
where Cl, 6. \.1. v; are the index sets of the nodes which node. j ,k ,l,ID 

are connected ta in M
2

. 
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After introducing such a retained netvork perspective 

and recalling the twc-port resistive netvork interpretation of x / 'k 
lm J 

. introduced earlier, a set of bound estimates can be developed by 

conndering only Ml and hs equivalent connection elements only. 

Depending on the values of the direct links (i.e. Yjl' 

~jmt YIlI t Ykm ), three different cases are considered and they are 

explained in the following. 

CA.e a No direct connects-ion bet:ween branch(j, k) and branch( l,m). 

If there are no direct links, i.e. Yjl- Yjm - Ykl - Ykm • 0, 

Figures 3.13 and 3.14 will show two extreme connection patterns where 

aaxirlum and minilllUlll currents will flow through branch(l,m) respectively 

(Recall the argument introduced in 3.2.3 that maximizing ( or minimizing) 

the current through branch(l.m> gives the maxilllUlll (or minilDUlll) value of 

x 11111 jk ). 

In Figure 3.13, where YYj' >:,1' Y1m • YYm' YYk are 

connected in sequence, the current i lm vi 11 have the maxilDUlD value 

because any non-zero element added between 'fY j and YY l' 

YYk can on1y reduce the magnitude of this ca1culated i lm . 

and yy a.nd 
m 

Hence the 

apper bound of x
1ml 

jk for this case can be expressed as : 

4 ,.. 1 
(3.61) -

., 
.' 

( 
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where 

(yeq 
( l 1 1 1 1 -1 - -+--+-+-+ - ) )< yy. YYl 0 Y1m YYm YYk J 

0 
/ 0.62) 

The lower bound is obtained in a simi1ar fashion but 

the~connl\ction sequence 15 now reversed, i.e. YYj ' YYm' Y1m , YY1' YYk' 
.. 

as shown in Figure 3.14. Note that such a connection a1so gives 

the same magnitude of curr~l1t,. as (3.61) but with the sign reversed, 

therefore : 

Case b 

"'la 
- x1ml jk (3. (3) 

Direct connections e~i.t b~we.n branch(i,k) and branch(l,m). 

.,Shou1d anyone of Y}.l,' Yjk' Yk1 , Ykm be a non-zero 

term, the outaged branch(j,k) will he direct1y connected ta the 
. ' 

arbitrary branch(l ,m) . In this case, the evaluation method presented 

in the preceeding case does not app1y because the current i
lm 

now 

depends on the nature of the connection and a1so the relative values of 

the direct links. 

The m~nimum and maximum values on i lm can be analyzed 

in the fQ110wing manner. First, ~l is separated from MZ and to 

be considered as a 4-node network. Meanwhile, for the time being, 

the equivalent elements (e.g. YYj' YYk' etc.) are a1so neglected • 

. ' -
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8y injecting a unit current at node j and removing it at node k. the 

nodal equations of this 4-node network can be written as follows, i.e. 

(with node k chosen as the reference node), 

YI -Yjl -Yjm V. l 
J 

-Yjl Y2 -Y lm VI - 0 0.64) 

-Yjm -Ylm Y3 V -0 
m 

" 

where 

YI • Y' k + y. + Yj 1 / (3.64a) 
J Jm 

12 • Yj l + Ylk + Y1m (3.64b) 

Y3 • Ylm + Yjm + Ymk (3.64c) 

Recall from 3.2.5, i.e. the resistive network interpretation of 

Xlm/jk ' by solving (3.64), the transfer resistance (xlm/Jk) can be 

obtained as follows, Le .• 

lb 
Xlm/jk - V 

m 
(3.65) 

...... consider Figures 3.15 to 3.17. These figures 
) 

j 
depic~three e treme and possible connection patterns of the equivalent 

connection elem nts in M
2 

It can be thought of as that these 

diffe~ent connec ions are actually adding parallel branches to the 

direct links. hich direct li~ks that it is going ta affect depends 

on the connection pattern. lb 
Hence, the value of Xlm/jk in these 

three conditions can be evaluated as follows, L.e., 

'" 

... 

, 



-.-----

( . 

89 

(i) Figure 1.15, the following adj ustmet:lts are 

ne" Ykm • 

ct links, i.e . ., 

+ (,_' 1_ + --L- )-1 
/ YYj' YYl . 
~"" --/ 

/ 

f 
J 

(3.66) 

(J.61) 

Yj~W and y::W 
thus replace the original Yjl and Y

km 

in (3.64),' the reault obtained from. solviog (3.64) 

and (3.65) is then àenoted as (X~:/jk)l . 

(ii) For Figure 3.16, the fol10wing adjultmeots ara.-de 

new 
Yjk 

new 
Y1m 

• Yjlt 

• Ylm 

d 
new 

an Ylm 

(--L-+ 1 -1 -,+ ) (3.68) 
YY· "It J 

" 

+ ( _1 _- +---L-
YY1 "m 

)-1 (3,69) 

thus replace their original values 

and the resu1t obtained from (3.64) and (3.65) il 

lb 
denoted as (x lm/ jk)2 ' 

(iii) For Figure 3.17, the following adju8tmeots are made 

., 

'. 
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,,;;. ? 
-1 new ~+--L. Yjm • Yjœ + ) (3.70) yy. "m J 

new ---.!-. + ~ 
-1 

Y"1 • Y!f.l +. ( ) (3.71) 

"" "1 

Again. similar to the two preceeding cases-, the 

tranafer ~esistance (x1m/jk) is calculated using 

(3.64) and (6.65) and is denoted as (X~=/jk)3 . , 

All three cases are required to be evaluated because it 

ia generally not known beforehand whether which one of these conditions 

will give the maximum or minimum. It has ta be noted that after the 

evaluation of each case, the adjusted values, new new 
e.g. Yjl 'Ykm ' etc., 

\ > 

have to be restored to their original values for the next case evaluation. 

Otherwise, erroneolols results will be obtained. 

\ Finally, to determine the upper bound of Xlm/jk ' 

Dlaximum value among the thr'l!e obtained resu1ts ia chosen, i.e.-.., 

the 

• 

(3.72) 

and'the lover bound will be obtained froUl 

• min . lb 
(x1m/ jk) 3} 

(3.73) 

/ 

) 
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Case c Triangular case 
~ 

If one of the direct links eonnecting nodes 1 ,m,j,k is 

infinite, the retained network shown in Figure 3.12 will be reduced 

to only 3 nodes. This case is referred as a triangular case here. 

Consider a general layout in Figure 3.18, where oode e 
. 

repre.entl the node of the arbitrary braneh(l,m) not eommon to either 

nodes j or k. The equivalent coonection elements to tpe remaining 

network (H2) are denoted as YYj' YYk and YYc for nodes j,k, and c 

respectively. Taking a similar kind of approach as before, a 3-node 

network with aIl equivalent elements (e.g. yy., yYk and yy ) neglected, 
Q J , c 

the nodal equations for the triangular case can be writtéQ as follows : 

(3.74) 

where 

• + (3. 74a) 

• + (3. 74b) 

(Note that nàde k ia again chosen as the reference node and unit currents 

are injected at node J and removed from node k). Henee, depending on 

the commoo node shared by the outaged branch(j ,k) and the arbitrary 

branch(l,m), Xlm/jk cao be evaluated aceording to the fo1lo~ing t,ble 

/\ 
1 \ 
\ \ 

1 

1 

• 
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Table 3.1 le 
xlMJ,~ as Funetion.of the Commen Node 

k-m 

j 1\ j f\ j pm j 171 

k~m k~1 k 1 kV. 

v. - V V - V. -v 
c 

v 
e J c c J 

" 

The next 8tep Will 
' le 

bound of Alm/jk. ' 

b fl· nd h b d le e to t e v oun 8 on X ImI ~k • 

Figure 3.19 depicts the conneetion 

which will give minimum current thr~gh braneh(l,~). This 

connec~ion can be interpreted as t~ p~t YY j ând YY
lt 

first in series 

and then in parallel with branch(j,k>.. Henee the adjustment required 

ia : ... 

-L+ 1 
-1 new 

+ ( ) (3.75)' Yjk • Yjk yy. yy . 
J k 

le 8y substituting (3.75) into (3.74) and solving the X
1JJjk 

aecording 

to Table 3.1, the lower bound will be obtained, 
~le 

de~oted as xlml j k • 

le 
For the upper bound of Xlm/jk' it is less obvious because 

two connections are possible to yield a maximum current through branch(l,m) 

as shown in Figures 3.20 and 3.21. 

-------- i) 

~ \ 11'. 1 
1 

~ 
\ 

1 

1 , 

.' 

-., 
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For Figure 3.20, the folloving adjustment is required 

l ( + • 1 +---
"e 

-1 
) (3.76) 

le Dy substituting (3.76) into (3.74) and solving for x1m/ jk using 

Table 3.1 again. le an extreme value of x1m/ jk can be obtained and it 

le 
is denoted as (xlm/jk )1' 

Similarly, by making the following adjustment to y. 
JC 

aceording to the eonnection pat'tern shown in Figure 3.21. Le., 

• + 
-1 

(_1_+_1_) 
YYj YYe 

(3.77) 

le 
another~.-treme value on Xlm/jk 

1c 
cao be obtained and it d.noted as (Xlm/jk)2' 

The upper bound of this case cao thus be defined,&s the 

largut va:f~&~f the two, Le., 

• • (3.78) 

\ 
\ 

Î 
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3.2.6.2 Type l Bounds on x
lm

/ jk 

In some occasions, due to the fact that the outraged 

branell. (j. k) ia far away from the arbitrary branch (l,m). an analy" 

tical bound type on X Im/ j k can be derived in order to exploit su ch 

a characteristic. 'the idea ls to c.onsider the fcillowin~ quantity, 

i. e. , 

• 

-= xjk + x lm + 2 x lm/jk 

the transfer resistance (X

if
' jk) can thus ~e expressed as 

Xlmjk - x
jk 

- x
lm 

2 

101 

(3.79) 

(3.80) 

(3.81) 

The quant1ty x
1mjk 

defiued in (3.;9) has the general pro­

pert1es of a resistance similar to x
jk 

and x
lm

' however. the current 

injections are now appl1ed ta both nodes j and k, and a1so nodes 1 and 

m as shown in Figure 3.22. In order to derive bounds by us~g such a 

~ quantity, consider the case where the retained networks of, x
lm 

and x
jk 

do not shar,e any common lines (see Figure 3.22). Since there is no 
\ 1 

overlapping between the two retained networks, as in Figure 3.22 denoted 

as N
jk 

and N
1m

, t~e mutual coupling term (x
lm

/ jk) vanishes. 

bounds of (3.80) can be expressed as follows t i. e .. , 

Hence the 
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.. .. ... 
(3.82) 

(J.8J1 

.... 
Substituting (3.82) and (J.83) into (3.81), the type 2 bounds on 

%lml jk can be expressed as : 

... .. -
A 2 X

lmjk - x - x
jk lm (3.84) xl..a/ jk - 2 

.. .. 1 
.. 2 xlm1k - x - x

1k lm (3.85) X
lm/jk 

• 2 

It 1.8 important to mention here that this type of bounds 

can on1y be applied to the case where both reta1.ned ne.~ork8 (N
jk 

and 

N
lm

) do not have any cOIIIIDOn line. Therefore, for cases where branch 

(j, k) and branch (l,m) are far from each other, the possibi1ity of over-
. 

1apping is small and this bound type 18 more l1kely to be applicable. 

Note that such a type of bound does not re~1re new information because 

aIl the bounds of x j k and xl.JI have a1ready been obtained from previous 

- ... 
evaluations (e.g., xl.m' x lm ' xjk ' X jk) • 

3.3 ContingencI riiter Arr!P3ements , 

Us1ng different combinatlons of the dlfferent bo.und 

types developed sp far, 'a series of fllter8 can be asa~ed. ln 
"--
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Table 3.2 FUterins Scheme Il 

• Contingency Filter Bounds on Bounds on Bounds on 

Typ@ X
lm/jk xjk Plm/jk 

crO (-l, 1) 

--..----'" 

crI .. • 0 • 0 - l • 1 
To be ca1culaced 

(xlal j kt x
Wjk

) (Xjk' x jk) according to 
0.27) - (3.30) 

CF2 ... 0 • 0 - l " l 
To be calculaced 

(xIm/jk ' X
la/jk

) (xjk' x j k) according to 
(3.27) - (3.30) 

, 
/ 

CF) 
• 2 " 2 - 1 " 1 

To be ca1culated 
(xWjk ' x lJal jk) (xjk' x jk) according to 

(3.27) - (3.30) 

CF
4 

x
Wjk 

x
jk Plm/jk 

'. 
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Table 3.3 FUterins Schelle 12 
c 

Con~ingency F11ter Bound. on Bounds on Bounds on 
,- \ 

Type x lm/ jk 
x

jk Plm/ jk 

.~ 

CFa (-l, 1) 

CF
I .. 0 .. 0 .. 2 .. 2 Ta be calculatêd 

(xl1A/jk ' Xlm./jk) (X
jk

, X
jk

) according ta 
( 3 • 27) - (3. 30) 

CF2 .. l .. l .. 2 .. 2 Ta be calculated 

(x l1A1 j lit' xl.Jrt1 j k) (xjk ' x
jk

) accord1ng to 
(3.27) - (3.30) 

CF
3 "'2 .. 2 .. 2 .. 2 To be calculated 

"-- (xlml j lit' xl.Jrt1 j k) (xjk ' x
jk

) accord1ng to 
(3.27) - (3.30) 

\ 

CP4 X
lm/jk 

x
jk Pba/jk , 

CF
4 

ia the OC load flow simulation which calculates the 

~~ct values of the LODF for the remaining uncerta~n flows. It ia easy 

~ 
te notice that scheme Il and scheme #2 only d1ffer from each other in terme 

, 
of their bounds on x

jk
• ~tentionallY used to test whether by 

wclud1ng more closed loops wUl g:f::ve a better accuracy and filtering 

performance. 

\ 
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fil 

3.4 R.ank1ns and Selection Alsorithms 

In order ta further reduce processing time, uncertain 

contingencies can be selected between Ulters such that only the 1Il0st 

severe cases will be submitted to the subsequent fHter f~r clarific~ 

tlon. The common methodology is ta assign each contingency vith a 

scalar index (e.g., the SPI methods). Such an index reflects the 

severity of the contingency. Should this index exceed a threshold 

value, thls contingency wlll be chosen and otherwise it will be as-
, 

sUllled safe. In this thesis, two new selection indices are proposed 

as follows :-

Method A Selection Based on the Total Number of Uncertain F1aws 

The index used here is the total number of uncertaln flOWs 

of each uncertain contingency. 
/ 

Suppose the threshold is set at 30 

1ines, therefore any uncertain contingeDcy vhose total nllDlber of un-

certain flows ia more than 30 lines will be selected. For those which 

~ave Iess than 30 lines will be neglected and assumed ta be safe. 

threshold value currently is set by usi.n8 a percentage of the total 
'- \ 

The 

number of lines as a guidel1ne. For example- (20 - 40) % of the total 

number of lines ls used here. The advantage of this method is that the 

re.quired informa tion 1s already avallable af ter each f 1lter1ng. 

Method B 

follaws :-

.' Il, 1"'" 

\ 

Selection Based on the Relative Overload Expectation (ROE) 

\) 

The Relative Overload Expectation (ROE) 18 defined as . 

~ '>, 

\ 

.. 
" 

\ 

( 
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.. " plia 
â l 

NU 1IlaX.{ Ip il", IPil} 
ROE l i 1 

• - (3~86) NU 
i-l plim 

1 
(' 

whera 

- .. â 
IPi! !Pi ! - absolute value. of the lover, -and upper 

bouncl. of the contingency flovs relpec-, 

tively. 

plia â 
security liait of line i . -i 

"-

N U 
A 

n~er of uncertain line •• -
ROE ia. mea.ure of the average overload range for aU uncert.in flowi 

of an uncertain contingency. Relative meane chat ic ie nonaalized and 

cOIIlpared to ~he line aecurity limite Hence, for any contingeney whoee 
Il 

ROE 18 greater than a threahold value (e.g., 5 - 10%) will be .elected 

for the subsequent fHte1: 

The testing results of theae two lllethocb are preeented 

\ in the following chapter. Selection of contingeneie. between filtera 

can be accomplished using two different algorichlls. 

The firat one il to perform the selection for each con-

tingency right after eaeh filtuing has been finished. For ex .. ple, 

th 0 
the n contingeney gives Dl uneertain flows afcer CF (see 3.3). If 

th, 
II is greater than a pre-set threahold value t , the n Icontingency, 
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with !ts m uneerta1n flows, will be submitted to CF
l 

and 80 on until 

all uneertain flows in the same contingeney are elass1fied. Other-

wise, if m is 1eS8 than t, the contingency will be exc1uded from 

further analysis and assumed to be non-critical. 

The second algorithm. performs the selection after a11 

the postula-ted (or uneertain) contingencies have been analysed by a 

filter. For examp1e, unt11 a11 the number of uneertain flows for aIl 

postulated (or uncertain) contingeneies are available, ranking i8 then 

performed based on the information (e.8., the indices derived above) 

from the filtering proeess and the highest ranked cases will be selec-

ted to go to the nut filter. 

Both methods are indeed viable, however, the latter one 

requires a large storage area and lt is lees stralght forward te be 

appl1ed. For example, tltt highest ranked contingency, denoted 88 the 

th k contingeDey, has 1 uncertain flows after a filter. A storage vec-

tor of dimension-l i8 therefore required. Theoretically speaking, 1 

ean be as large as the total number of lines. As a result, the storage 

requirement will !ncrease slgnificantly if su ch a selection algerlthm 

is used (e.g •• a matriX of NL x NL may be required). Also the extra 

tilDe of retrieving the information will &lso be a handling burden te 

the proeess. Therefore, this thesis uses the first selection algorithm 

dellcribed above. 

\ 
\ 
\ 
1 
1 

1 
1 

\ 
'" 
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lt was abo speculated that these two selection methods 

(A and B) will give more re11able ranking results than the conventional 

aethods because the fl1tering process has already eliminated a number 

of flows and~contingencies whlch have been classlfied as either critical 

or non-critical. Hence, Jnolse' in the conventiona1 ranking indices 

deacribed in the prev10u, chapter ia reduced. 

3.5 CO!putational Condderat1ona 

3.5.1 Usase of the 'Link List' and 'SP~PACX' 

Due to the special nature of power systems, n .. ely very 

large scale network and sparsely connected configuration , the DC 

Jacob1an ! in (3.8) 1s generally v~ry large and sparse. Storing the 

DC Jacobian ! in full not only requires a considerable amount of 

MeIIOry (e.g., (n+l) x (n+1), where (n+l) i8 the total nuaber of buaea) 

but alao reduces the computational efficiency. In this theaia, a 

'Link L1st' data structure [Enns 1975] i8 used to store the system 

data in or der to reduce the storage requirements and improve efficiency. r 

The 'SPARSPACK' program developed at University of Waterloo [George et 

al. 1981] is also used here to solve a11 De load flaw simuliltion by ex-

ploiting the sparsity nature of B • 

lt 18 not intended here to eJÇplain and descrlbe in de-

tall how the 'Link List' works. Rather, ·the mer1ts of using such a 

data structure are discussed. Since the 'Link Lis t' only stores the 

-
i 

/ 
1 

/ 
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non-zero elements of the sparse matr1.x, the storage requlrement is 

draatically reduced. For examp,le, i t requires 13,689 (117 x 117) 

storage spaces of using a full Btorage mode to store aIl. elements of 

,the Dt Jacoblan of a 118 bus, 179 line system. However, the 'Llnk 

List' on1y needs 1131 storage spaces, which is 12 times lees than the 

full storage mode. The other major benefit of using the 'Link List' 

ls that tt provides a systemattc and efficient data structure of 

identifytng connections~ween nodes. This merlt 18 found to be a 

" 
great advantage for the algorichm to be described latet which will 

find the c10sed loops for the x
jk 

evaluation. 

'SPARSPACK' ls che Sparse Linear Equation Package de-

vE!1oped at University of Waterloo [George et al. 1981] • The package 

salves a linear set of equations as follows : 

A x - b 

where the coeffi~nt matrix A is sparse and positive deftnite in 

general. 

The basic procedures of using chis package 1s summar1zed as follows 

(1) Invoke SPARSPACK. 

(2) Input the positions of the non-zero terms in A • 

(3) Invoke re-ordering subroutine. 

(4) Input numerical values of the non-zero terms in A • 

(5) Invoke the factorization subroutine. 

l. 

(3.87) 
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(6) Input the )ght hand side el_nt. (l!) • 

(7) Solve for the vector ~ by recaUing the 

factorizatlon subroutine. 

In this study, the base case De load flaw and aIl the 

conttngenc1 DO<1oad flowa are solved using this package. 'SPARSPACK' 

pr,?vides a very efficient tool to evaluate the sparsely oriented system 

of equations considered in this work, e.g., (3.19) - (3.21), such that 

the processing time can be greatly reduced. 

3.5.2 

{ 
, \ 

\ 

Automat1c LaoE Searcher 
1 

In the pr~viaU8 section vhere x
j 

k bounda are derived, it 

18 stated that in order to abtain an upper bound lus than the value l/yjk 

(ne (3.26», a c10sed laop including branch (j ,k) must be present in 

the retained network. In th1s sec tion, an a1gorithm ls deve10ped to 

find 8uch a c10sed loop based on the following information :-

(1) Given the ending nodes j and \t of the o'ftaged branch (j t k) • 

~ 
(2) Given the system Link List. 

The a1gorithm i8 now explained with a sma11 exaap1e. 

Figure 3.23 shows a smaU 6-node neework. Assume that node 1 (j) and 

uode . 2 (k) are the ending nodes of the' outaged branch (j. k) , by inspec-

tion, a few c10sed loops can easily be determined. i.e., (1,3,2), 

(1,5,3,2), (1,3,4,2) and (1,5,3,4,2) • 

" 

~~--~-------
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l 
LEVEL ~ 

(adjacent nodes) 

112 

A 6-node Example Network 

5 

••• 

t t t 
LEVEL 1 LEVEL 2 LEVEL 3 

Fig. 3.24 Connect1on Tree Structure of the 6-node Example Network 
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Next. eonsider a tree structure starting from node 1 (j) , 

which is depicting aIl the connections fram node 1 to the rest of the 

system. The nodes which are directly connected to node lare called 

the 1 adj acent nodes' and the COIUlect ion level is denoted as 'LEVEL ~' 

as shown in Figure 3.24, e.g., nodes 5 and 3 in this case. LEV~ l is 

the collection of aIl the nodes directly connected to the 'adjacent 

nodes' • LEVEL 2 is the collection of aH the nodes directly connected 

to the nodes in LEVEL l and sa on. 

The algorithm ia thus to find a match between node 2 (k) 

and a node in LEVEL 1 or beyond. The,node which ia being checked with 
1 

node 2 (k) ls called a 'checking node' • Assuming no parallel lines, 

the smallest loop will possibly be obtained if there ls a match between 

oode 2 (k) and a node in LEVEL 1 . Table 3.4 shows the procedures of 

checking in LEVEt 1 • Note that the 'linkage node' 18 defined as the .. 

node whieh provides the link between the 'checklng node' a~d an ending 

oode of the outaged branch (e.g., node 1 (j) in this case). 

Table 3.4 

Checki.ng proeedyres of the Automat ie Loop Searcher. Example l 

Linkage Node Checking Node Result 

Check # 1 5 3 Not matched 

Check # 2 5 6 Not matched 

Check Il 3 3 5 Not matched 

Check Il 4 3 2 Hatched 

Check Il 5 3 4 Not matched 

j 

1' __ 
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~ In check fil, the 'lInkage node' 18 node 5 and no match 

ls found. The checklng therefore p,roceeds to the ~ext node connected 

to node 5 (1.e., node 6) • Again, the matching faila. Since aIl 

nodes connected to node 5 have been evaluated at this level, the check-

ing moves te) node 3 which ls a t the same level. At the fourth case 

shown in Table 3.4, a match Is found (i..e., loop l, 3, 2). The 

linkage node 3 la now named as a 'loop node' and then stored for later 

usage (i. e., for the Retained Network Builder (RNB). 1 

Should no closed loop be found after aIl the nodes in 

... 
LEVEL 1 have been checked, or more closed loops be required, the 

checking can be extended to LEVEL 2 • Table 3.5 shows the checking 

procedures at LEVEL 2 • NotIce that two closed loops" namely 

(1, 5,3,2) and (1,3,4,2), have been located whlch are exactly the 

same as those obtained from the inspecti.on method. 

A few poi.nts are necessary to be menti.oned :-

(1) Even though it seems that an exponential type of memory 

spaces are required in arder to handle the data shown in Figure 3.24 

at the Brst glance, actually only very little storage is necessary. 

That is because on1y the 'linkage nodes' are required to be retained 

in eacll checking. 

. , 

! 

.. 

--
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Table 3.5 

:.''') 

Checking Procedures of the Automatic Loop Searcher. Example 2 

Linkage Node Checking Node Result 

Check fi 1 5.3 1 Not matched 

Check II 2 r:1S 2 Ma,tched 
( 5~3 Check Il 3 4 Not matched 

Check ft 4 5.6 Not matched 

Check # 5 3.5 1 Not matched .. 
Check Il 6 3.5 6 Not matched 

Check fi 7 3.2 /~.l Not matched 
-r; 

c~ fi 8 3.2 4 Not matched 
jls: 

Chi!c:k (1 9 3.4 2 Matched 

en 

Each 'checking node' 16 identified from the outermost 

'linkage node' by the Link List at the tme such anode is required. For , . 
example, the nodes connected to no~e 3 at LEVEt ~ can easi1y be identi-

Ued through a Ùnk List as l, 2, 4, 5 By excluding node l, which is 

the node giving' us pode 3 at the first place, the remaining nodes will 

became the 'checking noùes'. They are ldentlfled and checked sequentially 

(i.e., one node after the other) so tbat no memory space 18 needed to store 

each one of them. 
1 

\ 
\ 
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(2) Should'any 'checking node' be ,equal to any one of the 

preceding 'linkage nodes' or the ending node of the outaged branch 

(1n this case it is no de l{j)), such a 'checking node' is automat1cally 

excluded from further checking.. This is because it will otherwise 

lead t~ a backward search and eventually locate a faulty loop. For 

instance, the link (l, 5. 3. l, 2) in Figure 3.24 will lead to such a 

faulty loop because one of th~ 'linkage nodes'. 1.e., node 1. is equal 

to an ending node of the outaged line. Apparently 'such a sequence 

does not form a closed loop fram inspection. 

(3) By performing the checking level by level as shawn above, 

the algor1thm will always search for a loop with the least number of 

'linkage nodes'. Any further loops obtained will always have the same 

or more number of 'linkage nodes'. 

Thearetically, the search can be expanded until aIl nodes 

in the system are covered. ',The process need not be performed 1evel by 

level as shawn in these examples. Rather the stopping criterion can be 

set to stop after one closed loop or after two closed loops have been ' 

found. The resulting information (i.e., the 'loop nodes') are thus 

transfer~~d to the Retained Network Builder, to be descr1bed late~, in 

order to construct the bounds on xjk • 

/ 

In this thesis, the highest level of searching (checking) 

18 set at 7 • In other words, the maximum numbers of linkage nodes 
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completing one c10sed loop is a]80 7 • Should no closed loop be 

found at LEVEL 7, the outaged liae is labelled as a 'no-closed-Ioop' 

line and some contingency filters are not applicable for this line. 

In general, this kind of situation i8 rare and such a line may 

actually qe an 'islanding' line. To verify whether such a 'no-

closed-Ioop' line 1s an '1slanding' line or not, a DC loa~ flaw is 

requ1red. If the exact x
jk 

calculated fr.om a DC load llow 1s very 

close to the value l/yjk and hence the LODF b~es infinite, it is 

indeed an 'islanding' line. 

A special case of an 'islanding' effect is the so-

called 'semi-independent' li~e defined prevlously. lt can be detected 

by this loop searching technique very easily. Shou1d an~ one of the 

ending nodes of the outaged branch (j,k) show that there is no other 

connection to the system beside the on1y connectlon to the other node 

through the outaged branch (j,k), the line 18 a 'semi~ndependent' 

line. 

3.5.3 Retained Network Builder 

The Retained Network Builder (RNB) has two functions, 

namely :~ ~\ 

(1) Constructing the conductance matrtx of the r~tained 

network NI After the Automatic Loop Searcher, a group of nodes kre 

obtained. Theae no4es will include the ending nodes of the outaged 
~ 

o 
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branch, the 'loop nodes' and the 'adjacent nodes'. Note that aIl the 

'adjacent nodes', which are the nodes directly connected to the ending 

nodes of the outaged branch, are also included here. The reason will 

become apparent later. 

In this study, an algorithm is built to assemble the 

conductance matrix of the retained network taking into account of all 
, 

possible connections between aIl nodes in the retained network. Renee, 

if any adjacent node has a direct link ta anyone of the 'loop node~', 

additional loop will be added to the retained network. This is the 

reason why th~ 'adjacent nodes' are included, because they may increase 

the accuracy of the result without too much effort. 

(2) Solving (3.47) and (3.48) to obtain the bounds 

on X
jk 

After the conductance matrix is available, (3.47) can be 

solved by deleting the rov and the column of the conductance matrix 

corresponding to node k . On, the other hand (~.48) can be solved by 

restoring the row and column values to the conductance matrix and re-

placing the diagonal elements by the corresponding diagonal elements 

of the OC Jacobian matrix in order to account for the tie-line conduc-
~' 

tances. C3.47) and (3.48) are therefore solved separately using the 

LU tactorization and backward- torward SUbst~tion m7thOdS order 
,.~ ,-

to give the upper and lover bounds of x
jk 

respect1vely. 
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3.5.4 Computation Algorlthm 

': ·t 
The following depicts the algorlthm of the computer pro-

gram wr1tten for testing ln thls study. 

Part A : 

Part B 

Part C 

(1) Read ln system data. 

(2) Construct system Link List. 

(3) Invoke 'SPARSPACK' . 
, (4) Solve the base case DC load flav. 

(5) Calculate base ., case line flowa. 

For each aingle line contlngency ca~e execute 

the following: 

(1) CalI A~tomat1c Loop Searcher CALS) • 
1 

(2) Ident1fy whether. the cont1ngency 1a a 'aeml-

independent' line or a 'no-closed-loop' line. 

--- lf the answer Is yes. label the contingency 

accord1ngly. 

(3) If closed loop can be found. calI the Retained 

Network Bullder (RNB) • 

(4) Record the x
jk 

bounds obtained from the RNB • 

For each contingency. execute the following : 

(1) CalI FUter Il O(CF O
) 

(2) If no uncertain flow ls left, proceed to 

evaluate the next contlngency. 

(3) Check whether such a contingency 1a a 'sem1-

independent' I1ne. If.res. re~ord 1t as 

cr1t1cal. 
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--­" , 1 
Check whether 1t 18 a 'no-elosed-loo~' line. , If (4) ""' / ye8 •. 8end the eont1ngeney to F11ter # 4 ~ 

(5) 

(6) 

CalI F1lter H 1 (Cpl) • 

If no uncerta1n flow 18 left, proeeed to evaluate 

the next contingeney. 

(7) CalI F1lter # 2 (CF2) 

(8) If no uncertain flow 18 left, proeeed to evaluate 

the next contingency. 

(9) CalI Filter # 3 (CF3) • 

(10) If no uncertain flow 18 left. proeeed to evaluate 

the next contingency. 

(11) CalI F1lter , 4 (C&4) 

(12) Proceed to the next continaency case. 

" 

a 
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CONTINGENCY FtLTEllING USING LlNEARIZED FLOW BOUID ESTIMATES 
1 

7 

NUMERlCAL .. EXPERIENCE 

lntroductory Remarks 

In the preceding chapter, the theory of contingency 

fi1tering using linearized flow bound estimates has been derived. 

121 

Different types of bOUDds have been developed using either a circuit 

interpretation or an analytical interpretation of the values of x
jk 

and x lm/ jk • However, the actuai conservativene~s of such bounda, 
t 

1.e., whether they are t1ght enough for any practicai use, still re-

mains to be determined. This chapter ls intended to report on an 

investigation of the efficiencies and practlca11ties of the contingeney 

fHters using these derived ~ounds. \ 

The objectlves of the follawing simulations are su.-

aarlzed ae' ~ollove, 1. e. , 

(1) IExaa1ning the numeri al cODaervativeneas of var10ua 

bounda derlved fr the preceding chapter. 

(2) Testing and eva ating the performances of variOU8 

filtera and d ferent filtering schemes. 

(3) Investiga ing the performances of the two new contin-

gency election methods proposed in section 3.4. 

(4) OIlparing the DC flow results with the AC load 

flow results. 

( 
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Five IEEE test systems, i.e., the 14, 24, 30, 57, 118 

1 
bus systems, are used in this thesis in_arder ta provide different 

system sizes and configurations for the simulations. A heavily and 

a lightly loaded case for each system are a1so simulated in arder ta 

provide different loading levels for this study. The bus data, their 

rea1 power injections and the necessary modifications of the five te8c-

ing systems are depicted in Appendix B • It 18 clted here that a11 

paral1el l10es in the systems are rep1aced by their equivalent modela. 

4.1 Numerical Resu1ts of Different Bound Eattmatea on x
1k 

This section i11ustrates the performance of the Automatic 

Loop Searcher (ALS) and the Retained Network Bui1der (RNB) described in 

section 3.5 • lt lB Inte.nded to demonstrate the efficlencies of these 

algorithms and the accuracy of the x
jk 

bounds obtained. It ls important 

to remember here that for NTC single 1ine outage contingencles, there are 

at !DOst 2 x NTC X
jk 

bounds (upper and lower) to be evaluated. 

Reca11 from 3.5.2 that once glven the endiog nodes of an 

outaged 1ine, the ALS can search for one or more c10sed loops which will 

include the outaged l10e with the smallest number of nades. In this 

study, the highest number of "linkage nodes" (refer ta section 3.5.2) is 

limited ta 7 • Therefore the maximum number of nodes fonning a closed 

loop i9 9 (inc1uding the ending nodes of the outaged l1oe). 
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For the RNB, the. maximum number of reta1ned nodes in 

this thesis is 1imited to 25 at most. These nodes iDc1ude the end-
1 

ing nodes of the outaged 11oe. the loop Dodes and the adjacent nodes 

(i.e., nodes direct1y cODnected to the ending nodes of the outaged 1ine). 

The Retained Network Builder will use these retained no~ construct 

the necessary retained conductance matrix. The x
jk 

upper and lower 

bounds for each single outaged case are thus ca1culated by solving 

(3.47) and (3.48) using the LU factorization and the backward-forward 

substitution methods • 
. ~ 

Even their nature and funct10ns are different, the ALS 

and the RNB are regarded as a series process which eva1uates ~he bounds 

They should be v1ewed as inseparab1e in the following pre-

l
ntation unless for some special cases. Le., the "semi-independentJt 

1 nes or the "no-closed loop" lines where the RNB step is waived. 

4.1.1 Results from the IEEE 24-Bus System~ An Example 

Table 4.1 shows some se1ected results from the ALS and 

the RNB performing on the IEEE 24-bus system. The system data are shawn 

in Append Ut D • A system one-line diagram 1s also acc,ompanied in order 
/ 

ta allow the reader to trace the loop found from the ALS . Only one 

closed loop 18 shown for each case here. howéver the ALS algorithm can 

indeed identify two. three or more loops on request. The adjac'ent nodes. 

to which the ending nodes of the outaged 1ine are directly connected. are 

--~---
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Table 4.1 

Se1ected Resulta of the Calculated Rounds of Xjk on the IEEE 24-bus System 

Line From To Adjac. Total 
'\. 

~jk x
jk xjk x

jk 
No. Closed Loop Node Node X10-1 xlO- l xIO- l (%) 

1 \ 1 2 1,5,10,6,2 3,4 7 .133 .137 .133 2.63 

3 1 5 1,2,6,10,5 3 6 .590 .705 .614 13.1 

6 3 9 3,1,2,4,9 24,12, 9 .614 .975 .665 29.3 
11,8 

7 3 24 3,9,11,14, l 8 .546 .680 .612 16.0 
16,15,24 

11 7 8 semi-indep. 

12 8 9 8,10,12,9 7,11. 8 .962 1.02 .983 3.47 
4,3 

15 9 12 9,11,13.12 8,4,3, 9 .384 .48,.4 .415 12.0 
23.10 

;;, 
19 11 14 11,13,23,20 10,19 9 .276 .356 .321 18.9 

19,16,14' 

21 12 23 12~,23 10,9,20 6 .331 .566 .429 24.1 . 
23 14 16 14,11,13,23 17,15 9 .267 .335 .305 17.4 

20,19,16 

25 15 21 15,16,17,22, 24,18 7 .179 .181 .180 .537 
21 • 

27 16 11 16,15,21,22, 19,14, 8 .185 .187 .186 .988 
17 18 

28 16 19 16,14,11,13, 17,15 9 .188 .213 .204 10.6 
23,20,19 

29 17 18 17,22,21,18 16 5 .116 .135 .117 13.1 

33 20 23 20,19,16,14 12 8 .100 .104 .103 3.48 

\ 11,13,23 

\ 
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also shawn and included in the retained network because they may add 

additional loops to the already defined loop. This will happen if 

there are direct connections between the adjacent nodes and the loop 

nodes (e.g., see lines 12,15,25,27,33) . It can be verified by the 

reader by tracing theae connections. 

The upper and lower bounds of xjk obtained fram the RNB 

are a180 shown in Table 4.1 • The exact values of aIl the xjk ' cam­

puted aeparately from a OC load flow, are also deplcted in the table 

for comparison purposes • The xjk shawn in the last column is defined 

• as the interval enclosed by the upper and lover bounds, normal{zed by 

its line reac/tance. This value is intended to be used as a measurement ~ 

of the tightdess of the x
jk 

bounds obtained from the RNB . 

It is noted that at least one closed loop can be found 

for aIl the lines in this system except one, i.e., line # Il From 

Figure 4.1, line # Il ia apparently a "seDli-independent" Hne as de­
~ 

fined in section 3.2.5 • 

., 

The average number of retained nodes of this system ia 7 

The maximum number of retained nodes i8 9 and the minimum i8 5. The 

-average x
jk 

' over aIl lines excluding the semi-indepen~ent case, is 

found to be 18.8% • The maximum X
jk 

18 29.3% and the minimum 18 0.537% • 

The computational time, that 18 the total elap8ed time for locating the 
... 

c10sed loop8 and evaluating the upper and lower bounds for aIl 1ines, 

is 41.4 ms (based on the CPU time on the AMDAHL 5850 computer). ' 

". 
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4.1.2 Results of the x jk Bounds Based on One Closed Loop 

Table 4.2 depicts the performances of the Automatic Loop 

Searcher (ALS) and the Retained Network Builder (RNB) applied to the 

five IEEE test systems. The type l bounds on x
jk 

described in (3.50) 

to (3.52) are used, i.e., only one closed loop is requested for each 

retained network. The average, maximum and mininn.Dn number of retained 

nodes, as weIl as the average normalized bound interval measurements 

(X
jk

) are displayed for each system. The timing shawn in the table 

represents the total CPU time required to execute the ALS and RNB for 

aIl single line outage contingencies for each system. 

Notice that the special cases detected by the ALS, i.e., 

the "semi-independent" lines ami the "no-closed:'loop" lines defined in 
/ 

Chapter III. are also shawn in Table 4.2 • The "islanding lines" are 

also shawn here. However, it has to be mentioned here that the island-

ing lines are actually detected by DC load flow simulations. ALS cannot 

identify this. The reason for showing these islanding lines here is 

for comparison purposes (Le., hOf many "no-closed-loop" lines are 

actually islanding lines. 

'. 

Notice that in the 57 bus system, 19 lines are found that \ 

no closed loop can be established within the specified 7 linkage nodes. 

After inspecting the system configuration, it is found that in a certain 

area of the networkm a lot of lines are connected in series. Hence, a 

, 
closed loop will usually have to retain more than 7 linkage nodes. 

Therefore, the ALS fails to locate the necessary nodes. Ac tually none 
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Table 4.2 

Results of x jk Bounds for the IEEE Testing Systems 

with One Closed Loop 

o 

Bus/Line 14/20 24/34 30/41 57/78 118/179 

Average number of 
reta1ned nodes 7 7 8 8 8 

Maximum number of 
retained nodes 9 9 12 13 15 

Minimum number of • retained nodes 4 5 3 5 4 

Average X
jk 

(%) 8.002 11.82 10.36 13.66 14.20 

Maximum X
jk 

/(%) 25.04 29.31 34.99 51.37 58.88 
g 

Minimum X
jk 

(%) 0.0514 0.5368 0.0 0.9771 0.076 

E1apsed time (~s) '20.18 41.41 57.72 103.9 ' 282.,8 

Number of semi-
independent lines 1 1 3 l 7 

Number of no-closed-
loop lines 0 0 o ' 19 3 

Number of island-
mg lines 0 0 0 0 2 

',< 
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of them is an ls1anding line as shawn from the OC laad flow results 1 

i.e., the LODF is finite. This speciaL system configuration therefore 

is ill-suited for such bounding analysis. 00 the ot~r hand, in a 

larger system, such as the lIB-bus system, only 3 lines can a closed 

~oop not be found by the ALS and eventually ooly two of them turn out 

to be islanding lines. 

4.1.3 Resulta of the x
jk 

Bounds Based on Two Closed Loops 

Table 4.3 depicts the performance of aoother set of xjk 

bound resu1ts obtained from the same systems but the type' 2 bounds des-

crlbed in (3.53) to (3.55) are used, i.e., two closed 100ps are requested. 

The ALS in this case searches for an additionsl loop including the ,outaged 

line after the first loop i9 identlfied. Generally, the two loops share 

some cammon oodes. The following show seme examples of the second closed 

loop detected by the ALS on the 24-bus system, i.e., 

• 

Line 1(1,2) 1,3,9,4,2 

Line 3(1,5) 1,3,9 ,12, 10,5 

Line ~(3,9) 3,1,5,10,12,9 

Llne 15(9,12) 9,11,10,12 

Line 27(16,17) : Hr,15,21,lB,17 

Line 28(16,19) :' 16,14,11,13,12,23,20,19 

The resul ts of the spec 1&1 cases,. e. g., the number of , 
semi-independent 1ines are the same as the preceding one. .. 

.. 
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Table 4.3 

Resulta of x
jk 

Bounds for the IEEE Testi!lg Systems 

W1th Two Closed Loops 

,t 
Bus/L1ne 14/20 24/34 30/41 57/78 ~18/179 

• 
Average nùmber of 
retained nodes 8 9 10 9 9 

Maximum number of 
retained nodes 11 12 14 16 16 

Minimum numb er of 
retained nodes 5 6 3 5 5 

Average Jt
jk 

(%) 4.389 7.9p2 7.477 9.637 10.93 
.., 

Maximum *jk (%) 16.54 23.36 29.06 43.08 58.59 

Kinimum xj k ( %) 0.0514 0.5561 0.0 0.4658 0.059 

E1apsed time (ms) 27.88 57.3 98.78 185.0 427.8 

/ 
.. '" 

/ 
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•. 1.4 Discussion 

Fran Tables 4.2 and 4.3, it is found that the ALS per-
~.J 

forma very weIl. , Even for a lara.,system like the lIB-bus, only 3 

lines could not be found with at Ieast one clo5ed loop using up to 7 

linkage nodes. For aIl the smaller systems, except the 57-bus, at 

least one closed loop 15 found for each retalned network. Besides, 

-aIl the "semi-independent lines" are Identifled. The problem in the 

57-bus system, Le., 19 "no-closed-loop" lines, can be resolved by In-
---

creasing the leve1 of search mg, e. g., up ta 8 or more linkage nodes. 

1 
1 

Hawever, such a prsctice uy saon become time-consumlng and ineffic1ent 
1 

as the searching level 15 increased. Therefore, it 1s recOIIIIDended ta 

select either the retained nodes by ,inspection or simply to submit auch 

cont~ngencies to a OC load flow dlrectly. In this 5tudy. the later 

approach 1s used. 

~ It Is observed tha t the average number of retaine.d nodes 

\ 10 aIl systems does not increase with the system size, 1.e., 8 noàes on 

average. The range of the number of retained nodes varies from 3 to 16 

st most. This phenomenon illustrates that the dimenslonality of the 

equations used to evaluate the x
jk 

board, 1.e., (3.47) and 0.48) J are 

generally &malI. This 18 important because th~ main idea of eYaluating 

these bounds 15 to reduce the computational burden of solving the exact 

solution, e.g •• solving the exact X
jk 

by (3.21) required to solve a ays"';' 

tem of equations a8 large as the total nUlllber of nodes. 



The average x
jk 

values obtained fram each one of the 

five systems show that the bounds obtaioed from the ALS and RNB are 
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generally very tight, e.g., the average X
jk 

ranges from 4.4% to14.2% 

(using ooly one loop or two l'Cops). The average x
jk 

value for each 

system is depic ted in a graphieal farm in Figure 4.2 . It ls shawn 

that by ioereas ing one additional loop to the first found loop, the 

average x jk value decreases about 3% , i.e' 7 the bounds are tighter ln 

general. The time performances of the ALS and RNB together. using one 

or two loops, are also shawn in Figure 4.3 • 

1 ( 

By comparing Figures 4.2 and 4.3 , 1t ls found that the 

ilIIprovement of aceuracy does not change significantly by including more 

loopa. Therefore, lt i8 not worthwhile to include more loops for 

t1ghter bound est~tes on the expenses of more t~e-con8umlng opera-

tion. This observation explains the reason why the filtering schemes 

mentioned in the preceding ehapter use'.only one type of x
jk 

bounds 

throughout the ",hole f 11tering process. The performance between using 

type 1 and type 2 of the x
jk 

bouots in the filtering process will be 

demonstrated in a later section. 

" 4.2 

4.2.0 

N~erical Results of Bound Estimates on Xlm/jk. • 

L~~and Contingency Flows 

~QUC tory Remarks 

According to the flltering scheme designed 10 3.3, with 

a pre-ealculated set of x
jk 

bounds, bounds on the LODF and subsequently 
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the contingency flow8 are cODstricted from filter to filte! numerically 

and how the load level can affect the tightness of the contingency flaw 

bounds. _'J 

"'"'------
'~.~ 

The IEEE 3O-bulI, 4l-line system 18 used in bath exaaples 

for demonstration. The two examples dlffer only by their loading levels, 

1. e., the firs t one ia a normal load and the second one 18 a light load. 

The contingency to t)e studled in both examples 18 chosen as the outage 

of 1ine 1 7 whlch Is connecting buses 4 and 6 (see Appendix B). Two 

DC load flaw simulations for the saDIe contingeneY,under the tva loading 

conditions have indlcated that line 1 6 will be overloaded under the 

conditions speeified in the first example, and no violation for the 

second case. 

4.2.1 Ex_pIe 1 / 
1 

The loading conditions, i.e., generations and loada, nf 

. 
thia exaJllpie are based on the optimal load flaw results given by Alsac 

and Stott [Alsae et al. 1974] • The real pawe~ injections are shawn 

in Appendix B • 
\ 

This loading level la regarded as a "nonnal" load 

here. The M'VA ratings of the lines are used a~ the security limita 

[Alsac ét al. 1974) • The pre-contingency flaw on Line # 7 is 

0.354 p.u. (MVA rating q.9 p.u.) • SOlDe selected cont.ingency flowa 

wlth their bound e,stimates 'are depicted in Table 4'.4 • \ 

-( 

.. 

/ 
< . ,,. 

-' 1 , . 

=" 
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Int Table 4.4 t it is shown how the bound estimates are 

gradua~ly constrlcted fram tiiter to fil~r. The type 2 x j k bounds, 

given by 0.53) to (3.5~), are used for a11 fHters here. Recal! 

from 3.3 t,hat Fiiter If 0 (CFO) uses the ~xtreme bounds of the LODF 

Le., -1 and l ; l 
F 11 ter If 1 (CF ) uses the ext reme bounds of x lm/ j k 

2 
F!lter # 2 (CF ) employa the type 1 

, 
x lm/ j k bou~ds (i. e., direc t links 

are consldered explicitly) ; FHter 3 
If 3 (CF) uses the type 2 x

lm
/
jk , 

bounds (i.e .• exploiting the characteristlcs of the remote lines) and 

4 
filJ41ly FUter # 4 (CF ) is the OC load flow simulation which exploits 

the aparsity of the network and simulates outage by the matrix inver-

sion lemma. The pre-contingency flowa, denoted by PCF , as weIl as 

the line security limits, denoted by 5L , are also depic ted besides the 

line numbers. The status of each contingency f Iow i8 determlned by 

, : 
coaparing the calculated bounds w1th the security limits (1.e., both 

upper and lower Ilmi t 8) • The definitions of different type. of con-

tingency flovs cao be referred ta section 3.1.3 • 

.\ 
For line # 1, FUter , 3 was called upon because the 

previou. f1lters have fa!led ta identify the cont ingeney flow. How-

ever, filter * 3 is found not applicable ln this case. This ls because 

( the retained network assoeisted with line , 1 includes nodes 1,2,3,4, 

5,6 . On che ather hand, the recalned network associated with line 

1 7 contains nodes 1,2,3.4,6,7,8,9,10.12.28 . Both retained networks 

ahare 5 common nodes together theretore Fllter * 3 cannat be employed. 

Bence It 1& denoted as Not Applicable (N.A.) in Table 4.4 and the bounds 
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Line 1 1 

Fil , Q 
Pil , 1 
Fil 1 2 
Fil # 3 
Pil # 4 

Table 4.4 

Selected Results on the Sound Esttmates of Ex_pIe 1 

P1m/jk 
( 

PCF - 1.198 p.u., S1 • .!. 1. 3 p. u. 

(-0.41,0.41) 
(-0.Q92,O.088) 
N.A. 
0.0714 

(-1,1) 
(-1,1) 
(-0.51,0.488) 
Ibid 
0.283 

P lm/jk 

(p.u. ) 

(0.844,1.55) 
(0.844,1.55) 
(1. 02,1. 37) 
Ibid 
1.298 
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Statua 

Uncertain 
Uncertain 
Uncertain 
Uncertain 
Safe* 

------------------------....-----...---------
Une' 6 

Pil # ,0 
F11 # 1 
Fil # 2 
P11 , 3 
P11 # 4 

peF - 0.502 p.u., S1. + 0.65 p.u. 

(-0.751,0.751) 
(0.169,0.636) 
N.A. 
0.392 

(-1,1) 
(-1,1) 
(0.203,1) 
Ibid 
0.507 

(0.148, 0.856) Uncertain 
(0.148,0.856) Uncertain 
(0.574,0.856) Uncertain 
Ibid Uncertain 
0.681 Unsafe 

---- ----------- ------------------------------
Une 1 17 

F11 , 0 
F11 # 1 
Pil , 2 

Line 1 37 

Fil , 0 
Fil , 1 
Fil , 2 
Fil , 3 

PCF .. 0.0790 p.u., S1. + 0.32 p.u. 

(-0.873,0.873) 
(-0.279,0.454 

PCF - 0.0607 p. u •• 

(-0.993, 0.993) 
(-0.464,0.464) 
(-0.095,0.095) 

(-1,1) 
(-1,1) 
(-0.331,0.538) 

SL • ~ 0.16 p. u. 

(-1,1) 
(-0.712,0.712) 
(-0.332,0.332) 
(-0.068,0.068) 

(-0.275,0.433) Uncertain 
(-0.275,0.433) Uncertain 
(-0.038, O. 269) Safe 

(-0.293,0.414) Uncertain 
(-0.191,0.312) Uncertain 
(-0.057,0.178) Saie 
(0.0366,0.085) Safe .., 

-------------------------------------------

* aaarginally saie contingency flov 
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on the LODF and the contingency flov remain the same as in the previous 

case. A ne load flow is finally requlred ln order to detemine the 

status of line Il 1 . Note that the result 1s very close to the 11mlt 

(i.e., 1.29 p.u., eompared to 1.3 p.u.) . Therefore, an "." ls 

marked besides the status to indicate that this line 18 only urginaUy 

safe. 

Fot' the contingeney flow ana1ys18 of line , 6 , only the 

final OC load flow tilter 18 capable of identUying ft and 1t 18 found 

1 

to be overloaded after the eontingency. Note that this ia 8 triangu-

lar case described in 3.2.6, 1.e., line 1 6 and. 11ne , 7 have node 6 

in cOIIIIIIon. Sinee these two l10es are very close to each other, FUter 

# 3 cannot be applied either. 

For l10e # 17 • the eootingency flow bounds are found 

to lie w1 thln the security limits after FUter # 2 • For line , 37 

contingency flov bounds are found to be safe after Fllter 1 3. Note 

that the retained network for line * 37 18 composed of codes 29,27,30, 

28.25 • Comparing these nodes and the previously stated retained 

nodes for ~1ne 1 7 , although both retained oetwork share a cODlllon 

node 28 • there, ls no line over lapping. Henee, Fil ter # 3 ls still 

applicable here and this f.ilter indeed ldentifies the contingency. 

'\ 

It has to be noted that for those lioes wose base case 

floVa are already close ta their limita, they are more likely to becOIIle 

an uncertain flov in the flltering process. For exéUllp le, l ioe 1 land 

.. 
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line # 6 1n Table 4.4 are fair1y heav11y loaded 'in the base case, 

both of them eventua1ly require a OC load flov to determine their 

status. On the other hand, l1ne , li and 1ine , 37 are 101t1811y 

1ightly loaded 'ând finaI1y none of them uses the higher order 

fil ters. 

, . 
The overa11 performance of aIl the f11tera for the out-

age of l1ne # 7 in this e.xample 18 dep1cted 1n Table 4.5 • One 

violation 18 detected, 1. e., Une , 6 shawn 10 Table 4.5 • This 

indeed agrees with the prev10us OC load flov result. • 

• 
Table 4.5 

( 
Performances of , 7 . FHter The Outage of Une 

in the 3O-Bus, 41-Line System under Normal Load '1 

Cumula t ive Overloaded Flows 
Safe Flowe detected atter Uncertain Flova 
after Filtering .,llter1ng after FUtering 

Fil 1 0 12 0 28 

Fil , 1 12 0 28 

Fil , 2 21 0 19 

Fil 1 3 23 0 17 

F11 , 4 39 1 

/ 
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4.2.2 E.xample 2 

This example a180 uses the optimal load flow results fram 

A1sac and Stott [Al sac et al. 1974], however, the net real power injec-

tians are aIL reduced by 50% . Such a procedure 1a intended to a1mulate 

a light load situation for ana1ysis. The contingency 15 still the same, 

i.e., line # 7 18 out of service. The pre-cont1ngency flow on line # 7 

• 
18 0.177 p.u. ln Table 4.6, some selected bound esttmates are shawn. 

Table 4.6 

Selected Results on the Bound E8t~atea of Exemple 2 

X a / j k P lm/jk 

x 10-1 
P lm/ jk 

(p.u.) Statua 
, 

Line , 1 PCF - 0.599 p. u. , SL • + 1.3 p.u. 

Fil , 0 (-1,1) (0.422,0.76 Safe 

Line # 6 PCF - 0.251 p.u., SL,. + 0.65 p.u. 

Fil , 0 (-1,1) (0.074,0.428) Safe 

----------------------- ------.--.-------------
Line , 17 PCF - 0.0395 p.u., SL,. + 0.32 p.u. 

Fil 1 0 (-1,1) (-0.138,0.216) Safe 
__ 1. _______________________________ . _________ _ 

Line # 37 

Fil' 0 
Fil , 1 

PCF - 0.0303 p.u., SL· + 0.16 p.u. 

(-0.993,0.993) 
(-1,1) 
(-0.712,0.712) 

(-0.147, O. 207) 
(-0.096,0.156) 

Uncertain 
Safe 

---.-_-------------------------_._--------..-----

-----
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Sinc~ the network and the contingency being studied are 

exactly the same, the bounds on x
lm

/ jk and P
lm

/
jk 

in Table 4.4 and 

Table 4.6 remain unchang~d, e.g., see line 1 37 10 both tables. How-
~ 

ever, sinee the loadlng has been greatly reduced, i.e., 50%, the base 

case line flowa are also generally reduced 10 tenns of thelr magnitudes. 

As a reault, the interval enelosed by the resl power flow bounds i8 

also tightened and hence the bound estimates are more dlserimatory. 

This can be verified by comparing the intervals of the contingency flowe 

from both Table 4.4 and Table 4.6 For example, consider line 1 l • 

in Table 4.4 , the interval enclosed by the cont1ogency f10w bounds is 

0.706 p.u. However, ln Table 4.6, the corfesponding interval 18 

0.338 p.u. 

The overall p~formance of aIl filters in thia light 

load case is shown in Table 4.7. There is no violation detected, , 
whlch agrees vith the previous De load flow result. Sote that the 

higher order filters including the DC load flow are not required at aIl 

in this condition. Most contingency flows are identified by the most 

conservative filters. This i- indeed one of th~ great advantages of 

this filtering method. 



Fil 1 0 

Fil 1 1 

Fil 1 2 

Fil 1 3 

Fil # 4 

4.3 

4.3.0 

Table 4.7 
c 

Fllter Performances of the Outage of Line Il 7 

in the 3O-Bus, 4l-Line Sys ta Under Light Load 

Cumulative 
Safe Flows 
after Filtering 

28 

32 

40 

Filters Performances 

Introductory Remarks 

Overloaded Flows 
Det ec ted after 
Filtering 

o 

o 

-0 

141 

l 

Uncertain Flows 
after Filtering 

12 . 

8 

o 

In the preceding sections, the numerica1 resu1ts on dif-

ferent bound types have been presented. The next step wou1d therefore 

be to combine these different bound types into a series of filters and 

to observe their performances in the actual classification process. 

There are two major interests here, i.e., the identification efficiency 

and computational efficiency of each filter. 
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The identification efficiency considers the ability of 

each f lIter to reduce the number of uncertain f lows for each uncertain 

contingency. e.g., the ability of each filter in identifying c'ritical 

and non-critical contingencies. Such an ability is directly related 

to the tigh tness of the bounds used in each fil ter. 

-The computational efficiency focuses on the speed per-

formances of different filtera. For example. some f iltera have good 

identification efficlencies 'but paal' computational efficiencies because 

it may be too time-consuming ta calculate a set of very tight bounds. 

Such an efficiency usually is a trade-off with the identification effi­

ciency. In the foilowing demonstration, it ls intended '~o explore 

these two efficieficies with the different filters propoaed previously. 

~, 1 

4.3.1 Identification Efficiencies of Filters 

The IEEE systems are used in the following to demonstrate 

this filtering method applied ta different system sizes and configura-

tions. The laading c,?nditions, Le., real.power injections, are de-

picted in Appendix BAlI primary outages in each system are tested. 

Le •• NL contingencies are evaluated in a system with NL Hnes. 

Results of the twa proposed filtering schemes. described 

in section 3.3, are shown from Figures 4.4 to 4.8. The five IEEE 

systems. are used for testing. AlI the figures denoted by a subscript 

"a" show t il filtering results obtained by using one c10sed Ioop for the 

• 

... 
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X
jk 

bounds, i.e., scheme 1 in 3.3 For the figures denoted with the 

subscript "b", the x
jk 

bounds are based on the two closed loop results, 

1. e., sc heme 2 in 3.3 • 

,In these figures, each stack bar represents a filter 

type. The range specified at the bottom Ce.g., 0,1-3,4-7, •.• ) re- ~ "\~ 

presents tfie type pf contingency which has the number of uncerta1n ~lows 

w1thin the ~ecified range (e g a contingency with 2 uncertain flows 
~ . "' 

is grouped into ~ft 1-3 ra~e). The "zero" range represents those .. 
contingenc1es class1fied as either critical or non-critical after each 

(Hter. Note that the "zero" range 1s a cumulative measurement. The 

height of the stack represents the total number of contingencies. For 

o example, in Figure 4.4.a, Filter # 0 (CF) has 4 non-c~it1cal contin-

genciesj 13 uncertain contingencies have l to 3 uncertain flows after 

Filtér g 0 (CFO); 2 uncertaiD contingencies have 4 to 6 uncertain flowa 

and so on. 

. The .em1-independent lines -are grouped into the "zero" 
{~-,~J or-

range af7'r Filter # l (CF
1

) • For those contingenciea whose x
jk 

bounds clonot be established, e.g., the "no-closed-loop" 

the fiiters used here are not applicable except Filter * 
4 

lines, (CF ) 

o (CFO) and 

Filter Il 4 • 
o After Filter # 0 (CF) , they have to be sent to Filter 

4 fi 4 (CF) directly. In the ,figures pres~Dted, such cases are ex-
, 0 

cluded after Filter Il 0 (CF) . Note that the 57-bus, 78-1ine system 

has 19 such contingencies. .. In Figure 4.7.a and 4.T~b. the total number 
" 

,,. 

/ 
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) 
o of contingencies beyond Filter # 0 (CF ) ia reduced to 59 . The 19 

"no-closed-loop" I1nes are excluded. From the figures. the follov-

ing observations are noted:-

(1) The nUllber of the "zero" range contlngenclea, Le •• contingen-

cies classified as critical or non-critical. gravs as the f11tering 

proeess proceeds. The number of contingencies vith uncertain flowa 

a180 shrink gradually along with the filter1ng process. 

(2) By using a tighter bound on xjk ' naae" increasing the nuaber 

of eloaed 100ps for the retained network, the f1Itering perfo~ce ie 

practically unaffected. This can be observed by ccaparing the "ail and 

"b" figures. 

(3) Results tra. F11ter , 0 (CFO) and F1Iter 1 1 (CFI ) are alDost 

exactly the s&me for aIl five systems. 

(4) The improvements, in terms of the expansion of the "ze~o""range, 

betveen Fiiter # 2 (Cy2) and Filter 1 3 (CY3) are not signif1cant in 

the ... 11 systeœs, e.g .• 14, 24, 3O-bus systeBe. However, on the 

lIB-bus system, Fiiter 1 3 CCF3) reduces significantly the nuaber of un-

certain contingenc1es which have a large nuaber of uncertain flowe in 

the prevlou8 filter. 

(5) The IEEE 57-bua Iylt_ 1a an exceptional cue where 19 eontin-

gencie. are not able to be analyzed by thi. filtering aethod due to 

"'ita .yst_ 8tructure. 1.,.., a lot of line. connec:ted in series. 
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o 
Pi1ter , 0 (CF ), even though lt ois the most conBerva-

tive and the easiest Co be computed, does çlassify a lot of contin-

gencies. In the loading conditions specified here, Filter # a in 
, 

general can classify at least 1/3 of the contingencies. FrOIII the 

simulations, It Is a1so shawn that the extreme bounds of x tm/
jk 

used 

l 
in Filter 1 l (CF) are not very useful because they usually give the 

extreme bounds on the 0lm/jk ' which eventually give tbe same reBults 

as FHter , 0 • 

2 Pilter , 2 (CF ) perforas better in the ... 11 systems 

than tne larger ones. Recall that such a fiiter exploits the direct 

links characteristics between lines. Thus, in a saaller system, auch 

characteristics are usually more profound. However, for larger syste.., 

sost unce-tain line flows are found to be farther away fram the outaged 

line, therefore the bounda it establishes do not seem ta be very effec-

tive (type la bounds of the x ta/ jk are mostly used) • 

lt was originally thought that by us1ng only one close' 
3 . 

loop for the retaioed network, the perfo~nce of Filter , 3 (CF ) can 

be improved. This ia due ta the speculation that if les. nodes are 

retained for each retained network, the possibility of applying F11-

ter # 3 will generally be increase (recall the applicability of Filter 

, 3 relies on the complete separation of the two retaioed networks, 

i.e., one from the outaged line and one from the outaged line and one 

fra. the line under consideration). lt was also speculated that for 

a large system, such as the lIS-bus system, the "resote line" condl-

• 
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, 
tions will be more ea.aon and thus Filter , 3 will be useful. 

ever. aeeording to the simulations,' it 1& found that by retaining one 

or two closed loops. Filter 1 3 is usually not applicable in the small 

systems. 8.g •• the 14-bus. However, Filter , 3 does reduce the num-

ber of uneertain flows in most uncertain contingencies whoBe initial 

uneertain flow nuaber i8 high. On larger systems, where Filter , 3 

is usually applicable, the bound estimates uslng 2 closed loops do se .. 

to be more useful in terma of identifying crltical or non-critlcal 

eontingeneies. 

4.3.2 ecaputationai Effieleney of Filters 

The following filtering schemes are used here to invea-

tilate the computational efficiency of each filter, i.e., 

(1) Scheme l Filters (1 0,1,2,3,4) are used, 

(2) Scheme 2 Filters (1 0,2,3,4) are used. 

(3) Scheme 3 Filters (# 0,2,4) are used. 

(4) Scheme 4 filters (# 0,4) are used. 

~ote that these filter types should be referred to section 3.3) • 

s~ from these filtering schemes, a particular fiiter ls eliminated 
1 

As 

fra. the filtering procedtre in each filtering scheme. The total CPU 

time for proeessing that partieular scheme is then record~. As a 

result, the computational efficiency of eaeh filter can~ observed by 

coaparing the different CPU proe~81ng times. 
" 
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The timing are presented in Table 4.8 The CPU times 

indicated here are based on the AHDAHL 5850 computer at ~Gill. Each 

timing represents the total elapsed time for the complet ion of the 

fUtering procedure, Le., including the DC 10ad- flow (Filter , 4) 

which class11ies aIl remaining uncertain contingencies as either crit1-

cal or non-critical. Since the x
jk 

bounds are asaumed to be pre-

calculated, the time required for the evaluation of the x
jk 

bounds are 
~, 

not 1ncluded here. AU Uve systems ~ted and the reault. are 

compared to the corresponding OC load fl simulations which do not have 

aoy pre-filtering. Note that in this study aIl the DC load flow s1œu-

lations exploits the sparsity properties of the network and a1so use the 

matrix inversion lemme in s1mulating the outages. The loadings of the 

five test systems are recorded in Appendix B • 

Table \~.81 

CPU Time (u) of Different Flltering Schemes 

Bus 

Scheme No. 14 24 30 57 118 

1 8.70 12.1 61.1 109. '754. 

2 8.15 10.5 56.3 84.0 692. 

3 7.62 9.53 33.0 98.0 459. 

4 7.32 14.1 19.4 96.7 434. 

OC load flov 

without pt'e- 9.30 24.0 37.6 131. 646. 

filtering 
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It is notlced fram the table that using aIl the flltera, , 

e.g., ln scheme l, 19 not always beneficia1. For example, the 3D-bus 

and lIS-bus systems take more time in uslng the flltering method chan 

the ne load flow. Even if Filter # 1 (CFl ) ia eliminated, the 3D-bus 
-, 

and lIS-bus systems still takes a longer time than the OC load flow. 

Hawever, if Fllter # 3 15 removed, as in the case of 

scheme 3, the computational efficiencies for aIl five systems are shawn 

to be better than the ne load fldW without any pre-flltering. If Fil-

2 
ter 1 2 (CF) 18 also el1mlnated, as ln the caae of scheme 3, the 

proeesaing times are alao further,retluced. 

lt 18 observeâ that Fllter , 3 (CF
3) ls generally the 

most t1me-eonsuming fllter. Recall fram the previous chapter that the 

appllcabl1ity of Filter , 3, where the characteristics of the remote 

l~s are explolted, depends on the complete separation of the two re-

tained networks. That is one fram the outaged branch (j,k) and the 

other one fram the arbitrary branch (l,m), under conslderation. Every 

tiae Fl1ter 1 3 is called, the program has to check for such separation 

node by node. The process can easlly became time-consumlng, Also 

fra. the identification efficlency polnt of view, such a fiiter 18 not 

partlcularly powerful, therefore its applicatlon on the fllterlng 

scheme 18 not very attractive. 

lt la also noted that the results fram ach_e 4 are 

. better than those f ra. seheae 3 in generai. There 18 ouiy oue case 

1 
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where the 24-bus system takes more time in scheme 4 than in geheme 3 • 

This is because Filter 1 2 identifies a lot of non-eritical contingen-

eies in the 24-bus system in particu1ar. As a result, by including 

Filter # 2 it reduces the number of uncertain contlngencies for the 

final DC load flaw (Fil ter # 4) hen~e it also reduces the averall 

time. However, from the previous section, it is found that Filter 

, 2 generally does not perform 90 weIL as in the other systems. 

fore it can be concluded that the comblnation of filters shawn in 

""'--J 
scheme 4 is by far tbe most efficient sthedule. 

4.3.3 Performances under Different Loading Conditions 

There-

lt has been pointed out prev1ou8ly that the system 1oad-

log conditions cap affect the filtering process. In a light load case, 

the pre-contingency branch flows are comparatlvely smaller 1n magnitude. 

Bence the interval of the contingency flow bounds derived 15 generally 

narrower. Therefore, the lower order Eilters can usually identify 

the contingencies as critlcai or non-critical and higher arder fiiters 

are not necessary. As a result, the whole processing time can be re-

duced 1f the loading conditions 18 reduced. This ls demonstrated by 

uaing the IEEE l18-bus system. 

The injections shawn in Appendix B ls regarded as a heavy 

load case. A medium load case la simulated by decreaslng aIL the ln-

jections to 80% of their original values. A light laad case la alao 
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simulated by further reducing the injections ta 50% of their original 

values. The identification efficiencies are depicted in Figures 4.9 

and 4.10. The x
jk 

bound used here is obtained from retaining tvo , 

closed loops. Note that the heavy load case has already been shown 

in Figure 4.8b. The timing of the medium load is recorded as 440.ms 

us1ng scheme 2 described previously. The light load case with the 

same filtering scheme ls 183.8 ms. By comparing these CPU times vith 

the timing shawn in Table 4.8 , lt is apparent that such a filtering 

method can take full advantage of the system loading conditions. For 

light load case, its processing time 18 drastically reduced, e.g., 

more than 300% improvement in speed between the heavy and light loads 

of the ll8-bus system. 

4.4 Performance of the Proposed Selection and Ranking Algorithme 

4.4.1 Method A: Selection Based on the Number of Uncertain Flows 

Results obtained from applying the proposed contingency 

selection method based on the number of uncertain flovs are presented 

her~. The most efficient filtering scheme, i.e., uslng only Filter 

4 
, 0 and Filter , 4 (CF ) is used. The IEEE 30-bus and 118-bus systems 

are chosen ta demonstrate the efflciency of this selection method. The 

selection is accomplished by assuming a threshold of 8 lines for the 30-

bus system and JO lines for the 118-bus system. Therefore, any un-

certain contingency vith a number of contingency flows greater than 

such a threshold will be submitted to the OC load flow (CF4 ) . Those 
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c 
~ whose number of uncertain flows are less than the ~hreshold will be 

assumed safe and waived from Filter # 4 . With the above specified 

threshold values, aIl critical contingencies, obtained from a separated 

oc load flow simulation without any pre-fil~ering, are captured. ln 
, 

Table 4.9, the computational effi~iencies are shawn for the systems 
~ 

under a heavy load case and a 11ght load case. 

è,,--
~/!à!le ~ -") 

. ~~ 
Computationsl Efficiency of Selection Method A 

Based on the. Total CPU Time (ms) 

Bus/U.ne 30/41 118/179 

Heavy Load 17.6 174.5 , 
Light Load 15.2 102.5 \ 

\ 

4.4.2 Method B: Selection Based on the Relativè Overlosd Expectation 

The same systems and same loadiog conditions are used 

-~s in the preceding case. The thresholds of the Relative Overload 

Expectation (ROE) , def:lned in section 3.4 , for both systems ate set 

at 5% • Again t aIl critical contingencies according to a separate OC 
~ 

load flow simulation without any pre-filtering are captured. The re­
/ 

corded CPU timing for the complet ion of aIl single outage analysis are , 

depio.ted in Table 4.10 • \ 

;. 

- --- - ---- ---- ----

\ 
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Table 4.10 

COIIIpU tat ional Et f ie iene] of Select 1.0n Method B 

Raud on the Total CP\:' Time (ms) 

Bus/Line 30/41 118/179 

Heavy Load" 19.6 _ 179.4 

L1ght Load 18.7 84.9 

4.4.3 Discus8ion 

Fra. the results shawn in Tables 4.9 and 4.10 • bath 

methods perform almost the saDIe in terme of speed. The improvement 

1a sign1ficant compared ta those schemes without selection, e.g., in 

the l18-bus system 1t 18 up to 500 % on average (heavy and light loads). 

) 
It vas a160 faund frOID var~aus simulat10ns that by increas1ng the thrés-

hold the spr=ed cao be even further increased. However, it also suffers 

from some errars where critical contingenciea may be missed. 

• 
In this 

study, the vahafj!s <>f the threshold are selected by a conservat1ve guess, 

e.g •• using 1/3 of the total line number to be a threshold. 

In terms of using the number of uncertain flows or the 

ROE as a scalar performance index for rankin~, their performances are 

discussed in the. f ollowing. 
.J 

However, note that in this study, ranking 

ls not done'before selection. 
-' 

In each slngle lin~ outage study, as 

.. / 
/ 

1 

-~ 



" 

159 

8000 as the contlogency vhose perfonaance index (l.e., ouaber of un-

certain flows or ROE) exceeds the threshold value, lt will be autoaa-

t1cally submitted to Filter , 4 • 

Table 4.11 deplctS the 10 highe.t: rank.ed contingencies 

according ta bath indices in the 30-bua system. 

Table 4.11-

Rank.1ly5 of Cont~genc1e8 According to 

laoll. 

1 

2 

3 

'"" 4 

5 

6 

7 

8 

9 

10 

Methode A and B 

Method 
(Llne 

A 
No. ) 

l * 

5 * 
4 * 

2 * 
6 

9 

7 • 

3 

10 

. 8 

o~ 

Method 
(Line 

B 
No. ) 

1 * 

5 • 

2 * 
6 

4 * 

7 • 

15 

9 

14 

3 

--------------~------------------------------------------------------
Number bf 
mlssed con­
tingencies 

* cr1t1cal con..t1ngency 

1 (Une fI 36) 1 (line Il 36 

• 

l 
1 

\ 

\ 
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l t was observed that in general Method B using the ROE 

gives a better ranking performance than Method A • For example, in 

Table 4.11, method B groups the critical cont lngenc les more closely 

and hlgher up on the list. Therefore" if the selee t10n 1a done by ... 
only choosing the top N ranked contlngencies Ce.g., the top 10 or 20) • 

The Method B will be recoaaended. 

4.5 OC and AC Load Flow Simulations COIIlparison 

-. 
The 30-bus system 18 used for cOIIpar ison of the OC load 

flow results and the AC load flow results. The AC load f low 18 s1lllu-

lated 00 the PTIFLO iterat1ve load flow. program 1natalled in the MeGl11 

COIIlputer system. All primary outages are simubted one by one aod the 

resulting power flows are compared witb the power flow8 obtained fram 

the OC modf!l. 

lt was foune! that aIl the severe contingencies indieated 

by the AC simulations, i.~., single line outage of line , l ,2,4,5,7 and 

3'6; are a11 capture( acc~rding to the DC load flow silllulations. There 

are only two contingency flOW8 which are overloaded in the AC results 

are not detected by the DC simulation. However, it was found that 

both contingency flows are marginally safe aceording to the DC load flow 

(see Tab le 4.4, contingency f lov of line , 1 during outage of line /1 7) • , . 

Renee, it is eoncluded that the OC model indeed gives a very good ap-

proximation ta t'he AC full model., 
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Clt\PTn v 

CONCLUSIONS AND RECOMKENDATIONS 

FOR FUTURE RESEARCH 

5.1 Conclusions 

The maj or interest of this study vas ta inveatigate the 

nuaer1cal performances of a contingency severity analyaia technique 

using the linearized f~ bound estimatea. 
~ 

In addition, var10us' pro-

posed methods for contingency ana1ysis and contingency selection and 

ranking vere also reviewed. The fiodings of the st~dy regarding thue 

objectives cau be 8Ul111Dar1zed 1nto two parts described as followa : -

Part 1: Rev1ew of Contingency Analys1s Methods and Contingency 

Select ion Algori thms 

1( 

(1) Cont1ngency analys1s methods carl basically be categorized loto 

the point-wise and region-wise approaches. The point-wise approach 

evaluates the security of a system at one specified operating pOint • 
...... / 

The region-wise approach analyzes the securi ty of a sy8teœ by inve.tl-

gating the "secure" region of op"erat1on. 

(2) The point-wlse approach contingency ana1ysls methods are the 
f· 

lIIOet commonly employed in the +ndustry now because the necessary techni­

ques have been weIl eatabllshed, e.g., fast and-~ffic1ent load flow 

solution techniques and the compensation methods used for outag~ simu­

lations.. However, such an 'approach i8 ill-suited for stuclles involv-

ing uncertainties, massive simulations or global security eval~ationt etc. 
J 

\ 

, 

.. 
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(3) The region-wise approach contingency ~na1ysis methods have 

stirred up a great deai of Interest in recent years. This 18 moat1y 

due to the advantages assoclated with such an approach. name1y the 

system uncertainties can more easily be considered in such an analysis; 

global securlty evaluat10n Is also possible and massive cont1ngency 

simulations can be alleviatea or avoided. However, the deveIoJDent 

of these-methoda are still limited to the approximate system modela, 

e.g •• OC load flow or deC!oupleg lIl?dels, at the present state. 

(4) Current practices 10 contiogency a04lysia usually select a fev 

critical events for detalled anaiyais in order to meet the stringent 

tiJae I1mit or to avoid massive simulations. Such selections are 

traditionally done by the operator or according to SOlDe previous s:iJDula-, 

tlan results. However. an adapt ive· and dynamic cont ingency selection 

schellle 18 more des1rable as has been proposed by many authors. Two 

approachea are generally used, i.e., selection based on a Scalar Per­

formance l~ex (SPI) and selection based on a Vector Performance lndex 

(VPI) • 

(5) The SPI approach uses a scalar quantity to measure the 

aeverity of each contingency and subsequently uses such measurêments 

to rank contingenc1es. The hlgbestranked events w411 thus be selected. 
c 

These m~thods are generally fast but are occasiona1ly unreliable due to 

masking problems. Severe contingencles may thus be misranked 10 some 

" cases. 

.... c 
o 
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(6) The VPI approach estab11shes a vector qu&Iltity for each con-

tingency and each element of the vector contributes to the deciaion 

of whether the contingency 18 critical or non-crltical.l- Selection 

11 then accOlllplished by choosing only the critical events. Masking 

probleas can be avoided and the decision ia more accurate and reliable. 

The drawback on such an approach is that the evaluation speed 18 
'\ 

.lover, but this dlsadvantage can be improved by aetting up a lau1ti-

atale fllterlng strategy as deacribed in Chapter II. 

Part 2: Theory Derivation and Nwaerlca1 Experience of the Contingency 

'Utering Technique using Llnear1zed Flow Bound Eatimatea 

(1) Using the OC load flow model, the post-contingency real power 

line f~s can Dé bounded by using the base case flowa and the Line 

Outage Distribution Factors (LODF) bounds. 

( 2') If the interval enc losed by such bounds lies wlthin the se-

curity limits. the flow is safe. If the interv al lies completely 

outside the limits, the flow is unsafe. For any other candit 10na, the 

flow is said to be uncertain. 

(3) If aIl the line nova after a contingency are found to be safe 

frÔIII the bounding method, the contingency is non-critical. If there 

r-' 
ls one or more unsafe flaws, the co~gency Is said to be critical. 

Those contingencies which have unc~rtain flows will be classified as 

uncertain contingencies. . . 

1 
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(4) The bound estl.mates are developed by establishlng bounds on 

the LODF, a quantity which ls independent of the Ioading conditions. 

A resistive network interpretation 18 developed in or der that sOlDe 

network topological characteristics can be exploited to bound the 

LODF • 

(5) Different types of bounda are eatab1ished and various ca.bina-

tion. of these bounds are used to build a series of filters. Each 

fl!ter evaluates a set of bounds of the LODF for the lncoming uncer-

tain contlngencles flows and subsequentiy calculàtea the bounds for 

t helr cont ingency flovs. After fiitering, the incoming contingencies 

are class1fled into three groups, namely critical, non-cr it ical and 

uncertain contingencies. The uncertain contingenc ies are then sub-

1Il1tted to the next fiiter where a tighter set of bounds are evaluated 

~. ;. for those uncertain f Iowa remianing. The final fHter ls a De load 

flow simulation which calcula tes the exact values and clarifies Any un-

certainties remaining. 

(6) Different tilter types vere studied in detaH in or der to 

examine their identification and computational efflciencles. It is 

fOund that aome filters are not very useful in terms of their identifi-

cation or computational efficiencies. 

(7) 
r 

Filter 1/ 3 (referred to in section 3.3) whlch exploits the 

characteristics of the remote Hnes ia found to be computationally in-
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efficient. lt is due to the fact that checking the applicable con-

dicions for such a filter ls tao t1.1lle-consUIIllng. 

(8) Fllter 1 2 ls found to perfol"Jl only falrlY' in terms of !ts 

identif lcation efficiency. Especially on larger system, like the 

IEEE lIB-bus system, the bound estimates that it provides are 

generally still too conservatlve and the impravement8 in terma of the 

reduction of the number .of uncertain f low are &maIl. 

(9) Fil ter 'lIDos t of the t ime g ive. the same bound es t 1aa tes as 

the precedlng FUter # 0 hence Filter 1 0 18 not very useful at aIl. 

. le. 18 shCNIl in' this study that in general the cOIDbined use of Fi1ter 1 0 

and the OC load flov siJDulatlon glves t~ best performance among a11 

other combinat ions. 

(10) It is also observed that the flow bound estimates developed in 

this study are strongly dependent on the system loading level. If the 

s."atem 18 heavi1y loaded, the obtained flow bounds will be more conserva­

tive and hence it ls more difficult ta clasaHy the contingencies in 

general. However, if the system is Iightly loaded, the filterlng per-

formance is greatly enhanced because the flow bounds are les8 canaerva­

tive then. 

(11) Two new1y prop08ed contingency selection methods using results 

from the filtering were tested. The two methods are basica1ly two dlf-

. . 
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ferently defined scalar performance indices. It - is found that vith 

any one of the two selection ~ethods. the ccaputational effieiency 

ls greatly increased to aaost 5 times faster vithout sacrificing 

&I!Y identification accuraey .. e.g., lIIissing critical contln.genetes. 

"'" Furchermore. by using the values of these performance indices to rank-

iog eootingencies. the ranking list i9 shawn to be very reliable. 1.e •• 

a11 the overloaded cases are ranked very high on the list. 

(12) The OC load flOW' results on the IEEE 30-bus system are 

validated vith the AC load flov simulations. AIl con t ingene ies caU8-

ing overloads in the AC results are captured in the ne results. 

5.2 ReCOIIDendations for Further Research 

The following interests are considered worthwhile in 

pursuing further research :-

(1) In this study, the bounds on ... tlle LODF are derived based on the 

most p'rimit ive es timates and the netvork interpretat ion approaeh. how-

ever, deriving the LODF bounds based on other analytical approach. e.g., 

bounding the LODF using the parti tioned matrices of the DC Jacobian 

(Gallana 1984] , should also be inVe~igated in a more detailed manner. 

(2) In practice, the bus voltage violations or generator reactive 

power violations atter a contingency should also be considered. How-

- ( 
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ever. the OC model empIoyed in 'this study can only solve for the real 

power flows problea. To establish a similar fiitering 8cheme for 

the voltage-reactive power evaIuaDion le highly desirable. For 

aaple. using the decoupled load flow model. the voltage-reactive 

------~ Lelation~hip can be linearized to form a system pimilar to"the 

) 

. 
OC modei and a s1m11ar (ac~or like the LODF can be established. e.g., 

~ 

Vi - v + o*(v - v ) f i j k 
(5.1) 

where Vi is the post-contingency voltage; Vi' vj' v
k 

are the pre­

contingency voltages; cr i8 defined as a factor only dependent on 

the system structure. 

(3) Using the LODF or other factors (e.g., cr in previou~ case) 

for bounding the post-contingency condit ions are by no means the only 

viable methods ~ Other approaches 11ke exploiting the characteristics 

of the non-linear power flow formulation have also shown some similar 

bounding results [Kaye et al. 1982; Ilic-Spong et al. 1984). How-

ever. numerical experience with these analytical bounds still remains 

to be explored. 

(4) The linearized contingency ,everity analysis method proposed 

10 this thesis can very weIl serve as a filter for the AC contingency 

analysi~ process. Rowever, the error between the oc model and the AC 

model i8 st11l not explicitly derived in general. Should such a re-
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lationship be developèd, e.g., an error range around the OC solution 

vhere the true AC solution will lie, by bounding the DC model, 

one can also bound the exact AC model directly as well. 

.' 

.~ 
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(Assum. A.l) All brench resistances are neg lee tea. 

(AssUl!!. A:2) Bus voltage magnitudes are a11 unity. 

. (Assum. A.3) The bus phase angle difference ·between the ending 
4 

buses of a branch are relatively sma11 t hence . . , 

(Assum. A.4) 

8 in ( ô, - ô,) r" 6, - Ô 
1 J ~ 1 j 

All reactive powers are', nelgected. 

(A'. 1 ) 

The DC load flow model is now derived from the full AC model. 

lt is ~o~only known that the net complex' power injection (S,) at bus i 
1-

can be expressed in terms of the bus voltage (V,) andi the bus current 
l 

ïnjeetion (1.) 1 i. e. 1 
l 

S. • 

0' 
l 

or 

* S. • 
1 1 

'le 
V. 1. 

I- l 

o~ 

* V. I. 
1 l 

where 'le denotes the conjugat,j! value. 
1 

ne~work, 1. e. 1 

., 

(A.2) 

(A.) 

From the nodal e"quations of the 

~ 
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l • y v 

where 

l bus current injection'vector. 

v bus voltage vector. 

y admittance matrix. 

hence, (A. 3) can be expressed in terms of (A. 4) 1 i. e. , 

where 

'Ir 
S. 

1. 
'" • v. " 1. V. 

J 
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{A.4) 

(A.S) 

Y.. A, 
l.J the admittance of the branch connecting buses 

i and j. 

n+l A total number of buses i,n the system. 

Using the polar form, (A.5) can he expanded inca the real ,and reac rive 

parts 

'* (A.6) S. • P. jQ. 
1. 1. 1. 

where 

n+1 
'p. • E IV. Y •• v·1 cos ( 8 .. - 5. + 5. ) (A. 7) 1-

j-l l. l.J J 1.J 1. J 

n+l 
Qi • - E Iv. Y •• v·1 sin ( 81 , - 5. + Ô. ') (A.8) " 1 l. l.J J l 1. J J1" • 

f 

".1 

"" 
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From (AsBum. A.4). (A.4) is neglected in the following. 
, 

Aleo from the assumptions. l.e. (Assum. ~.l) and (Assum. A.3). the 

trigonometdc function in (A.7) can be approximateCl as fo llows, Le., 

If 

iB 

can 

~ 

or 

cos ( e .. 
1J 

+ ô. ) ;; 
J 

sin ( o. - o. ) '=­
l J 

6 , o.) 
1. J 

the admittance Y .. 1S replaced by the susceptance B ij and 
~J 

substituted into (P..7), the net real power injection at 

be expressed as 
-. 

0 

n+l 
.. P. - . r B .. ( ô. - 6. ) 

1. J-l 1.J 1 J 

in a matrix form 

P' - B' ô' 

where 

n+l q 

1 
B ~ • fi. E B .. 11. j -1 1.J 

B! . D-
l 

1.J - B .. 
1.J 

~' ,â [p 1 ' P
2

, P 
n+1 

JT 

6 ' l!. [~l ' 62 , °n+l 
JT --

""" 
However, B' in (A. 11) is singular, therefore -

(A.9) 

(A.9) 

bus i 

(A.10) 

(A. 11) 

the row 

and column corresponding to the referen'ce bus, denotèd as the (ri+l) th 

l 
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bus, are defeted from (A.11). FinallYt the DC load flov model can be 

expressed as follows, i.e. t 

where 

p • B 6 (A.12) 

p A- IPl' P 2' P 1 
10 

n 
" 

1 6
1 ,6

2
, 6~1 

T .. 
ô A. ... 

B A. 'DC load flow Jacobian; its elements are the same 

as B' defined in (A.ll) but the (n+O th row and 
- 1\ 

column are deleted. 

6 - 0 n+1 

lt should be remined here that the P. used above is indeed 
1 

the fo llowing : 

where 

P. 
L 

• P . 
gl 

P. ~ 'net real power generation at bus i. 
g1 

P di là. net real power demand at bus i. 

(A.13) 

... 
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APPENDIX B 

DATA OF FlVE IEEE TESTING SYSTEMS 

The following pages cj.isplay the system data of the f ive 

IEEE testing ays tems used in this study, 1. e., 14, 24, 30, 57, 118 -

bus systems. Each one of these systems is stored as a separate file 

in the MUSIC A system at McGill. The interpretations of ~he number's 

in each file are as follli>ws, i. e. , 
"' 

Line Q l (1) 0 tQtal number of buses (NB) J total number 

of lines (NL), slack bus 'number t optional variable ) 
(no significance in this research). 

(2) Line # ,2 to line Il NL + l 

Line number from bus-to-bus Resistance (P.u.~ • 

Rea,ctance (p.u.) , Rating (p. u.) • 

(3) Line # (NL + 2) ta *(NL + NB + 2) : 

Bus number "Real Power Inj éction (MW) 

( +ve = generation, -ve - load) • 

(4) Note that aIl parallel lines are replaced by their equi-

valent models. 

(5) AlI ratings are calculated based on 1/5 of the recip-

rocal of the impedance value of the line except those 

whose rat 1ngs are already given in the references. 

) 



----
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IEEE 24-BUS 

DISPLAY WCD24A 
1 *IN PROGRESS 

0 , 
OOOl 24 34 1 1 
0002 1 1 2 ,0.00'260 0.01390 2.0'0000 
0003 2 1 3 0.05460 0.21120 2.20000 
0004 3 1 5 0.02180 0.08450 2.20000 

'> 0005 4 2 o.r-- ' 0.03280 0.12670 2.20000 
09°6 5 2 6 Cl . 0.04970 0.19200 2.20000 
0007 6 3 9 . 0.03080 0.11900 2.20000 
0008 7 3 24 0.00230 0.08390 6.0'0000 
0009

1
8 4 

0 
9 0.02680 0.10370 2.20000 

,0010 9 5 10 0.02280 0.08830 2.20000 
0011 10 6 10 0.01390 0.06050 2.00000 
0012 11 7 8 0.01590 0.06140 2.20000 
0013 12 ~8 '9 0.04270 0.16510 2.20000 
0014 13 8 10 0.04270 0.16510 2.20000 
0015 14 9 11 0.00'230 0.08390' _ 6.00000 
0016 15 9 12 0.00230 0.08390 6.0'0000 ' 
0017 16 10 11 0.00230 0.08390 6.0'0000 
00'18 17 10 12 0.00230 0.08390 6.00000 

Q 0019 1'8 11 13 0.00610 0.04760 6.25000 
0020 .,19 11 14 0.00'540 0.04180 6.25000 
0021 20 12 13 0.00610 0.04760' 6.25000 
0022 21 '" 1'2 23 0.01240 0.09660 6.25000 

" 0023 /2~J. 13' 2'3 0.01110 0.,08650 6.25000 
0024 23 14 16 0.00'500 0.03890' 0.25000 

0 0025 24 15 16 0.00'220 0.01730' 6.~5000 J' 
0026 ~5 15 21 0.00320 0.02450' 12.50000 
0027 26 15 24 0.00670 0.05190 6.25000 
0028 27 16 17 0.00'330 0.02590 6.25000 
0029 28 16 19 0.00300 0.02310 6.25000 \ 0030 29 17 18 0.00180 0.01440 6.25000 
0031 30 17 22 0.01350 0.10530' 6.25000 
0032 31 18 21 0.00'170 0.01300 12.50000 
0033 32 19 20 0.00260 0.01980 12.50000 

~ 00'34 33 20 23 0.00'140 0.01080 12.50000 
0035 34 21. 22 0.00'870 0.06780 6.25000 
0036 1 42.00000 

, . 0037 2 53.00000 
0038 3 -180.00000 1 0039 4 -74.00000 
Q040 5 -71.00000 

1 0041 6 -136.00000 0 

0042 7 125.00000 
0043 . 8 -171.00000 
0044 

\ 
9 -175.00000 

(" 

004.5. 10 -195.00000 
, 1 0046 11 ___ Q_.,90000 
\ 

, " 
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'~ , ' ' 185 
" ' 

" 

~ 
0' 

0047 12 q ù 0.00000 , 
0048 13 " 235'.00000 
00049 14 ,..194.00000 
0050 15 -167.00000 ~~-::---

OQ51 16 0.00000 
0052 17 0.00000 
0053 ·lB -33.00000 \ ' 

0054 19 -18~ .00000 
00S5 .20 :"128.00000 ~ , 

0056 21 400.00000 
00S7, ' 22 300.00000 l, 
00S8 23 550~0000O 
00S9 24 0.00000 
*END ' , 

, . 
, ~ 

\, 
*GO . ,; " . , 

., , 
,' .. 

- -' 

" , 

l' 

1 

-, 

" ..:r . 
. ' 

" . 
" 
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~ 186 " . 

" " , 

~ ,~: IEEE 3G-ilus 
.' .... ' 

t,"" . , 
"' [lISPLAY WCD30'A "- " 

" *IN PROGRESS r,t 

0001 30 41 ., 1 0 
1 o ' 0002 1 ,1 .2 ,", . - 0'. 019~q 0.05750 1.~3 " " 

0003 2 l' ~/ .c,l. ' , 0.045:20 0.18520 1.3 ., 
0':05700 0004 .3 2 4 " . 0.17370 0.65 

OOO~ :4 3 4 • f' '0.01320 0.03790 1.3 
0006 5 '2 ,5 0.047:?0 0.19830 .... 1~. 3 
00Ô7 6 2 6 0.05810 0.r76'30 0.65 t 0008 7 4 6 0.11900 0.04140 0.9 

,0009 8 5 7 0.04600 0.11600 0.'7 
0010 9 ,6 '7 0.02670 0.08200 1.3 ,..- ,. 
0011 ' 10 <> 6 8 0.01200 0.04200 0.32 
0012 11 6 '.9 '0.00000 0.20800 0.65 
O()13 12 Q 10 0.00000 ",O.SS600 0.32 
0014 13 9 '11 0.00000 0.20800 ~ 0.65 

-' 
OQ'lS 14 9 10 ' 0.00000 o.~ooo 0.65 
0016 15 4 12 0.00000 0.2 600 0.65 (, 

0017 ; 16 12 13 9.00000 o. 4000 0.65 
0018 17 12 14 0.12310 0.255'90 0.32 
0019 18 12 15 0.06620 0.13040 0.32 
0020 19 12 16 0.09450 0.19870 0.32 

14 
' ' 

0.19970 0021 ~o 15 0.22100 0.16 
0022 21 16 17 , 0.08240 0.19320 0.16 
0023- ...,..., 

"-- 15 18 0.10700 0.21850 0.16 
0024 23 19 19 0.06390 0.12920 0.16 

. , 0025 24 19 20 0.03400 0.06800 0.32 
0026 '")"'" 

~J 10 20 0.09360 0.20900 0.32 
0027 26 la. 17 0.032,40 ,0.08450 0.32 
0028 27 10 21 6.03480 0.07490 0.32 
0029 28 10 ~:! 0.07270 0.14990 0.32 
0030 29"- 21 2~ 0.01160 0.02360 0.32 ~ ... 
0031 30 15 23 0.100'00 0,.20200- ( 0.16 
0032 31 22 24 0.11500 0.17900 0.16 
0033 32 23 24 0.13200 0.27000 0.16 .. 
6034 33 24 25 0.18850 0.32920 0.16 
0035 34 :!5 26 0.25440 0.38000 0.16 
0036 35 ...,e" 

_.J 27 0.10930 0.20870 0.16 
~ ! 0037 36 28. 27 0.00000 0.39600 0.6S 

0038 '37 27 29 0.21980 0.41530 ,p.16 
0039 38 27 30 0.320:?0 0.60270 0.16 
0040, 39 29 30 0.23990 0.45330 0.16 
0041 40 8 28 0.06360 0.20000 0.32 
0042' 41 6 28 0.01690 0.05990 0.32 
0043 1 i40.00000 
00,44 2 27.14000 
0045 3 -2.40000 
0046 4 -7.60000 
0047 'S -72.69000 

j 
' . 

. , 



., 

.-

" 

- \ 

. 1 

~ 

, ' . 

.) 
\ 

0048' ,6 
0049 7 
0050 8' 

J 

,0051 9 
0052 10 
0053 11 
0054 12 
0055 13 
0056 14 
0057. 15 
0058 16 
0059 17 
0060 18 
0061 1" 

. 0062 20 
0063 21 
0064 22 
0065, '23 
0066 .24 
0067 25 

_ 0068 26 
0069 27 
0070 28 
0071 29, 
0072 30 
*END 

*60 

.... 
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~ 

0.00000 
-:-22.90000 

-7.9500.0 
0.00000 

-5.90000 
12.14000 

-11.20000 
12.00000 , " 

-6.20000 ~ . ' -8.20000 
-3.50000 
-9.00000 
-3.20000 
-9.50000 
-2.20000 

-17.50000 
0.00000 

-J.20000 . -, 
~ 

-8 .. 70000 
0.00000 

-3.50000 
0.00000 
0.00000 '1 

-2.40000 
-10.600.00 

.., 

. , 

. .. 

\ 
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'L 
IEEE 57-BUS 

, DrSPlAY WCD57A 
~ *IN PROGRESS 

0 0001 57 78 
, 

1 0 
., 0002 1 1 2 ,0.00830 0.02800 ,6.84831 

0003 .., .., 3 0.02980 0.08500, 2.2:!044 
0004 3 3 4 0.01120 0.03660 5.2:!S30 
0005 4 4 5 0.06250 0.13200 1.36940 
0006 -, 5 4 6 0.04300 0.14800 1. :!9769 

'T 0007 6 6 7 0.02000 0.10200 1.92414 
0008 7 6 8 0.03390 0.17300 1.13449 
0009 8 8 9 0.00990 0.05050 3.88642 
0010 9 9 10 0:03690 0.16790 1.16342 
001,1 10 ' 9 11 0.02580 0.08480 :!. :!S637 

It'l 
0012 11 '9 12 0.06480 0.29500 0.66218 

\1'1 0013 12 9 13 0.04810 0.15800 1.:!1095 ,,1 
~I 0014 13 13 14 0'.01320 0.04340 4.40888 
i,; 0015 14 13 15 0.02690 ,0.08690 :!.19857 
I.L 0016 15 1 15 '. 0.01780 0.09100 :!.15693 

0017 16 1 16 0.04540 0.20600 0.94812 
0018 17 '1 17 0.02380 0.10800 1.80846 
0019, 18 3 15 0.01620 0.05300, 3.60877 
0020 19 4 18 0.00000 0.49250 0.40609 
0021 20 . ,5 6' 0.03020 0.06410 2.82255 
0022 21 7 8 6.01390 0.07120 2.75694 
0023' 2:! 10 12 0.02770 0.12620 1.54794 
0024 23 11 13 0.02:!30 Ow'07320 2.61365 
0025 24 12 ~13 0.01780 0.05800 3.29652 
0026 25 12 16 0'.01800 0.08130 2.40186 
0027 26 12 17 0.03970 0.17900 1.09081 
0028 27 14 15 0.01710 0.05470 3.48976 
0029 28 18 19 0.46100 0.68500 0.24222 
0030 29 19 20 0.28300 0.43400 0.38601 .. 
0031 30 20 21 0.00000 0.77670 0.25750 
0032 31 :?-1 ..,.., 

... - 0.07360 0.11700 1.44692 
OQ33 32 22 23 0.00990 0.01520 11.02552 
0034 33 23 24 0.16600 0.25600 0.6555,0 
0035 34 24. 25 0.00000 1.20600 0.16584 
0036 35 ' 24 26 0.00000 0.04730 4.,22833 
0037c~36 26 27 0.16500 0.25400 0.66031 
0038 37 ~ 27 28 0.06180 0.09540 1.75951 
0039 38 28 29 0.04180 0.05870 2.77539 
0040 39 7 29 0.00000 0.06480 3.08642 
0041 40 25 30 0.13500 0.20200 0.82318' 
0042 41 30' 31 0.32600 0.49.700 0.33649 
0043 42 31 32 0.50700 0.75500 0.:!1992 
0044 43 32 33 0.03920 0.03600 3.75780 
0045 44 32 34 0.00000 0.95300 0.20986 
0046 45' 34 35 0.05200 0.07800 2.13346 
0047 46 35 36 0.04300 0.05370 2.90721 ... 

-
~ 

-
", 

f. ' 
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, ' 

0048 47 36 37 0.02900 0.03660 4.28298 
0049 48 37 38 0.06510 o ~ 10090 1.66558 
0050 49 37 39 0.02390 0.03790 4.46364 "i 

0951 50 36 40 0.03000 0.04660 3.60870 
0052 51 ..,,, 38 0.01920 0.02950 5.68:;?16 --0053 52 11 41 0.00000 0.74900 0.26702 
0054 53 41 42 0.20700 0.3~200 0.48977 
0055 54 41 43 0.00000 0.41200 0.48544' 
0056 55 38 44 0.02890 0.05850 3.06517 
0057 56 15 45 0.00000 '0.10420 1.91939 
005a 57 14 46 0.00000 0.07350 2'.72109 
0059 58 46 , 47 0.02300 0.06800 2.78612 
0060 59 47 48 0.01820 0.02330 6.76460 

,0061' 60 48 49 0.08340 0.12900 1. 30198 
0062 61 49 50 0.08010 0.12800 1.32453 
0063 6~ \ 1 50 51 0.13869 0.22000 0.76917 
0064 63 10 ~1 0.00000 , 0.07120 2.80899 
0065 64 13 49 '0.00000 0.19100 1.04712 
'0066 65 29 52 0.14420 0.18700 0.84695 
0067 66 S2 53 0.07620 0.09840 1.60701 
0068 67 53 54 ' 0.18780 0.23200 0.67005 
0069 68 S4 55 0.17320 0.2~6S0 0.70143 

'/ 0070 69 11 43 , 0.00000 0.15300 1.30719 
0071 70 ,44' 1 45 0.06240 0.12420 1.43891-
0072 71 40 56 0.0000 . 1.19500 0.16736 j,," 
0073 7" , 56 41 0.553 0 0.54900 0.25666 -, 
0074 73 56 42 0.21 50 0.35400 0.48440 / 
0075 ,74 39 57 0.0 009 1.35500 0.1476 ,( 

/' 
0076 75 57 56 O. 7400 0.26000 0.639 8 / 

;/ 
0077 76 38 49 0.11500 0.17700 0.94 52' ,Ir 0078 77 38 > 48 0.03120 0.04820 3.4 330 

.0079 78 9 55 0.00000 0.12050 1 • 5975 /1 0080 '1 423.00000 
0091 2 -3.00000 
0082 3 -1. (YOOOO / 
0083 4 0.00000 / 
0084 ·5 -13.0000,Q / 
008S 6 -75.00000 / 0086 7 0.00000 / 

0087 S 300.000 1 0088 9 -121.0 00 
0089 10 -5 0000 / 0090 11 .00000 ' / 
0091 12 -67.00000 // / 
0092 13 -lB.OOOOO , 

/ l' 0093 14 -10.50000 /' 
0094/ / 15 -2,2.oooo<Y / 

/ 

009%, 16 -43.00~O' / 

0096 17 4~000 
0097 1'9 -2 .~OOOO 
0098 _ ...112 _ _ __ __ _ /. 

.-- ~ 
_ ,7' -3 .. 30000 

/' -. 
, / 

/ 
l' 

~ 
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" , 
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0099 :'20 -2,.30000 
0100 21 0.00000 
0101 .,..,0 ..... 0.00000 
0102 " ,23 -6.30000 
0103 24 0.00000 
0104 ' 25 -6.30000 
0105 26 0.00000 
0106 27 -9.30000 

Ot} 
01,07 28 -4.60000 J!:, 

0108 29 -17.00000 " 1 t ' 0109 30 -3.60000 
Il 0110 31 -5.80000 

0111 32 -1.6000"0 
0112 33 -3.80000 
OU3 341 0.00000 

/~ 

0114 35 -~.OOOOO 

/ ~115 36 0.00000 
r 116 37 '0.00000 

~ 
0117 38 -14·90000 ' . 
0118 a9 0.00000 
0119 40 0.00000 
0120 41{ -6.30000 
012.1 42 -7.10000 r 
0122 43 -2.00000 

.0123 44 -12.00000 
0124 -45 0.00000 
0125 .46 0.00000 
0126 47 -29.70000 
0127 48 0.00000 
0128 49 -1~8 .00000 
0129 50 -21.00000 
0130 51 -18.00000 
0131 52 -4.90000 
0"132 5,3 - -20.00000 

"0133 S4 , -4.10000 
,0134 55 -6.80000 
0135 56 -7.60000 
0136 57' -6.70000 
*END 4 

1 
l , 

*GO 
• J 

, '1. 

.... 
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IEEE 118..,BUS 

DISPLAY WCII118B .... 
*IN PROGRESS 
0001 118 179 69 0 
0002 1 l ' 2 0.03030 0.09990 

, 
2.00000 

0003 " 1 3 0.01290 0.04240 4.71000 -
0004 3 4 5 0.00176 0.00798 25.06000 
0005 4 3 5 0.0~410 0.10800 1.85000 
0006 5 5 6 0.01190 0.05400 3.70000 
0007 6 6 7 0.00459 0.0~080 9.62000 
0008 7 8 9 0.00::?44 0.03050 6.56000 

< 
0009 8 5 8 0.00000 0.02670 7.49000 
0010 9 9 H> 0.00258 0.03220 6. :HOOO 
0011 10 4 11 O. 0~090" 0.06880 2.91000 
0012 11 5 11 0.0:;p30 0.06820 2.93000 
0013 1~ 11 12 0.00595 0.01960 10.20000 

, 0014 13 2 12 0.01870 0.06160 3.25000 
0015 14 3 12 0.04840 0.16000 1.25000 
0016 15 7 12 0.00862 0.03400 5.88000 
0017 16 11 13 0.0~2::?5 0.07310 2.74000 
0018 17 12 14 0.02150 0.07070 2.B3000 ' , 
0019 18 13 ,15 0.07440 0.24440 0.82000 
0020 19 14 15 0.05950 0.19500 1.03000 
0021 20 12- 16 . 0.02120 0.08340 2.40000 
0022 21 15 17 0.01320 0.04370" 4.58000 
0023 "" 16 )17 ... 0.0454.0 0.1801à- 1.11000 "'--

0024 23 17 18 0.01:230 0.05050 3.96000 
0025 24 18 19 0.01119 0.04930 4.06000 
00:26 25 19 20 0.02520 0.11700 1.71000 
0027 26 15 19 0.01200 0.03940 5.08000 
0028. 27 20 21 0.01830 0.08490 2.36000 
0029.28 '21 22 0.020,?0 0.09700 2.06000' . 
0030 ~9 22 23 0.03420 0.15900 1.26000 
0031 30 23 24 0,01350 0.04920 4.07000 
0032 31 23 25 0.01560 0.08000 2.50000 
0033 32 25 26 0.00000 0 .. 03820 ' 5.24000 . 
0034 33 25 27 0.03180 0.16300 1.50536 
0035 34 27 28 0.01913 0.08550 2.34000 
0036 35 28 29 0.02370 0.09430 2.12000 
0037 17 30 0.00000 o ~"03880 '. ' 36' 5.15000 

..... 0038 37 8 30 0.00431 0.05040 3.97000 
0039 38 26 30 0.00799 0.08600 :2.89451 - 0040 39 17 31 0.04740 0.15630 1.28000 
b041 40 29 31 0.01080 0.03310 6.04000 
0042 41 23 32 0.03170 0.11530 1.73000 
O~43 42 31 32 0.02980 0.09850 2.03000 
0044 43 27 32 ' 0.02290 0.07550 2 .. 65090 
0045 44 15 33 0.03800 0.12440 1.61000 
0046 4S 19 34 0.07520 0.24700 0.'81000 
0047 46 35 36_ . ' ... 0.00224 __ o .. 0102<L.-.1..9.. .. ..6.10.0.0 

l ' 



1 

;.. 
192 " 

,. 

- - - - -
0048 47 35 37 0.01100 0.04970 4.02000 
0049 48 33 37 0.04150 0.14200 1.41000 
0050 49 34 36 0.00871 0.02680 7.46000 
0051 5'0 34 37 0.00256 0.00940 21.28000 
0052 51 37 38 0.00000 0.03750 5.33000 
0053 52 37 39 ' 0.03210 0.10600 1.89000 
0054 S3 '37 40 0.05930, 0.16800 1.19000 
0055 54 30 38 0.00464 0.05400 3.70000 
0056 55 39 40 0.01840 0.06050 3.31000 
0057 56 40 >41 0.01450 0.04870 4.11000 \ 
0058 S7 40 ~2 0.05550 0.18300 1.09000 
'ç059 58 41 42 0.041QO 0.13500 1.48000 
0060 59 43 44 0.06080 0.24540 0.81000 
0061 60 34 43 0.04130 0.16810 1.19000 
0062 61 44 45 0.0~~40 0.09010 2.22000 
0063 62 45 46 0.04000 0.13560 1.47000 

.. 0064 63 46 ' 47 0.03800 0.12700 1.'57000 
0065 64 46 48 0.06010 o .18900~ el.06000 
0066 65 47 49 

1. 
0.01910 0.06250 3.20000 

0067 66 '42 49 0.03575 0.16150 1.51140 
0068 67 45 49 0.06840 0.18600 1.08000 0 

,\ 

0069 68 48 49 0.01790 0.-05050 3.96000 
0070 69 49 50 0.02670 0.07520 2.66000 
0071 70 49 51 0.04860 0.13700 1.46000 
0072 71 ·51 52 0.02030- 0.05880 3.40000 
0073 72 52 53 0.04050' 0.16350 1.22000 
0074 73 53 54 0.02630 O. }i'200' 1.64000 
0075 74 49 54 0.03993 O. 4507 1.32921 
0076 75 54 55 0.01690 0.07070 2.93000 
0077 76 54 56 0.00275 0.00955 20.94000 
0078 77 55 56 0.00488 0.01510 13.25000 
0079 78 56 57 0.03430 0.09660 2.07000 
0080 79 50 57 0.04740 0.13400 1.49000 

.. 0081 80 56 58 0.03430 0.09660 '2.07000 
0082 81 51 S8 0.02550 0.07190 2.78000 
0083 82 54 59 0.05030 0.22930 0.87222 
0084 83 56 59 0.04070 0.12243 '1.55021 
0085 84 55 59 0.04739 0.21580 0.92678 
0086 85 59 60 ' 0.03170 0.14500 1.38000 
0087 86 59 61 0.03280 0.15000 1.33000 
0088 87 60 61 0.00264 0.01350 14.81000 
0089 88 60 62 0.01230 0.05610 3.57000 

,0090 89 61 62 0.00824 0.03760 5.32000 
0091. 90 59 63 0.00000 0.03860 5.18'000 
0092 91- 63 64 0.00172 0.02000 10.00000 
0093, 92 61 64 0.00000 0 .. 02680 7.46000 
0094 93 38 65 0.00901 0.09860 2.02840 
0095 94 64 ,65 0.00269 0.03020 6.62000 
0096 95 49 66 0.00900 0.04595 4.27140 
0097 96 62 66 0.04820 0.21800 0.91743 
0098 97 62 67 ,0.02580 0.11700 1.71000 





'\ 

0150 149 95 96 0.01710 0.05470 3.66000 
0151 150 96 97 0.01730 0.08850 2.26000 

• 0152 151 98 100 0.03970 0.17900 1.12000 
0153 152 99 100 0.01800 0.08130 :2.46000 
0154 153 100 101 0.0"2770 0.1"26"20 1.58000 
0155 154 9:2 102 0.01230 0.05590 3.58000 
0156 155 101 10:? 0.02460 0.11"200 1.79000 
0157 156 100 103 0.01600 0.05"250 3.81000 
0158 157 100 104 0.04510 0.20400 0.98039 
0159 158 103 104 0.04660 0.15840 1.:26000 
0160 159 103 105 0.05350 0.16"250 1.23000 
0161 160 100 106 0.06050 0.22900 0.87j36 ,f 
0162 161 104 105 0.00994 0.03780 5.29000 p 

0163 162 105 106 0.01400 0.05470 3.66000 
0164 163 105 107 0.05300 0.18300 1.09000 
0165 164 105 108 0.02610 0.07030 2.84000 
0166 165 106 107 0.05300 0.18300 1.09000 
0167 166 108 109 0.01050 0.02880 6.94000 
0168 167 103 110 0.03906 0.18130 1.10314 
0169 168 109 110 0.02780 0.07620 2.62000 ") 0170 169 110 111 0.02"200 0.07550 "2.65000 
0171 170 110 112 0.02470 0.06400 3.13000 
0172 171 17 113 0.00913 0.03010 6.64000 
D173 172 3"2 113 0.06150 • 0.20300 0.99000 
0174 173 32 114 0.01350 0.06120 3.27000 
'0175 174 '27 115 0.01640 0.07410 2.70000 
0176 175 114 115 0, '~0230 0.01040 19.23000 
0177 176 68 116 0.00034 0.00405 49.38000 

:.()1.78 177 12 117 0.03290 0.14000 1.43000 
0179 178 75 118 0.01450 0.04810 4.16000 
,0180 179 76 118 0.01640 0.05440 3.68000 
0181 1 -51. 
0182 2 -20. 
0183 3 -39. 
0184 4 

, 
-39. 

0185 5 o. 
0186 6 -52. 
0187 7 -19. 
0188 8 -28. 

, , 0189 9 O. 
0190 10 450. 
0191 11 -70. 
0192 12 38. , , 

0193 13 -34. 
A 0194 14 -14. 

0195 15 -90. 
0196 16 -25. . 0197 17 -11. 
0198 18 -60'. 
0199' 19 -45. 
0200 20 -18. 

, . 



195
0 0 

',-

0201 21 -14. 
0202 22 -10. l 
0203 23 -7. 
0204 24 -13. 
0205 25 220. 
0206 26 314. 
0207 27 -71-

,/ 

0208 28 -17. 
0209 29 -24. 
0210 30 o. 
0211 o 31 -36. 
0212 32 -59. 
0213 33, -23. \ 0214 34 -59. 
0215 35 -33. 
0216 36 -31. -
0,217 37 o. 
0218 38 'o. 
0219 39 -27.~ 

0220 40 -66'. 
0221 41 -37. 
0222 42 -96. 
Q223 43 -18. 
0224 44 -16. 
0225 45 -53. 
0226 46 :-9. 
<'227 47 -34. 
0228 48 -'2.,0. 
0229 49 117. /-, 0230 50 -17. " 

0231 51 -17. ;~-~/ 0232 52 -18. 
0233 53 -23. 
0234 54 -65. ~ / 
0235 55 -63. c/f// 0236 'V 56 -84. 
0237 57 -12. 
0238 58 -12. 
0239 59 -122. ' / // 

0240 60 -78. 
,/, 

\ :// 
0241 61 160. / 

0242 62 -77. 
0243 63 o. .) 

0244 64 o. 
0245 65 391. 
0246 66 353. 

, 
/ 

0247 67 -28. ), 

0248 68. o. 
0249 69 516.4 ' 
0250 70 -66. 

-t 0251 71 ---._-" -_. o. 

\ 

\ 



'\ 
196 

" 

...... 

0252 72 -12. 
' , 

0253 73 -6. 
0254 '74 -68. 
0255 75 -47. . 0256 76 -68 • 
0257 77 -61. 
0:!58 78 -71. ' \ 

0259 79 -39. 
0260 80 347. 
0i,61 81 o. 
0162 , .. 82 -54. 
0263 < ,83 -20 • 
0264 .. - 84 -ll. 
0265 85 -24. 
0266 86 -21. 
0267 87 4. 11 

6268 88 -48. 
0:!69 ~89 607. 
0270 90 -163. 
0271 91 -10. 
0272 92 -65. 
0273 93 -12. .. 
0274 94 -30. 
0275 95 -42. 
'0276 .. 96 -38 • 
0277 97 -15. 
0278 98 -34. 
0279 99 . -42. 
0280 100 215. 
0281 . 101 -:!2. 
0292 102 -5. 
0283 103 17. 
02~4 104 -38. 
0285 lOS -31. 
0286 106 -43. 
0287 107 -50. 
0288 108 -2. 
0289 109 -8. 
0290 110 -39. 
0291 111' 36. 
0292 112 -68. 
0293 113 ~6. 

0294 114 -8. 
0295 115 -22. 
0296 116 -184. 
0297 '117 -20. 
0298 118 -33. , 
*END 
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