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Abstract

We have developed a C-grid primitive equation ocean general circulation model with

Cartesian and 19-plane geometry. Temperature is the only state variable. The C-grid

gives better results than the B-grid in reproducing the growth rates of linear unstable

modes of the Rayleigh-Bénard equations. A semi-implicit scheme is used to treat the

Coriolis term, which is important for efficient integration in coarse resolution large

scale modelling studies. A new viscosity term which has a damping effect only on

the divergence field associated with gravity waves is also introduced. The model can

reproduce sucessfully most of the coarse resolution model results of other studies.

The biharmonic and Smagorinsky frictional parameterizations are not as efficient as

our scheme in eliminating noise in the vertical velocity field.

This model is used to study the effects of no slip or free slip boundary conditions

on the energetics and northward heat transport in the eddy resolving regime. The

divergence dissipation term is used only in the subpolar gyre region, where the Rossby

radius of deformation is not weil resolved. This term has little effect elsewhere in the

model domain. The eddy energetics is sensitive to the lateral boundary conditions

used. Increasing vertical resolution can increase the basin average and midlatitude

free jet energetics, but its effect is much less than that due to different lateral bound­

ary conditions. The northward heat transports by eddies and mean flow are also

examined.

The effect of a restoring condition is compared to a zero heat capacity atmospheric

model as a surface boundary condition for the eddy resolving mode!. Two significant

differences are found with the use of the zero heat capacity atmospheric mode!. First,
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both eddy and mean kinetic energy near the midlatitude free jet are increased. Sec­

ond, the vertical profiles of standard temperature deviation (eddy available potential

energy) become morE' i:ealistic.

An analysis of the mean advection and eddy convergence terms in the mean

momentum equations shows that both enhanced horizontal resolution and the zero

heat capacity atmospheric model can increase the midlatitude jets in the surface

and deep layers. The eddy momentum convergence in midlatitudes is the dominant

ageostrophic contribution to both the mean zonal flow and its variation. The mean

advection is consistently less important. The effects of eddies have been further inves­

tigated by using the mean vorticity equation. The results again show that the eddy

convergence term is the most important ageostrophic term, and can be as important

as the geostrophic effect. The mean vorticity equation budget shows a similar sen­

sitivity to the horizontal resolution and zero heat capacity atmospheric model as for

the momentum equations.
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Résumé

Nous avons développé un modèle de circulation générale océanique aux équations

primitives avec une géométrie Cartésienne et de plan bêta à l'aide d'une grille C.

Dans ce modèle, nous introduisons un schéma semi-implicite pour traiter le terme

de Coriolis qui est important pour une intégration efficace dans le cadre de modèle

à grande échelle et à résolution grossière. Nous introduisons également un nouveau

terme de viscosité qui amortit seulement le champ de divergence associé aux ondes

de gravité. Notre modèle peut reproduire avec succès la plupart des résultats obtenus

avec un modèle de résolution grossière. Les paramétrisations de friction biharmonique

et de Smagorinsky ne sont pas aussi efficaces que notre schéma dans l'élimination du

bruit dans le champ de vitesse verticale.

Ce modèle a été utilisé pour étudier le transport d'énergie et de chaleur vers le

nord en régime de résolution des tourbillons. Le terme de divergence de la dissipation·

est seulement utilisé dans la région du tourbillon subpolaire, où le rayon de Rossby

de déformation n'est pas bien résolu. Ce terme est peu important dans les autres

régions du modèle. L'énergie des tourbillons est sensible aux conditions de frontières

latérales employées. Augmenter la résolution verticale peut augmenter la moyenne

du bassin et l'énergie du jet libre aux latitudes moyennes, mais son effet est bien

moindre que celui dû aux conditions de frontières latérales différentes. Les transports

de chaleur vers le nord par l'écoulement moyen et les tourbillons sont aussi examinés.

L'effet d'une condition de rappel est comparé à un modèle avec une atmosphère

de capacité thermique nulle comme une condition de frontière de surface pour un

modèle à résolution des tourbillons. Deux importantes différences sont trouvées.
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Premièrement, aussi bien l'énergie cinétique moyenne que celle des tourbillons est

augmentée près du jet des latitudes moyennes. Deuxièmement, le profil vertical de la

déviation de la température standard (l'énergie potentielle disponible des tourbillons)

est plus réaliste.

En augmantant la résolution horizontale et en employant une atmosphère ayant

capacité thermique nulle, on peut renforcer les jets des latitudes moyennes à la sur­

face et aux couches profondes. La convergence de la quantité de mouvement par les

tourbillons des latitudes moyennes a une contribution agéostrophique important.e à

l'écoulement de moyenne zonale et à sa variation. L'advection moyenne est moins im­

portante. Le forçage par le vent peut aussi renforcer ks jets des latitudes moyennes

par la friction verticale. Les effets des tourbillons ont été étudié d'avantage avec

l'équation du tourbillon moyen. Les résultats démontrent encore que le terme de

convergence des tourbillons est le terme agéostrophique le plus important et que

celui-ci peut être aussi important que l'effet géostrophique. La sensibilité du budget

de l'équation du tourbillon moyen au modèle à résolution horizontale avec une atmo­

sphère sans capacité thermique est semblable à celle des équations du mouvement.
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Statement of Originality

Convection simulation

• The linear Rayleigh-Bénard convection equations have been used tu show that

C-grid is better than B-grid in simulating linear convective instability.

• Non-hydrostatic effect becomes important only if the horizontal grid sizes are

smaller thall the depth of unstable stratification.

(The research paper is presented in Appendix A).

Model formulation

• A divergence dissipation scheme is introduced to eliminate noise in the C-grid

model due to grid point averaging of the Coriolis terms, when the horizontal

grid size is larger than the Rossby radius of deformation.

• A semi-implicit treatment of the Coriolis terms, useful for coarse resolution

model studies, allows for larger time step than explicit methods.

Effects of lateral boundary conditioDS
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• Effects of no slip and free slip boundary conditions have been examined in an

eddy resolving primitive equation model with both wind and thermal forcing.

• The basin averaged eddy energetics for no slip conditions are stronger than for

free slip conditions, with enhanced baroclinic and barotropic instabilities in the

former case. The mean kinetic energy is however about twice as large for the

free slip case. In contrast, quasi-geostrl)phic models show both eddy and mean

kinetic energies are much larger for free slip than for no slip conditions.

• Free slip conditions results in stronger northward heat transport in the subpolar

gyre due to the overshooting of the western boundary current.

Effects of surface boundary conditions

• The zero heat capacity atmospheric model has been used as a surface boundary

condition. The simulated eddy variability has more eastward extension than

the more conventional restoring condition on surface temperature.

• The simulated temperature variance can have maxima at surface or subsur­

face levels, while the restoring condition yields a maximum variance below the

surface.

Maintenance of midlatitude free jets

• Both increasing horizontal resolution and the zero heat capacity atmospheric

model can increase the midlatitude jets in the surface and deeper layers. The

effects of eddies in midlatitude is the dominant ageostrophic contribution ta

the mean zonal f10w and its variation. The mean advection is consistently less

important. A similar conclusion is obtained through an analysis of the vorticity

equation.
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Chapter 1

Introduction

1.1 An overview

There has been considerable scientific, economic and political interest in understand­

ing the mechanisms of c!imate change and its impact on the environment and human

activity. The global oceans have a large heat capacity, with the top few meters having

the same heat capacity as the entire atmosphere. The oceans also transport about

half of the heat from low to high latitudes required to maintain the present c!imate.

The understanding of c!imate change necessarily leads one to consider the global

thermohaline circulation in tb ocean and its heat transport.

Coupled ocean-atmosphere models have been used to study both past and present

c!imatrs and c!imate change; these models currently represent the best means to

obtain qualitative estimates and predictions of potential c!imate change. However,

results from large scale ocean circulation models are dependent on the parameteri­

"ations of eddy effects on the larger, slower scales of motion. The precise nature of

these parameterizations are not weil understood.

Ocean currents and their associated fields of pressure, temperature and density

vary significantly in both time and space throughout the ocean. Such variability

(eddies) in fact contains more energy than any other form of motion. These eddies

have a characteristic spatial scale of a few hundred kilometers and a time scale of

1
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weeks to months. Their importance for mixing, heat and mass transport as well as

their potential role on c1imate are subjects of current research. Although there have

been field programs to measure eddy currents, the available observational data is still

very limited due to the difliculty of obtaining observations in the open ocean. Eddy

resolving numerical models can be used to better understand the role of eddies on

the large scale flow in the ocean.

1.2 Convection simulation

Convection is important for the thermohaline circulation and tracer transport. Con­

vection processes are not well understood as they appear to be transitory in both

space and time (Killworth, 1989). Killworth (1983) summarized the limited available

observations into two catogories of convections. The first is shelf-slope convection,

as typified by dense water formation in the Weddell Sea. Intense winter cooling

causes brine release through the formation of sea ice, forming wide shallow rcscrvoirs

of dense water. With the help of the prevailing circulation, they move off the shelf

and descend along the slope. The second category is opea-ocean convection. Typi­

cal examples inc1ude the Medoc (the MEDOC Group, 1970), Labrador Sca (Clarke

and Gascard, 1983), Weddell Sea chimneys (Gordon, 1978; Killworth, 1979), and

the polynya (Martinson et al., 1981). This type of convection take places in a nar­

row chimney of width 10 to 50 km, and is often accompanied by vigorous eddying

at the chimney's edges. The MEDOC Group (1970), based on observations from the

Mediterranean, proposed that the deep water formation process could be divided into

three phases: preconditioning, violent mixing, and sinking and spreading.

Convection is currently parameterized in large scale numerical ocean circulation

models. A hierarchyofsuch models has been summarised in Mysak and Lin (1990). In

the near future, it may be possible to have suflicient horizontal resolution to explicitly

resolve convective cells in large scale models. These cells have horizontal scales of less

than a few kilometers. It is thus important to determine the criteria for resolving
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convection in models, and the most appropriate schemes needed. The effects of the

hydrostatic approximation and different finite difference schemes have been studied

by Xu and Lin (1993) using the linear Rayleigh-Bénard equations. The paper is

presented in Appendix A.

1.3 Eddy resolving numerical models

Since the pioneering eddy resolving studies of Holland and Lin (1975a, b) using a two­

layer, adiabatic, wind-driven primitive equation (PE) model, eddy resolving models

have used both the quasi-geostrophic (QG) and PE equations. Semtner and Holland

(1978) compared QG models with the PE model of Semtner and Mintz (1977) and

round that QG models can reproduce most of the basic dynamical features of a mid­

latitude PE model. As the QG model is much more efficient computationally than

a multi-level PE model, most sensitivity studies have used the QG equations (Hol­

land, 1978; Schimtz and Holland, 1982, 1986; Holland and Schimtz, 1985; Barnier

et al., 1991; Haidvogel et aL, 1992). There are however limitations to QG models.

It is difficult to include long term changes in basic stratification and its geographic

variation, and it is not possible to examine the production of various water masses

and the thermohaline circulation (Semtner and Holland, 1978; Bryan, 1987; Bryan

and Holland, 1989; Treguier, 1992). Han (1975), Robinson et al. (1977), Semtner

and Mintz (1977), Cox (1985), Boning (1989), Bryan, (1986, 1987, 1991), Bryan and

Holland (1989), Boning and Budich (1992), Semtner and Chervin (1988, 1992) used

PE models with both thermal and wind forcing to study eddy generating mechanisms

and their effects on the large scale circulation.

Holland et al. (1983) provided a review of eddy resolving model studies. They

identified four areas of significant mean f10w in eddy resolving numerical models. They

are strong western boundary currents and eastward f10wing jets at the mid-basin zero­

wind stress curllatitude for double gyre wind forcing or northern boundary currents

for single gyre forcing. The other two areas are the weak, broad interior f1ow, with
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Sverdrup dynamics, and the westward recirculation.

The origin of mesoscale variability is usually characterized by the energy trans­

formations that maintain the eddy kinetic energy, [(' = (U,2 + V'2)/2. Here, u and

v denote the zonal and meridional velocities and a prime denotes instantaneous de­

parture from the long time average. If there is no external forcing, 1\' can only be

maintained either by conversion of mean flow kinetic energy via Reynolds stresses

(barotropic instability), or by conversion of the mean potential energy via buoyancy

fluxes (baroclinic instability).

Different experiments have shown that baroclinic, barotropic, and mixed

baroclinic-barotropic instability can be a source of [(' (Holland et al., 1983). Holland

and Haidvogel (1978) suggested that realistic Gulf Stream parameters place the in­

stability in the transition region between baroclinic and barotropic processes. In the

interior, the relatively weak eddy field tends to be more barotropic than the strong

current eddies; they result from the radiation of energy outward from the strong

current region. For the strong current eddies, ageostrophic horizontal and vertical

advections and strong baroclinic conversion are believed to be dominant processes

(Spall and Robinson, 1990).

Cox (1985) applied the PE model of Bryan (1969) to a basin scale domain of

the North Atlantic. This simulation showed features suggested by recent wind-driven

theories of ocean circulation (Rhines and Young, 1982; Luyten et al., 1983). Boning

(1989) examined the effect of topography on eddy simulation, using the same model

as Cox. Boning and Budich (1992) also examined the sensitivity of the horizontal

resolution. Bryan (1986, 1987, 1991) investigated the effect of eddies on the northward

heat transport, using the above model results.

The previous eddy resolving models have only one state variable, temperature.

Bryan and Holland's Community Modeling Effort (CME) (1989) extended Cox's

(1985) study of the North Atlantic to include realistic topography and both tem­

perature and salinity as state variables. They also included one-dimensional mixed

layer physics and seasonal forcing. The seasonality of the depth of the thermocline
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and sorne water mass properties were succesfully simulated. Semtner and Chervin

(1988, 1992) applied the Bryan-Cox-Semtner mode! (Bryan, 1969; Semtner, 1974;

Cox, 1984) to the global ocean, with a horizontal resolution of 0.50 in both the zonal

and meridional directions. They used observational data (Levitus, 1982) as initial

conditions in the .robust diagnostic mode (Sarmiento and Bryan, 1982).

Ali of these studies used the Arakawa B-grid for horizontal discretization. For

horizontal grid sizes less than Rossby radius of deformation, the Arakawa C-grid is

more accurate (Arakawa and Lamb, 1977; Batteen and Han, 1981; Bryan, 1989; Xu

and Lin, 1993). Indeed, the C-grid has been used successfully in studies of coastal

circulations (Blumberg and Mellor, 1987; Mellor, 1992), and convective adjustment

(Brugge et al., 1991; Jones and Marshall, 1993; Legg and Marshall, 1993; Lin and

Dietrich, 1994). Hurlburt et al. (1992) used a C-grid layer model to study the wind­

driven circulation of the North Pacifie. Killworth et al. (1991) and Treguier (1992)

suggested the use of the C-grid to avoid numerical difficulties near steep topography.

However, C-grid models have sorne difficulties due to the grid point averaging of the

Coriolis terms (Batteen and Han, 1981; Semtner, 1986a). Ali these difficulties may

be one of the reasons why B-grid model of (Bryan, 1969; Semtner, 1974; Cox, 1984)

have been usually used for basin scale eddy resolving model studies with both wind

and thermal forcings.

It is thus desirable to develop a new C-grid model so that it can be applied to

both noneddy and eddy resolving regimes. Note that results from coarse resolution

simulations can be used as initial conditions of eddy resolving integration, as it is still

not feasible to integrate eddy resolving models sufficiently long to obtain a statistical

equilibrium with currently available computing resourc~s. In addition, results from

coarse resolution models can be compared with those of eddy resolving models to

identify the effects of eddies on various physical processes.
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In this thesis, we develop a C-grid model which can be used for both coarse and

fine resolution studies. The model is used to examine the effects of different lateral

boundary conditions (free slip and no slip) and surface thermal boundary conditions

(restoring condition, and zero heat capacity atmosphere model) on eddy energetics

and northward heat transport in eddy resolving regime. These process studies help

in the understanding of more complex eddy res!llving experiments, and also point to

improvements in eddy simulation.

Chapter 2 decribes the model formulation, verification and frictional parameteriza­

tions. Chapters 3 and 4 investigate the effects of lateral and surface thermal boundary

conditions respectively. Chapter 5 is a diagnostic study of the momentum and vor­

ticity balance. Table 1.1 presents a summary of the horizontal resolutions, the model

domain sizes, and the lateral and surface thermal boundary conditions used. The

model domain is slightly reduced in Chapters 3 and 4 to reduce the computational

requirements at eddy resolving scales. The conclusions are presented in Chapter 6.
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Table 1.1: A table showing the east-west (~x) and north-south (~y) resolution, the
zonal (L",) and meridional (L y ) modcl domain size, the lateral boundary conditions
(free slip (FRS), or no slip (NOS)), and the surface thermal boundary conditions
(restoring, zero heat capacity atmosphere (ZHCA) model) used in Chapters 2 to 5.

Chapter ~x(km) ~y(km) L",(km) Ly(km) FRS NOS restoring ZHCA

•

2. 220 220 4400 5500 yes no yes no
100 U5

3. 40 40 4000 4800 yes yes yes no
4. 30 30 4000 4800 no yes yes yes
5. analysi~ oC momentum and vorticity balances oC Chapters 3 and 4
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Model formulation and

verification, and frictional

parameterizations

2.1 Model equations and boundary conditions

The governing equations are the primitive equations with the BoussineRq and hy­

drostatic approximations. They consist of the horizontal momentum equations, the

temperature equation, the hydrostatic approximation, the incompressibility condi­

tion, and the equation of state. They are shown below as Equations (2.1 )-(2.6)

respectively. The notation used is standard, and a description of the symbols used is

given in the List of Symbols.

auat +L(u) (2.1 )

•
avat +L(v)

~~ +L(T) -

8

(2.2)

(2.3)
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(2.4)

(2.5)

For simplicity, we assume temperature is the only state variable in the equation of

state,

p = po(1 +a(To - T)), (2.6)

Here, LO is the advection operator, while Fz , Fy are the horizontal viscosity terms

in the x and y directions respectivelyj FT represents the horizontal diffusion terms

in the temperature equation; To is a reference temperature, and a is the expansion

coefficient of water. The expressions for the operators LO, Fz , Fy , FT are

L(O') = _â(_uO'_) + _â(_vO'_) + ~â(~wO'....:..)
âz ây âz

â âT â âT
-(AHH-) +-(AHH-)âz âz ây ây

•

An additional friction term is added in the horizontal momentum equations. It is

multiplied by the multiplier f, which takes on a value of either 0 or 1; >. is an eddy

diffusivity which operates on the horizontal divergence (0) (Sadourny, 1975). This

term is added to reduce the noise which may be present in the vertical velocity field

due to gravity waves (Batteen and Han, 1981). As we will show later, the inclusion

of the divergence term effectively eliminates such noise.

To examine whether other forms of lateral viscosity parameterizations can be

used to eliminate the noise in the vertical velocity, we also examine the effects of
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biharmonic diffusion and the Smagorinsky (1963) form of eddy diffusivity. Both

the biharmonic and Smagorinsky diffusive formulations are more scale selective than

Laplacian friction with constant diffusivity.

The horizontal boundaries are insulating with no normal flow. At the western and

eastern boundaries, we thus have

and at the southern and northern boundaries

Here, On indicates a local derivative with respect to the coordinate normal to the

boundary of the walls. An additional boundary condition is required for biharmonic

diffusion, which is the same as above but with u,v, and T replaced by their corre­

sponding Laplacian derivatives.

The top boundary at z = 0 is rigid, '.vith a specified idealized wind stress distri­

bution. The surface boundary condition for temperature can be either of restoring

(Haney, 1971) or flux form. These conditions at z=O can be expressed as follows.

w=o

The bottom boundary at z = H is fiat and insulating with a slip condition.

w=o
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where r: and r: are bottom friction in the x and y directions respectively, parame­

terized as linear Rayleigh friction for its simplicity.

Our model does not include salinity, the latitudinal variation of the metric factors

and the spherieal curvature terms. We use a domain which is similar in size to the

North Atlantic and an idealized climatology of surface thermal forcing and wind stress,

to examine the large scale features of the North Atlantic circulation. Other studies

(Colin de Verdiere, 1988, 1989) have also used models without salinity to investigate

the large scale ocean circulation.

2.2 Method of solution

The use of a top rigid boundary condition eliminates external gravity waves. For

models with a rigid top boundary, the motion can be divided into barotropic and

baroclinic components. To proceed, we denote the sea surface height and atmospheric

pressure by 6 and P. respectively. The pressure in the ocean is then

p(x,y,z) =P.(x,y) +pgel +t pgde =P. +Ph (2.7)

•

where Ph is the hydrostatic component of pressure at depth z, and is given by the

integrated mass field between that depth and the surface; P. = P. +pgel is the

surface pressure, which includes the contributions from the atmospheric pressure and

sea surface topography. p. is usually not known explicitly in this type of model. A

standard way to proceed is to introduce the mass transport streamfunction, and then

solve the vertically integrated vorticity equation (Bryan, 1969; Cox, 1984; Haidvogel

et al., 1991). An alternate method is to solve for the surface pressure directly by

using the diagnostic divergence equation (Dietrich et al., 1987, 1990; Dukowicz et

al., 1993); the primary variables in this case are the pressure and velocity. We have

chosen the latter approach due to its relative ease of implementation (Harlow and

Welch, 1965; Duckwicz et al., 1993). rn addition, the only reliable observational data

for a basin scale ocean is satellite altimetry; it is thus promising to develop a model

which can easily accomodate these data. The surface pressure method is also easier
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to use in a domain with islands, as solving for the barotropic streamfunction would

require the determination of the streamfunction along the boundary of each island.

We conducted sorne experiments with both methods and found identical results.

The use of a rigid top boundary requires a method to ensure the vertically inte­

grated f10w be non-divergent.

ÎJ = ôû+ôû=Oôx ôy (2.8)

where Üdenotes the vertical averaging operator,

Cl= ~ l))dz.
By taking the vertical average of Equations (2.1) and (2.2), we obtain

ôû _ _..!.. ôp. +0 (2.9)
ôt poôx z

ôû 1 ô= __...l!!. +0 (2.10)
ôt poôy y

where

1 ÔPh Ô ÔU ôD
Gz = - Po ôx - L(u) + fv + ôz(AMV ôz) + Fz + fÀ ôx (2.11)

1 ÔPh ô ÔV ôD
Gy = - po ôy - L(v) - fu + ôz(AMV ôz) + Fy + fÀ ôy (2.12)

From Equations (2.9) and (2.10), we obtain a prediction equation for the vertically

averaged horizontal divergence.

ôÎJ = _..!..V2p• + ôOz + ôOy (2.13)
ôt Po ôx ôy

To eliminate external gravity waves, we set the left hand side of Equation (2.13)

to zero. This results in an elliptic equation for p,. lts solution forms the first step in

the time integration procedure. After obtaining the surface pressure, the horizontal

velocity fields can be determined using the momentum equations, and the vertical

velocity from the continuity equation. The temperature is then obtained from the

thermodynamic equation, and the complete pressure distribution from the equation

of state and the hydrostatic equation. Further details of the time and space diffencing

schemes are discussed below.
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The spatial fini te differencing is based on the Arakawa C-grid. The distribution of

the variables is shown in Figure 2.1. On a horizontal plane, the u and v points are

staggered, while p, Tare carried at the center of the grid ceU. These variables aU

reside at the mid-point of a vertical layer. The vertical velocity w is defined at the

center of grid ceUs in each layer.

Let the label (i, j, k) denote the 3-dimensional indices of the centre of a grid ceU.

Given the values of a model variable TJ at the adjacent points (i+t,j, k) and (i-t,j, k),

we define the difference and average operators in the x-direction as foUows.

~_1( )
TJi,j,k = 2 TJi+t,j,k +TJi-t,j,k

Similar operators are defined in the y- .'tnd z-directions.

have

(0) - TJ(t +Dt) - TJ(t - ot)
ITJ i,j,k = 20t

We also define

TJ , 'kxy = TJ' 'k'"I,J. - 1"',

(2.14)

(2.15)

For time differencing, we

(2.16)

(2.17)

•

We now describe the time integration procedure, starting with the temperature equa­

tion. Assuming that we know the variables at time steps n and n-1, we use them to

predict their new values at time step n+1. We use superscripts to denote the time

level. The finite difference form of this equation is

(2.18)

The model uses a leapfrog time step for advection and a forward time step for

horizontal diffusion. An implicit scheme (Richtmyer and Morton, 1967) is used for
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vertical diffusion. In case of unstable stratification, convective 'ldjustment is done

by locally increasing the vertical diffusivity from the standard value of 1 cm2 S-I

to 104 cm2 S-1 (Cox, 1984). In this way, Tn+i can be obtained from known fields

at time steps n and n-1. The density at time step n+l can be obtained from the

temperature using the equation of state, and the pressure can then be computed

using the hydrostatic equation.

(2.19)

where 6zk+! = (6zk + 6Zk+I)/2, and Pk+! = (Pk + pk+d/2. Note that p., heing
2 ,

independent of height, is included in Equation (2.19).

In the momentum equations, the model uses a leapfrog time step for advection

and pressure gradient terms and a forward time step for both horizontal and vertical

diffusion. A semi-implicit scheme is used for the Coriolis terms. However, this use

of the semi-implicit method is more complicated in the C-grid than in the B-grid

(Bryan, 1969), thus we give a detailed description of the formulation here.

The Coriolis term in the x-momentum equation (2.1) is represented by

while that in the y-momentum equation (2.2) is represented by

- f[alln+i +(1- a)un- 1(

where 0 ~ a ~ 1. The spatial averages of the velocities in the Coriolis terms are

required to conserve kinetic energy (Arakawa and Lamb, 1977). The fini te difference

form of the horizontal momentum equations can then be written as

(2.20)

•
(2.21 )

where

1 8pn 8 8un - 1 ODn-1
QI = [--- - L(ut +fvn-I·~ + -(AMV--) +F n

-
I + fÀ 1

Po 8z 8z Oz • 8z
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1 Dpn y D Dvn-l 8Dn-1
Q2 = [--- - L(vt - fun-Ix + -(AMV--) + r- l + e-\ 1

po Dy 8z 8z " Dy

Taking spatial averages 0"" and fO"Y of Equations (2.20), (2.21) and substituting

them back into the equations, we obtain

(2.22)

(2.23)

•

This set of equations is similar to that of Bryan (1969) for his B-grid mode\. However,

we have assumed here that the spatial average of un+! and v n+! at a grid point can be

represented initially by its local value. An iteration procedure is thus needed to get the

solution. The Newton-Raphson method is used to solve for the horizontal velocities;

this is usually a very efficient method because the initial guess is quite close to the

solution. By choQsing a ~ 1/2, it is possible to exceed time step limitations imposed

by external Rossby waves and inertial waves (Bryan, 1969; Cox, 1984; Takano, 1974).

The two-dimensional Poisson equation for the surface pressure is solved using the

direct method of Dietrich et a\. (1987, 1990).

The schemes used here conserves mass, momentum, energy, temperature and tem­

perature variance (Arakawa and Lamb, 1977). A Robert/Asselin time fiiter (Robert,

1966; Asselin, 1972) is used to remove the computational mode associated with the

leapfrog scheme.

2.4 Results and discussion

In this section, we describe the results of experiments conducted with the model in

an ocean basin with similar size as the North Atlantic. The vertical structure and

the values of various model parameters are shown in Tables 2.1 and 2.2 respectively.

The horizontal viscosity used is larger than that used in comparable B-grid models,
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as the C-grid does not have the inherent smoothing due to grid point averaging in the

calculation of the pressure gradient term. Figure 2.2 shows the equivalent atmospheric

temperature and wind stress forcing distributions at the upper boundary. The former

is the temperature distribution, to which the top modellayer temperature is restored

with a time scale of TR=30 day (Haney, 1971). The surface forcing is an idealized form

of the climatological forcing, already used in experiments with the widely distributed

B-grid Bryan-Cox primitiveequation model (Gough and Lin, 1992). The total zonal

extent, meridional extent and depth of the mode! are L,,=4400 km, Ly =5500 km, and

H=4000 m respective!y. The mid-point of the grid in the meridional direction of the

mode! domain is taken to be 45°N.

Different time steps are used for the momentum and temperature equations: 30

minutes for the former and 1 day for the latter (Bryan, 1984). This is done to

speed up the integration of the model; due to the large thermal capacity of the

ocean compared to the atmosphere, ocean models require a much longer spin-up

time. Another difference is that the baroclinic Rossby radius of deformation in the

ocean is only about 50 km or less, compared to about 1000 km for the atmosphere.

Here, we conduct experiments with coarse horizontal resolution, with the horizontal

grid length larger than the Rossby radius.

The use of a divergence friction term is a new feature of our mode\. Although

it has been used with success in atmospheric modelJing (Robert, 1981) , it has not

been used in ocean models. At coarse horizontal resolution which does not resolve

the radius of deformation, a large viscosity coefficient must be used in order to avoid

numerical insta1;>i1ity. The resolved motion is thus quasi-geostrophic, with the hori­

zontal divergence being an order smaller than the vorticity. This provides a physical

basis for adding this friction term.

We now compare the model results to published results of other models, primari!y

the Bryan-Cox B-grid mode\. This provides a verification of our mode\. However,

the comparison is not exact, as the Bryan-Cox model has both the temperature and

salinity as state variables, and spherical geometry. Spherical geometry and salinity
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are not required to qualitatively reproduce the large scale circulation, as shown by

Colin de Verdiere (1988, 1989). After the model verification, we examine the effects

of two other frictional parameterizations, biharmonic and Smagorinsky friction, and

compare with the divergence dissipation used in this study.

Figure 2.3 shows the barotropic streamfunction, which rellects the wind stress

distribution. The mid-point between the two gyres is at approximately 45°N, the

location of the zero wind stress cur!. The gyre structure and maximum barotropic

streamfunction (about 20 Sv) compare weil with those obtained by Gough (1991)

using the Bryan-Cox B-grid mode!. As in other coarse horizontal resolution models,

the western boundary current is wider than that observed, due to the large viscosity

coefficient used in such coarse resolution models.

Figure 2.4 shows the horizontal distribution of temperature at several model

levels. The surface temperature (Figure 2.4(a)) shows a predominantly zonal struc­

ture, except in the western boundary. Due to the strong western boundary curre!" ;,

horizontal temperature advection dominates diffusion there. In the interior, where

the currents are much weaker, the two terms almost balance, and the temperature is

determined by the equivalent atmospheric temperature of the surface restoring bound­

ary condition. As the equivalent atmospheric temperature varies only with latitude,

the surface temperature distribution is almost zona!. The subtropical warm pool is

evident in the temperature of the second layer (Figure 2.4(b)), with a warm tongue

extending northward. The isotherms show significant departures from their zonal av­

erage, as surface forcing plays a less important role in this layer compared to the top

lay~r. Figure 2.4(c) shows the temperature just below the thermocline. Comparing

with the surface temperature (Figure 2.4(a)), we see a considerable difference between

the top layer and this layer in the southern part of the domain, but this difference

is much less in the northern convective region. The temperature near the bottom is

shown in Figure 2.4(d)j the deep ocean is uniformly cold with a temperature of near

1.5°C. These features are similar to those of Bryan and Cox (1968).

Figure 2.5 shows the baroclinic pressure at different levels, obtained by removing
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the vertical average of the hydrostatic pressure at each level. They compare weil with

those simulated using a planetary geostrophic model by Zhang et al. (1992). The top

layer pressure shows that our model produces a stronger recirculation and western

boundary current which extends farther north due to the use of a larger vertical

diffusivity. The latter phenomenon has been noted by Bryan (1987).

The horizontal velocity distributions are shown in Figure 2.6. The f10w in the top

layers (Figures 2.6(a), (b)) follow the baroclinic isobars of Figure 2.5, thus showing

the importance of baroclinic effects in these layers. However in the lower layers,

the horizontal temperature becomes almost uniform, and the barotropic contribution

becomes more important. The f10w at 850 m (Figure 2.6(c)) shows similarfeatures to

the barotropic streamfunction (Figure 2.3). Figures 2.6(c), (d) show deep northern

boundary currents associated with deep water formation, and deep western boudary

currents which are reversed from those at the top layers. Throughout most of the

deep interior ocean, there is weak northward f1ow. Ali of these features have been

simulated by Bryan and Cox (1968).

Figure 2.7 shows the vertical velocity. In general, there is strong upwellil'l/; near

the western and southern boundaries, and strong downwelling near the eastern and

northern boundaries. These distributions are required to satisfy geostrophic and

thermal wind balance. At the surface (Figure 2.7(a)), the interior distribution has

upwelling in the subpolar regions and downwelling in the subtropical regions with the

zero contour near the centre of the domain; this is consistent wi th Ekman currents

produced by the surface winds. The general features are similar to those found by

Bryan (1987), and Weaver and Sarachik (1990). The effects of wind stress become

weaker at a deeper level (Figure 2.7(b)). In the deep ocean below the thermocline

(Figures 2.7(c), (d)), the upwelling in the interior produc'ls cold upward advection

which balances the warm downward diffusion. There is a downwelling region off the

western boundary, which is needed to satisfy local mass conservation (Bryan, 1987);

the downwelling along the eastern boundary retreats farther north compared to the

top layers.
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Figures 2.8(a), (b) show the temperature and zonal velocity in a meridional section

along the western boundary. The isotherms have a bowllike structure in the equato­

rial regions due to Ekman pumping, while they are steep and almost vertical in the

high latitudes due to convection. The stratification increases toward the south, as a

result of the conservation of potential vorticity: the pro~uct of the vertical derivative

of density and the sine of the latitude is constant. The zonal velocities show surface

westward f10w at low latitudes and eastward f10w at high latitudes, consistent with

the barotropic f10w shown in Figure 2.2. Figures 2.8(c), (d) show the temperature

and meridional velocity in a meridional section through the subtropical gyre. The

isotherms tilt upward toward both the western and eastern boundaries, resulting in

zonal pressure gradients of opposite signs. Geostrophic balance then gives a north­

ward f10wing western boundary current in the upper layers and a southward f10wing

Sverdrup current in the rest of the domain. In the deep ocean, we see a southward

f10wing western boundary current. These features are ail consistent with the generally

accepted characteristic of the large scale circulation.

The surface heat flux is shown in Figure 2.9. We see a large negative flux (Le.

from ocean to atmosphere) of maximum magnitude 220 W m-2 near the western

boundary at mid-latitudes, due to warm advection by the western boundary current.

Near the southern boundary, the upwelling of cold water produces a positive heat

flux. The extent of the warming flux depends on the amplitude of the wind stress

near the southern boundary (Colin de Verdiere, 1988, 1989). The zonally averaged

meridional heat transport (figure not shown) reaches a maximum of 0.3 PW at the

mid-point of the domain, in agreement with Gough and Lin (1992).

Figure 2.10 shows the mean meridional circulation, or the thermohaline circula­

tion. Tl..:: main cell reaches a maximum amplitude of 14 Sv, with sinking concentrated

in a narrow band in the high latitudes due to the surface cooling, and rising motion

throughout the rest of the domain. Near the surface, there are weak cells which are

due to the Ekman transport produced by the surface wind stress (Gough, 1991).

Many more experiments have been performed to test the sensitivity of the model
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to û.ifferent parameters. The behaviour is quite similar to that reported by Bryan

(1987).

2.5 Parameterization of lateral friction

In the above section, we have shown that our model can reproduce similar results as

other models based on the B-grid at coarse resolution. We now compare the eifects of

two other lateral frictional parameterizations, biharmonic and Smagorinsky friction,

to the divergence dissipation used for the C-grid in this study. The biharmonic and

Smagorinsky parameterizations are both more scale selective than Laplacian dissipa­

tion.

Biharmonic friction is much more effective at damping short, high frequency waves

than Laplacian friction, but is less effective for the large scales. It has ususally only

been used in eddy-resolving models (Holland, 1978; Semtner and Mintz, 1977; Cox,

1985; Bryan and Holland, 1989). To compare with Laplacian friction, we relate the

coefficients of the two forms of friction as (Semtner and Mintz, 1977):

1 2
AMHB = -4"AMHL

where AMH is as before, and AMHB is the viscosity coefficient for biharmonic friction.

This scaling relation implies that the effect of dissipation are comparable at the scale

L. A similar relation applies to the diifusivities as weil. For the shortest resolved scale

(L = 2~x), a biharmonic friction coefficient of AMHB = ~X2AMH would have the

same effect as Laplacian friction at the scale of 2~x. For scales increasingly large

compared to 2~x, the dissipative effect becomes less effective compared to Laplacian

friction.

The Smagorinsky frictional parameterization depends on the fluid deformation

and was first used in an atmospheric primitive equation model (Smagorinsky, 1963).

It has recently been used in coastal ocean modelling (Mellor, 1992). We reformulate
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the Smagorinsky viscosity and diffusivity as:

(8U)2 1(8v 8U)2 (8V)2- +- -+- +­8x 2 8x 8y 8y
(2.25)

8u 18v 8u 8v
AHH = AHHo +CHÂxÂy (-)2 +-(- +_)2 +(_)2

8x 2 8x 8y 8y
(2.26)

•

where Âx and Ây are the grid sizes, and CM and Cil are dimensionless constants. We

used the velocity field from the control experiment of the previous section to compute

AMII with CM = 10 and AMHO =0; the resulting viscosity varies by several orders of

magnitude depending on the location, so base values AMHO' AHHo were included in

the above formulae. Note that in coarse resolution models, AMH must be sufficiently

large to resolve the Munk layer, while AHH can be much smaller.

To better represent the effects of these two frictional parameterizations and to

compare them to that used in the previous section, we have increased the horizontal

resolution to Âx =100 km, Ây=115 km in this section. We are still in the coarse

resolution regime, as the horizontal resolution is stilliarger than the radius of defor­

mation. Table 2.2 shows a summary of the horizontal/vertical, viscosity/diffusivity

(AMII, AHH, AMY, AHY) and the divergence dissipation parameter (~) for the differ­

ent cases. We have used the same symbols AMH, AHH to denote the coefficients for

Laplacian and biharmonic friction, with units of cm2 S-I and cm4 S-I respectively.

In the case of Smagorinsky friction, the symbols denote the base values of Equations

(2.25) and (2.26), with units of cm2 S-I. Note that the increased horizontal resolution

in this section results in a smaller value of the horizontal viscosity AMH, but a larger

value of the vertical viscosity; the latter is needed as the vertical resolution is not

increased correspondingly (Cox, 1985).

Case 2 has Laplacian friction as in the previous section, but without the divergence

dissipation, while the latter is included in Case 3. Figure 2.11 shows the vertical

velocity field and the root-mean-square horizontal velocity for the two cases. We

see that the divergence dissipation is very effective at removing noise in the vertical

velocity field, but leaves the horizontal motion field undisturbed.. Other fields (not
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shown) are also relatively unchanged. Thus small scale waves are effectively removed

by the divergence dissipation pararneterization.

Cases 4 and 5 correspond to biharmonic and Smagorinsky friction respectively.

The viscosity coefficients are chosen so that both cases are equivalent to Laplacian

friction with no divergence dissipation (Case 2). For biharmonic friction, the coeffi­

cients are chosen according to Equation (2.24) so that the frictional effects are com­

parable to Laplacian friction at the smallest resolved scale of 2~x. For Smagorinsky

friction, the background base coefficients are identical to the viscosities and diffusiv­

ities of Case 2. We see from Figure 2.12 that considerable noise still remains in the

vertical velocity field with these two parameterizations. Note that even if biharmonic

friction is successful at eliminating 2~x noise, noise would appear at larger scales

due to its highly scale selective nature, unless unrealistically large viscosities are used

(figures not shown).

In ail the experiments described in this section, the standard stability criteria are

satisfied by our choice of viscosities. In each case, the Munk layer is resolved to avoid

chessboard noise (Takano, 1975),

AMH > f3(2V;7r~X)3

due te t.'.,e use of centered differences in the diffusive terms; the grid Peclet number

is small enough to supress 2-grid point waves,

U~X
AMH> -2-

and the use of a forward time integration scheme with diffusion requires

~X2

AHH < 2~(

2.6 Summary

In this study, we have presented the formulation of a C-grid primitive equation ocean

circulation mode!. The motivation for using the C-grid, rather than the B-gird, is
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that the former performs better at high resolution (Arakawa and Lamb, 1977; Batteen

and Han, 1981; Bryan, 1989; Xu and Lin, 1993). A semi-implicit treatment of the

Coriolis term is introduced, in order to allow for time steps larger than that allowed

by externai Rossby waves and gravity waves. A divergence dissipation (Sadourny,

1975) is also introduced, which effectively removes noise in the vertical velocity field

and leaves other fields relatively undisturbed. This is important as noisy vertical

motion fields have been a difficulty with the C-grid. An ultimate goal is to use the

model for eddy resolving experiments.

We have shown that the model at coarse resolution is able to reproduce weil many

of the features of the large scale ocean circulation. Most of the model comparison

has been made with the widely distributed B-grid Bryan-Cox mode!. This provides

a verification of our model at coarse resolution.

We also compared the effects of two other lateral frictional parameterizations,

biharmonic and Smagorinsky friction, to the divergence dissipation used in our study.

It was shown that the latter is the most effective at removing noise in the vertical

velocity fields. Biharmonic friction can also be effective at eliminating noise due to

2-grid length waves, but is less effective at longer wavelengths, due to its highly scale

selective feature. The Smagorinsky frictional parameterization is not as effective as

the other two formulations at removing such noise.
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Table 2.1: The vertical coordinate of the model and the depth of each level.

level level depth (m) level thickness (m)

1 25 50
2 75 50
3 150 100
4 250 100
5 400 200
6 600 200
7 850 300
8 1200 400
9 1600 400
10 2000 400
11 2400 400
12 2800 400
13 3250 500
14 3750 500

24
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Table 2.2: A summary of the dissipative parameters used in the numerical experi­
ments. AlI parameters have units of cm2 s-t, except for AMH, AHH in Case 4, which
have units of cm4 S-I.

Case

•

Section 2.5 ~x - ~y-220 km
1 4 x 109 107 1 1 1011

Section 2.6 ~x- 100 km, ~y-115 km
2 8 x 108 107 20 0.5 0
3 8 X 108 107 20 0.5 2xl09

4 _1023 _1021 20 0.5 0
5 8 X 108 107 20 0.5 0

(CM = 10) (CH = 0.1)
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Figure 2.1: The grid structure of the C-grid, showing the position of the velocity
(u,v,w), pressure (p) and temperature (T) points.
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Figure 2.2: The latitudinal distribution of the (a) apparent atmospheric temperature
(OC), and (b) zonal wind stress (dyne cm-2), used as surface forcings. There is no
variation with longitude.
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Figure 2.3: The barotropic streamfunction (Sv) as a function of the zonal and merid­
ional coordinates.
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Figure 2.4: The horizontal temperature distribution (OC) at different levels: (a) 25
m (contour interval= 1); (h) 75 m (CoI.= 1); (c) 850 m (CoI.= 001); (d) 2800 m
(CoI.= 0001)0
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Figure 2,5: The horizontal distribution of baroc1inic pressure (dyne cm-2 ) at different
levels: (a) 25 mj (b) 75 mj (c) 850 mi (d) 2800 m,
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Figure 2.6: The distribution of horizontal velocities (cm S-I) at different levels. The
magnitudes corresponding to the vedor shown at the bottom right are different for
each level, and is given between parentheses: (a) 25 m (29); (b) 75 m (27); (c) 850 m
(1.48); (d) 2800 m (2.25).
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Figure 2.7: The horizontal distribution of vertical velocities (cm S-I, C.I.= 10-4 ) at
different levels: (a) 25 mj (b) 75 mi (c) 850 mj (d) 2800 m. The dashed (solid) Iines
indicate upward (downward) vertical velocity.
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Figure 2.8: Meridional sections of (a) temperature (OC) and (b) zonal velocity (cm
s-I) along a cross section 1100 km away from the western boundary. Zonal sections
of (c) temperature (OC) and (d) meridional velocity (cm s-I) along a vertical cross
section 1100 km away from the southern boundary.
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Figure 2.9: The surface heat fluxes (W m-2), with negative values indicating a flux
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Figure 2.10: The mean meridional circulation, Le., the thermohaline circulation (Sv),
with dashed lines indicating anticyc10nic circulation, and solid lines indicating cy­
c10nic circulation.
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Figure 2.11: The horizontal distribution of (a) the vertical velocity (cm S-I, C.l.=
10-4 ) at the bottom of the first layer, and (b) the root-mean-square horizontal ve­
locity (cm S-I, C.I.= 4) of the first layer for Case 2. (c), (d) are similar to (a), (b)
respectively, but for Case 3.
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Figure 2.12: The horizontal distribution of the vertical velocity (cm S-I, C.I.= 10-4 )

at the bottom of the first layer for (al Case 4; (b) Case 5.



•

•

Chapter 3

Effects of Lateral Boundary

Conditions

3.1 Introduction

The effects of lateral boundary conditions in ocean circulation models have been

studied using barotropic models or quasi-geostrophic (QG) models. Blandford (1971)

showed using a wind-driven homogeneous ocean model with constant depth, that

a steady flow with western, northern, and eastern boundary currents with free slip

(FRS) condition changed to an unsteady flow with a western boundary layer and

eddies in the northwest corner of the model domain for no slip (NOS) condition, if the

Reynolds number is large enough. Dengg (1993) investigated the inertial separation

of the western boundary current (WBC) from an idealized continent in a barotropic

model, and found that the WBC can separate from the coast only if the NOS condition

is used.

Marshall and Marshall (1992) showed that NOS condition tends to produce a re­

circulation gyre and weaker eastward free jet than FRS condition in a QG mode\.

Haidvogel et al. (1992) showed, using a QG model, that both the mean and eddy ki­

netic decrease and the WBC has a premature separation when the boundary condition

is changed from FRS to NOS.

38
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Both QG and barotropic models have dynamic and thermodynamic limitations

compared to primitive equation (PE) models and cannot be used to examine the

thermohaline circulation and northward heat transport. It is thus a natural extension

to examine the effects of different boundary conditions in PE models with both wind

and thermal forcings. This may help in formulating realistic boundary conditions

for PE models. Holland and Lin (1975b) examined the effect of lateral boundary

conditions in an adiabatic, two-layer, single gyre wind-driven PE model and found

that the flow reaches a steady state with the NOS condition. In multi-level PE models

with both wind and thermal forcing, both choices of FRS or NOS conditions have

been used. Han (1975) and Robinson et al (1977) used FRS condition and obtained

weak instabilities. By including topography, Semtner and Mintz (1977) obtained

much stronger baroclinic production of eddy kinetic energy and a more realistic Gulf

Stream compared to the earlier study of Han(1975)j the latter had no topography.

Cox (1985) applied Bryan's (1969) PE model to a basin scale domain of the North

Atlantic with NOS condition. This simulation showed flow features as suggested by

recent theories of ocean circulation (Rhines and Young, 1982j Luyten et al., 1983).

Cox's (1985) study was extended to include random topography (Boning, 1989) and

higher horizontal resolution (Boning and Budich, 1992). The NOS condition was also

used by Bryan and Holland (1989), Boning et al. (1991), Semtner and Chervin (1988,

1992).

We thus note that Han (1975) and Robinson et al. (1977) simulated a low level of

eddy activity with little instabilities using PE models with a fiat bottom ocean and

FRS conditions. On the other hand Cox (1985) obtained significant eddy activity

using a PE model of an idealized North Atlantic Ocean with NOS condition. As

mentioned earlier, we examine here the effects of FRS and NOS conditions in a PE

model with both wind and thermal forcings.

The NOS condition is based on the observed behaviour of almost ail real fluids,

and is a consequence of the molecular nature of fluid and the interactions with a

solid boundary. The tangential velocity decreases to zero at the boundary in a thin
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layer. It might be possible to find a solution for the interior region of the flow which

does not satisfy the NOS condition, and a "boundary-Iayer solution" which matches

the interior solution. To obtain the interior solution only, FRS condition can be

used, as this means the eifects of the boundary do not penetrate into the interior. ln

numericalocean circulation models, it is impossible to resolve the molecular boundary

layer near solid walls. The correct boundary condition is thus not known. Haidvogel

et al. (1992) suggested that a partial slip boundary condition, which is somewhere

between free slip and no slip boundary conditions, should be used based on a QG

model study.

The organization of this Chapter is as follows: Section 2 decribes the model and

the design of experiments. Section 3 describes the basic results of the eddy resolv­

ing model using NOS and FRS boundary conditions. Section 4 examines the mean

and eddy kinetic and available potential energies and the conversions between them.

Section 5 investigates the northward heat transport and the contributions from dif­

ferent components. The sensitivities of eddy energetics and heat transport to vertical

resolution is also briefly discussed. Section 6 presents the summary and conclusions.

3.2 Model and experiments

In this Chapter, we use the same model as described in Chapter 2 to examine the

eifects of lateral boundary conditions in the eddy resolving regime. The semi-implicit

scheme is not needed at fine resolution with explicitly resolved eddies. The divergence

dissipation is only used in the subpolar gyre to obtain a smooth field where the Rossby

radius of deformation is very small (less than 40 km) due to the weak stratification

and large Coriolis coefficient. For eddy resolving models with 40 km horizontal reSD­

lution, the main resolved motion is still quasi-geostrophic with the divergence being

of secondary importance. We thus expect this frictional parameterization to operate

in a similar manner as at coarse resolution. Indeed, a similar dissipation of divergence

has been successfully used in atmospheric mesoscale studies (Hadley and Vau, 1988)
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and ocean convection studies (Brugge et al., 1991; Jones and Marshall, 1993).

The horizontal extent of the rectangular domain is 4000 km and 4800 km in

the zonal and meridional directions respectively, centered at 40oN, which is similar

to that of the North Atlantic. The depth is 4 km, same as in Chapter 2. The

horizontal domain has been reduced from that of Chapter 2 to reduce computational

requirement.

The lateral boundary conditions are the same as those in Chapter 2, except both

NOS and FRS conditions are used here. As mentioned already, the goal is to ex­

amine the elfects of these boundary conditions in a PE model with both wind and

thermal forcings. A physical interpretation of the NOS and FRS boundary condi­

tions is shown in Figure 3.1. We take the axis of the western boundary current to

be the region of maximum velocity. The NOS condition produces a positive vorticity

source, which may cause the WBC to separate through positive vorticity advection

or diffusion to midlatitudes. We note that the positive vorticity advection can also

be provided by the southward flowing branch of the subpolar gyre. This condition

also introduces strong horizontal current shear near the western boundary, which

can generate barotropic instability. Both elfects are absent with the FRS boundary

condition.

Figure 3.2 shows the latitudinal distributions of the apparent atmospheric tem­

perature and zonal wind stress, which are used as the surface forcing in the top model

layer. The wind stress can be expressed as T~ = 0.25+0.75cos((Y - Yo)lI'/Yo), where

y is between 0 and 4800 km, and Yo=2400 km.

Figure 3.3 describes the experimental procedure for the NOS and FRS integra­

tions. The number of verticallevels was doubled to examine the effects of increased

vertical resolution. Table 3.1 shows the vertical discretization of the model for the

low and high vertical resolution cases. Table 3.2 presents the dissipative parameters

used in the coarse and fine resolution experiments.

We have used both the NOS and FRS boundary conditions at coarse resolution.

The results are quite similar, except that smaller velocities are found in the NOS
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experiments compared to the FRS experiments, for the same horizontal diffusivities.

Killworth (19S5) found that the use of NOS or FRS boundary conditions has little

effect on the results at coarse resolution.

For both FRS and NOS eddy resolving experiments, we first used the results

from the FRS coarse resolution experiment as initial conditions (Figure 3.3). Little

eddy activity was found for a wide range of diffusivities and viscosities with FRS

conditions (Further reduction of the latter coefficients does not increase the eddy

activity by much, and the solutions become more unrealistic at the same time; for

example, the western boundary current overshoots too far north with more noise).

We then perform the NOS eddy simulation until statistical steady state is reached

after 20 years of integration, using the pressure and temperature fields from the FRS

eddy resolving experiment as the initial condition of the NOS experiment, with a

motionless initial state.

Our 40 km horizontal resolution can only resolve the first baroc1inic mode in the

subtropical ocean (Emery et al., 19S4). A similar resolution has been used by others

in the eddy regime (e.g., Semtner and Mintz, 1977; Cox, 19S5; Boning, 19S9; Bryan

and Holland, 19S9; Semtner and Chervin, 19S5, 1992). It is of interest to examine the

effects of boundl\ry conditions on PE models in the nonlinear regime, even without

completely resolving eddies.

We describe several dimensionless parameters to characterize parameter space.

Let L be a characteristic horizontal space scale, and U a horizontal velocity scale.

The Rossby (Ro), Reynolds (R.) and Pec1et (p.) numbers are given below, based on

the Laplacian frictional parameterization, and a value of the Coriolis parameter fa at

midlatitudes. The relation of the coefficients of Laplacian eddy diffusion to those of

biharmonic diffusion has been given in Equation (2.24).

1lQ = U/foL

R. - UL/AMH

p. = UL/AHH

Table 3.3 shows typical values of the length and velocity scales and values of Ro,
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Re and Pe' The Rossby number remains small compared to unity in both the coarse

and fine resolution results, so the interior ocean is still quasi-geostrophic. The fine

resolution results have Reynolds numbers about 1000 times larger than those of coarse

resolution, indicating a more nonlinear f1ow.

3.3 Horizontal and vertical ftow structure

Wc now compare the results of the f10w structure simulated using the NOS and FRS

boundary conditions, corresponding to Cases 3-4 of Table 3.2. As the FRS coarse

resolution model results (Case 2) have bcen discussed extensively in Chapter 2, we

focus mainly on the eddy resolving results in ail the subsequent discussion unless

otherwise stated. Ali the time averaged fields were calculated over a 5-year period.

Figure 3.4 shows the equivalent surface topography using coarse and fine reso­

lution, with both NOS and FRS boundary conditions (Cases 1-4). In subsequent

plots, comparison of the two conditions have the NOS results as left panels, and FRS

results as right panels. The results of the coarse resolution models (Figures 3.4(a),

(b)) are quite similar. At fine resolution, the 'vind stress generates two gyres with

concentrated outflow near midlatitudes (Figures 3.4(c), (d)). There is a recirculation

near the western boundary of the subtropical gyres. The net circulation is more con­

centrated near the western boundary and midlatitudes in the fine resolution cases,

resulting in stronger western boundary and North Atlantic currents. An obvious dif­

fercnce between the NOS and FRS cases is a significant overshooting of the western

boundary current in the latter.

Figure 3.5 shows the horizontal distribution of the top layer eddy kinetic energy

(K'), which corresponds to the time varying component of the f10w over the averaging

period. The definitions of the various forms of eddy energy are shown in Appendix

C. Two regions of enhanced variability can be identified. The largest eddy activity

is associated with the western boundary current and its separation region, a smaller

secondary maximum of K' is located near the North Equatorial current, with very
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wea!: energies in the eastern subtropical gyre. The general pattern of K' is similar

to that of Cox's (1985), and Honing and Hudich's (1992) H-grid model with NOS

conditions. For the NOS case (Figure 3.5(a)), the maximum level of K' is larger

than that of Cox (1985). This is due to our use of the C-grid, with meridional

velocity points located half a grid away from the western wall. This results in stronger

boundary current shear and more barotropic instability. Indeed, by doubling the

horizontal resolution, Honing and Hudich obtained a stronger K' maximum of more

than 2000 cm2 S-2. The region of strong /(' extends farther eastward in Cox's and

Honing and Hudich's results; this may be due to the absence of shelf topography

(Semtner and Mintz, 1977) and the weaker wind stress used in our study. The J('

level is much smaller than that observed along the North Atlantic current (Wyrtki

et a!., 1976; Richardson, 1983; Le Traon et a!., 1990), a common difficulty with eddy

resolving PE models (Cox, 1985; Honing, 1989; Hryan and Bolland, 1989; Honing

and Hudich, 1992; Treguier, 1992). This may in part be due to the insuflicient spatial

resolution of the mesoscale band in the models. This suggests that an even higher

horizontal resolution than that used here, with correspondingly reduced horizontal

diffusivities, is needed to better reproduce /(' and P'levels (Honing and Hudich, 1992;

Stammer and Honing, 1992; Treguier, 1992). Topography and seasonal variability

may also have important effeets; they are not included in this study.

The results for FRS boundary conditions (Figure 3.5(b)) are quite different from

those of NOS conditions. The maximum level of /(' in the western boundary region is

only 400 cm2 S-2 for the former compared to 2000 cm2 S-2 for the latter. The use of

NOS conditions creates larger horizontal shears near the western wall, as the velocity

is forced to vanish at the wall.

We next examine the latitude/depth distribution of the zonally averaged /(' and

P' fielde (Figure 3.6). There are two /(' maxima (Figures 3.6(a), (b)), corresponding

to the midlatitude jet and the North Equatorial current. The former much exceeds

the latter for the NOS case, but they are of comparable magnitudes for the FRS

case. The /(' distribution decreases with depth. The P' distributions (Figure 3.6(c),
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(d)) shows more structure on the vertical plane. There are maxima centers associated

with thermoclines. The maximum magnitudes of about 5000 cm2s-2 near the western

boundary layer (figures not shown) for pl, corresponding to a temperat:.re variance

of about 6 °C2, are quite comparable to those found in the coarse resolution (0.33°

x 004°) experiments of Boning and Budich (1992). In contrast to [(l, the maxima

of P' are found at subsurface levels. Both 1(' and P' are stronger for the NOS case

than the FRS case. This indicates that the larger [(' due to the stronger barotropic

instability in the NOS case induces larger P'. This may in turn generate stronger

baroclinic instability, as we shaH see later.

Figure 3.7 shows the instantaneous and time mean top layer flows for NOS and

FRS boundary conditions. The strongest mean currents are found near the southern

boundary corresponding to the North Equatorial current, and at the western bound­

ary. In the NOS case, eddy activity is strongest near the midlatitude jet, in agreement

with the results of Figure 3.5. There is also a signature of the thermohaline circulation

driven by the prescribed surface thermal forcing, resulting in a northward flow along

the subpolar extent of the western boundary. The results are different for the FRS

case. The eddy activity is much weaker, and the western bounrJary current overshoots

in both the instantaneous and time mean flows. Results from perturbation analysis

(Munk et a!., 1956) and inertial models (Charney, 1955; Morgan, 1956) show that

a western boundary current can extend beyond the latitude of the zero wind stress

cur!. Blandford (1971) showed that the use of lateral boundary conditions is impor­

tant in determining the separation and stability of the western boundary current in

barotropic models. Dengg (1993) investigated the inertial separation of WBC from

an idealized continent in a barotropic model and found similar conclusions. Our PE

model results with both wind and thermal forcings also show that boundary condi­

tions are important in determining the latitude of separation of the western boundary

current. The excess inertia of the fluid particles in FRS models causes the current to

overshoot their original interior latitudes. There must thus be a region where inertial
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processes and friction restore the particles southward to their starting points. The ef­

fect is to spread the region of inertial and frictional control northward and eventually

eastward, starting from the northwest corner of the basin.

Further examination of the horizontal eddy structure (figures not shown) for both

the NOS and FRS cases shows that the scale of the eddies are smaller in the subpolar

latitudes compared to the subtropical latitudes, due to the reduced Rossby radius of

deformation at higher latitudes (Stammer and Boning, 1992).

Figure 3.8 shows the time mean temperature field and the deviation from the

time mean, for the NOS and FRS cases. The largest temperature deviations are

found near the western (Figures 3.8(c), (d)) and southern boundaries (figules not

shown), consistent with our earlier results that eddies are concentrated in these regiolls

(Figures 3.5 and 3.6). In the midlatitude interior of the NOS case, there is also

significant deviation associated with midlatitude eddies. lIowever, these signatures

are generally much weaker in FRS than in NOS conditions. A comparison of the time

mean fields reveals the overshooting of the western boundary current in the FRS case.

Figure 3.9 shows the instantaneous thermocline structure along the western

boundary as weil as its zonal mean, for the NOS and FRS cases. There is clear

evidence of eddies in the section along the western boundary in both cases, but the

eddies are shifted further north in the FRS case due to the overshooting western

boundary current. In both cases, the eddy signature is smoothed out in the zonal

mean thermocline.

3.4 Eddy energetics

In this section, we continue the comparison of results obtained with the NOS and

FRS boundary conditions, focusing on the eddy energetics. In Appendix C, we show

the definitions of the mean (P) and eddy (P') available potential energy, mean (K)

and eddy (K') kinetic energy. The corresponding conversion terms are also defined

there: (P, K), (P, P'), (P', K') and (K, J('). The formulation is standard and
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follows that of Boning and Budich (1992).

Figure 3.10 shows the 4-box Lorenz energy diagram for the entire basin, for NOS

(Case 3), FRS (Case 4). The mean energies P, K and the conversion between them

(P, J() are comparable in all cases. The surface thermal forcing generates P, which is

then converted to K through the sinking of cold water and the rising of warm water

at different latitudes. The direction of this conversion is determined by the relative

importance of buoyancy forcing and wind stress (Bryan, 1986). In our experiments,

thermal forcing is more important and results in a conversion of P to J(. The eddy

energies P' and K' are much larger for the NOS case, consistent with the results

of Section 3.3. For this case, K' is maintained by both baroclinic and barotropic

instabilities. The magnitude of the basin mean K' is comparable to that of Boning

and Budich's (1992) with a resolution of 0.33° x 0.4°. The baroclinic conversion (P',

K') is comparable to the barotropic conversion (K, K') for the NOS case. For the

FRS case, the baroclinic conversion is dominant; the small (K, 1(') conversion is in

fact negligible. The mean kinetic energy J( is almost a factor of two larger for FRS

compared to NOS conditions, due to the smaller eddy dissipation in the former.

Haidvogel et al. (1992) investigated the effect of different boundary conditions in

QG models, and found that both mean and eddy kinetic energy decrease when the

lateral boundary conditions were changed from FRS to NOS. However, NOS is the

commonly used boundary condition in PE models, and strong eddy kinetic energies

are obtained, as we have shown here. The reason is because the eddy kinetic energy

is mainly produced by the midlatitude free jet in QG models, which was effectively

weakened by premature separation of western boundary currents in both subtropic

and subpolar gyres if NOS condition is used. In the PE models, there is asymmetry

between subtropic and subpolar gyres due to more complicated physics (McWilliams

et al., 1990) and the northward thermohaline component of the western boundary

current (Cox, 1985).

We next examine the distributions of vertically averaged mean kinetic energy, eddy

kinetic energy, barotropic instability and baroclinic instability for live sub-domains



•

•

48

which are important regions of eddy activity. We average over each sub·domain as

the point values of barotropic and baroclinic instability are noisy (Treguier, 1992).

The boundaries of these regions are shown in Figure 3.11. The five sub-domains

correspond to the north (RI) and south (R2) of the midlatitude free jet, out8ow

region (R3), western boundary current (R4) and the North Equatorial Current (R5).

We first discuss the five sub·regions obtained with NOS conditions (Table 3.4).

North of the midlatitude free jet (RI), there is weak baroclinic instability. The

barotropic conversion shows that eddy viscosity actually maintains the mean 80w

through momentum 8ux convergence. This has been found in the fine resolution study

by Boning and Budich (1992), and is also consistent with observations of the Gulf

Stream and Kuroshio extensions (Schmitz, 1977, 1982; Hishida and White, 1982; Tai

and White, 1990). There is weak barotropic instability south of the midlatitude free

jet (R2). The baroclinic conversion is negative, indicating sorne eddies are reabsorbed

into the mean 80w (Semtner and Mintz, 1977; Treguier, 1992).

Turning to the out8.w region (R3), we see that the barotropic ([(, [(') and baro­

clinic conversions (P', [(') are much stronger than in the RI and R2 regions. As

noted earlier, this is because the NOS condition creates a strong horizontal current

shear which produces stronger barotropic instability. This in turn produces enhanced

temperaturc correlations, which is a source of baroclinic instability. Note that both

mean and eddy kinetic energies are much larger than in the RI and R2 regions.

In the western boundary current region (R4), [( is larger, but [(' is smaller than

those in the out8ow region (R3). The barotropic and baroclinic conversions (P', [(')

and (l(, [(') are comparable to each other, but both are smaller than in R3. Near

the North Equatorial Current at the southern boundary, the unstable mechanism is

mainly baroclinic instability (R5). The barotropic conversion (l(, [(') is small and

negative, indicating a weak conversion from [(' to [(.

In summary, our results for the NOS case show that a mixed barotropic and baro­

clinic instability is important in the western boundary current and out8ow regions.

In the free jet north (Gulf Stream extension or RI) and North Equatorial current
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rcgions, thcrc is modest baroclinic instability, with almost no signature of barotropic

instability or negative eddy viscosity.

We now turn to the results obtained with FRS boundary conditions. The eddy

(mean) kinetic energy levels in the free jet region (RI and R2) are smaller (larger)

than those obtained with NOS conditions. The barotropic and baroclinic conver­

sions are very weak, as for NOS. Therefore the eddy energy transport is important in

maintaining the stronger eddy kinetic energy of the NOS case. The weak barotropic

and baroclinic instabilities in both the NOS and FRS cases are due to low horizontal

resolutions (Barnier et al., 1991; Boning and Budich, 1992; Treguier, 1992). The

increase in the mean kinetic energy may be due to stronger inertia in western bound­

ary currents obtained with FRS. In regions R3 and R4, there are weak barotropic

and baroclinic instabilities in contrast with the NOS case. [( in R3 is much larger

than in R4, a different behaviour from NOS. Observation indicates that [( is larger

in Gulf Stream extension than in Gulf Stream (Richardson, 1983). The conversions

of barotropic and baroclinic instabilities in the North Equatorial current region have

the same directions in the FRS as in the NOS.

The baroclinic conversions (P, P') and (P', [(') are accomplished by the hori­

zontal and vertical eddy heat transports, which are in turn correlations between the

meridional (v') and vertical velocity (w'), and temperature (T') perturbations. In

Figure 3.12, we show the zonally averaged latitude/depth distribution of these trans­

ports for the NOS and FRS conditions. The transports are more confined in the

latter case, having significant amplitude only near the North Equatorial current and

western boundary current outflow regions. The zonally averaged mean temperature

are also shown as dashed contoures in Figures 3.12(c), and (d); they are similar to the

zonally averaged instantaneous temperature field (Figures 3.9(c), (d)). Charneyand

Stern (1962) showed that a necessary condition for baroclinic instability of a zonal

flow in a stratified fluid is the vanishing of the potential vorticity gradient on isen­

tropic surfaces. As we have only temperature as the state variable, the latter surfaces

are essentially isothermal surfaces. Examination of the distributions of temperature
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and potential vorticity (figures not shown) indicates that the regions of baroclinic

instability are consistent with the Charney-Stern criteria.

There i8 a significant difference in the level of baroclinic instability between the

NOS a':<d FRS cases in our mode!. The baroclinic conversions are determined by

both the mean temperature gradient and the eddy heat transports (Appendix Cl.

The mean temperature distributions for the NOS and FRS cases are similar (Figures

3.12(c), (d)). The much stronger eddy heat transports for NOS (Case 4) shown in

Figure 3.12 are thus responsible for the enhanced baroclinic conversions.

Earlier studies using a wind-driven homogeneous constant depth ocean (Bryan,

1963; Veronis, 1966) have shown that the currents are quite different for FRS and

NOS conditions if the Reynolds number is sufficiently large. Veronis (1966) obtained

both stable western and northern boundary currents by using of FRS conditions.

However, Bryan (1963) obtained unstable western boundary currents for NOS con­

ditions. Blandford (1971) used barotropic ocean models to show that thc difference

between the results of Bryan (1963) and Veronis (1966) is due to the use of different

boundary conditions. Analytical studies of two-layer baroclinic instability by Mysak

et al. (1981) showed that the NOS boundary condition can generate barotropic as weil

as baroclinic instability in coastal currents due to the horizontal shear. Our results

show, in a multi-level PE model, that both baroclinic and barotropic instabilitics are

enhanced with NOS conditions.

As discussed earlier, the local barotropic and baroclinic instabilities are weak in

the open ocean, but the NOS case has a much larger eddy kinetic energy (l(') than

the FRS case. This suggests that 1(' can propagate effectively from the boundary

to the interior of the domain. This may be an important mechanism for the gener­

ation of mesoscale activity in the open ocean as suggested by observational studies

(Richardson, 1983; Wunsch, 1983).

Seaver (1987) used satellite-derived sea surface temperature anomalies over a pe­

riod of several years in the North Atlantic to derive eddy statistics. The location and

timing of the enhanced warm core eddy formation is associated with the recirculation
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which coincides with regions of strongest horizontal current shear, thus suggesting

that barotropic instability is one of the possible sources of Gulf Stream rings. Our

results show that mixed barotropic and baroc1inic instabilities are important in the

western boundary current and its outfiow regions. This is consistent with Seaver's

results, theoretical study of Haidvogel and Holland (1978) and previous numerical re­

sults (Holland et al., 1983). As already noted, in the free jet (Gulf Stream extension)

and North Equatorial Current regions, baroc1inic instability dominates barotropic

instability.

Han (1975) found iittleeddy activity with a fiat bottom ocean PE model using FRS

conditionsj the western boundary current also overshot in the midlatitudes. Holland

and Lin (1975a), and Robinson et al. (1977) used a fiat bottom primitive equation

model with FRS conditions to study single gyre ocean circulations. Both studies

obtained western and northern boundary currents, the latter being a result of the

single gyre forcing. There is !ittle instability near these two boundary currents except

along the northern returning flowj the latter being attributed to either baroc1inic or

barotropic instability.

It is important to note that topography and a highly scale selective diffusion

parameterization may be able to produce instabilities near the western boundary even

with FRS conditions. For example, Semtner and Mintz (1977) found the dominant

instability occured within the simulated Guïf Stream over the continental rise. Over

the fiat abyssal plain, energy was transferred from eddies to the mean flow.

3.5 Northward heat transport

A quantity of primary interest in studies of the ocean's role in the global c1imate

system is the northward heat transport. A number of techniques has been developed

for obtaining the oceanic transport as residuals from the atmospheric transports and

the requirement for a global heat balance (e.g., Oort and Vonder Haar, 1976).

Numerical models provide an alternative method for estimating the ocean heat
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transport. However, there are considerable discrepancies between the cstimates ob­

tained from similar models. The sensitivity of the computed transports to the various

modelling assumptions is not weil known (Bryan, 1986). An important question is

the effect of eddies on the northward heat transport. In the midlatitude atmosphere,

eddies play a key role in the northward heat transport. Previous eddy resolving ocean

circulation models (Mintz, 1979; Cox, 1985; Bryan and Holland, 1989; Bryan, 1991;

Boning and Budich, 1992) indicated that eddies do not play a significant role in the

northward heat transport as their effects are almost offset by the mean currents.

At a given latitude, the northward heat transport may be evaluated as

Jo lLxHT = CpPovTdxdz
-H 0

(3.1 )

where H, Lx are the depth and width of the ocean domain at a given latitude re­

spectively. The mean northward heat transport may be further divided iuto its time

mean and time variant components by

- JO lLX - JO lLx -HT = Cppo'iiTdxdz + CpPov'T'dxdz
-H 0 -H 0

(3.2)

•

where the bar and prime indicate time mean and variation about the time mean

respectively.

The vertical distribution of v'T' for NOS and FRS conditions are shown in Figures

3.12(a) and (b). The eddy heat transport by the time variant flow is concentrated in

the upper 1000 m, with southward transport near the North Equatorial Current and

northward transport near midlatitudes. The northward eddy heat transport by the

time variant flow is much stronger for the NOS than for FRS case.

Figure 3.13(a) shows the northward heat transport and its time mean and time

variant components for NOS conditions. The total heat transport is everywhere

northward with a peak near midlatifudes. This is in general agreement with previous

estimates of the heat transport using idealized models of the North Atlantic (Weaver

and Sarachik, 1990; Gough and Lin, 1992). The time variant flow component is small

except near the southern boundary where southward transport occurs. The down

gradient southward heat transport across the upward sloping isotherms near the North
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Equatorial Current is compensated by the enhanced mean f10w transport. There is

a small northward eddy heat transport by the time variant f10w in the midlatitudes

and the subpolar gyre. The total heat transport is similar to that obtained at coarse

resolution (Cox, 1985; Bryan, 1986, 1987, 1991; Bryan and Holland, 1989; Boning

and Budich, 1992).

The situation is however different for FRS conditions (Figure 3.13(b)). The trans­

port of the fine grid FRS solution (Case 4) is larger than that of the coarse grid

solution, even though the eddies are not important. The mean meridional circula­

tions of NOS and FRS are shown in Figures 3.14 and 3.15 respectively. The main

reason for the increase in heat transport at midlatitudes and in the subpolar gyre is

because of an enhanced thermohaline circulation in FRS and more concentrated in

the subpolar gyre.

We next decompose the mean heat transport into six components: barotropic

gyre transport, baroclinic overturning transport, baroclinic gyre transport, Ekman

overturning transport, Ekman gyre transport (zero for the purely zonal wind stress

shown in Figure 3.2(b)), and explicit diffusion. Their definitions are given in Appendix

D.
Figure 3.16 shows the components obtained for the fine resolution FRS conditions

(Case 4). The transport by the barotropic gyre and explicit diffusion are negligible.

The biggest contributions are from the opposing Ekman and baroclinic overturning

transports. The northward transport is mainly accomplished by the Ekman current

in subtropical regions, and by the baroclinic overturning gyre at midlatitudes. Note

that the temperature gradient in the North Equatorial Current is southward, but

the Ekman current still transports heat northward. Assuming the local temperature

change is due only to heat flux convergence, we have

aT a(vT)
at --T

aT av
- -v--T­ay ay

The first term on the right hand side is negative for northward motion near the North
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Equatorial Current, but the second term is positive and dominates the first term. It

is thus the convergence of velocity due to the Ekman transport which constitutes the

heat transport in this region. Away from the North Equatorial Current, both terms

may be important (Sarmiento, 1986).

The baroclinic gyre transport is generally northward (Figure 3.16). Physically,

this transport is due to warm water move northward at one location at one level and

cold water returning southward at a deeper level and different location. It is smaller

than the Ekman and baroclinic overturning components, but much bigger than those

due to the barotropic gyre and explicit diffusion.

AlI components of the heat transport obtained with FRS are similar to those ob·

tained with NOS conditions, except for the baroclinic gyre component and baroclinic

overturning component. Figure 3.17 shows that the FRS case has stronger baroclinic

gyre and overturning transports in both midlatitudes and in the subpolar gyre. The

dilference is mainly due to a stronger western boundary mean current in the FRS

case, carrying more warm water northward. Bryan (1986) showed that a higher ver­

tical diffusivity induces stronger northward heat transport and a northward shift of

its peak. The northward shift of the maximum heat transport is again due to the

stronger western boundary current overshooting further north than at a lower vertical

dilfusivity.

We close this section by examining the effect of vertical resolution. Both eddy

kinetic and eddy available energy are increased when the number of verticallevels is

doubled. The enhanced eddy kinetic energy is due to the better resolved vertical strat­

ification, which generates a stronger baroclinic conversion (Pl, K'). The barotropic

conversion (K, K') is a little weaker than at low vertical resolution, but the general

spatial pattern remains similar. The midlatitude free jet and its eastward extension

are also enhanced. These œsults are similar to those of Semtner and Holland (1978),

Holland and Schimtz (1985). However, there is no clear elfect of vertical resolution on

the northward heat transport in the eddy regime, a result similar to coarse resolutiG'1

studies (Weaver and Sarachik, 1990).
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A C-grid primitive equation model has been used to study the eddy energetics and its

effect on the northward heat transport. We have focused on the effect of no slip (NOS)

and free slip (FRS) boundary conditions. The main conclusions can be summarized

as follows.

Boundary conditions play a very important role in the eddy resolving regime.

FRS conditions tend to constrain western boundary currents near the coast to give

an intense mean boundary current which overshoots north of the latitude of zero wind

stress curl. NOS conditions tend to produce an unstable western boundary current

due to the strong horizontal current shear induced by forcing the velocity to vanish

at the coast. The basin averaged eddy energetics for NOS are more intense than for

FRS conditions, with enhanced baroclinic and barotropic instabilities in the former

case. The mean kinetic energy is however about twice as large for the FRS case. In

contrast, QG models show both eddy and mean kinetic energies are much larger for

FRS than for NOS conditions.

Although the basin averaged energetic analysis shows stronger baroclinic and

barotropic instabilities for NOS conditions (Cases 3, 5), their horizontal distribu­

tion reveals regional differences. Indeed, there is only significant difference in the

western boundary current and its outflow regions between the NOS and FRS cases,

with the latter having much weaker baroclinic and barotropic instabilities. The gen­

eral pattern of eddy kinetic energy for NOS in the top layer is very similar to that of

Cox (1985), and Boning and Budich (1992), both are based on the B-grid model of

Bryan (1969). Detailed comparison is difficult due to the use of stronger wind stress

amplitude and the presence of a continental shelf along the western boundary in the

latter two studies. Barnier's group (personal communication, 1993) is running the

C-grid model of Haidvogel et al. (1991) in eddy resolving regime with basin scale

geometry and will compare the results with the corresponding B-grid simulations.

The total heat transport for NOS conditions in the eddy regime (Case 3) is similar

to that obtained at coarse resolution. The heat transport by the time variant f10w
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is almost compensated by the enhancement in the mean flow heat transport. The

FRS case has almost no heat transport by the time variant f1ow, but the transport

in the eddy regime (Case 4) is larger than at coarse resolution near the midlatitude

and the subpolar gyre. By decomposing the mean heat transport into six different

components for both NOS (Case 3) and FRS conditions (Case 4), wc find that the

extra heat transport in the latter case is produced by baroclinic gyre and overturning

transports, both of which are components of thermohaline circulations.

The Community Modelling Effort (CME) model (Bryan and lIo11and, 1989) IS

intended to address the role of eddies in the North Atlantic general circulation, nud

to provide a benchmark for the development of the basin scale numerical models.

Treguier (1992) compared the CME model results with both observatiC'lls and QG

models, and found that the CME model greatly underestimates the [\' level. She

attributed the discrepancy to the lack of inertia in the western boundary currents

due to insufficient spatial resolution and excessive lateral friction. As in lIaidvogel

et al. (1992), our results suggest that the use of an intermediate boundary condition

between FRS and NOS (the "slip" condition) can increase the western boundary

current inertial, and the northward heat transport .
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Tahle 3.1: The vertical discretization of the model for low and high vertical resolu­
tions. The level depth is in the mid-point of each layer.

level level depth laye!" thickness level depth laye!" thickness
(m) (m) (m) (m)

1 25 50 12.5 25
2 75 50 37.5 25
3 150 100 62.5 25
4 250 100 87.5 25
5 400 200 125 50
6 600 200 175 50
7 850 300 225 50
8 1200 400 275 50
9 1600 400 350 100
10 2000 400 450 100
11 2400 400 550 100
12 2800 400 650 100
13 3250 500 775 150
14 3750 500 925 150
15 1100 200
16 1300 200
17 1500 200
18 1700 200
19 1900 200
20 2100 200
21 2300 200
22 2500 200
23 2700 200
24 2900 200
25 3125 250
26 3375 250
27 3625 250
28 3875 250
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Table 3.2: A summary of the dissipative parameters used in the numerical experi­
ments. Negative values of A,.fH and AHH refer ta biharmonic diffusion, with units of
cm4 s-I j aH other parameters have units of cm2 S-I.

Case levels AMH

•

1. no slip
2. free slip

3. no slip
4. free slip
5. no slip

Coarse resolution LlX - Lly-lOO km
14 1xlOB 107 20 1 2x109

14 1xlOB 107 20 1 2x109

Fine resolution Llx- Lly_40 km
14 _1019 -2.5 x lQI9 20 0.5 5x 108

14 _1019 -2.5xlQl9 20 0.5 5x108

28 _lQI9 -2.5 x lQI9 20 0.5 5x lOB
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Table 3.3: Typical horizontal length (L) and velocity (U) scales, and Rossby (R.J),
Reynolds (Re) and Pcclet (Pe) numbers for various experiments. WBL denotes the
western boundary layer.

Domain L (cm) U (cms.::r) R.J

•

interior
WBL

interior
WBL

coarse resolution, 14 levels
108 1 10-4 2.5 X 10-1 2.5
107 10 10-2 2.5 X 10-1 2.5

fine resolution, 14 and 28 levels
108 10 10-3 1.6 X 103 6.4 X 102

107 100 10-1 1.6 X 103 6.4 X 102



• 60

Table 3.4: The vertically il.veraged distributions of /(, /(', and the conversions (/(,
/('), (P', /('). The locations of RI, R2, R3, R4, R5 are indicated in Figure 3.U.

Domain /( /(' (I(, /(') (P', /(')

•

no slip boundary condition
RI 0.9 18.1 -0.1 0.2
R2 1.2 39.1 0.1 -0.1
Ra 37.8 130.0 42.2 56.0
R.t 69.0 74.0 23.4 16.8
Rs 3.9 10.2 -0.1 1.0

Cree slip boundary condition
RI 1.7 6.9 -0.0 0.1
R2 1.6 6.2 -0.1 0.4
Ra U4.4 21.3 1.1 5.2
R4 59.0 3.0 0.3 1.2
Rs 3.8 5.6 -0.1 0.3
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Figure 3.1: A schematic representation of the f10w field near the western boundary
with (a) no sliPi, and (b) free slip boundary conditions. Positive and negative signs
indicate the sign of the relative vorticity.
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. Figure 3.2: The latitudinal distribution of the (a) apparent atrnospheric ternperature

(OC), and (b) zonal wind stress (dyne crn-2), used as surface forcings. There is no
variation with longitude.
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Figure 3.3: A f10w chart describing the model experiments.
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Figure 3.4: The equivalent surface topography (cm) for: (a) NOS coarse resolution
(Case 1); (h) FRS coarse resolution (Case 2); the corresponding 5·year mean for (c)
NOS fine resolution (Case 3); (d) FRS fine resolution (Case 4).
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Figure 3.5: The horizontal distribution of 5-year mean [(' (cm2 S-2) at the top model
layer for: (a) NOS (Case 3); (b) FRS (Case 4). The dashed !ines are used to indicate
the magnitudes of [('.
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Figure 3.6: The zonally averaged distribution for 5-year mean IC (cm2 s-2) on a
vertical plane for (a) NOS (Case 3), (b) FRS (Case 4); the corresponding distributions
of P' (cm2 S-2) for (c) NOS (Case 3), and (d) FRS (Case 4). The dashed lines are
used to indicate the magnitudes of K'.
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Figure 3.7: The èistributions of horizontal velocities (cm S-l). The magnitudes
corresponding to the vector shown at the bottom right is given between parentheses.
The instantaneous flow is obtained with (a) NOS (Case 3; 200.0), and (b) FRS (Case
4; 189.0) conditions; the 5-year time-mean flow for (c) NOS (Case 3; 152.0), and (d)
FRS (Case 4; 181.1). Note the reduced north-south and east-west domain sca.le to
focus on the western boundary.
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Figure 3.8: The top modellayer horizontal distribution of 5-year time-mean tcmper­
ature (OC) for (a) NOS (Case 3); and (b) FRS (Case 4). The deviation from the time
mean temperature (OC) are shown in (e) NOS (Case 3; C.I.= 0.4); and (d) FRS (Case
4; C.I.= 0.4). Note the redueed north-south and east-west domain seale to foeus on
the western boundary for Figures (e) and (d).
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Figure 3.9: Meridional sections of the instantaneous temperature field (OC) along
X = 200 km for (a) NOS (Case 3), and (b) FRS (Case 4); and the zonally averaged
temperature field (OC) for (c) NOS (Case 3), and (d)" FRS (Case 4) .
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Figure 3.10: The 5-year mean basin averaged engertics of the eddy resolving flow:
(a) NOS (Case 3); (b) FRS (Case 4); The units of the energy are in cm2 S-2, and the
conversion terms are in 10-6 cm2 S-3 •
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Figure 3.11: The locations of sub-regions RI, R2, R3, R4, R5 used in Table 3.4.
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Figure 3.12: The distribution on a vertical plane of the horizontal heat transport v'T'
(cm oC S-I) for (a) NOS (Case 3, C.I.=O.2), and (b) FRS (Case 4, C.I.=O.2). The
distribution of the vertical heat transport w'T' (cm oC S-I) is shown by the solid
lines for (c) NOS (Case 3, C.I.=4. x10-5), and (d) FRS (Case 4, C.I.=2x10-5). The
dashed contours imposed in (c) and (d) are the zonally averaged mea.n temperature
field.
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Figure 3.13: The 5-year mean northward heat transport (PW= 1015 wa.tts) for: (a.)
NOS (Case 3); (b) FRS (Case 4).
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Figure 3.14: The mean meridiona.l circulation, i.e., the thermoha.line circulation (Sv)
for NOS, with dashed lines indicating anticyc10nic circulation, and solid lines indicat·
ing cyc10nic circulation.
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Figure 3.15: The mean meridional circulation, i.e., the thermohaline circulation (Sv)
for FRS, with da.shed lines indicating anticyc10nic circulation, and solid lines indica.t­
ing cyclonic circulation.
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Figure 3.16: Components of the northward heat transport (PW= 1015 watts) by the
time-mean f10w for FRS (Case 4).
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Figure 3.17: Comparison of the heat transport (a) the baroc1inic overturning, and
(b) the baroc1inic gyre heat transport for NOS (Case 3) and FRS (Case 4) .
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Chapter 4

Effects of Surface Boundary

Conditions

4.1 Introduction

Ocean models are forced at the surface by momentum and buoyancy sources from the

atmosphere, through the wind stress, heat and freshwater fluxes respectively. Most

eddy modelling studies have been carried out using a restoring condition for temper­

ature as the surface boundary condition (e.g., Semtner and Mintz, 1977; Robinson et

al., 1977; Cox, 1985; Bryan and Holland, 1989; Boning and Budich, 1992; Semtner

and Chervin, 1988, 1992); sorne studies allow for a time and space dependent restor­

ing coefficient (Han, 1984; Bryan and Holland, 1989). With the restoring condition

on surface temperature, the mode! top layer temperatnre is restored to a specified

equivalent atmospheric temperature on a time scale of 30 to 60 days. This condition

is obtained by a li..earization of the heat budget terms at the air-sea interface (Haney,

1971). Han (1984) gives empirical formulae to compute the spatially dependent dis­

tributions of the relaxation coefficient and the equivalent atmospheric temperature.

In this chapter, we examine an alternative treatment of the surface boundary

condition, through the use of a zero heat capacity atmosphere. This is of potential

78



•

•

ï9

significance to eddy modelling, as the surface heat flux is important for the mainte­

nance of midlatitude free jets (Huang, 1990; Ezer and Mellor, 1990).

Bretherton (1982) noted the mechanisms for damping sea surface temperature

(SST) anomalies depend on the horizontal scale of these anomalies. For anomalies

of scale of a few tens of kilometers or less, atmospheric heat transport plays a major

l'ole; the heat removed hy the wind is returned to the ocean elsewhere on the surface

of the earth. This mechanism damps SST anomalies on time scale of tens of days, as

through the restoring condition. However, the damping for larger scale anomalies is

likely to he radiative relaxation to space, as there is nowhere for heat to he advected

and reahsorhed hy the ocean. The loss to ..pace occurs on the much longer time scale

of hundreds of days.

A simple way to include a thermally interactive atmosphere is through a zero

heat capacity atmosphere. This is hased on the observation that the heat capacity

of the atmosphere is much less than that of the ocean mixed layer (Dickinson, 1981).

As an example, Schopf (1983) noted that the air-sea temperature difference in the

tropics rarely exceeds 1 oC, even in areas with significant upwelling of cold wltter. He

thus suggested the use of a zero heat capacity atmosphere to model hea; exchanges

hetwecn the atmosphere and the ocean. Recent!y, Oesel' and Blackmon (199:\) show

that surface air temperature is closely tied to sea surface temperature at miJlatitude.

Zhang et al. (1993) coupled the zero heat capacity atmosphere of Schopf to

their planetary geostrophic ocean model at non-eddy resoiving horizontal resolution

to re-examine the polar halocline catastrophe. 'Che latter has pre'fiously been :)b­

tained using the restoring surface condithm for temperature (Bryan, 1986; Weaver

and Sarachik, 1991). Zhang et al. showed that allowing for the radiative damping to

space of SST anomalies weakens considerahly the feedhack responsible for the catas­

trophe. They also noted that in reality, the atmospheric boundary condition seen

hy the ocean lies somewhere in between the two extremes of restoring condition and

the zero heat capacity atmorphere. Cai et al. (1993) coupled the zero heat capacity

atraosphere to a global ocean model to study interdecadal variahility. The studies
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of both Zhang et al and Cai et al are in the coarse resolution, non-eddy resolving

reglme.

A consiàeration of the surface temperature boundary condition relevant to eddy

simulation is the possible over-restrictive nature of the restoring condition on the

simulated surface temper..ture. The strict constraint of this surface boundary con­

dition effectively removes eddy available potential energy near the sea surface, thus

preventing the concentration of isotherma. This could reduce the midlatitude f10w

and damp baroc1inic instability. lt is thus of great interest to examine the effect of a

zero heat capacity atmosphcre on eddy simulation. By allowing for damping on the

longer radiative time scales, the use of a zero heat capacity atmosphere could enhance

surface temperature gradients, leading to a more realistic mid-latitude jet and eddy

field.

4.2 A zero heat capacity atmosphere (ZHCA)

model

The zero heat capacity atmospheric (ZHCA) model is taken from Schopf (1983), and

it has been used by Zhang et al. (1993) and Cai et al. (1993) at coarse horizontal

resoluticn to examine ocean-c1imate interaction. The governing equations of the

model are

0= -I«T. - Ta) - I<r'T. +Q. (4.1)

(4.2)

•
Equation (4.1) represents the heat balance for the zero heat capacity atmosphere. Ta is

the sea surface temperature, taken to be the same as the top modellayer temperature,

and T. is the equivalent atmospheric temperature. The heat capacity of the ocean

mixed layer is Go; I< is the heat exchange coefficient across the air-sea interface; I<; is

the atmospheric radiative feeèhack constant, and Q. and Qo denote atmospheric and
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oceanic heat sources not explicitly represented in the equations, such as advection.

The above equations can oe combined as (Zhang et al., 1993),

Co 8ffta = I(.(Tr - Ta) + Qo

where

T. Qa
r = Kr'

KKr'
Kr =}' }' 1\ + \r

(4.4)

(4.5)

To compare with the results of Chapter 3 obtained using a restoring condition, we

identify the 5-year mean heat flux (FLUX) as one component of the surface forcing in

the ZHCA model, the other component being given by a relaxation on the radiative

time scale to the 5-year mean surface temperature TI, as follows:

Kr(Tr - Ta) = I(.(Tr - Til +Kr(TI - Ta)

- J((TA - Til +Kr(TI - Ta)

= FLUX + (T1 - Ta)
Tn

(4.6)

•

Note that the restoring term in Equation (4.6) has the same form as the conventional

restoring boundary condition. However, the restoring time scale Tn=J(r-1 here is

several hundred days, and is much longer than the several tens of days typical of the

conventional restoring condition.

4.3 Results with Llx = Lly=40 km horizontal res­

olution

A number of experiments have been performed at a horizontal resolution of t::.x =

t::.y=40 km, in order to determine the e!fects of di!ferent surface temperature boundary

conditions. The surface forcings are same as in Chapter 3. The iaterai boundary
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~onditions used are no slip. A preliminary experiment with the restoring boundary

condition has the restoring time scale doubled from 30 to 60 di\Ys. An overall increase

in the temperaturc variance T,2 is obtained, but its 'lèrtical distribution is largely

unchanged, with the maximum amplitude at subsurface levels near the thermocline.

This is consistent with the results of Boning and Budich (1992), who used a restoring

time scale of 50 days and obtained a similar vertical distribution.

For the l'est of the experiments, we switch .0 the ZHCA model by diagnosing

the 5-year mean surface heat flux and surface temp~rature distributions as surface

forcing in Equation (4.6). The vertical distributions of temperature variance can now

have maxima at the surface, subsurface levels, or both, depending ('n geographical

location. This is more consistent with observations (Wunsch, 1983). However, [('

(eddy kinetic energy) magnitude at the surfaœ does not increase, despite the less

constraining nature of the ZHCA model compared to the restoring condition. This is

because there is now more energy in the small scale eddies, which are in turn dissipated

by the highly scale selective biharmonic friction. The horizontal biharmonic diffusivity

coefficients are then reduced by a factor of 2.5, resulting in an enhanced level of [(',

compared to that of the restoring condition. However, the fields appear more noisy

at the same time. The horizontal resolution is thus increased to Âx = Ây=30 km.

Limitations of computing resources do not permit higher resolutions.

In the l'est of this chapter, we compare results obtained with the ZHCA model and

the restoring condition, at a horizontal resolution of 30 km. Horizontal and vertical

distributions of eddy quantities are examined. Before proceeding to the results, we

note that the use of a pure flux '~ondition, i.e., without the restoring term in Equation

(4.6), produces the largest temperature variance. It also gives large amplitude oscil­

lations. This pure heat flux boundary condition has been useci by Zhang et al (1993)

and Greatbatch and Zhang (1993) at non-eddy resolving scales. Further investigation

of this phenomenon is beyond the scope of this thesis. We also note that even though

the eddy scale is much smaller than the basin scale, it is the baroclinic instability of

the midlatitude jet that gives rise to eddies. The latter has a scale comparable to the
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basin, and it is thus of great interest to examine the effect of the ZHCA model on the

jet and the resulting eddies.

The model is first run to statistical steady st~.t:, using a 40 km resolution with a

restoring surface boundary condition on temperature. The variables are then inter­

polated to the higher resolution (30 km) points; the iatter model is run for 10 years

using the restoring condition to statistical equilibrium. The mean surface heat flux

for the last 5 years, with a sampling interval of 3 days, is diagnosed for use in the

ZHCA mode!. The diffusive coefficients are shown in Table 4.1.

4.4 Results with ~x = ~y=30 km: Horizontal dis­

tributions

Figure 4.1 shows the surface heat flux and temperature distributions for use in the

ZHCA model, and the simulated surface temperature distribution. The latter ls

not as constrained by the prescribed surface temperature as in the case of restoring

condition. Indeed, the mean temperature in the ZHCA model has more longitudinal

variation.

Figure 4.2 shows the temperature variance at the surface (25 m) and subsurface

(250 m) levels, for both the restoring condition and ZHCA mode!. The latter con­

sistently yields a larger variance at the surface with enhanced eastward extension of

the high variance region from the western bound"ry current into the open ocean.

This is an important diagnostic as the eddy available potential energy is equal to

the temperature variance normalized by the mean stratification. Both cases show a

comparable maximum temperature variance of 9.6 °C2 at the the 250 m level, but

the larger eastward extension is still evident for the ZHCA mode!. This simulated

maximum variance is comrarable to observations (Emery, 1983). Both cases under­

estimate the variability downstream of the current in the northeastern part of the

domain compared to observations (Emery, 1983), but the ZHCA model does have

stronger variability. This suggests that a higher horizontal resolution is needed with
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lower diffusivities to get better quantitative agreement.

Stammer and Boning (1992) compared the surface elevation anomalies simulated

by the CME model (Bryan and Holland, 1989) with GEOSAT analyses of surface

variability. There is good agreement near the Gulf Stream, but the model e1evations

are small downstream of the Gulf Stream and in the subpolar gyre. As the radius of

deformation decreases poleward, the underestimation of mesoscale variability in the

subpolar gyre is mainly due to insufficient horizontal resolution. Indeed, a doubling

of the resolution leads to more eddy variability enhancement in the subpolar gyre

than in the subtropical gyre (Boning and Budich, 1992).

Figure 4.3 shows the eddy kinetic energy F' at surface and subsurface levels, for

restoring condition and the ZHCA mode\. The distributions obtained with the for­

mer are generally similar to the simulations of Cox (1985), and Boning and Budich

(1992). The current observational estimates of [(' are based on ship drift measure­

ments (Wyrtki et a\., 1976), driftirig buoys (Richardson, 1983) and GEOSAT altime­

try (Le Traon et a\., 1990; Stammer and Boning, 1992). These estimates generally

agree on the overall [(' pattern, but not on the magnitudes due to the different

smoothing used in the studies. Treguier (1992) and Stammer and Boning (1992)

round the CME model underestimates [(' at midlatitude near the axis of maximum

[(l, and in the eastern Northern Atlantic. Our results show that a larger [(' in the

northeastern part of the l asin is simulated using the ZHCA model compared to restor­

ing condition. This increase is due to resolved baroclinic instability, which in turn

is due to the less constraining surface condition of the ZHCA mode\. In the western

boundary current region, the magnitudes for the two cases are about the same. The

increase in [(' is not as pronounced as the increase in temperature variance examined

in Figure 4.2 as the horizontal resolution is still not high enoughj the small scale eddies

are thus still effectively dissipated by the highly scale selective frictions. However, we

also note that there is an increased conversion of [(' to [( (mean kinetic energy) for

the ZHCA modclj this aspect will be examined in more detail in the next chapter.

Figure 4.4 shows the distribution of [(. The ZHCA model gives larger values
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of 1( in the midlatitude open ocean and the subpolar gyre, as weil as an increased

eastward extension of the zonal bands. The simulated mean flow has a maximum K

of about 100 cm2s-2 near the north equatorial current, 4000 cm2s-2 near the western

boundary current, and 20 cm2s-2 in the open ocean free jet. A minimum is found in

the centre of the subtropical gyre. This overall pattern agrees with the observational

estimates of Wyrtki et al. (1976). The 1( is however underestimated in the separation

region; this is not surprising as topography is not included in our model, and primitive

equation models are known to have difficulties in this area (Bryan and Holland, 1989;

Treguier, 1992; Boning and Budich, H'92). Our main point here is that the use of

the ZHCA model provides a mechanism to increase both 1( and K' levcls, and an

enhanced eastward extension of mesoscale variability and mean flow into the eastern

North Atlantic. Boning and Budich (1992) found that the eastward extension of 1('

and 1( have different responses to the increase of horizontal resolutions; the eastward

extension of 1(' was increased substantially for the finer resolution, while the eastward

extension of 1( did not change correspondingly. This is in contrast to the QG model

result of Barnier et al. (1991). One of the possible reasons is the strong damping

effect of diffusion in PE models (Holland and Batteen, 1986). lndeed, our results

suggest that the eastward extension of 1( and 1(' can be increased by relaxing the

surface temperature condition through the ZHCA model.

4.5 Results with ~X

tributions

~y=30 km: Vertical dis-

•

Figure 4.5 shows the domain averaged temperature and mean kinetic energy distribu­

tions. There is little change between the ZHCA model and the restoring condition for

the temperature field. This means any difference in the temperature variance reflects

differences in the eddy available potential energy, as the latter is the temperature vari­

ance normalized by the mean stratification. The domain averaged 1( is slightly larger

near the surface in the ZHCA case, as an increased amount of mean potential energy



•

•

86

is converted into mean kinetic energy, and the negative viscosity (energy conversion

from 1( to 1(') is also stronger in the ZHCA mode!. A more detailed discussion of

the mean momentum balance will be presented in the next chapter.

Figure 4.6 shows the variation of the temperature variance with depth for the

subtropic and subpolar gyres. The main difference between the restoring condition

and ZHCA model results is in the upper several hundred metres of the ocean, with

the latter giving much larger values. The profiles do not differ much below this level.

The temperature variance shows a maximum at about 400 m in the subtropic gyre

for both restoring and ZHCA cases, which is associated with the thermocline. This is

cxpected for eddy resolving models with the restoring condition (Boning and Budich,

1992), but the ZHCA model also gives a subsurface maximum due to mesoscale

displacement of the thermocline. For the latter, a weaker secondary maximum is

also found at the surface, consistent with sorne observational studies of POLYMODE

moorings in the subtropical regions (Fu et a!., 1982). Three different profiles of

temperature variance are possible in the North Atlantic, depending on the location

(Fu et al., 1982; Wunsch, 1983). The maxima can be found at the surface, subsurface

levels, or both. Emery et a!. (1980) analysed the multiship surveys in the area

between 29 and 420N in the North Pacifie and North Atlantic oceans, and found

many eddy signatures in the sea surface temperature field. For the subpolar gyre,

the ZHCA model gives a maximum temperature variance at the surface, while the

restoring condition has the maximum at subsurface levels. The ZHCA model results

may be more consistent with the fact that the meridional temperature distribution

shows no clear thermocline in the subpolar gyre of the mode!.

Figures 4.7 and 4.8 show the vertical distributions of /(' and the baroclinic con­

version w'T' for both gyres. /(' is larger in the ZHCA case than in the restoring case

in both gyres. The increase is most pronounced near the surface, as for the tempera­

ture variance examined earlier. The higher /(' in the ZHCA case is due to enhanced

baroclinic instability, as shown by the distribution of the vertical heat transport by

the time varying f10w (Figure 4.8). As measured by this diagnostic, the baroclinic
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instability of the subpolar gyre is enhanced in the upper ocean through the use of

the ZHCA model, but the maximum remains at a subsurface level. This is unlike

the case for the temperature variance, where the maximum in the subpolar gyre is

located at the surface for the ZHCA case. A possible reason is the use of the rigid

top boundary condition, which sets the vertical velocity to zero at the surface (Note

the top level in Figure 4.8 is 25 m, i.e., the mid-point of the first modellayer).

As mentioned earlier, Treguier (1992), Stammer and Boning (1992) compared the

mesoscale variability in the CME model (Bryan and Holland, 1989) with estimates

from GEOSAT altimetry. They found that the model systematically underestimates

the amplitude of the variabilitYi they also note that the leading mechanism in gen­

erating eddy variability is baroclinic instability. Our results show that the use of

the ZHCA model, instead of the more conventional restoring condition, can produce

stronger eddies when suflicient horizontal resolution is used.

The general increase in the eddy kinetic and available potential energies obtained

through the use of the ZHCA model can be summarized in Figure 4.9, which shows

the zonally averaged distributions. We see a clear increase in the eddy energies in

the upper ocean in midlatitudes and in the subpolar gyre. The zonally averaged

meridional heat tranports for the ZHCA model and restoring condition have also

been evaluated (Figure 4.10). The transports by the mean f10w and the eddies, and

hence the total transport, are not much a!fected by the ZHCA mode!.

4.6 Summary

The effects of the ZHCA model have been compared to the more conventional restor­

ing condition. The former, being less constraining than the latter in terms of the

surface temperature, allows more mesoscale variability and a stronger mean f10w near

midlatitudes and in the subpolar regions. Our results suggest that the use of the

ZHCA model is one way to increase mesoscale variability through a strengthened
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midlatitude jet in eddy resolving models. For example, the CME model underesti­

mates such variability in the eastward extension region of the Gulf Stream and in

the subpolar gyre (Stammer and Boning, 1992; Treguier, 1992). Another important

result is that stronger [( is found in the eastward extension region of the Gulf Stream

in the ZHCA mode!. This is especially relevant as Boning and Budich (1992) found

that the [( eastward extension is not sensitive to the horizontal resolution.

The vertical distributions of temperature variance obtained with the ZHCA model

show maxima at the surface, subsurface level, or both, depending on geographical

location. In contrast, the results we have obtained with the restoring condition ail

show a temperature variance maximum below the surface. The vertical heat transport

by the time varying flow, which converts eddy available potential energy (P') to eddy

kinetic energy ([('), is also increased in the ZHCA mode!. The use of a constant heat

flux and a restoring time scale appropriate for radiative damping in the ZHCA model

permits the simulated sea surface temperature to depart more from the reference

temperature, and allows advection to play a larger role in the surface heat balance.
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Table 4.1: A summary of the dissipative parameters used in the numerical experi­
ments. Negative values of A MH and AHH refer to biharmonic diffusion, with units of
cm4 S-I; all other parameters have units of cm2 S-I,

Case levels

•

1. no slip
2. no slip

Fine resolution ~x= ~y=30 km
14 -2 x lOiil -1 x 1019 20 0.5
14 -2 x 1018 -1 X 1019 20 0.5

2xlOil
2x108
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Figure 4.1: The horizontal distribution: a typical surface instantaneous heat flux
(ai C.I.= 100 W1m2), 5-year mean surface heat flux (bi C.I.= 50 W1m2) and 5-year
mean surface temperature (Ci ·C), ail obtained with the restoring condition on surface
temperature. 5-year mean surface temperature with a ZHCA model is shown in (d;
·C).
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Figure 4.2: The 5-year mean temperature variance (10-2 x °C2) at Z = 25 m for
the restoring condition (a) and ZHCA model (b). The corresponding distributions
at Z = 250 mare shown as (c) and (d) respectively. Note the magnitude of the
temperature variance in the figures were multiplied by a factor of 100.
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Figure 4.3: The 5-year mean eddy kinetic energy (1('; cm2 S-2) at Z = 25 m for
the restoring condition (a) and ZHCA model (b). The corresponding distributions at
Z = 250 mare shown as (c) and (d) respectively.
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Figure 4.4: The 5-year mean kinetic energy (K j cm2s-2) at Z = 25 m for the restoring
condition (a) and ZHCA model (b). The corresponding distributions at Z = 250 m
are shown as (c) and (d) respectively.
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Figure 4.5: The vertical distribution of the domain-averaged 5-year mean temperature
(ai ·C) and domain-averaged mean kinetic energy (Ki bi cm2 5-2 ), for the restoring
condition (Curve 1) and the ZHCA model (Curve 2).
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Figure 4.8: The vertical distribution of the 5-year mean vertical heat transport (w'T';
10-5 x oC cm S-I) for the subtropical (a) and subpolar (b) gyres, for the restoring
condition (Curve 1) and the ZHCA model (Curve 2) .
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Figure 4.9: Meridional section of the 5·year mean zonally averaged eddy kinetic energy
(cm~ s-~) for (a) restoring condition; (b) the ZHCA mode!. The corresponding eddy
available potential energy (cm~ s-~) are shawn in (e) and (d) respectively.
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Figure 4.10: The 5-year mean northward heat transport (PW= 1015 watts) for: (a)
restoring condition; (h) the ZHCA mode\.
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Chapter 5

Maintenance of Midlatitude Free

Jets

5.1 Introduction

Yoshida (1970) reported evidenee of long zonal bands with a meridional seale of about

300 km in the zonal-eomponent of the flow within the southwestern part of the North

Pacifie subtropical gyre. Riehman et al. (1977), using moored eurrent meter data

taken during MODE l, found that their low frequeney band is dominated by zonal

veloeity fluctuations, primarily eonfined to the thermoc1ine. Rossby et. al. (1983),

Krauss and Boning (1987) obtained larger zonal than meridional diffusivities from

observational data. These observational features were also found in primitive equation

(PE) models with resolved eddies (Cox, 1987; Boning and Cox, 1988; Boning, 1989;

Semtner and Chervin, 1992). The meridional seale of the zonally orientated bands

ean be explained by the theory of geostrophie turbulence, it is given by (Rhines, 197.);

1977),

(5.1)

where k is the meridional wavenumber, (3 the meridional gradient of Coriolis param­

eter, and U the root-mean-square partic1e veloeity.

100
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The eddy's effect on the mean circulation has been mainly invcstigated using

quasi-geostrophic (QG) models (Holland and Rhines, 1980; Harrison, 1982; Harrison

and Holland, 1981; Greatbatch, 1987) and barotropic models (e.g., Marshall, 1984).

Harrison and Semtner (1986) compared QG and PE model simulations and pointed

out it is important to examine the effects of eddies on the mean circulation in PE

models with both wind-driven and thermohaline circulations. The momentum and

vorticity balances in PE models have been discussed qualitatively by Robinson et al.

(1977).

In this chapter, we examine the effects of eddies on the maintenance of midlat­

itude jets and its sensitivity to horizontal resolution and surface thermal boundary

conditions, using both the mean momentum and vorticity equations. Ali the time

mean are averaged over 5-year period. Section 2 discusses the f10w fields in both

the upper and deep ocean. Section 3 shows the mean momentum equations and the

effects of eddies. Section 4 presents an analysis of the mean vorticity equation. The

summary and conclusion are presented in Section 5.

5.2 The model and experiments

The model used in this Chapter is the same as described in the previous Chapters.

The experimental design is summarised in Table 5.1.

Figures 5.1(a) and (b) show typical instantaneous and time mean f10ws of the

second layer (Z = 75 m) and 12th layer (Z = 2800 m) for NOl with /lx = /ly= 40 km

(Henceforth, we will refer to the second layer as the upper ocean and the 12th layer as

the deep ocean). The strong mean currents in the upper ocean are near the southern

boundary which corresponds to the North Equatorial Current, and the subtropical

extent of the western boundary which corresponds to the western boundary current.

Significant eddy activity can be seen near intense currents from the instantaneous

f10w field, including the western boundary current and its outflow regions. As in the

top layer shown in Chapter 3, there is ...Iso a signature of the thermahaline circulation
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driven by the specified thermal forcing at the surface, producing northward flow along

the subpolar extent of the western boundary layer (Cox, 1985; Boning, 1989). This

is similar to the northward branch of Gulf Stream (Reynaud et al., 1994). In the

deep ocean, the eddy activity is still very strong (note the change in scale of the deep

ocean velocities). The western boundary current flows southward in the deep ocean.

Figures 5.1(c) and (d) show the mean flow for NOl for the upper and deep ocean

respectively. There is a clear signature of zonal bands in the mean flow fields, as

shown in other PE simulations (Cox, 1987; Boning, 1989; Bryan and Holland, 1989;

Semtner and Chervin, 1992). There are differences in the zonal bands in the deep

ocean for different simulations. Boning (1989) showed that random topography can

remove much of the zonality in the deep ocean, and at the same time leaving the flow

above the thermocline unchanged. However, in Semtner and Chervin's (1992) global

simulation with realistic topography, the zonality of the mean How is still present.

We will thus examine the effects of eddies on the maintenance of midlatitude jets for

both the upper and deep ocean.

Figures 5.2 and 5.3 show typical instantaneous flow and time mean flow of N02

and N03 with ~x = ~y= 30 km. The flow fields are similar to those of NOl, except

the eddy signature and the mean zonal bands are stronger due to the use of either

higher horizon:al resolution or the ZHCA model.

5.3 Mean momentum equations

In order to study the effect of eddies on the mean state, we decompose the dependent

variables into the time mean and its deviation, denoted by an overbar and prime

respectively,

u = u+u';v=v+v';p=p+p';w=w+w' (5.2)

•
Substituting Equation (5.2) into the u-momentum "quation and taking the time
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average, we obtain the mean zonal momentum equation:

Ôfi 1 ôp = ---- - Iv +--, = -\1. (ViI) - \1. V'u' + othersat po iJx

This equation represents the acceleration of the mean zonal 1I0w. The terms shown.
on the left side of the equation are the tendency, Coriolis and pressure gradient terms

respectively; the first and the second terms on the right side of the equation are the

mean and eddy advection respectively. The dissipative terms and vertical advection

are not explicitly included, and will not be discussed further. They are either small or

represent dissipative effects in the open ocean; we are mainly interested in the relative

role of eddies and mean advection in maintaining and increasing the midlatitude jets.

Figure 5.4 shows the mean zonal velocity at Z = 75 m averaged between X = 900

km and 1500 km, away from the western boundary current. The mean zonal velocity

maximum increases from NOl to N03. The increase of the mean zonal flow at

midlatitudes due to the use of a higher horizontal resolution has been studied in

QG models by Barnier et al. (1991). The zonal bands have a meridional scale of

about 400 km, consistent with the estimate given by Equation (5.1), with U = 5 cm

S-I. Figure 5.5 shows the mean zonal velocity at Z = 2800 m. The magnitude is now

much weaker than at the upper ocean, but the meridional scale of the zonal bands are

similar. However, there are alternate eastward and westward zonal bands, in contrast

to the upper ocean, where the zonal flow is consistently eastward at midlatitudes.

Holland and Schmitz (1985) found in QG models that there is a subtle balance

between the inertial character of the flow, which tends to cause the eastward flowing

thin jet to extend far to the east, and an opposite tendency due to the instability

of the jet, which tends to limit its eastward extension. In PE models (Bryan and

Holland, 1989; Boning and Budich, 1992), the simulated midlatitude jets are usually

much weaker than those of observations and QG models (Treguier, 1992). Therefore,

it is important to investigate physical processes which may increase the midlatitude

free jets. The geostrophic terms usually represent the leading order balance in the

momentum equations (Robinson et al., 1977), and will not be discussed here. Indeed,

the importance of the geostrophic terms does not mean eddies are not important
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(Rhines, 1975; 1977). We thus examine the effect of eddies on the maintenance and

variation of midlatitude free jet for different horizontal resolutions and top boundary

conditions.

Figure 5.6 shows the mean zonal momentum eddy convergence and advection

terms in the upper ocean. The eddy convergence can increase the eastward zonal

flow at midlatitudes (negative viscosity). Consistent with earlier results, the effect of

eddies increases with either increased horizontal resolution or the use of the ZHCA

modeL The mean advection is negligible compared to eddy momentum convergence.

The enhanced mean zonal momentum eddy flux at higher horizontal resolution was

noted by Boning and Budich (1992) in PE models. It ÎG however interesting to

note that N03 has a better organized positive eddy momentum convergence pattern

compared to N02. Similar zonal eddy momentumflux convergence patterns have been

found over the Kuroshio Extension (Nishida and White, 1982; Schmitz et aL, 1982;

Tai and White, 1990) and the Gulf Stream Extension (Schmitz, 1977). The recent

analysis of Geosat altimeter data (Ikeda, 1993) suggests that eddy-eddy interactions

play a role in acceleratingfdecelerating the North Atlantic Current when the latter

varies slowly. Wood (1988) showed, using an idealized PE models of Gulf Stream

meander, baroclinic instability as the main source for transients and a tendency for

the eddy momentum flux to reinforce the mean flow. Our results demonstrate the

sensitivity of this effect to both horizontal resolution and surface thermal boundary

conditions.

Figure 5.7 shows the mean zonal momentum eddy convergence and advection

terms in the deep ocean. The eddy convergence is one order smaller than in the

upper ocean. Again, the effect of eddies increases with the increased horizontal reso­

lution. However, the use of the ZHCA model does not have a significant effect in the

deep ocean. Another difference from the upper ocean is that the eddy momentum

convergence no longer has a preference to accelerate the eastward zonal flow.

The eddy momentum convergence was also computed for the mean meridional

momentum equation; they cao be either negative or positive (figures not shown).
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Therefore eddies should be able to shift the mean flow jets northward or southward.

Before closing this section, we present an estimate of the relaxation time scale

of the surface layer mean free jet due to eddies, i.e., the.time required for eddies to

produce a given free jet acceleration.

au
8t

= -\7. V'u'

Assuming a typical value of -\7 . V'u' as 3 X 10-7 cms-2, it takes about 180 days

to produce a free jet increase of ;l..; = 5 cm S-I. Thus eddy forcing can weil induce

variations of midlatitude free jets. Preliminary examination of a one year record from

satellite aitimetry seems to suggest the existence of a seasonal cycle in the intensity

of both the surface transport and the eddy field in the Kuroshio and Gulf Stream

extensions (Tai and White, 1990).

The effect of eddies on the north-south shift of the mean midlatitude jet can be

examined in a similar manner.

av = -\7. V'v'
at

If we take -\7. V'v' = 1x10-6 cm/s2, an initially steady midlatitude jet with no

north-south velocity will be displaced through eddies about 200 km in 180 days.

5.4 Mean vorticity equation

In order to study the effect of eddies on the mean circulation, the vorticity equation

should be more useful than the momentum equations. Geostrophic adjustment occurs

on a time scale of 1-1, and thus the momentum and continuity equations should be

considered simultaneously on time scales larger than 1-1• The vorticity equation is

thus a more appropriate tool to analyse the maintenance of the mean circulation.

We note that the mean flow is quasi-geostrophic. Thus the vorticity equation can

be written as

• - -{lv - 1\7 . V - \7 . (V() - \7 . (V'(') +others (5.4)
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where (" is the mean relative vorticity, and (' is the f1uctuating relative v0rticity. The

first two terms in the right hand side of Equation (5.4) (mean advection of planetary

vorticity and stretching terms) will be referred to as the" geostrophic terms". The

third term is the mean vorticity advection, and the fourth term is the eddy vorticity

flux. The remaining terms are again not explicitly included. We will concentrate

on the relative importance of the geostrophic terms, eddy vorticity convergence and

mean vorticity advection.

We start by defining different Rossby numbers for the mean and eddy f10w in the

momentum and vorticity equations,

&:, = U/foL

J{o - U'/foL

Rvo - U/f3L2

J{vo = U'/ f3L 2

Here, &:, and Rri are the Rossby number and eddy Rossby number defined using

the momentum equations. The corresponding Rossby numbers defined using the the

mean vorticity equation are Rvo and Rvo respectively. The former Rossby numbers

are smaller than the latter for scales

L :5 fol f3

which is about 5000 km. Thus even though the Rossby number may be very small in

the momentum equations, its counterpart in the vorticity equations may be larger.

Robinson et al. (1977) found that Ekman drifts are important in the top and

bottom layers, which are strongly dependent on the specificed wind stress and bottom

friction respectively. We examine the second and twelfth layers.

Figure 5.8 shows the contribution of different terms to the vorticity balance in

the second layer from different components for NOL The geostrophic terms are

generally still the leading terms, but the effects of eddies and mean advection are also

important. The horizontal and vertical frictions are usually smaller than the eddy

and mean advection terms (figures not shown).
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Figure 5.9 shows the vorticity balance terms for N02 in the upper ocean. We can

see that the mean vorticity «() is larger, and the contribution of eddy vorticity con­

vergence and mean vorticity advection become more important due to the increased

horizontal resolution. Indeed, they are now comparable to the f3li term. In addition,

the eddy vorticity convergence is larger than the mean vorticity advection. These

results are consistent with previous studies (Holland and Lin, 1975a; Robinson et al.,

1977; Holland and Rhines, 1980j Harrison and Holland, 1981).

Figure 5.10 shows the vorticity balance terms for N03. The mean vorticity, and

the maximum contributions of the eddy vorticity convergence and mean vorticity ad­

vection are even larger than those for N02. The distribution of positive and negative

eddy vorticity flux are now more closely aligned with the corresponding mean vor­

ticity extrema. This means eddies now play a stronger role in maintaining the mean

circulation, due to the less constraining nature of the ZHCA model as the surface

thermal boundary condition.

Figure 5.11 shows the vorticity balance terms for NOl in the deep ocean. The

mean advection term is now negligible compared to the eddy vorticity convergence

term. The geostrophic terms can be balanced by the eddy vorticity convergence, with

possib!y dissipation as weil. With the increase of horizontal resolution (Figure 5.12),

eddies become more important, and the eddy vorticity convergence becomes more

comparable to the geostrophic terms (Holland and Lin, 1975aj Robinson et al., 1977;

Holland and Rhines, 1980; Harrison and Holland, 1981). As expected, the ZHCA

mode! does not have a significant effect in the deep ocean (Figure 5.13).

5.5 Summary and conclusion

The mean momentum and vorticity equations have been used to examine the effect

of eddies and mean advection on the mean circulation. The main results can be

summarised as follows.

In the momentum equation, the zonal eddy momentum convergence is usually
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larger than the mean advection. Eddy momentum convergence tends to increase

the midlatitude free jets in the upper ocean, but there is no such preference in the

deep ocean. The effects of the eddy momentum convergence on the mean zonal f10w

increases with either the use of higher horizontal resolution or the ZHCA mode!.

In the mean vorticity equation, the geostrophic terms are still the leading order

balance terms in the upper ocean for the 40 km horizontal resolution (NOl). How­

eVf;f, the effect of eddy vorticity convergence and mean vorticity advection become

comparable to the geostrophic terms with 30 km horizontal resolution. Eddy vorticity

convergence is usually larger than mean vorticity advection. The eddy vorticity con­

vergence with ZHCA (N03 case) is not only larger than the Nü2 case with the same

horizontal resolution, but the negative and positive convergence ce!lters also have a

better correlation with the extrema of mean vorticity. In the deep ocean, the mean

advection term is negligible, but dissipation may be required for vorticity balance

for the NOl case. For both Nü2 and N03 cases, the eddy vorticity convergence is

comparable to the geostrophic terms. In contrast to the upper ocean, the case of the

ZHCA model does not lead to a significant change in the deep ocean.
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Table 5.1: A summary of the numerical experiments. Ali experiments use the no slip
condition with 14 verticallevels.

Case ~x= ~y surface boundary condition Source

NOl 40 km restoring Chapter 3
N02 30 km restoring Chapter 4
N03 30 km ZHCA Chapter ,1
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Figure 5.1: The insta.nta.neous horizontal velocity distribution for NOl (cm s-l) at
depths (a) Z =75 m (178.0), a.nd (b) Z =2800 m (42.1). The 5-yea.r mea.n horizontal
velocity are shown ilS (c) Z = 75 m (139.0), a.nd (d) Z = 2800 m (12.3). The
magnitudes corresponding to the vector shown at the bottom right is given between
parentheses.
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Figure 5.2: The instantaneous horizontal velocity distribution for N02 (cm S-I) at
depths Ca) Z =75 m (257.0), and (b) Z =2800 m (66.9). The 5-yea.r mea.n horizontal
velocity are shown as (c) Z = 75 m (113.0), and (d) Z = 2800 m (12.6). The
magnitudes corresponding to the vector shown at the bottom right is given between
parentheses.
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Figure 5.3: The instantaneous horizontal velocity distribution for N03 (cm s-l) at
depths (a) Z =75 m (177.0), and (b) Z =2800 m (64.9). The 5-year mea.n horizontal
ve10city are shown aa (c) Z = 75 m (122.0), and (d) Z = 2800 m (12.3). The
magnitudes corresponding to the vector shown at the bottom right is given between
parentheses.
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Figure 5.4: The 5-year mean zonal velocity at Z =75 m, averaged hetween X =900
and 1500 km for (a) NOl; (h) N02j (c) N03. The unit is cm S-I,
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Figure 5.5: Same as Figure 5.4 but at Z = 2800 m.
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Figure 5.6: The 5-year mean zonal eddy momentum convergence and advection terms,
averaged between X = 900 and 1500 km, at Z = 75 m, for (a) NOl; (b) N02; (c)
NOa. The unit is 10-6 cm S-2 .
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Figure 5.7: Same as Figure 5.6 but at Z = 2800 m.
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Figure J.8: The 5-year mean zonally averaged terms of the vorticity equation at
Z = 75 m for NOL (a) mean vorticity (10-7 S-I); (b) l3-term (10-13 S-2); (c)
residual of geostrophic balance (BETA+DIVERGENCE), mean vorticity advection
(ADVECTION) and eddy vorticity convergence (EDDY), ail in units of 10-13 S-2 •



• 118

(c)

(a)

(b)

.-----ol.:::::::::::::==:::::::::~-----O

5.00

2.50

0.00

-2.50

-5.00
5.00

2.50

0.00 0-

-2.50

-5.00
5.00

2.50

0.00 .. ,.,

-2.50

-5.00

1000 1300 1600 1900 2200 2500 2800 3100 3400 3700 4000

y (KM)

(c)(a)

(b)
VORTICITY

BETA TElUl

ADVECTION
EDDY

.....••.. BETA + DIVERGENCE

•
Figure 5.9: The 5-year mean zonally averaged terms of the vorticity equation at
Z = 75 m for N02. (a) mean vorticity (10-7 s-I); (b) ,8.term (10-13 S-2); (c)
residual of geostrophic balance (BETA+DIVERGENCE), mean vorticity advection
(ADVECTION) and eddy vorticity convergence (EDDY), all in units of 10-13 5-2 ,
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Figure 5.10: The 5-year mean zonally averaged term5 of the vorticity equation at
Z = 75 m for N03. (a) mean vorticity (10-7 5-1); (b) {3-term (10-13 5-3 ); (c)
residual of geo5trophic balance (BETA+DlVERGENCE), mean vorticity advection
(ADVECTION) and eddy vorticity convergence (EDDY), ail in unit5 of 10-13 5-3•
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Figure 5.11: Same as Figure 5.8 but at Z = 2800 m.
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Figure 5.12: Same as Figure 5.9 but at Z = 2800 m.
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Figure 5.13: Same as Figure 5.10 but at Z = 2800 m.
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Chapter 6

Conclusions

In this thesis, we first describe the formulation and verification of an ocean circulation

model using the Arakawa C-grid. The C-grid has been shown to give more accurate

results than the B-grid in the treatment of geostrophic adjustment (Arakawa and

Lamb, 1977; Batteen and Han, 1981; Bryan, 1989) and linear convection (Xu and Lin,

1993). We include in the model a semi-implicit formulation of the Coriolis terms, and

a small scale dissipative term which depends on the horizontal divergence. The latter

reduces the noise in the vertical motion field. The model is formulated with p-plane

geometry, and temperature is the only state variable. In the eddy resolving regime,

this dissipative term is used only in the subpolar gyre region, where the Rossby radius

of deformation is not weil resolved. It has little effect elsewhere in the model domain.

The verification experiments are performed using idealized"-wind and temperature

surface forcings in an ocean basin with a comparable size to the North Atlantic.

We compare the results obtained at coarse horizontal resolution with those of other

models. The surface heat flux, northward heat transport and thermohaline circulation

are all simulated weil. Results with different forms of frictional parameterizations are

also discussed.

The model has been used to study the effect of no slip and free slip boundary

conditions, and vertical resolution on eddy energetics and northward heat transport.

Little eddy activity is found in the free slip case. There is intense eddy activity in the

123
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no slip case due to both stronger baroclinic and barotropic instabilities. This result

shows that a PE model has a different sensitivity to the lateral boundary conditions

compared to QG models (Haidvogel et al., 1992). The sub-domain energetic analysis

shows that the most energetic regions are concentrated near the western boundary

current and its outflow region, where both barotropic and baroclinic instabilities are

important. For the remaining regions, barotropic instability is negligible compared

ta baroclinic instability. The heat transport by the time variant flow is almost com­

pensated by the enhanced time mean flow transport, with the result that the total

heat transport for no slip boundary conditions is almost identical to that in the

non-eddy resolving coarse resolution regime. For free slip boundary conditions, the

heat transport is 'ïncreased substantially in the midlatitudes and subpolar gyre due

to the overshooting of western boundary current, which enhances the baroclinic gyre

and overturning heat transport. Increasing the vertical resolution produces stronger

baroclinic instability, but leaves the northward heat transport unchanged.

The model was also used to examine the effeets of different surface thermal bound­

ary conditions. A ZHCA model has been compared to the more conventional restoring

condition. The former, being less constraining than the latter in terms of the surface

temperature, allows more mesoscale variability and a stronger mean flow near mid­

latitudes and in the subpolar regions. Our results suggest that the use of the ZHCA

model is one way to increase mesoscale varibility in eddy resolving models. For exam­

pIe, the CME model underestimates such variability in the eastward extension region

of the Gulf Stream and in the subpolar gyre (Stammer and Boning, 1992; Treguier,

1992). Another important result is the stronger MKE in the eastward extension re­

gion of the midlatitude jets with the ZHCA model. This is especially relevant as

Boning and Budich (1992) found that the MKE eastward extension is not sensitive

ta the horizontal resolution.

The vertical distributions of temperature variance obtained with the ZHCA model

show maxima at the surface, subsurface level, or both, depending on geographical

location. In contrast, the results we have obtained with the restoring condition aH
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show a maximum temperature variance below the surface. The vertical heat tra.'lsport

by the time varying flow, which converts eddy available potential energy to eddy

kinetic energy, is also increased with the ZHCA mode!. The use of a constant heat

flux and a restoring time scale appropriate for radiative damping in the ZIlCA model

permits the simulated Bea surface temperature to depart more from the reference

temperature, and allows advection to play a larger role in the surface heat balance.

The above experiments were used to diagnose the mean momentum and vortic­

ity balance. Both increased horizontal resolution and the use of the ZHCA model

cau increase the midlatitude jets in the surface and deep layers. The midlatitude

eddy momentum convergence represents the dominant ageostrophic contribution to

both the mean zonal flow and its variation. The mean advection is consistently less

important.

The effects of eddies have been further investigated by using the mean vortic­

ity equation. The results show that eddy convergence term is the most important

ageostrophic term, and can be as important as the geostrophic terms. The results

show a similar sensitivity to the horizontal resolution and the ZHCA model aB the

momentum equations.

Our process oriented study is based on a rectangular domain with no bottom

topography and is not intended to simulate the real ocean circulation. The results

cau only be suggestive of what happens in nature, but they should nevertheless be of

great help in indicating what should be included in more realistic global and North

Atlantic models. As a result of the computational requirement of the latter models,

there is less opportunity to vary model parameters and to perform sensitivity studies.
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A nomeriesl solution of the Iinear Rayleigh-Bénard
convection equations with the B- and C-grid formulations
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AllSTRACf

n. nlllllCrical IDlutioDi or Ibo 1IDar Ra,lclp.1l6Iwd cooyllClion eqllllloftl 1IIio. lb.
Arakawa JI. lIld C·pid fOllllulaliODI lN COlDpand wilb Ibo lIIl1Jllc IDlutio... n. lIIIull.
abow !bal Ibo C.pld Ûlllalalel boltlr !ba plIW11I rata or WlIlIblIlIICldIL " co.wctl..
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.. ia lIIll1Iot IbID Ibo acaIt cI!ba lIIIIllbll.uatlllcatiD...
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1. Incrodaetlon

Convectlvc iasllbiUly can OCClU iD balb tbe
ItmOlphere Ind ooeaa. In coure raolutlon
hydroatatlc numerical modell. Ibo convectlve
model Ire Dol raolved, Ind Ibeir mixinS eft'ectI
are usualJy panmelerïzed usinS convectivc IdjUil'
menL Tbe convectlya lClIea can be eapli;:itly
raolved ln b11b.raolutlon non·hydrOitalic
modell. For lhe ocean, lucb modell are usually
formulalcd usins Ibe Maklwl (1972) B· Ind
C·lridI. In Ibil nOie, we eWllÎlle lb. etfect of lb. 2
horizontal and formulllioDS lad horizontal Srid
sim on lb. simulltion of Rayleilb·B6nard
initabillly, by compannS Iheir raulll la Ibose
obllin.d UsillS analy/ic meanl. n.lmportanee of
non·hydrallalic VCrlUS bydrOitatlc etfectl u 1
funClion of Ihe horizonlal resolulion il Ilia
investillllied. Mlnin Ind Pi.lk. (1983) Ibowed
lhll th. hydrollatic approximation remainl vIUd
in th.ir Itudy of ...·breeze mod.lins DYen wben
the aspect ratio ÎI oford.r unilY. A.imilar conclu·
sion il found in tbe recent review or alDlOlph.ric
convection by Molinari Ind Dud.k (1992). It ÎI

• Corrapondinlau!bor.

Tellus 45" (1993~ 3

Ibus of ....1 interat la eXlmin. th. raie of non·
bydrostatic etfectl in an oceanlc contal! u w.lI.

ArakaWI and Lamb (1977), and Bltteen Ind
Han (1981) .umined the eIrecII of th. 2lridl on
Ibo dlspersiv. prapestia or I..nlal·ar"vity Wlva,
wbicb are ....ntial for poatropblc adjustmenL
Tbeir raulllibow that for coure and (> 100 km)
ooeaa model.. the S'and performs better than Ibe
C.arid. wbil. Ibe oppolite obtalas It b11b raolu.
tian «50 km~Tb. critlcal param.ter il th. ratio
a! lb. ROllby radiul or deformltion ta the and
Iize. Convective model are buoyantly unllabl.
modes: il il Ihus of int.ral ta det.rmin. lb.
performlncc of tbe 2 andl for the .... of uDSlabl.
IlratlftcalÏon.

Olvey lad Whitehead (1981) invatl,"ted
laaly/ically convective inllability in 1 2·llyer
llItatiDl Ruid, and Ipplled the raulll ta linklns
DYeDII in Ibe ocean. They IU....ted that the
borizonlal ..... of lhe futat l'owins mode.
found ta be of lb. order or 500 m, mlY delermine
1be..... ofdeep convectlon due la lurflCC caolinS.
The efl'ect of the ear1b'1 rotatlon il nOlimponlnt.
exceptltlmall arawlb ratel.

ln tbil study, we use 1 numeriCiI model la
ClImine th. eft'ect of the S· Ind C'and formula·
tlODS on the convectlve iastabililY of the Iinear

127



• 194 W.XUANDC.4.UN

The Iincarizcd cquation. ror the Raylcip·
Balard.problem are u follow.:

RayleiBh·sa.ard problem. The model ronnulatioD
i. prctentcd in Scctioo 2, the multa in Section 3,
and the conclusion iD Section 4.

The notatioD i••tllldard: o, u, w are the velocity
compoDenl' in the eut·west (x), nom·south (y)
and vertical (.) c1ircctiolll, rapcctively; r, p, Po, p',
l, " Y, K, CI, V' dcDOIc time, pretlure, rcfcrmc:e
dcIlIity, perturbation dcDIilY, COD.tant Corioli.
paramelcr. aravitational accelcratioD, yilCOlity,
thcnnal ditrUlivity, thenna! elpaD.ion coeIIic:icn1,
and the 3-<!imen.ional Laplac:ian opcrator, rapcc·
tively. The buic-.talc tempcraturc hu a Iiacar
diltribution with a ranac ofâToyer the depth (H)
or the channel Stra.·free baundary condition.
(u, - u, - 0), toacther wlth yanilhinl nonnal
yelocity (w-O) and lemperaturc perturbation
(T _ 0), arc ulCd atthe top and ballom baundariCI

Ra-pâTH'/vK,

Pt-Y/K,

Ta - l'H'/y'.

whcrc le, " mare Wlvenumbcra in the x, y, Ind •
c1ircctiolll; U, If, W. P and TO, pO are perturbation
amplitudes. For unstable modes, À> 0 il the
BtOwtb rate. SubltitUtiOD or cq•. (7), (8) ln eqs.
(1 H6) top:ther with the use of the boundary
condilion. yicIds an eiacnvalue problem for the.
BtOWlh raie .1. The solutioD may bc obtlincd
lDa1yticaUy, u weU u usinl B· aDd C·lrid
fonnuiatioDL '!be ImDlement for bath lrids
iI.hown ln Fi.. 1. The horiloDta1 velocitia arc
carricd atthe samc point for the B-lrie!, white this
il Dottbe ClIC for the C·lrid. The numerical.olu·
tions dcpend on the lrid molution b, 6y, 6.:
fUrlher dctai1s arc prcsctI\ed iD the Appeildix. The
nature of the solution depcnds on 3 phy.ica1
climcnsionlCII paramelCra:

(. - 0, H). The buic .tale is at rai with no
hOriiODta1 variation or pressure and delllÏty. The
multiplier 1 Wes on the vllue of cither 0 or l,
conapoDdinl to the hydroatatic and non·
bydro.tatic CUCI, rapcctivdy.

Wc may UlU2DC .olutions to (1 H6) or the
foUowlnl ronn:
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u.+u,+w,-o.
p'. -œPoT.

ur- -p,/Po+ lu+yV'"

ur- -p,/Po-/u+yV'.,

'W,- -p,/Po-,p'/Po+.yV'W,

T,- (IllT/H)w+KV'T,
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FI,. 1. The Irranpmen. or .c1acity (u, v. w) and _perliull (n point. in 1 and box ror the tl) B-pid. and
(b1C'and rormulation.•
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The R.yleip oumber (R.) il • meuwe of the
databilizillllclllperatwe ItratillcatlOO b.Tn1atiYe
to VÏICOua ud dllI'uaiYe etreeu. The Pnndd
number (Pr) il the ratio of the latter coelIic:ienll,
while tba T.ylor lIumber (T.) il._we or the
rotatioll rate.

The cIuIic llI&Iytic solutioll (Chandruekhar,
1961) of the Rayleip·Moard problem Ihowsthat
Ullltable llIOCIa oocur whell tba R.YIeiIh IIDll1ber
il lulBdmdy Iaqe (Ra> 27K'/4), IIICI th.t the
vertical acaIe or .tbe mOit unstahle mode il thal of
the araVClt mode (m - 1), with • hOrWllltallClle
of lhe lIllIe ortler.

We cIefine tbe dimetllioll1ea ••YeDumben le••
1•• m.a

ID
HIC

10" "

1

1

1

".--......--......- ....--......-...-,
1\

1

•
•

Il

,
m­

I

"r.1. The dimcnlionlal aroWlh flle (AH'I.) or Ihe
UDlllbll moda U 1 ruaclion of 'M dimINIon..
borizoalll [(icI, +'1.)'") and YIrlIcal .111.) .....
Dumbm, rrom Iba lIIIIytJc modaL Tho rwlulloD
cormpondlnl'o lhe lfId liai or ,,,.Iy. 10H. H Ind
HIIO IIlbown b7 .bo IITOW an Ibo .bciIII; onl, modes
10 Ihe lell or lhe arrow 1 1... b7 lM nlplClM
nllllllricll modoI in 1 .

raulll for the IJ. and C·piIi formul.tions fllllÏJII
from low (b- ION) to biIh (b - Hll0) horizon·
tal raolutlolL Fer IUbaequent raulll, Ml lake
Ra. 10', Pr. 1 and Ta. 10', and ilielllical and
spaciIIp ilI the zonal ud merililonal IiInct10ns
(b-6y),.nd 61.Hllo.

FI.. 2 shows tba lfCWlb rata of the UIIII.ble
modes or tba 3-dlmaIi0nal 1I000·hylirOltatlc
(1_ 1) ualyt1~ model, a a fwIctIolI or the
horWllltal and vertlcaI wa_DllIberI; III \ierivi'
Iioll illÏYeD ill the AppencllL AllIOted earller, Ihe
mOit uDlllbIe mode la tbe aravat moda III the
vertlcaI (m.... 1) wlth III hOrWllllal lc:aIa or lhe
_ order u tba vertical acaJe, The horizontal
acaIa whlch are aetually raolvecl hy Ihe horWla·
lai pid IpadllP ofb - 10H, H and Hll0, are aIIO
ilIIiIcated ilI FI.. 2. We _ tb&t the former 2 and
Ip&ciap do aot raolYe the mOit Ullltable mode.
Ho_. DWlII for theae cuea, It la of lalelllt to .
compare the perfOntWICID of tba 2 pid formul.·
Iiolll illlimu1alinltbe powtb ratai orthe ulllllble
model.

FI.. 3IhoWithe poWlh rala .t h1p hOrWlnlai
reaolulioll (b. HIIO) for tba aOIl·hylirOltatic

129
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le 1e.(Hlb), 1....1.(HI6y),

m - mol,HI6,).

Nole Ih.l Hlb, HI6y and H16: .re meauleS of
the horizontal and venical raolutions or Ihe
numerical modeL AI Ica. 10 have valua leu than
uolly, IhilllICIlII thatle... and 1... are smaller lhan
Hlb .nd HI6y, rapectively. For bain scale ocean
cilClll.lioll mode" uaed for c1imale llUliies, 61 ilof
the IIIIIC order u Hll0. We will compare lhe

le. _le 6)l1re, 1. -16y/K, ma - m611ft.

A numerical model with • pid lpacinl or b CIII

OIIIy raol.e a milIimum waYeleoItb or 2b. ThIl,
loplher with tbe .1lMIIce of hOrWlotal bouod·
&riel, me&III that the dimellliom. hOrWllltal
wavenumberl le• •nd 1. are COIIIlrIitIeII 10 haYe
val_ bet_ zero IIId WIily. For limpliclly. Ml

take lhe 2 waYeDumben 10 he llieolical, le••1••
Le., sytIIllIClry ln the ZOlIIl ud meridlooal cIIrec·
Iioaa il UIIIJIICd. A Ilmil 00 Ihe IllIIlIal raolvecl
lCaIe il orcoune 1101 praent iII the .oaIylic modeL
ln tbe vertical, the pt_CI of bouncllriel.tl.0
and ,.H determilla the vertical lCaIe or lhe
aravat mode am.KIH. Thil meus Ih.t the
climetuionJeu wavenumber m. > 6IIH, for both
tba llI&Iylic IIId lIumerical mode".

111 orcier to compare more readlly the w.ve·
numbers of Ihe analytic .nd oumerical mndel..
wc cle/ine Ihe reacaled w.Yenumbers a

•
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03081Z10

(k.." + 1.." lM

o
7

7

5

(b) •

,
03081210

(dl' 0

(el

3 0 a 12 15

(cl

3 fi Il 12 15

7

5

7

5

7

s

031111215

R,. J. Tbe l'0Wlh raie ().JI'I.) U 1 (unction or lhe borizonlal [(klo +/lol'''] Ind venical (....)wlvenumben. (or
the Inll,lic Ind numcrical mode'" wilh 6%-6,-H/I0 and 6,_N/I0: (1) lna1ytic: (b) nun.h;droslltic C'lrid:
(c) non·hydroslltic B'arid: (d) hydroslltic C'arid: (e) bydroslllic B·p

•

analYlic model, and Ihe hydro.talie and noa·
hydroslalie numeri..1models. We firsl noie that in
Ihe Iimil o( infinilely hiSh rosolulion, Ihe resulu of
lhe S· and C'Srids bolh eonverse 10 lbe non·
hydroslalie analylie case; Ihis has becn veriflCd
by inereasins Ihe horizonlai resolulion boyond
~,,- HIIO (fiaurel nOllhown). The mosl unstable
mode is resolvcd allhe laller molulion (Fi.. 2),
bUllhe behaviour 01 lhe IWO Brid lormulalionl c1if.
1er. For Ibe non·bydroltalie case, Ibe C'and (Fi..
3b) limulales a laraer ranse 01 unllable horizontal
seales compared 10 lhe S'arid (Fil- 3e~ and Ibis is
in beller aareemenl wilh Ihe analylie mulu (Fi..
3a). Indeed, Ihe B·and yields a hiab wavenumber
eulolfwhieh il nol presenl in lhe analylie resullsal
Ihese wavelenalM. In addilion, Ihe growlh raie of
Ihe moll unstable mode is undereslimalcd more by
Ihe S·arid. This il probably due 10 the dissipative

nalure 01 lhe and·poinl avcraging needed 10
calculate the horizontal pressure gradient in Ihe
B·grid formulation. The hydrostatie aumerieal
relullS (Fip. 3d, e) lor bolh andl give complelely
incorrect llfowth rates; Ihis is elpeelcd lor high
horizontal resolution, where non·hydrostatie
elTeets beeome imponanl.

The mulu lor eoaner horizontal resolution are
shown in Fi.. 4 (b_H) and Fi.. S (b-IOHI.
Nale lut the most unstable mode is no langer
molvcd attbese molutions (Fi.. 2). However, Ihe
B·grid simulations show a mOlt unstable mode
(Fip. 4e and Se), wilh apwlh raie whieb is mueh
smaller lhan Ihe analylie resullS (Fip. 4a and Sa~

la contrast, the C·arid perlorms mueh beller: Ihe
arowlb raie distribution and ilS magnilude (Fip.
4b. Sb) are bolh simulaled weil. We also noie IMI
Ihe non·hydroslalie and hydroSlatie mullS lor Ihe

130
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• r-"'T'"""--r---r-~"""'! {al

a---I
77

3 3

, ,

O.D U D.I D.' lJl 1.' D.D D.3 '0.1 D.' IJI U• {cl {dl •
7 7

m. a
5 0 5

3 3

D.D D.3 D.I D.' IJI U O.D U D.I D.' IJI U• (el 11<002 + 1..2 )11
7

5

3

D.D D.3 D.I o., 1.2 U

Fi,. 4. AI Fi.. 3, buHo. 1.._l,_ H.
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2 rapective picla arc now similar, due 10 the
couse borizontal rauluûon used iD lbac eues.

Davey and Wbilebead '1981. bereafter refened
10 u DW), performed an analyûc linear slability
analy"il usiDI a slaûeally uoslable lWo-layer Ruid
.SYSIem. Their raulb suuesla preferred borizonlal
scale or about 500 m (or deep convection evenb
due 10 lurface coalinl in the ocean. To simplify the
analysis, lbey did nol coosider lhe elTCCb o(
yertieal yisco.i1y. We DOW eslillllle lhe yalue of
Ibe Rayleia!' Dumber implied by lhe choice of Ibe
degne o(mûe inslability in Ibeir model. The Ialler
il meuured by Ihe reduced araYÏly paramelers
,'~(6pIPol', where 6p-PI-PI il Ibe densily
dill'erence between lhe 2 Iayers, and Po il a
refereDce denllly yalue. The malnilude of 6p il
small compared 10 Po, and 6p < 0 (or slalic
inslabilily. The depths orlhe IWO layers are H, and
H" DW eslimaled a repraenlaliYe yalue of
,' .. - 10-' m1-', correspondin8 10 Iypieal

TeU.. 45A (I993~ 3

coolins eyenls in Ihe upper ocean, wilh deplhs
H.-loo m and H, -1000 m, relpeelively. To
determiDe an equiyalenl Rayleiab number, wc noie
lhal lhe corrapondinl lemperalure liraiificalion
il 6T- -(l'IIIT•• (or some reference lem·
peralure. To• Thil lemperalure dilference OCCUrs

Over lhe deplh H, which il laken 10 be Ihe
pmelric mean o( H. and H,; Ihil is of course a
erude Ulumplion, u il is nol Ilri"ly pollible 10
approximale a 2·la,.r IYllem wilh a Iinear profile.
This lben leacIa 10 a yalue Ra _ 6 x 10', wilh
Il,,,2.5 x 10-"e- I , ._"ooIO-Om'I- I • This il
comparable 10 the yalue o( Ra - 10' lhal we used
iD lhe analYlil or lhe performance of lhe 8· Ind
C·pids. Our resulb do nol chanac subslanlially
for Ra. 10' or 10', a1lhouab Ibe Ifowlh raies do
inereue wilh lhe Rayleilh number. We have used
idenlical yalues of lhe horizonla: and yenical eddy
Yiscosilies, whicb is Iypical of lhe yenical YilCOIily
in Dumerical ocean modell. In lhe laller, the
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0.00 0.03 O.OS 0.08 O.la 0.15• (el
1

,
•

0.00 0.0' 0.01 0.01 0.12 0.10

Fi,. S. AI Fil- 3, but lor 6Jr_6y_IOH.

horizonlal viIC01Î1Y il many ordcn larser lban Ih.
v.rtical valu., du. 10 Ibo use ofa couacr horizon­
lai resolulion comparcd 10 Ih. v.rtical raolution.
How.v.r, lb. borizonlù conlribulion 10 lb.
Laplacian leno, wbicb coDIÎI11 of lb. produCI of
lhe horizonlal vÎlCOlily and lb. borizontal
,radienl of Ihe velocity lhear, remainl comparable
10 Ih. vertical conlrlbution. due 10 th. COUIC
horizontal raolulion (oU. M) in sucb mod.1s.
Thil means lhal lb. Laplacian dilfulion il a1mOlt
isotropie. In our hish horizontal resolution ....
(oU-H/IO-Ml, tb. horizontal and vertical
resolulions are <quai; lhere il lhui no RUOn to
use a much lu..r borizontal viIcOIily. For lh.
inlennedial. and low horizonlal resolulion cases
(oU - H, 10H; M _ HIIO), lhe use of <quai
borizontal and vertical vilCOIilÏCI means lbat tb.
former il underestimaled comparcd to Ibal found
in numerical modell. The use oraluser borizontal

(bl •
1

,
•

0.00 0.0:5 0.01 0.01 0.12 ...0

(dl •
1

moo ,

• a
2

0.00 0.03 0.011 0.01 0.12 ...0

( k".2 + ,..')ll

riJcosil)' in thesc ..... would ...crely damp tb.
convectiv. modes, with.the C-grid IlÜl perrormin8
botter lhan the B-pid. W. havelbUi chnsen 10 Ule
identical values of tb. borizontal and v.rtical
viKoIilia.

DW aIJo sbowed lbat Clccpt ror small srowth
rata found near lIlU8ÏJlI\ iDltabilily, the eft'eCII of
the eartIt'a rotation are not importanL Thus, th.
choiœ of the Taylor number Ta il not crucial; Ibis
bas been verified iD our aoalysia. W. bave used a
value 0( Ta - 10' tbrouJhout lbil study, which
conapo1lda 10 weak rotation comparcd to tb.
earth'l rotation. Increuinl Ta would iocreue lb.
crilical value of th. Rayleip numbor for lb. onset
0( ÏDltability, and the result tbst the C-grid
performs bolier than the B-pid llill romainl valid.
Increuinl the Prandd number would increue lbe
arowtb raie; Ibo C-pid pedonnl bolier Iban the
B·pid in IbOle ..... u wdI (lipres not lbon).

TcUUI 45A 11993t 3
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ln lhe abo.., ,,' S k' +l' +m' ÎI Ihe 3-dimen­
sional w.venumber. The convecti.. Ifowlh raIe A
is then obtained u an eisenva1ue.

For the numerical model, the coeftlcienll {arl
are si..n by Ihe foUowin. rel.tions.

[au-A] U+auY +a.,To -0,

a" U+ [au-A] Y+a"To-O,

a" U+a,.Y+ [a,,-A]To-o.

The coefficienll {a,} Ulume cIilferenl values for
the .naIytic and numerical models. For the
analytic model, we bave

Gu· O,all- -,.2v,

all- - (m/,,')/,

a., -p(k' +1')/,,',

4U- PrH1d-aut

a,,-H'd,

a" °a" - - b'T.Pr',

au. a" - (alc'/al) RaPr,

au. au - (alc'/al)R.Pr,

GIJ. a'2. all- -(GIG,c'b/aJ)RaPr'Ta l12•

a'i • ail. au - (ala2c2b/a~)R.Pr2Tall2.

The .bove equ.lion. relate the coefficienls 10 Ihe
dimensionl... numbers Ra. Pr, T., Ihe deplh of
the Ouid H, and the paramcten ah az. ah b, Ct il.
The values of Ihe I.ller 6 par.melers depend on
whether Ihe hydrostalic .pprolim.lion il made.
aad lhe srid scheme UIed; Ihey .re .hown below.

(1) Hydro.talic C·pid model:

a, _.in(k 6%/2)/6%,

a, -.in(16y/2)/6y,

a,-.in(m 6:/2)/6:,

b-cos(k 6%/2) oo.(16y/2I,

c - COI(m 6:/2).

d- -(al+al+al).

Substilulin. Ihe w...·form solulion. siven in
eqs. (7)-(8) in Ihe Iineari:ed eq•. (1 )-(61. we
obtain lhe followinl sel oreilenvallle equalion. for
lhe Ifowlh raIe A:

We have esamineci lhe numerical solutions 10
the dUlic RayIeiBh'1Iétwd problem in the
bydrostatic attd DOn-hyclrottatic Iimill, USÎDI both
the Arakaw. Jl. aad C-pid formulaliolll. The
resulll ba.. been compmd with the analylic IOlu­
tiOD. The te1eYaDl climealioulea puaJllCten are
the Raylcilh (Ra), Praadll (Pr) aad Taylor (T.)
numben, u weU u the pic! raolution relati.. 10
the cIeptb of lhe Duid (6x/H, 6y/H, 6:/H).

The mlllt WIIl&ble mode is raolved in the non·
hydfOltatic eue wben Iu1Iiciently hiBh horizontal
raolution is UIed (6% < H). Convenely,.l coane
horizontal resolution (6% > H), the hyclrosl.tic
aad non-hydroltatic taulll become doser. The
mOI! UDltable mode bu horizontal and ..rtical
aIeI or lhe wne order, ÎI thua nol raolved in
both oua. TbiI in tum JDeanI tbal • convective
adj_enl parameterization is rcquired in coane
horizontal raoIution moclell, in both the
hyclrostatic and DOn·hydtOltatic oua.

ln senent. the C·pid per(Ol1lll better !han the
B·pid in simulatinl the pori rate of con...•
li...y uDltable modca. Note tbal in lhe Balleen
and Han (1981) study or postrophic adjllltmenl,
the C·pid aIso wortell better for lhe frcquency of
inertiaI·paYiIy ...... wben the horizontal raolu·
tiao is lDIailer !han the fini modal RlIIIby radilll
or dcfOrmalioD.

A c1illicttlly wilh the .imulation of convectively
uDltable modes in • numerit:aJ model is Ih.I'lICh
instabilily can oocur .1 any scaIe, down 10 thal of
the pid taolution. We bave "'·'Cllmvented Ibis in
our sludy by t&kin8 the pid raolution 10 be les.
Ih.n lhe scale or the iDltabilily (6: < H), Ihlll
allowin. Ihe raolulion of uDltable modes .1 sur·
ficienlly hiah horizontal raolulion. In .uch _,
the C·pid per(orms belter lban Ihe B-lrid. Thi.
conc\lIIion ÎI of ÏRletal u prosressively hisher
horizontal teSolution is UIed in eddy·tao.vin.
ocean circulalion mode" (Holland, 1989).

S. Appeadix
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(2) Hydroa~tic B-pid modcI:

'" - 2lin(k ",,/2) _(1",/2)/"".

'" - 2A:oI(k ",,/2) Iin(1 6,/2)/6"

", - 21iD(1II 6z/2)/6"
b-l,

.-_(1II6z/2),

d- -("~+"i+"~).

W. xv AJlD C. A. UN

"" 0 a,. 0 a" _ - (a,a.c2bldllt,~alJ2,

a" 0 a,. 0 au - (a,a.c2bld)It.~a'/2.

andwbere

It,- -a,a.bld,

It. - 1- a~/d,

It, - 1-a~/d.

(3) Non-lzydrnlllltic B- and C-pid mDde1l:
1bc DOft-bydroatatic IOlutiODi or B- and C-pid

mode" are the same u the conespondiDl
bydroltatic COUftlerpuU ercepl

"u- PrH'd+It,.

"... -PrH·d-lt..

"'. _ H·d,

",. 0 "., - -1t.It,bz.raPr2,

"12 0"" - ("~.·/dlRaPr,

"u o"u - ("~.·/dlRaPr,

Hdpl'u1 clilcuaion with Dr. D. L Zbanl duri"l
the courte or thiI worli: il pateru1ly admowlr~;:ed.

ML U. 5eiderl/'ua belpod iD tI'.e preparation", lbe
fiIura. F"UWICiaI luppon il pro>iclod by the
NaturaJ SdcDœa and EaIiDeeriDI Raeareb CoUD­
eil (NSERe), and the AlIliIlIIPbcric En>iroamenl
Senice (AES) orOnada 'Ibe pRPUAlÏon or thiI
wort wu aided by the computational l'aci1iliel
of CERCA (Ccnue de Redlercbe CIl Calcul
Appliqué). Hdpl'u1 _II from 2 anonymous
--. wbicb improved the llIUuscripl, are
patdully actnowledaecL
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•
APPENDIX B: Finite difference

equations

We give below the finite difference forms of the governing equations

(a) Continuityequation

w(i, j, k +1/2) _ w(i, j, k _ 1/2) = AZk[u(i+ l,j, ~x- u(i,j, k)

v(i,j +1, k) - v(i,j, k) (BI)
+ Ay

The boundary conditions for Equation (81) are:

u(i,j, k) =0

at longitudinal boundaries

v(i,j, k) =0

at latitudinal boundaries

w(i,j, k +1/2) =0

at the surface (z=O)

(b) Temperature equation

•
= TUi+l/2,i,k - TUi- I /2,i,k +T Xi+l/2,i,k - T X i- I / 2,i,k

Ax Ax
+TV;,j+l/2,k - TV;,i-I/2,k + TY;,i+l/2,k - TY;,i-I/2,k

Ay Ay
+TWi,i,k+I/2 - TWi,i,k-I/2 + TZi,i,k+l/2 - TZi,j,k_I/2

Az Az

135
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with

TUi+1/2,j,k - u(i,j, k)(Ti,j,k +Ti+l.j,k)/2

T Xi+1/2,j,k - (T;+1.i,k - Ti,j,k)/6.X

TV;,j+1/2,k = v(i,j, k)(Ti,j,k +Ti,j+l.k)/2

TY;,j+1/2,k - (Ti,j+l,k - Ti,j,k)/6.y

TW(i,j, k +1/2) = w(i,j, k +1/2)(Ti,j,k +Ti,j,k+d/2

TZ(i,j,k+ 1/2) - (Ti,j,k+1 - Ti,j,k)/6.Zk+1/2

and 6.Zk+1/2 = Zk+1 - Zk

The lateral boundary conditions are:

TUi+1/2,j,k = 0

T Xi+1/2,j,k = 0

TV;,j+1/2,k = 0

TY;,j+1/2,k =0

TWi,j,k+I/2 =0

the bottom boundary condition is

T Zi,j,k+I/2 = 0

the surface boundary condition is

TZi,j,k+!/2 = QL

(c) Hydrostatie equation

where Pk+1/2 = (Pk+! +Pk)/2 , consistent with the definition of Ti,j,k+1/2'
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(d) Momentum equations

ÔUi.i,k = _2.. ÔPi,;,k + UUiH/2,;,k - UUi-t/2,;,k

ôt Po âx ~x

+UVi,;H/2,k - UVi,;-1/2,k + UWi,;,k+l/2 - UWi,;,k+l/2

~Y ~z

+UXiH/2,;,k - UXi-l/2,;,k + UYi,;H/2,k - UYi,;-1/2,k

~x ~Y

+UZi,;,kH/2 - UZi,;,k-l/2 + fv'Y

~Zk

+fÀ Di+l/2,;,k;;'xDi- l / 2,;,k (B4)

where

UUiH/2.i,k = (Ui,;,k +UiH,;,k)(Ui.i,k +Ui+J,;,k)/4

UVid+l/2,k = (Ui.i,k +Ui,;H,k)(Vi,;,k +ViH,;,k )/4

UWi+l/2,i,k = (Wi,;,k +Wi,;,k+l)(Ui,;,k +Ui+J,;,k)/4

UXi+l/2,;,k = AMH(UiH,;,k - Ui,;,k)/~x

UYi,;H/2,k = AMH(ui,Hl,k - Ui.i,k)/~Y

UZ',;,k+l/2 = AMV(Ui.i,kH - Ui,;,k)/~Z

V' 'k
xy = (Vi,;,k +ViH.i,k +vi,Hl,k +ViH.i+J,kl/4l,),

VUi+l/2,;,k = (Vi,;,k +ViH,i,k)(Ui,;,k +Ui+J,;,k)/4•
where

ÔV' ',.
~

ôt
_ _2.. ÔPi.i,k + VUi+l/2,i,k - VUi-l/2,i,k

po ôY ~x

+vVi,Hl/2,k - VVi,;_1/2,k + VWi,;,k+l/2 - VWi.i,kH/2

~Y ~z

+VXiH/2,;,k - VXi-l/2,;,k + VYi,;H/2,k - VYi,;-1/2,k

~x ~Y

+VZi.i,k+l/2 - VZi,;,k-l/2 f .Y
A - Ui,;,k
UZk

+fÀ Di'Hl/2'k;;'yDi ,;-1/2,k
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VVi,j+l/2,k =

VWi+l/2,j,k =

VXi+l/2,i,k -
VY;,j+l/2,k -
VZid.k+l/2 =

f yu· . kX =',1,

(V;,j,k +V;,j+l.k)(Vi,j,k +vi+l.j,d / 4

(Vi,j,k +Vi+l,j,k)(W;,j,k +Wi,i,k+d/4

AMH(Vi+l,j,k - V;,i,k)/ t::.X

AMH(V;,j+l,k - Vi,j,k)/ t::.y

AMV(Vi,j,k+l - V;,j,k)/ t::.Z

(h(Ui,i,k +Ui+l,j,k) + fj+l(Ui,j+l,k +Ui+l,i+l,k))/4

The special treatment of Coriolis terms conserve the total energy, i.e., there is no net

gain of kinetic energy due to the Coriolis terms.

(e) Elliptic equation for surface pressure

•

where
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APPENDIX C: Definition of

energetic variables

Available potential energy:
• 2

P = ~a JJJ(T::-T) dV
2 9 dT/dz

Kinetic energy:

(Cl)

(C2)

where () represents the deviation from a spatial average, and dV is the volume ele­

ment.

We decompose a predictive variable into its time mean and deviation,

•

u = u+u'jv=v+v'jw=w+w'jT=T+T'

Mean available potential energy (P):
- • 2

~a J J J (T ::- T) dV
2 9 dT/dz

Eddy available potential energy (P'):

1 JJJ (T'2)-a9 • dV
2 dT/dz

Mean kinetic energy (K):

139

(C3)

(C4)

(C5)

(C6)



•
Eddy kinetic energy (1<'):

(C7)

integrating over a c10sed domain, an energy component can change by the work

of externai forces, wind, buoyancy, diffusion, and frietionai dissipation. We do not

discuss the last two processes here in detai1.

The four main energy conversion mechanisms can be defined as: The conversion

of mean kinetic energy to mean potentiai energy by the work of mean buoyancy:

(P, [() = ag111wTdV,

The conversion of mean to eddy potentiai energy (baroc1inic instability):

(P P') = aIl1ïifTi8T/ôx.+ ïJTi8T/8y d~1
,g dT/dz '

The conversion from eddy potentiai ta eddy kinetic energy:

(P', [(') = -ag111w'T'dV,

(CS)

(C9)

(CIO)

The conversion from mean kinetic ta eddy kinetic energy(barotropic instabiiity):

•

-, III -âfi -- ôïJ âfi -8v(1<, [() = - (u'u'- +u'v'(- +-) +v'v'-)dV.
8x 8x 8y 8y
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APPENDIX D: Components of

mean heat transport

We decompose the mean northward heat transport Ffi into six terms (Bryan, 1986).

We first define the vertical and zonal means

1 10

< () >= H ()dz
-fi

1 {LX
[()] = Lx Jo ()dx

(01)

(02)

In the foliowing, * indicates a deviation from the zonal average, and 1 indicates a

deviation from the vertical average. For simplicity, we drop the overbar on v and T,

understanding that they represent the time mean values. The six components arc

Barotropic gyre transport:

•

Barociinic overturning transport:

fi ' ']F 2 = HLxCp< [vB][T >,

Barociinic gyre transport:

H ,. ,.
F 3 =HLxCp[< VB T >],

Ekman overturning transport:

141

(03)

(04)

(05)

(06)



•
Ekman gyre transport (this vanishes for a zonally uniform wind stress, as in our

study):

Explcit diffusion:

H ,. ,.
F 5 = HLxCp< VE T >, (D7)

(08)

•

In the above VE is the Ekman current and is assumed to be confined wholly to the

upmost modellayer, and Va is the remainder of the baroclinic velocity.
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