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ABSTRACT 

High latitude areas have been identified in most GCMs as regions where global 

warming will appear earliest and be the greatest. Since much of Canada's north is 

underlain by permafrost, a warming of 3-5°C could cause widespread erosion and 

thermokarst. The Arctic coastal zone is particularly vulnerable, as it lies at the interface 

between terrestrial systems dominated by permafrost, and marine systems dominated by 

sea ice and wave action. This study aims at understanding sorne mechanisms of arctic 

coastal erosion, such as thermoerosional niches and block failure. The final goal of this 

research is to identify the are as of Herschel Island, Yukon Territory, which are likely to 

experience the greatest magnitude of change in the near future. This information is then 

coupled with a climate change scenario in order to predict future coastal erosion in the 

area. 

RÉSUMÉ 

Les hautes latitudes ont été identifiées par la plupart des modèles de circulation 

climatique comme les régions où le réchauffement climatique sera le plus important et le 

plus rapide. Le nord du Canada étant majoritairement une zone de pergélisol, un 

réchauffement de 3°C à 5°C pourrait entraîner de vastes dynamiques d'érosion et de 

thermokarst. La zone côtière arctique y est particulièrement vulnérable, se trouvant à 

l'interface entre les systèmes terrestres dominés par le pergélisol, et les systèmes marins 

dominés par la glace de mer et l'action des vagues. Cette étude vise à décrire et 

comprendre certains mécanismes de l'érosion côtière en milieu arctique, tels que 

l'écroulement de blocs et la thermo-érosion. L'objectif final de cette recherche étant 

d'identifier les régions de l'île d' Herschel, territoire du Yukon, qui sont susceptibles 

d'éprouver le plus grand changement à court terme. Cette information sera alors couplée à 

un scénario de changement climatique afin de prévoir la future érosion côtière dans le 

secteur. 
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NOTATION 

A parameter related to equilibrium beach profiles [ "",0.1 m 1/3 for sand] 

a empirical parameter for wave-induced melting [0.5 for unidirectional flow] 

B thickness of the unfrozen beach sediment [B = Bb at t = 0] 

Bb initial thickness of the unfrozen beach sediment [m] 

Be initial thickness of the unfrozen cliff sediment [m] 

Cw volumetrie heat capacity of the seawater 

D vertical melting depth of the frozen beach sediment (m) 

d depth ofwater (feet) 

db fixed seaward boundary before the storm [0.04 m] 

de still water depth at the toe of the cliff [de = (S + db + E - W·tanBb)] 

dr wave depth [m] 

E total vertical eroded depth on the beach [E = (Bb - B + D)] 

F parameter depending on whether the turbulent boundary layer flow IS 

hydraulically smooth or fully rough 

FA available fetch (miles) 

fw wave friction factor at the melting surface 

H cliff height above its toe [H = (He + db + E - W· tanBb)] 

hb convective heat transfer coefficient on the exposed frozen beach sediment 

[J/(s.m2. OC)] 

He height of the cliffabove MSL [ml 

he convective heat transfer coefficient on the exposed frozen cliff sediment 

[J/(s.m2 .oC)] between Tw and Le 

h' e critical depth for deep slips [ml 

Hr wave height [m] 

kb equivalent sand roughness of the frozen beach sediment 

kc equivalent sand roughness of the frozen cliff sediment 

kr linear wave number based on Tr and dr 

Kw thermal conductivity of the seawater 

Lb volumetrie latent heat of fusion per unit volume of the frozen beach 

sediment [Lb = nb' Pi' Lï] 
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Le volumetric latent heat of fusion of the frozen cliff sediment [Le = 11c' Pi' LiJ 

(J/m3
) 

Li latent heat of fusion per unit mass [3.3 x 105 J/kg] 

nb ice volume per unit volume of frozen beach sediment 

ne ice volume per unit volume of frozen cliff sediment 

Pb coarse sediment volume per unit volume of the unfrozen beach sediment 

Pc coarse sediment volume per unit volume of the unfrozen cliff sediment 

qb offshore coarse sediment transport rate at the seaward boundary where water 

depth is given by [S + E + db] during the storm 

qe offshore coarse sediment transport rate at the cliff toe 

qmelt coarse sediment supply rate due to the melting of the frozen beach sediment over 

thewidth W 

qp the potential coarse sediment transport rate, or the upper limit of qb 

R horizontal retreat of the cliff [m] 

Ru wave runup on the cliff face [m] 

s change in shear strength 

S increase in water level ab ove MSL during a storm [m] 

Sw ambient seawater salinity in parts per thousand (ppt) 

t time [hrs] 

Tm melting temperature of the ice embedded III the frozen beach and cliff 

sediment [::=-O.06Sw for Sw < 35 ppt] 

Tf wave period [s] 

T w ambient seawater temperature [ 0 ] 

U average wind speed (miles per hour) 

Ub representative fluid velocity immediately outside the boundary layer 

v kinematic viscosity of the seawater 

Vb coarse sediment volume per unit volume of the frozen beach sediment 

Ve coarse sediment volume per unit volume of the frozen cliff sediment 

W beach width from the fixed seaward boundary to the cliff toe [m] 

[W = (R + Wb + db/tan8b)] 

Wb beach width above MSL [m] 
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z depth below the ground surface 

Re inclined length of the frozen cliff sediment [m] 

e angle of the slope [ 0 ] 

eb beach slope angle [ 0 ] 

e e seaward cliff slope angle [ 0 ] 

Pi ice density [920 kg/m3
] 

ex empirical parameter [0.01 m1.5/s for ice-free sand beaches] 

7 change in shear stress 

'Y total weight of the overlying soil 

12 



CHAPTER 1 - INTRODUCTION 

1.1 Overview 

Permafrost 1andscapes are sorne of the most beautifu1 - and 1east understood -

1andscapes on Earth. The Canadian Arctic is no different; since the earliest exp10rers 

ventured there over a hundred years ago, countless studies have been conducted in order 

to understand the geomorphic and c1imatic agents that affect the evo1ution of the 

1andscape (Mackay 1959, 1963, 1972a,b; Washburn 1973; Ramseier et al. 1974; 

McRoberts and Morgenstern 1974; Lewis and Forbes 1974; Shah 1978; Aré 1983; Hill et 

al. 1985; Harry et al. 1985; Pinchin and Nairn 1987; Walker 1988; Aré 1988; Harper et 

al. 1988; Dallimore et al. 1988; Pollard and Dallimore 1988; Fulton 1989; Harper 1990; 

Pollard 1990; Héquette and Barnes 1990; Pollard 1991; Mackay and Dallimore 1992; 

Burn 1994; French 1994; Héquette et al. 1995; French 1996; Komar 1998; Nairn et al. 

1998; Kobayashi et al. 1999; Héquette et al. 2001; Hudak and Young 2002; Solomon and 

Gareau 2003; Grechishchev 2003). Although much is known about this region, there are 

still many unanswered questions. The modem era of exploration involved mostly 

summer expeditions, lead by the US and Canadian military and govemment during 

WWII, which opened previously inaccessible land to settlers and researchers alike. It was 

also during this time that sorne of the first comprehensive studies were conducted in order 

to understand the geomorphic nature of permanently frozen ground, and the effects of 

large-scale disturbance to this sensitive medium. 

However, few studies have been conducted involving the geomorphology of arctic 

coasts. In areas of continuous permafrost, the combined effects of wave action, the open 

water season, storm surge, and thaw control the amount of annual coastal retreat. Even 

though the summer thaw season is brief, lasting only 3-4 months, these factors can cause 

extensive coastal backwasting in a very short period of time. Any change in one or more 

of these variables will result in a corresponding change in coastal erosion patterns. 

Global warming is expected to increase storm wave activity by increasing the length of 

the open water season, increasing effective fetch length, and increasing storm activity as 

well as warming the permafrost. There is an immediate need to address how soon these 

changes will affect rates of coastal erosion. Therefore, the overall aim of this study is to 

investigate the added effects of a warming climate on wave-related coastal retreat, in 
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order to assess the impact of c1imate change on arctic coasts. This information is valuable 

not only to the 10,000 inhabitants of the southem coast of the Beaufort Sea, and to the oil 

and gas companies with investments in the region, but also to researchers and managers 

studying the impacts of c1imate change on environmental ecosystems in the region. 
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1.2 Background 

1.2.1 Permafrost and Ground Ice 

Permafrost is defined as soil or rock that remains at or below ODC for at least two 

consecutive years (IPA 1998). In Canada, permafrost underlies approximately 50% of 

the total landmass (Mackay 1972a) and is divided into zones of continuous and 

discontinuous permafrost, based on its spatial pattern (Figure 1). Permafrost is also 

found in alpine regions, and relict subsea permafrost may be found within the continental 

slope of the Arctic Ocean. In the continuous zone, permafrost underlies all exposed 

ground and extends from several to hundreds of metres in depth. However, beneath sorne 

bodies of water where temperatures cannot penetrate from the surface, permafrost may be 

absent. These permafrost-free regions are known as taliks. In the discontinuous zones, 

permafrost may only reach several centimetres in thickness, and is easily disturbed by 

anthropogenic activities. In these areas, the permafrost is often confined to peatlands, 

where it is well insulated (Gold et al. 1972). 

Permafrost forms due to the propagation of extremely cold air temperatures from 

the ground surface. The layer of ground that thaws each summer season is termed the 

active layer (Figure 2). Its thickness can range from tens of centimetres in the high arctic 

to over a metre in the subarctic (French 1996; Couture 2000). Usually the base of the 

active layer corresponds with the upper limit of the permafrost table, where the maximum 

annual temperature nears ODC (Brown 1963). Below 15 to 30 metres, permafrost 

temperatures begin to increase as they are affected by geothermal heat from the Barth' s 

interior (Brown 1963). At sorne depth between 15 and 30 metres, annual surface c1imatic 

conditions cease to affect the thermal properties of the permafrost; this is known as the 

level of zero annual amplitude. It is only long-term c1imatic fluctuations that will affect 

any changes below this point (Brown 1963). 

Many surface and terrain factors such as vegetation, soil, snow cover, and 

topographical orientation affect the surface energy balance and thus the amount of cold 

that is allowed to penetrate into the ground surface. The thicker the vegetative or snow 

cover, the warmer the ground surface will remain during the winter season (Brown 1963). 

The presence of vegetation protects surficial sediments from the direct effects of solar 

insulation. Organic layers in the active layer also add degrees of insulation to the 
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underlying permafrost. Snow banks and/or snow patches which remain throughout the 

majority of the summer in localized depressions play an important role in the propagation 

of colder temperatures into the soil, and thus aid in the growth of permafrost. Solar 

radiation also plays an important role in ground surface temperature; therefore, aspect is 

another factor influencing permafrost growth and degradation. Temperatures on exposed 

southeast slopes are often warmer than on the opposite side, therefore permafrost may 

exist on northward-facing slopes, but not on adjacent southward-facing ones (Brown 

1963; French 1996). 

The water content of soils also plays a large part in the mechanics of permafrost 

formation and degradation. The diffusivity, conductivity and heat capacity of the soil 

depends on its type, density, water content and temperature. The transfer of heat occurs 

not only through simple conduction, but also through the transfer of water in the soil 

profile (Gold et al. 1972). Unfrozen water will begin to freeze at different temperatures, 

depending on the size of the pore spaces between individual grains of sediment and on 

the pressures that exist at the freezing plane. As the freezing front extends downwards, 

unfrozen water is drawn upwards, causing the formation of segregated ice lenses, which 

can result in heaving ofthe overlying sediments (Gold et al. 1972; French 1996). 
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Ground ice occurs in pores, cavities or voids in soil or rock and includes massive 

ice (Mackay 1972a). One of the main criteria for the classification of ground ice is the 

source of water prior to freezing, and the second is the transfer of water during the 

freezing process (Mackay 1972a; Pollard and French 1980). There are several ways of 

looking at ice contained in soil. Ice content is by far the most important variable, and can 

be measured volumetrically (ice volume as a percentage of the soil volume) or 

gravimetrically (either ice weight as a percentage of total sample weight or ice weight as 

a percentage of the dry weight of the soil fraction). Another method examines the 

amount of 'excess ice', which refers to the volume of supematant water present when a 

sample of soil is thawed (French 1996), or simply the volume of water in excess of the 

saturated portion. 

As soil freezes, it attracts water from above and below the freezing plane (Gold et 

al. 1972; Mackay 1989). The growth of ice lenses into larger bodies of segregated ice 

can cause visible uplift and heaving of the ground surface (Gold et al. 1972; Mackay 

1989). The distribution of ice in permafrost is dependent upon factors such as soil type 

and water availability; therefore, segregation is more likely to occur in clays and silts 

(having a grain size of 0.01 mm in diameter or less) (Taber 1929, 1930). A classification 

based on ground ice formation is provided in Figure 3 (Mackay 1972a). 

When ice forms in situ, it is generally termed epigenetic ice, as it is younger than 

the surrounding sediments. Ice formed at the same time as sediment deposition is called 

syngenetic. Pore ice is responsible for bonding individual grains of soil together. In finer 

grained sediments, pore ice may aggrade into segregated ice. The distinction between 

these two types of ice lies in the overall water content of the soil and secondary 

redistribution of water in response to freezing. As pore ice and/or segregated ice melts, 

the water is reabsorbed into the surrounding sediments. The ground may experience 

some loss of cohesion, but its bearing strength should remain quite high (Mackay 1972a). 

However, subsidence problems associated with the melt of excess ice in the upper layers 

of permafrost have caused numerous problems in the continued settlement and 

development of the north (French 1994, 1996; Wolfe et al. 1998; Johnson et al. 2003). 

Ice wedges constitute one of the most common types of ice in the Arctic, and 

form distinct landforms (Figure 4). Frozen ground cracks due to the thermal contraction 
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of the ground in winter. During the spring thaw, these cracks are fiUed with melt water 

which then freezes. Repeated cracking at the same site over several years and the 

incremental addition of veins can produce a v-shaped body of ice called an ice wedge, 

which may range in size from 1 m to 10 m (Mackay 1972a; French 1996). When viewed 

aerially, networks of ice wedges form a polygonal pattern of troughs flanked by low 

ridges, with the trough of the polygon underlain by an ice wedge (Figure 5). Ice wedges 

can be epigenetic, synergetic and episyngenetic, and form most often in poorly drained 

areas of the continuous permafrost zone (French 1996). 

Massive ground ice is defined gravimetrically when its moisture content exceeds 

250% dry weight, or 85-90% by volume (Harry et al. 1988; Mackay 1989; Mackay and 

Dallimore 1992; Pollard 1990, 2000). This ice may form in situ (such as ice wedges, 

pingo ice, and large ice lenses), or it may be buried ice (such as glacier ice, sea ice, lake 

ice, river ice, snowbank ice, or buried river icings) (Mackay 1972a; IPA 1998). Buried 

ice is not often discussed in North American literature as it is quite uncommon, therefore 

most descriptions of massive ice revolve around epigenetic ice (Mackay 1972a). 

Massive ice will only form in soils ofhigh water content in continuous permafrost 

zones. One of the most massive ice-rich are as in Canada can be found along the western 

Arctic coast (Mackay 1966; Rampton 1982; Pollard & Dallimore 1988; French 1996). 

Bodies of massive ice are often tens of metres thick (Figure 6), and may extend over 

several kilometres; they are generally underlain by sandy sediments and overlain by c1ay­

grade sediments (Mackay & Dallimore 1992; French 1996; IPA 1998). 

Knowledge of ground ice formation and evolution is necessary for understanding 

past landscape regimes, and for understanding the future geomorphic effects of both 

natural and anthropogenic change. The degradation of massive ice is responsible for 

thermokarst in both coastal and inland regions; therefore, a more comprehensive 

understanding of paleoc1imates and paleogeomorphology may aid in understanding the 

future geomorphic effects of c1imate change (Pollard 2000). 
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Figure 4: Active (left) and truncated (right) ground ice wedges, Herschel Island. Man 
is approximately 175 cm. (photo taken in 1986). 
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Figure 5: 

Figure 6: 

Ice wedge polygons, southern coast of the Beaufort Sea (2003). Each side of 
the polygon corresponds to an ice wedge. 

Massive ice near Tuktoyaktuk, NWT. Ice measures greater th an 20 m thick 
x greater than 500 m long. 1984. 
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1.2.2 Wave Climate 

The wave climate of the southem Beaufort Sea (Figure 13) is dominated by a 

seasonal ice coyer which lasts from mid-October to early June (Hill and Solomon 1999; 

Hudak and Young 2002). Sloping gently away from the coastline is the Beaufort Shelf, 

which reaches a maximum depth of 70 m. This gently sloping bathymetry influences the 

coastal dynamics of the area through the attenuation of wave energy along the rough sea 

bottom (Harry 1982; Héquette and Bames 1990). Coastal dynamics in the region are also 

affected by the winter sea-ice coyer, which limits the growth and power of waves. 

During the open water season, winds generally originate from the east and southeast 

(Hudak & Young 2002). Storm winds from the northwest, often greater than 40 km/h, 

may cause storm surges up to 2.4 m in height (Harper and Penland 1982; Harper et al. 

1988; Eid & Cardone 1992; Solomon et al. 1994; Hill and Solomon 1999). As the 

Beaufort Sea lies in a microtidal zone, these storm surges affect the coast more than 

regular tidal activity, which is usually less than 0.5 m in range (Harper and Penland 1982; 

Hill and Solomon 1999). 

While storm surge is one of the most critical factors affecting coastal erosion in 

the southem Beaufort Sea, most surges occur only late in the season when available fetch 

is at a maximum. It is at this point that the partially thawed cliff sediments are most 

vulnerable to wave attack (Harry 1982). Two of the largest storms on record occurred 

during September 13-16 and September 21-22, 1976 on southwest Banks Island. These 

storms represented the peak in a 10-year period for both duration and kilometres ofwind 

run. They are also responsible for sorne of the largest waves on record, measuring 3.5 m 

(Harry 1982). 

Coastal sediments are moved through the nearshore zone by longshore currents. 

These currents flow along the shore and are generated by waves breaking while 

approaching the coast obliquely. There are two main components which affect longshore 

currents: (1) the surf zone and the contours of the coast and bottom bathymetry, and (2) 

winds, tides, and large horizontal eddies (Zenkovich 1967). Currents which form as a 

result of the second component move in the same direction over long distances and are 

more stable, however weaker, than those formed by the first component. Typical 

ve10cities of longshore currents measure approximately 1 mis on natural beaches 
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(Zenkovich 1967). Because of their strength, longshore currents are important for the 

evolution of natural beaches. At Herschel Island, sediment that is entrained from the 

beach and nearshore zones is transported both offshore and around the island due to 

longshore currents. 

The effects of c1imate change in this sensitive environment may have extremely 

negative effects on the stability of the northem coastline. Warmer seasonal temperatures 

will reduce the amount of permanent and seasonal sea ice, resulting in a greater fetch. 

This will allow for the creation of larger waves and higher water levels, which will result 

in greater amounts of coastal erosion (Kobayashi and Vidrine 1995). 

1.2.3 Coastal Erosion 

Various coastal erosion studies have been undertaken in this region of the 

Beaufort Sea over the past 30 to 40 years (Mackay 1963; Lewis and Forbes 1974; Harper 

et al. 1978; Aré 1983, 1988; Harry et al. 1985; Dallimore et al. 1988; Harper et al. 1988; 

Héquette and Barnes 1990; Dyke 1991; Kobayashi and Vidrine 1995; Dallimore et al. 

1996; Hill and Solomon 1999; Kobayashi et al. 1999; Héquette et al. 2001; Brown 2003), 

however to date no pub li shed study has addressed the potential effects of c1imate change 

in this sensitive environment. 

Recent coastal erosion studies have been based on analysis usmg aerial 

photographs and satellite imagery (Lantuit 2002). These types of analyses are excellent 

for determining the extent of erosion along a coastline, however they do not provide a 

c1ear idea about the processes involved. Other studies focus on the energy transfer 

between air and ground thermal regimes, and on the c1assical hydrodynamic factors that 

affect coastal stability. Recent numerical models have incorporated both the thermal and 

mechanical aspects of coastal erosion (Kobayashi and Vidrine 1995; Naim et al. 1998; 

Kobayashi et al. 1999; Héquette et al. 2001). However, incorporating aIl necessary data, 

such as mapping ground ice content, collecting multiyear data, geophysical data and 

drilling information has not been attempted due to the lack of accurate information in 

these fields. 
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Coastal erosion in the Beaufort Sea is driven mainly by low frequency, high 

magnitude events. Low magnitude storms throughout the spring and summer season 

transport small amounts of sediment away from the beach zone. However, it is the two or 

three late-season storms that affect 80-90% of coastal change (Solomon et al. 1994; 

Wolfe et al. 1998). 

The majority of coastal sediments in the Canadian Arctic are composed of 

medium- to fine-grained sediments, which promotes the growth of segregated ice lenses 

and/or bodies of massive ice parallel to the ground surface (French 1996). High rates of 

coastal erosion therefore, are due to the melting of these icy accumulations (Dallimore et 

al. 1996). In their study of the sediments of North Head, Dallimore et al. (1996) created 

a table showing the contribution of ground ice to the total volume of cliff and nearshore 

materials of six coastal segments (Table 1). Data includes onshore segments and material 

in the upper 3 m of offshore sediments. Pore ice contributes the largest volume of ice in 

this region, followed by massive ground ice in both onshore and offshore environments. 

High rates of coastal erosion are produced during and after large storm events due 

to wave action and storm surge. These downwasting mechanisms are known as 

thermoerosion and block failure (Hill and Solomon 1999). After thawed sediments are 

removed from the cliff face, frozen sediments are carved from the toe, creating a 

thermoerosional niche at the base of the cliff. These eroded sediments are carried away 

from the source through the action of longshore and offshore currents. When the 

overburden pressure exceeds the tensile strength of the coastal section, downwasting of 

the eroded segment occurs through block failure (Hill and Solomon 1999). 

Discontinuities in the permafrost, specifically those associated with the presence of 

massive ice bodies and/or ice wedges provide an ideal slip surface for block failure. This 

failed block of predominantly frozen sediment will then act as a shield for that portion of 

the coast, protecting it from further erosion until all of the sediment therein has been 

transported in suspension away from the nearshore zone (Harry 1982; Aré 1983; French 

1996). 

In ice-rich environments, cliffs that consist of ice cemented homogeneous 

sediment (such as silts and fine sands) can also fail through active layer detachment 

sliding or through retrogressive thaw slumping (Lewkowicz 1992; Harris and Lewkowicz 
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1993, 2000). Eroding cliffs follow a seasonal, temperature-related cycle. In the winter 

cold temperatures refreeze the active layer, extending the freezing front well into the 

ground. During the spring and summer, heat conduction from regular wave action acts as 

a catalyst, causing erosion of the cliff face. The rate of retreat is dependent upon 

sediment removal in the nearshore zone; as more sediment is removed, the potential for 

erosion increases. Slope failure ceases when either the ice content of the material is 

reduced, or when wave action is no longer sufficient to actively transport the sediments, 

resulting in stabilization ofthe headwall (French 1996). 

Thaw settlement is also considered a major contributor to coastal erosion; if the 

removal (thaw) of the excess pore ice in the coastal sediments exceeds a critical value, 

then their complete thawing results in subsidence of the ground to water (sea) level. At 

this point, coastal erosion will continue unchecked until the coastal sediments retreat 

beyond the water line, or the amount of pore ice in the remaining sediments rests below 

the critical value (Aré 1983). 
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00 

Coastal 

Segment 
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B 

C 
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E 

F 

Wedge Ice (%) Pore Ice (%) Ground Ice (%) Total Ice (%) Excess Ice (%) i 
1 

1 

1 

Onshore Offshore Onshore Offshore Onshore Offshore Onshore Offshore Onshore Offshore 

2.3 

6.9 

3.0 

0.0 

2.7 

3.3 

Table 1: 

0.0 56.0 56.0 20.0 20.0 78.3 76.0 38.3 

1.8 43.3 47.5 0.0 7.5 50.2 56.8 

0.0 45.9 39.5 6.0 0.0 54.9 39.5 

9.1 0.0 45.3 0.0 0.0 0.0 54.4 

0.0 42.2 39.5 0.0 0.0 44.9 39.5 

0.0 45.6 39.5 4.5 0.0 53.4 39.5 

Taken from Dallimore et al. (1996). Volume of ground ice in 
coastal and nearshore sediments, North Head, Richards Island, 
N.W.T. 
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1.2.4 Climate Change 

It has long been known that Earth's c1imate is changing, and that it is affected by 

human activities (Brown 1963; Gold et al. 1972; McRoberts and Morgenstern 1974; 

Barry 1988; Cohen 1997; Burn 1994, 1998; IPCC 2001). Before the Industrial 

Revolution, the impact of these activities on both local and regional c1imate regimes was 

minimal. However, since the mid 18th century, change has been detected on a global 

scale. Sorne blame these changes on human activities, while others attribute it to natural 

c1imate variability. In alllikelihood it may also be a combination ofboth these processes. 

At this stage of knowledge, the global c1imate model is still too complex to be fully 

understood. 

The 2001 IPCC report documents changes in near-surface temperatures from the 

instrumental record since the early 1900's. These changes inc1ude a global increase in 

temperature of 0.6°C, acceleration in the rise of sea surface temperatures in the North 

Atlantic, an increase in global ocean heat content of 0.037°C/decade, a reduction in the 

diurnal temperature range (with minimum temperatures increasing at twice the rate of 

maximum temperatures), a decrease in the extent of continental and alpine glaciers, a 

decrease in lake and river ice cover in the Northern Hemisphere, a decrease in snow 

cover in the Northern Hemisphere, a lOto 15% reduction in sea ice extent in the Arctic 

spring and summer, and a 40% reduction in Arctic sea ice thickness. In areas that have 

seen an increase in precipitation, an increase in extreme events is likely, with the opposite 

being true for arid environments. Changes in hurricane, tropical storm, tornado and 

monsoon patterns have not been analyzed due to the sporadic nature of these events; 

therefore it is not known how these will change. It is expected, however, that a changing 

c1imate will have its greatest impacts in northern environments. 

Figure 7 demonstrates 30-year average temperatures in Tuktoyaktuk, NWT, a 

region that is experiencing the effects of increased coastal erosion and climate warming. 

This settlement was built on a peninsula which extends into the southern portion of the 

Beaufort Sea. As a result, aerial photographs between 1950 and 1972 have shown 40 m 

(130 feet) of coastal erosion (Shah 1978). Figure 7 inc1udes a trend line showing that 

overall temperatures have been increasing. This data corresponds well with similar data 
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collected from borehole measurements in northem Alaska, which show an approximate 

warming of3°C over the past 125 years (Lachenbruch et al. 1988; Lachenbruch 1994). 
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1.3 Thesis Objectives 

The primary purpose of tbis study is to investigate the potential for increased 

coastal erosion related to climate change, and to understand the mechanisms of block 

failure and thermoerosional niche development in the vicinity of Herschel Island. There 

is a strong correlation between storm surge and coastal erosion in the southwest Beaufort 

Sea (Solomon et al. 1993). Factors such as amount of fetch, depth of water, wind speed 

and duration, and wind direction control surge and wave heights and thus determine the 

effect of storms on the coast and nearshore zone (Hudak and Young 2002). Anticipating 

storm frequency, storm intensity, and rates of coastal erosion is beneficial to the 10,000 

inhabitants along the southem coast of the Beaufort Sea, as weIl as the companies 

associated with oil and gas exploration in the area. Sediment erosion and entrainment in 

the nearshore zone will also affect local marine ecology; therefore, understanding these 

processes is also beneficial to this area ofstudy (Dyke 1991). 

This study will test the hypothesis that coastal erosion occurs mainly through a 

range of distinct mass wasting processes such as retrogressive thaw slumping, 

thermoerosional niche development, and block failure. Primary goals of this study 

include: (1) identification of coastal erosion processes on Herschel Island; (2) improved 

understanding of thermoerosional niche and block failure processes as they affect ice-rich 

coastal sediments; and (3) improved understanding ofboth the benefits and drawbacks of 

the numerical model developed by Kobayashi et al. (1999). Secondary goals of this 

study include: (1) forming a climate change factor and adding it to a storm database in 

order to predict storm intensity; (2) comparing these results to estimated IPCC 2001 

climate change predictions in order to validate CUITent models; and (3) the creation of a 

detailed digital map of Herschel Island, identifying areas of greatest risk to wave-induced 

coastal erosion. 
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CHAPTER 2 - STUDY AREA 

2.1 Herschel Island 

2.1.1 Geomorphological History of the Area 

A feature of the Yukon Coastal Plain, Herschel Island (69°36'N, 139°04'W) lies 

approximately 60 km east of the international border (Alaska) and 2.5 km north of the 

Yukon coast (Figure 8). It formed as an ice-push feature during the Late Wisconsinan, 

and is composed of glacial and post-glacial lacustrine deposits; evidence of this can be 

found in sorne bodies of massive ice that are common to the area (Mackay 1959; 

Rampton 1982; Pollard 1990). Herschel Island rises 183 m above sea level, and is the 

only major feature of the southern Beaufort coastline that interrupts wind and water 

currents. The climate of the northern Interior Plains is polar continental. Average 

temperatures at Komakuk Beach, YT are -21.5°C in winter and 6°C in summer, with an 

average yearly precipitation of 154 mm. Conditions further east at Shingle Point, YT are 

quite similar, with average temperatures of -22°C in winter and 7°C in summer, and 

average yearly precipitation values of 232 mm (Figure 8) (Environment Canada). Due to 

the predominant nival runoff regime, vegetation is sparse and in the northern regions 

consists ofhigh Arctic tundra (Fulton 1989). 

2.1.2 Herschel Island Physiography & Surficial Geology 

The sediments of Herschel Island are comprised mainly of sands, silts, and silty 

c1ays of the Pleistocene Epoch or earlier (Mackay 1959). The island was formed by a 

lobe of the Laurentide Ice Sheet, forming an ice-push structure. A likely source for this 

large volume of sediment is Herschel Basin, which lies just southeast of the island, as it is 

elongated in the inferred northwest-southeast direction of ice movement (Mackay 1959). 

Most of the beds on Herschel Island demonstrate a folded, tilted and thrust-faulted 

configuration due to the in situ formation of a glacial-tectonic ridge (Mackay 1959, 

1971). Sub-vertical shear planes occur in abundance in the coastal clay sediments, and 

are responsible for much ofthe erosion that occurs through block failure (Mackay 1959). 
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Figure 8: 
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Herschel Island has a umque physiography that distinguishes it from the 

surrounding Yukon Coastal Plain. The highest point on the island reaches 183 m above 

sea level, and the waters surrounding the island do not exceed 3 m depth (Mackay 1959; 

Bouchard 1974). The island's topography is gently rolling, however there are c1ear 

differences between the southeastern and northwestern parts of the island. Steeply 

sloping bluffs that rise nearly vertically out of the Beaufort Sea characterize the northern 

and western parts of the island. Within this landscape are a series of asyrnrnetric ridges 

and gullies running parallel to each other (Bouchard 1974). This ridge and valley 

sequence is interpreted as glacially ice-thrust in origin (Mackay 1959). Along the 

coastline, erosion occurs through the development of a thermoerosional niche and 

subsequent block failure (Aré 1983, 1988; Walker 1988). 

The southern and eastern parts of the island are also dominated by rolling 

topography, however ridges and gullies are absent. High levels of solar radiation cause 

continuaI slumping, resulting in more gently angled slopes (Bouchard 1974). However, 

the main differences concern the coastal morphologies; long shore currents have formed 

two gravel spits along the southeastern and southwestern tips of the island (Figure 8), 

with Avadlek Spit (southwestern) being the larger of the two at roughly 6 km in length 

(Lantuit 2002). 

Thermokarst pro cesses are responsible for most of the coastal erosion along the 

southern aspects of Herschel Island. The term thermokarst was first used in 1932 by 

M.M. Ermolaev to describe " .. , irregular, hurnrnocky terrain due to the melting of ground 

ice" (French 1996). Considered one ofthe main types ofthermokarst on Herschel Island, 

retrogressive thaw slumps (Figure 9) may extend 200-300 metres inland, and will only 

stabilize with either a change in soil type and/or ice content, or a stabilization of slope 

«3-4°) (Harry 1988; de Krom 1990; French 1996; Murton 2001). The rate at which they 

progress depends largely on the ice content of the underlying materials (Mackay 1966). 

On Herschel Island, ground ice constitutes up to 60-70% of the upper 10-12 m of 

permafrost, and massive ice bodies consist of ice wedges, buried snowbank ice, injection 

ice, segregated ice, and glacier ice (Figure 3) (Walker 1988; Pollard 1990). 

Retrogressive thaw slumps are widespread on the south and eastem coasts of 

Herschel Island, producing bowl-shaped depressions characterized by well-developed 
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headwalls and mudflows through the base. De Krom (1990) documented maximum 

scarp retreat rates on Herschel Island of 5 m/yr. Retrogressive thaw slumps form 

through: (1) ablation and thermal erosion of the cliff face; (2) block failure of the 

overlying active layer and surface vegetation; (3) sliding of material off the cliff face; and 

(4) mudflows within the slump floor. 

Active layer detachment failures differ from retrogressive thaw slumps in that 

they are "gravit y induced downslope movements of weathered debris" (Permafrost 

Subcommittee 1988), which can be activated by periods of warmer weather and/or 

heavier rainfall events (Harris and Lewkowicz 1993). The eroded mass of sediment and 

vegetation flows over a slip surface. These blocks retain their form and structure, and are 

deposited at sorne point downslope from the headwall. Typical failures measure 20-40 m 

parallel to the coast, 10-20 m perpendicular to the coast, and occur on slopes of 10-15° 

(Harris and Lewkowicz 1993). Several active layer detachment failures were identified 

by de Krom (1990) in the Thetis Bay region of Herschel Island. 

Other forms of thermokarst present on the southem coast of the Beaufort Sea 

include thaw lakes. These ponds are generally shallow «3 m depth) and circular to 

elliptical in shape, forming in flat terrain underlain by silty-clay sediment with high ice 

contents (French 1996). Often the development ofthese thaw lakes is in association with 

the maturing of ice wedges / polygonal ground topography (Figure 10). However, they 

may also form due to terrain disturbance (natural or anthropogenically induced), such as a 

change in vegetation coyer (French 1996). Along the southem coast of the Canadian 

Beaufort Sea, thermokarst 1akes are often visible near actively eroding shorelines (Figure 

Il), and may contribute large quantities of additional sediment to the beach and 

nearshore zones ifbreached during the thaw season. 

Thermokarst lakes are dynamic features that are common to the Arctic landscape. 

Draining of the lake can occur either slowly (2000-3000 years) or rapidly (days) (French 

1996). Rapid draining may occur through tapping along ice-wedge margins or truncation 

due to coastal retreat. In the case of ice wedge drainage, the resulting exposed surface 

undergoes ice segregation and frost heave as cold air temperatures penetrate from the 

surface downwards. Solifluction (downslope movement of saturated sediments) and 

mass wasting occur near the banks of the former lake, moving sediment from the margins 
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towards the centre, effectively erasing all traces of the fonner thennokarst depression 

(Andersson 1906; French 1996). The slow disappearance of a thennokarst lake may 

occur due to graduaI infilling and sedimentation. In this case, examination of 14C dates at 

the site may provide infonnation regarding c1imate and vegetation over a period of 

several thousands of years. 

Figure 9: Thermal erosion (retrogressive thaw slump), southern Beaufort Sea Coast, 
Yukon Territory, 2003. 
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Figure 10: 

Figure 11: 

Thaw lakes associated with ice wedge terrain, southern Beaufort Sea coast, 
Yukon Territory, 1985 (A26779-15). 

A drained thaw lake located near active coastal erosion, southern Beaufort 
Sea coast, Yukon Territory. Dashed Une deUneates a thaw lake. 
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2.2 The Beaufort Sea 

The Beaufort Sea is a southern extension of the Arctic Ocean (Figure 12). The 

smallest ocean in the world (13,986,000 km2
), the Arctic Ocean inc1udes Baffin Bay 

(Canada), the Barents Sea (Russia), the Beaufort Sea (Canada & US), the Chukchi Sea 

(Russia & US), the East Siberian Sea (Russia), the Greenland Sea (Norway), Hudson Bay 

(Canada), Hudson Strait (Canada), the Kara Sea (Russia), the Laptev Sea (Russia), the 

Northwest Passage (Canada), and other tributary water bodies. The Beaufort Sea itself is 

bordered on the south and east by the Yukon and Northwest Territories and on the 

southwest by Alaska (Hudak and Young 2002). The total area of the Beaufort Sea equals 

approximately 450 000 km2 and is covered by sea ice for most of the year. Thaw occurs 

in late June and the open water season extends into October (Hudak and Young 2002). 

Average seawater temperatures between Herschel Island and King Point have been 

recorded at -1.2°C to -1.6°C (Mackay 1972b). 

The southern coast of the Beaufort Sea is composed of unconsolidated alluvial 

and glacial sediments, not rock, as are many of the coasts in more southern latitudes. 

Permafrost has been aggregating in this region for approximately 40,000 years, and in 

sorne areas is more than 600 m thick. Sea level rise in the region has been documented at 

approximately 2.5 mm/a over the past 3000 years, with a maximum of approximately 4.4 

mm/a (Hill et al. 1993). As much of the coast remained unglaciated during the Late 

Wisconsinan, it is believed that recent sea level changes are due mainly to eustatic 

fluctuations in sea leve1, and not isostatic rebound (Mackay 1972b). 

The Beaufort Sea is a unique environment (Figure 13). It contains five 

bathymetric components: (1) the coast, (2) the Mackenzie River and Delta, (3) the 

continental shelf, (4) the Mackenzie Canyon, and (5) the continental slope (Arctec 1987). 

Each of these components brings an element of individuality to this environment, which 

has been identified as an area most likely to experience the strongest effects of c1imate 

change (IPCC 2001). 
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2.2.1 Ocean Currents 

The Beaufort Gyre is a c1ock:wise rotation of currents in the Arctic Ocean, driven 

by both the Coriolis Force (acceleration due to the rotation of the Earth) , and winds that 

fonn due to high-pressure systems in the northern latitudes. These currents are 

responsible for the movement of the pennanent ice pack, which completes a full rotation 

every 7-10 years (Milne 1973). Tides do not affect oceanic circulation patterns in the 

Arctic Ocean, as the area is microtidal in nature «30 cm) (Sater 1969). 

Two dominant currents ex change water between the Arctic Ocean and other 

world oceans through the Frarn Straight, which lies between Greenland and Svalbard, 

Norway. The first is the West Spitsbergen Current (WSC), which flows northward from 

the Atlantic Ocean carrying warrn water into the Arctic Ocean. The second current is the 

East Greenland Current (EGC), which is responsible for transporting colder water from 

the Arctic Ocean into the Norwegian Sea (Smith 1990). 

Upon entering the Arctic Ocean, the WSC encounters the Transpolar Drift. This 

current transports surface waters and ice from the western (Eurasian basin) to eastern si de 

of the Arctic basin (Smith 1990). As the warrner water of the WSC meets the colder 

current, the sensible heat serves to melt the ice floes, resulting in a cooler upper layer of 

water (Smith 1990). The ECG carries not only colder water away from the Arctic Ocean 

along the eastern coast of Greenland, but it is also responsible for carrying icebergs into 

the Atlantic Ocean in the order of 4000 - 5000 km3 of ice each year (Smith 1990). 

2.2.2 Sea lce 

Sea ice in the Arctic Ocean generally begins fonning in early- to mid-October, 

with complete ice cover occurring by the end of the same month. !ce remains until 

break-up occurs mid-June (Arctec 1987). 

Ice cover consists of severa! types of ice, inc1uding first year ice, multi-year ice, 

and ice floes. First year ice fonns as a skim on the surface of the water and expands in a 

downward direction; maximum thickness reaches 2 m in the Arctic Ocean. Multi-year 

ice is composed of ice that has not completely thawed through the summer season, and 

can reach a maximum thickness of 4 m (Arctec 1987). Ice floes consist of old sea ice that 
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has been broken into large sections through wave action, but which are too large to melt 

completely during the thaw season; they are reintegrated into the winter ice coyer (Arctec 

1987). 
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Figure 13: Morphology ofthe Beaufort Sea (modified from Hill et al. 1991). 

There are several ice zones in the Beaufort Sea, inc1uding: (1) polar pack ice, (2) 

seasonal zone, (3) shear zone, and (4) landfast zone (Arctec 1987). 

Polar pack ice consists of ice in the central region of the Beaufort Sea, which is 

subject to the c10ckwise circulation associated with the Beaufort Gyre. The Gyre covers 

most of the western portion of the Beaufort Sea, as weIl as portions of the Chukchi and 

East Siberian seas. It is also affected by the Transpolar Drift, which is responsible for 

moving ice from the western to the eastern si de of the Arctic Ocean (Smith 1990). Ice in 

this zone is relatively thick, and consists mainly of old sea ice (Arctec 1987). 

The seasonal zone contains a higher percentage of first-year ice than does the 

polar pack zone, also drifting in a c10ckwise direction due to the influence of the Beaufort 
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Gyre. Its dimensions depend on the prevailing wind direction and the seaward growth of 

ice in the landfast zone (Arctec 1987). 

The shear zone is the area between the seasonal ice zone and the stable landfast 

lce. It contains a mixture of ice types, severe ridging, and variable amounts of open 

water that are season dependent. The shear zone affects the coastal zone primarily 

through the development of ridge keels, which become frozen to the sea bottom during 

the winter months and which may effect major amounts of erosion during the thaw 

season (Arctec 1987). 

The landfast zone has the greatest impact on coastal evolution, and plays a crucial 

role to sediment transport in the nearshore zone (Figure 14). This zone is located next to 

the shore along most of the Beaufort coast, and has open water conditions throughout the 

summer season. Movement of ice during the winter period is due to thermal contraction 

and expansion of the continuous ice sheet, and is generally limited to 10 m (Arctec 1987). 

Ice in the landfast zone adheres to the seafloor, protecting it from erosion associated with 

wave, CUITent and ice abrasion during the winter period (Arctec 1987). 

2.2.3 The Beaufort Shelf 

The Canadian Beaufort She1f stretches from the Alaskan Peninsula to the 

Canadian Arctic Archipelago, and extends northward approximately 150 km from the 

coastal zone, ending in 80 m water depth at the continental shelf margin (Sater 1969; 

Harper 1990; Hill et al. 1991; Hebert 2002). Cutting through the Beaufort Shelf east of 

Herschel Island is the Mackenzie Trough, a glacial valley 200-300 m deep, formed 

during the Early Wisconsinan glaciation (Hill et al. 1991). The shelf is composed of 

unconsolidated c1ays and silts mainly deposited by the Mackenzie River during the past 

15,000 years (Harper 1990). Permafrost underlies much of the shallow coastal zone, as 

this area has undergone rapid transgression since the last glacial maximum (~40 000 BP) 

when sea levels were approximately 140 m lower than at present (Hill and Solomon 

1999). 
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The unique geology of the Beaufort Shelf has created an ideal trap for oil and gas 

deposits (Harper 1990). Perhaps the most valuable of these accumulations are natural gas 

hydrates, which are water molecules containing frozen gas molecules (such as methane). 

One unit volume of gas hydrate is equal to 160 times the volume of liquid methane. The 

depth to the top of subsea permafrost is dependent upon several factors, such as erosion, 

sedimentation, and water temperature, therefore exploratory drilling in this area is 

problematic due to the risks involved with a blowout of such volatile material (Mackay 

1972b; Smith and Judge 2003). As weIl, in offshore areas with high ice content, thermal 

disturbance may result in hydrate sublimation, releasing vast quantities of methane 

directly into the atmosphere (Milne 1973). 
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2.3 The Coastal Zone 

The coastal zone inc1udes c1iffs, dunes and estuaries above the water line, as well 

as sediment transport in the littoral zone to a depth of 10-20 m (Komar 1998). The 

littoral zone is defined as the environment in its entirety, beginning at the beach and 

continuing through to a water depth at which sediment is less actively transported by 

wave action (Komar 1998). Exact terminology for the coastal and nearshore zones has 

differed over time; coastal engineers and traditional geomorphologists may use different 

terms for the same feature or zone, therefore describing this environment can be quite 

challenging. Figure 15 outlines the main features of the coastal zone . 
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There is a close relationship between the coastal zone and the nearshore zone, 

each with elements common to the other. Sediments deposited in the coastal zone due to 

cliff erosion are transported through the surf and swash zones into the long shore currents 

of the nearshore zone (Komar 1998). Therefore a dynamic relationship exits between 

differing zones in the littoral environment, each contributing to processes in the other. 

As defined by Komar (1998), the components of the coastal zone are as follows. 

First, the backshore is the zone that extends from the fore shore to either the beginning of 

vegetative growth, or to a change in physiography of the beach environment. In 

permafrost environments, the sediments of this zone are ice-bonded in nature, allowing 

for the formation of steeply angled coastal bluffs. The foreshore is the sioping portion of 

the beach resting between the upper limit of wave swash at high tide and the watermark 

associated with low tide. This term is interchangeable with beach face, but is more often 

used. Sediments in this region are composed mainly of sands or small pebbIes, and form 

an unfrozen layer protecting the underlying frozen sediments from thermal erosion. Due 

to the minimal wave power in this zone, these sediments are not entrained and carried 

into the nearshore zone unless driven by a storm system. A berm, or ridge structure, is 

formed parallel to the shore due to the deposition of sediment from extensive wave 

action; a beach scarp separates several berms. In Arctic environments, wind-driven sea 

ice can form berm-like structures. In sorne cases, these ice-push features significantly 

modify the nearshore and backshore profiles as ice can be moved tens of metres inland, 

overtopping existing spit and bar structures. The inshore zone extends from the foreshore 

to just past the point of breaking or shoaling waves, and the offshore zone extends from 

the limit of the inshore zone to the edge of the continental shelf. Permafrost often 

extends into the offshore zone, but is difficult to map due to problems associated with 

drilling in the continental slope region. Longshore bars and longshore troughs are ridges 

and gullies of sand that lie parallel to each other in the inshore and offshore zones, 

running parallel to the shoreline. Often, breaks in longshore bars are due to sediment 

transport by rip currents, which fUll perpendicular to the shoreline (Walker and Plint 

1992). 

The coastal sediments of the southem Beaufort Sea are composed aimost entirely 

of unconsolidated medium- to fine-grained sediments high in ice content, which are 
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highly susceptible to coastal erosion (Harper 1990). The Mackenzie River contributes 

approximately 150 x 106 tonnes of silt- and c1ay-sized sediment to the nearshore zone, 

most of which is carried eastwards by longshore currents to be deposited along the 

continental shelf (Harper 1990). 

Beaufort Sea coastal sediments have been roughly categorized into four classes, 

which inc1ude (Harper et al. 1988): 

(1) Ice Poor Cliffs - coastal c1iffs composed of sand- and gravel-sized sediments, 

fronted by a beach zone measuring 15 m or less. 

(2) Ice Rich Cliffs - coastal c1iffs composed of sand- and mud-sized sediments, 

fronted by a beach zone measuring 15 m or less. The upper segments of the 

cliff demonstrate thermokarst processes such as retrogressive thaw slumps, 

with resulting mudflows extending across the beach zone. 

(3) Low Tundra Cliffs - coastal c1iffs are low, fronted by narrow beaches 

composed of sand- and gravel-sized sediments; log lines deposited through 

storm surge and wave action extend inland. 

(4) Inundated Tundra - coastal c1iffs are low, beaches are extremely narrow or 

nonexistent, with submerged tundra extending into the shore zone. This is an 

organic-rich area with high rates of coastal retreat. 

Coastal systems are highly influenced by wind and water processes for three to four 

months a year. However, during the winter freeze-up ice becomes cemented to the shore 

and bottom sediments. During the spring thaw, this landfast and bottom-fast ice causes 

(a) erosion in the nearshore zone through the offshore transportation of sediment frozen 

within the ice, and (b) the creation of deep troughs (ice scours) as wave action and 

longshore currents pull the ice out into the offshore zone. These two processes constitute 

an important part of coastal zone morphology in the Beaufort Sea (Harper 1990; Hill 

1990; Héquette and Bames 1990; Ruz et al. 1992; Héquette et al. 1995). 
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2.4 The Nearshore Zone 

The nearshore zone (Figure 16) lies between the shoreline and extends just past 

the region where waves break (Komar 1998). It often contains many different geologic 

materials that are constantly being altered through coastal processes (Dallimore et al. 

1988). The nearshore zone includes the breaker zone, where incoming waves become 

unstable and break; there is often more than one breaker zone associated with a naturally 

occurring beach. The surf zone is characterized by the curling that occurs after a wave 

breaks. The swash zone is alternatively covered by the run-up of waves and exposed by 

backwash (Komar 1998). 

The breaker zone and surf zone are the most important components of the 

nearshore zone, for this is where both fine and coarse sediment is first introduced into the 

water column through the action of wave breaking. The ability of a wave to pick-up 

coarser grained sediment is dependent upon the energy ofthat wave, expressed as 

[1] 1 
E=-pgH 2 

8 

where E is the total wave-energy density, p is the density ofwater, g is the acceleration of 

gravit y, and H is the wave height (Komar 1998). The surf zone is also where currents 

occur, such as longshore and rip currentS. When water depth is less than or equal to half 

the wave1ength, the waves begin to shoal (Komar 1998). Depending on the slope of the 

nearshore zone, three distinct types of breakers may result. Spilling breakers fonn on a 

nearly horizontal beach, plunging breakers fonn on a fairly steep beach, and surging 

breakers fonn on a very steep beach. Knowledge of the nearshore morphology is vital to 

understanding how wave energy will dissipate, thus influencing nearshore currents and 

the transportation of suspended sediment (Komar 1998). 

In the vicinity of Herschel Island, suspended sediment is carried around the island 

in two directions by longshore currents (Figure 17). These currents have created two 

distinct aggradational spits, A vadlek Spit extending from the southwest corner of the 

island, and Osborne Point extending from the southeast corner. 

Under nonnal conditions, there exists an equilibrium between onshore wave 

action and erosion of the beach face. However, during stonn conditions, there is a net 

offshore transport of sediments due to the increased velocity ofbottom currents (Héquette 
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and Hill 1993; Komar 1998). After the stonn has dissipated, a proportion of this 

sediment may again retum to the beach zone, dependent upon the depth of the water 

column and the capacity of the waves to transport large volumes of sediment during fair 

conditions (Héquette and Hill 1993). Therefore the transport of sediment from the 

coastal zone is highly variable, and in this region of the Beaufort Sea is dependent upon 

high-energy conditions (Héquette and Hill 1993). 

Field data of erosion mechanics, wave energy and sediment transport are 

extremely difficult to acquire and even more so in the Arctic. Accordingly, there is little 

or no infonnation on Arctic coastal sediment transport rates (Héquette and Hill 1993). 

As hydrocarbon exploration in this region is expected to increase in the coming years, 

coupled with temperature increases due to climatic wanning, further investigations are 

highly warranted. 

~.,---- Offshore N earshore Zone 
1 
1 
1 

Breaker Surf: Swash 
1 Zone : Zone : Zone 1 

High Water .......................... : ............................................................... : ................................................................................. : .......................... ~ ... J-' __ -1 
1 1 1 

~::n;::::r ·::.·.·:::::.·.·::::.·.·::.·:.·::.t:.·::·.··:.·.·.·.·:: ......... :: .... :::: ... : ............ : .. :: .... :: .. ::: .... :: .. : ............. 'j.': .... ::: .. :: .. : .. : .. :: ...... : ...... : ...... : ...... : .... :: .... :: ...... : ...... : .... :: ...... :::.·::.·::.·.·::.·:.·:.·.·.·.·.·.·.·.·.i.·............. Sh~reline 

Figure 16: The nearshore zone, including high, average and low water levels (after 
Komar 1998, p.46). 
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CHAPTER 3 - METHODOLOGY & ANAL YSIS 
3.1 Introduction 

ln order to evaluate how erosional processes such as thennoerosional niche 

development affect rates of coastal retreat on Herschel Island, a combination of fieldwork 

and modeling techniques were used. SpecificaUy, a numerical model developed by 

Kobayashi et al. (1999) was utilized to both hindcast rates of coastal erosion in the period 

1970-2000, and to predict future erosion based on a c1imate change scenario. Validation 

of the model output was then obtained by comparing the results of the hindcast data with 

rates based on the analysis ofremotely sensed images (Lantuit 2002,2004). 

The dominant variables affeeting the rate of retreat along the Canadian Beaufort 

Sea coast were derived from an exhaustive literature seareh. Statistical infonnation on 

the c1imatic, geomorphic, and oceanographie variables was compiled. Previous studies 

involving the measurement of coastal erosion rates in the Beaufort Sea were analyzed for 

commonalties. To this end, a wind and wave database from the previous 30 years was 

compiled from existing datasets. These included reports by the Atmospherie and 

Environment Service (AES), reports requested by hydroearbon exploration companies 

(such as Shell), and individual articles published in refereed journals (Appendix A-l 

and A-2). This produced a fairly comprehensive database whieh was then analyzed 

against a personal database created using wind speed, wind direction, and air pressure 

data procured from the Atmospheric Environment Service out of Tuktoyaktuk, NWT 

(Appendix A-3). Stonns identified in existing reports were compared against this 

original dataset in order to obtain a measure of accuracy. AU data was then run through a 

basic statistical analysis to detennine general wind direction, wind speed, resulting wave 

heights, and stonn duration. The results ofthis analysis are provided later in Chapter 3. 

Remote sensing has been used to quantify the amount of coastal retreat that has 

occurred on Herschel Island, Yukon Territory over the past 35 years (Lantuit 2002, 

2004). An attempt to quantify eoastal evolution of the southem Beaufort Sea has also 

been reported in studies by Mackay (1963); Henry (1974); Harper et al. (1978); 

Kobayashi and Atkan (1986); Walker (1988); Héquette and Bames (1990); Hill (1990); 

Ruz et al. (1992); Solomon et al. (1994); Dallimore et al. (1996); Wolfe et al. (1998); 
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Kobayashi et al. 1999); Hill and Solomon (1999); Héquette et al. (2001) and Brown et al. 

(2003). 

Examining coastal erosion in the Canadian Beaufort Sea is troublesome due to the 

scarcity of comprehensive data, not to mention confounding variables such as wave 

attenuation due to ice floes. Even though an attempt has been made in the last 5-10 years 

to collect and record data in a more consistent manner, there still remains the need for 

greater communication between individuals and agencies to ensure that varying datasets 

can be compared on a basic level (Solomon and Hart 1999). 
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3.2 Fieldwork 

Brief fieldwork was conducted in September 2003 on Herschel Island, Yukon 

Territory in order to identify active coastal erosion processes, and to possibly observe 

thermoerosional niche formation and subsequent block failure. An aerial survey of 

coastal conditions was undertaken, as weIl as a series of site-specific rneasurements of 

ground ice content. 

A Trimble 4700 GPS system was also used during this field season. The base was 

set up just to the rear of the main building on Herschel Spit, and readings were taken 

around the island at select sites, allowing accurate comparisons of coastal positions to be 

made from year-to-year. 

The predominant method of data collection during this field season was oblique 

photography taken from the helicopter between King Point and Herschel Island, as weIl 

as on Herschel Island. This data is used to visuaIly record the conditions of the island 

both during and after the storm ofSeptember 21-23,2003. 

Figure 18: Sample site #1, Herschel Island, Yukon Territory (2003). 
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Figure 19: Sample site #2, Herschel Island, Yukon Territory (2003). 

Figure 20: Sample site #3, Herschel Island, Yukon Territory (2003). 
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3.3 Data Analysis 

3.3.1 Storm Selection 

Storm selection followed the criterion that was outlined in several existing reports 

- Murray and Maes (1986); Eid and Cardone (1992); Solomon et al. (1994), based on 

wind speed and storm duration. An event was considered a storm if the minimum wind 

speed reached 37 km/h for a minimum of 6 hours. The database compiled in the 

Solomon et al. (1994) report was originally obtained by the Atmospheric Environment 

Service (ABS) from the Tuktoyaktuk DEW-line station, which has records extending 

back to 1958. Based on hourly observations, 211 storms meeting the above criteria 

between the years 1959 and 1992 were identified (Solomon et al. 1994). Often storm 

c1imate studies use data obtained from wave hindcast models, which obtain their base 

data from wind records for the region. In the creation of an original storm database, this 

method was also utilized. 

This inventory was compared with datasets obtained in other reports and papers. 

For example, Henry (1974) recorded all storm surges at Tuktoyaktuk greater than 0.91 m 

(3 feet) between 1962 and 1973. These 23 surge events were compared with those of 

Solomon et al. (1994), who showed 38 storms with wave heights of >0.91 m for that 

same period. Only 43% of storms recorded in both reports correlated. Of the remaining, 

22% were ±1 day of the storms as reported in Solomon et al. (1994). The other 35% 

showed > 1 days difference. 

The data presented by Eid and Cardone (1992) are slightly different from the data 

presented in Solomon et al. (1994) given that the measurements were taken offshore. 

Consequently, the storm signaIs appear to be both more severe and longer lasting than 

coastal signaIs (Solomon et al. 1994). There is a difference of 1.5 between the maximum 

observed wind speeds between the Eid and Cardone (1992) report, and the values 

presented in the Solomon et al. (1994) report. 
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3.3.2 Storm Database Statistics 

A summary of the Eid and Cardone (1992) dataset is presented in Table 3. Yearly 

storm frequency was calculated (Figure 21), and rose plots were created to demonstrate 

the storm wind vectors (Figure 22). 

Storm MaxWind MaxWind Mean Direction Wave Wave 
Duration Height Period 

hours knots km/h degrees metres seconds 
Mean 121.46 40.68 75.33 206.10 4.14 6.47 

Median 99.5 40 74 245 4.0 6.0 
Mode 72 45 83.4 280 4.0 6.0 

Std Dev 65.606 7.386 13.678 104.008 1.593 2.363 
Min 38 22 40.7 30 0.5 0.0 
Max 295 63 116.7 360 9.5 16.0 

Table 2: Storm database statistics (Eid and Cardone 1992). 

Of the 50 storms presented in this report, the average storm lasted 121.5 hours 

with an average maximum wind velo city of75.3 km/h, an average wind direction of206° 

(SW), and an average wave height of 4.1 m. Standard deviation values clearly illustrate 

that both storm duration and wind direction showed the greatest amount of scattering in 

the data. Appendix A-l contains the raw data used in this analysis. A peak wave 

height of 9.5 m is associated with a large storm event in 1962. As Figure 21 

demonstrates, this storm represents a peak for major storm activity until the early 1970's, 

when another large storm was reported. This was again followed by a lull until the 

1980's when high-magnitude storm activity peaked (Solomon et al. 1994). 

Figure 22 shows the storm wind vector averages for the 50 storms reported in Eid 

and Cardone (1992). Wind vectors were first grouped into 15° classes, and then into 10° 

classes. The purpose of this was to see if there would be a significant change in the 

distribution of the wind vectors, based on how the data was organized. Results showed 

no notable change in the distribution when the data was grouped in this manner. Based 

on 139 individual storm readings collected and analyzed from the Environment Canada 

On-line Climate Archive (1970-2000), wind direction shifted an average of 20° during a 

storm. The importance of wind vectors to the growth of ocean waves is not well 

documented in the literature. Komar (1998) briefly mentions the negative effect of 

"contrary winds" to wave growth (p. 179-183), however this idea is not elaborated on. 
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For this study, it will be assumed that the effect of contrary winds is minimal, and 

therefore will not be considered. 
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Figure 21: Storm frequency in the Canadian Beaufort Sea (1962-1988). 
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Figure 22: Storm wind vector analysis for 15° classes. Directions were calculated as the 
average of the wind at the beginning and end of each storm event (Solomon 
et al. 1994). 

When the wind vector information is divided into 15° classes, the greatest number 

of storms originate at 270° (9 storms in total), however the predominant direction is 
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between 2700 and 3150 (20 stonns in total). It is clear from the wind vector graph that 

the predominant stonn direction is from the NW. 

Data compiled and analyzed by Solomon et al. (1994) for Tuktoyaktuk shows 

similar trends to that of Eid and Cardone (1992). However, sorne differences must be 

noted. As stated previously, the wind data used in the Eid and Cardone report were taken 

primarily offshore, whereas wind data used in the Solomon et al. (1994) report was 

derived from the Tuktoyaktuk DEW-line station. Therefore, a difference of magnitude of 

1.5 exists between the two reports. This difference is derived from the variation between 

the friction factor of the sea surface during a stonn and of the land surface (Solomon et 

al. 1994). 

The 50 events chosen by Eid and Cardone (1992) represented the stonns of 

greatest significance in the period 1962-1988. Upon comparison ofthese 50 stonns with 

the 211 stonns reported in the 1994 report, there was only 60% congruence. 

Additionally, Eid and Cardone often grouped several stonns into a single event, resulting 

in durations repeatedly in excess of 100 hours. This method would likely produce 

erroneous results, as dissipation of wave energy between several smaller events would 

significantly reduce the total cumulative wave energy intercepted by the coast (Solomon 

et al. 1994). 

Stonns were categorized in the Solomon et al. (1994) report based on sustained 

winds of ';:;:37 km/h for a minimum of 6 hours. Upon examining this data, it was apparent 

that several separate events were quite possibly one continuous 3-day event. This revised . 

list of stonns is available in Appendix A-2. To agglomerate the individual stonns, the 

highest value for fetch was kept, as well as the maximum values for wave height and 

wind speed. The lowest value for minimum wind speed was kept, and the average for 

wind direction was obtained. Calculating total duration for the stonn proved somewhat 

problematic, as it was not recorded at what time a stonn interval began. It was decided 

that total duration would begin on the first recorded day, and would end after the duration 

ofthe last recorded stonn day. For example, two distinct stonns recorded as: 

Date Wind Direction (0) Duration (hrs) 
1960-09-17 320 7 
1960-09-19 305 25 
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Would agglomerate into: 

Date Wind Direction (0) Duration (hrs 
1960-09-17 312.5 73 

This method of reduction brought the total number of storms from 211 to 186. 

Data in the Solomon et al. (1994) report was analyzed. Basic statistical measures 

are presented in Table 4. Yearly storm frequency was calculated (Figure 23), and rose 

plots were created to demonstrate the storm wind vectors (Figure 24). 

EF Duration MaxWind Mean Direction Hs 
km hours km/h degrees metres 

Mean 138.4 18.4 45.9 240.6 2.0 
Median 367.8 13 44 195.2 2.3 
Mode 71.4 7 37 290 2.2 

Std Dev 81.170 19.912 7.842 99.485 0.577 
Min 18.0 6.0 37.0 5.0 1.1 
Max 367.8 109.0 72.0 365 4.1 

Table 3: Storm database statistics (Solomon et al. 1994). 

Of the 186 storms in the revised dataset, the average storm lasted 18.4 hours with 

a maximum wind velocity of 45.9 km/h, a wind direction of 240.6°, and an average wave 

height of 2.0 m. Variance analyses of key variables show that mean wind direction was 

the most varied, followed by high values for effective fetch and storm duration, with 

standard deviations of99.5, 81.2 and 19.9, respectively. The maximum wave height (4.1 

m) is associated with a large storm event on September 14, 1970. This storm was well 

documented as the largest recorded storm over the years of recorded data, although an 

unrecorded storm in 1944 may have had the same magnitude. 

Storm frequency was extremely variable over the 40 years of available data from 

the Tuktoyaktuk DEW-line. 1963 represents a peak in storm activity, and was 

responsible for a major storm in late July that damaged the coastline as far west as 

Barrow, Alaska (Solomon and Hart 1999). 1973 represented the lowest number of 

storms per year. In the 1980's however, storm frequency again increased, and was 

relatively stable until the beginning of the 1990's, when the number of storms per thaw 

season again decreased. 
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When the wind direction information is divided into 150 classes, the greatest 

numbèr of storms originate from 2850 (33 storms in total), however the predominant 

direction is between 2700 and 3450 (117 storms in total). Results mirror those of Eid and 

Cardone (1992), as the predominant storm direction is NW. 

Figure 23: 

Number of Storms Per Year 
(Solomon et al. 1994) 

Storm frequency in the Canadian Beaufort Sea (1959-1992). 

An original storm datas et was created from climate records obtained from the 

Environment Canada On-line Climate Data Archive for the period 1970-2000 (Appendix 

A-3). These data were obtained from the anemometer positioned at a height of 10 m at 

Tuktoyaktuk. Accuracy of the anemometer is within ± 1 mis for winds below 15 mis, 

and within 1.5 mis for winds greater than 30 mis (Murray and Maes 1986). These years 

were chosen as they coincide with available air photography for the same region. Using 

the criteria outlined ab ove, 139 storms were identified in the region of Tuktoyaktuk 

NWT. Figure 25 demonstrates yearly storm values. 

As demonstrated in both the Eid & Cardone (1992) and Solomon et al. (1994) 

datasets, there was relatively little storm activity in the 1970's. Peak activity occurred in 

the 1980's, which was then followed by a trough in the late 1980's and 1990's. 

Excluding the anomalously high storm activity of 1994, this trough has continued 

through recent years. Table 4 provides the associated statistical data. 
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Storm Frequency 
by Direction 
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Figure 24: Storm wind vector analysis for 15° classes. Directions were calculated as the 
average of the wind at the beginning and end of each storm event (Solo mon 
et al. 1994). 
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Figure 25: Number of storms per year, 1970-2000. Original data obtained from the 
Environment Canada Climate Data Archive (on-line). 

Average stonn duration and wind speed measured 16.4 hours and 42.3 km/h, 

respectively. Mean atmospheric pressure readings during stonn activity were identified 

at 100.95 kPa, just below the average sea air pressure of 101.33 kPa. This corresponds to 

a general drop in air pressure as the stonn front moves into the area. This drop in 

pressure is also responsible for a rise in sea level due to the reduced pressure on the ocean 
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surface. Generally, stonn winds originated at 250° (predominantly from the west). 

Figure 27 demonstrates an of the calculated wind vector readings, grouped into 15° 

classes. 

Avg 
Min 
Max 

Std Dev 

Table 4: 

Figure 26: 

Duration Mean Wind Wind Avg Wind 
Direction Deviation Speed 

(hrs) (degrees) (degrees) (km/h) 
16.4 249.2 20.6 42.3 
6.0 20.0 0.0 37.0 

74.0 340.0 70.0 58.5 
11.7 88.8 13.9 3.9 

Storm database statistics (1970-2000). 

Storm Frequency 
by Direction 
(15 0 Classes) 
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MaxWind MinWind 
Speed Speed 
(km/h) (km/h) 

50.7 35.7 
37.0 19.0 
87.0 44.0 
8.9 3.2 
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Atmospheric 

Pressure 
(kPa) 
100.95 
99.34 
102.60 
0.64 

Storm wind vector analysis for 15° classes. Directions were calculated as the 
average of the hourly readings throughout the storm period. 
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3.5 Numerical Modeling 

A numerical model was created based on Kobayashi et al. (1999) to predict the 

total horizontal retreat of a frozen cliff due to storm surge on the Beaufort Sea coast due 

to convective heat transfer to the frozen cliff sediments. Input variables include storm 

surge heights and duration, cliff height, seawater temperature and salinity, sediment 

characteristics, and wave conditions (Kobayashi et al. 1999). 

In this model, it is assumed that seawater temperature and salinity remain constant 

for the duration of the storm. As weIl, alongshore uniformity and normally incident 

waves were assumed in the original model, in order to limit the analysis to the cross­

shore direction (Kobayashi et al. 1999). 

Several issues arise when attempting to model coastal processes based on 

environmental data. For instance, a specific wave pattern results from a unique set of 

conditions based on wind direction and coastal geometry; therefore, a different set of 

circumstances in the future will generate a different wave sequence, resulting in different 

morphological changes to the coastline. For example, a storm originating from the 

northeast with sustained winds of 40 km/h for 10 ho urs will pro duce waves of a certain 

height and period. These waves will be altered by the bathymetry in that region, and 

therefore will attack the coast in a very specific way, resulting in defined processes of 

coastal erosion. However, a storm originating from the northwest with sustained winds 

of 57 km/h for 30 hours will produce very different waves. These will also be influenced 

by the bathymetry of that aspect of the coast, and will thus affect the coastal sediments 

differently than the first storm. This problem is referred to as the input chronology effect 

(Dong and Chen 2001). This problem is more pronounced during shorter time intervals; 

it becomes increasingly insignificant over the period of several decades (Dong and Chen 

2001). AIso, as demonstrated in section 3.3.2, wind and/or wave data is often not exact, 

and may be inconsistent over the period of record. In the Canadian Beaufort Sea region, 

a consistent 30-year record is still lacking (Solomon et al. 1994; Solomon and Hart 

1999). 

The numerical mode! developed by Kobayashi et al. (1999) assumes that unfrozen 

sediment is transported away from the beach through wave action. The coarser sediment 

(sand and gravel) settles out of the water column in the nearshore zone, however the finer 
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Figure 27: Input and output variables associated with the numerical model (from 
Kobayashi et al. 1999). 
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sediment (silt and clay) remains entrained within the water column and is transported into 

deep water. When the still water depth at the toe of the cliff (de) is :::;0 it is assumed that 

no cliff erosion is taking place, and that there is no offshore sediment transport. 

Therefore, 

[2] dR - = 0 and q = 0 for de::; 0 
dt e 

where R is the horizontal cliffretreat, and qe is the offshore coarse sediment transport rate 

at the cliff toe. However during high magnitude events, de > 0 due to storm surge. 

Therefore, the inclined length of the frozen cliff sediment (P e) exposed to wave action is 

estimated as 

[3] 
f = min[(Ru +dJ,(H -BJ] 

e sine
e 

where min refers to the minimum values associated with the variables in the square 

brackets, Ru is the wave runup on the cliff face, His the height of the cliff above its toe, 

Be is the initial thickness of the unfrozen beach sediment, and e e is the seaward cliff slope 

angle. The latent heat of fusion into the frozen cliff sediment is considered the primary 

thermal force, resulting in a horizontal retreat rate equation of 

[4] 

where Pc is the inclined length of the frozen cliff sediment, he is the convective heat 

transfer coefficient on the exposed frozen cliff sediment between the ambient seawater 

temperature (Tw) and the volumetric latent heat of fusion per unit volume of the frozen 

beach sediment (Le), and Tm is the melting temperature of the ice embedded in the frozen 

beach and cliff sediment. The offshore coarse sediment transport (qe) per unit width at 

the base of the cliff is assumed equivalent to the amount of sediment that is available to 

the beach zone. 

[5] 

where Pc is the coarse sediment volume per unit volume of the unfrozen cliff sediment 

and Ve is the coarse sediment volume per unit volume of the frozen cliff sediment. This 

model does not take into consideration accumulation of sediments at the cliff toe, as 
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predicting such an accretion rate would prove to be highly problematic (Kobayashi et al. 

1999). 

The volume balance of the unfrozen coarse sediment on the beach is expressed in 

Kobayashi et al. (1999) as 

[6] dB q c + q melt - q b 

dt ~W 

where B is the thickness of the unfrozen beach sediment, qmelt is the coarse sediment 

supply rate due to the melting of the frozen beach sediment over the width (W), qb is the 

offshore coarse sediment transport rate at the seaward boundary where water depth is 

given by (S + E + db) during the stonn, and Pb is the coarse sediment volume per unit 

volume of the unfrozen beach sediment. S refers to the increase in water level above 

mean sea level during a stonn, E is the total vertical eroded depth on the beach, and db is 

the fixed seaward boundary before the stonn. Kobayashi ahd Vidrine (1995) showed in 

their report that the main controlling factor influencing the rate of erosion on the beach is 

not the heat conduction through the unfrozen sediment, but the heat conduction directly 

influencing the frozen sediments due to wave action and storm surge. Therefore qmelt = 0 

when unfrozen sediment still remains on the beach (B > 0). 

When the beach sediments are exposed to stonn surge and wave action, the 

vertical melting depth (D) of the beach sediment is expressed as 

[7] 

where hb is the convective heat transfer coefficient on the exposed frozen beach sediment, 

Lb is the volumetrie latent heat of fusion per unit volume of the frozen beaeh sediment, 

and B is the thiekness of the unfrozen beach sediment. Therefore the eoarse sediment 

volume released into the nearshore zone (expressed as a rate) per unit volume of melted 

sediment is defined as 

[8] h (T -T ) 
q = v W b w m fior B = 0 

melt b L 
b 

where Vb is the coarse sediment volume per unit volume of the frozen beach sediment. 

The amount of eoarse sediment available to be transported into the nearshore zone is 

dependent upon the duration of the stonn event. Wave energy in the vicinity of Herschel 
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Island is attenuated due to the shallow nearshore water conditions and the gentle gradient 

of the continental slope. The upper limit of the coarse sediment transport rate is therefore 

expressed as 

[9] 

where <X is an empirical parameter (0.01 m1.5/s for ice-free sand beaches), Ob is the beach 

slope angle, and A is a parameter related to equilibrium beach profiles (approximately 0.1 

m1l3 for sand). The parameter <X in equation [8] was designed by Kobayashi et al. (1999) 

specifically for arctic beaches backed by cliffs, as is the case on Herschel Island. For this 

equation to function properly, the fixed seaward boundary before the storm (db) is equai 

to db = (4A3/9)/(tan20b) to ensure that qp = 0 when (S + E) = 0 before the storm begins 

(Kobayashi et al. 1999). The typical beach slope was measured at tanOb = 0.1. 

Upon examining equations [1] through [8], it is apparent that once storm surge 

and wave action have removed the initial layer ofunfrozen sediment (Bb and Be) from the 

base of the cliff, the potential coarse sediment supply rate (qp) is dependent upon the 

ability of the water column to entrain and transport the melted sediment into the 

nearshore zone, where it may then be carried away by longshore currents. 

The convective heat transfer coefficients (hb and he) may be expressed as 

[10] 

where a is the empirical parameter for wave-induced melting, fw is the wave friction 

factor at the melting surface, Cw is the volumetrie heat capacity of the seawater, Ub is the 

representative fluid velocity immediately outside the boundary later, and F is the 

parameter depending on whether the turbulent boundary layer flow is hydraulically 

smooth or fully rough. The use of heat coefficients in equations [3, 4, 6, 7 & 9] is 

imprecise due to the lack of data on the wave-induced melting of frozen sediment 

(Kobayashi et al. 1999). 

Even though Ub was developed for use in deep water, it is aiso applicable inside 

the surf zone (Cox et al. 1996 in Kobayashi et al. 1999), providing the equation 

[11] 
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where the wave depth (dr) is calculated as being equivalent to de (with he also holding 

true on the cliff), and the average beach depth (de + S + E + db)12 for hb on the beach 

(Kobayashi et al. 1999). Tr is the wave period, and kr is the linear wave number based on 

Tr and the wave depth, dr. The wave data used as input to this model was obtained using 

the base wind data listed in Appendix A-3. An inherent problem with the base data lies 

in the definition of storm surge height. As no observed data was available, an equation to 

predict storm surge based on fetch length, wind speed, and average water depth was 

obtained from the Army Corps ofCoastal Engineering Manual (1986), 

[12] U 2 FA 

1400d 

where U is the average wind speed (miles/hour), JI' is the fetch distance (miles), and dis 

the average water depth (feet). An average fetch distance of 124.27 miles (200 km) was 

used to represent average maximum fetch during late summer in the southem Beaufort 

Sea (Hudak and Young 2002), and an average depth of 98.4 feet (30 m) was used to 

characterize the southem Beaufort Shelf(McGladrey 1984). However, this equation only 

provides a single value for storm surge, not how the surge heights vary at different points 

during the storm. Therefore, the model assumes a sinusoidal surge linked to the time 

steps of the model (Kobayashi et al. 1999). 

Erosion of the coastal sediments was thus numerically modeled using values 

obtained for Herschel Island. The island was divided into three distinct zones based on 

the predominant wind orientation (W INW IN, NEIE/SE, S/SW) and existing coastal 

morphologies, such as cliffheight, cliff slope, and beach width (Table 5, Figure 38). The 

results of the simulations were then compared with known rates of retreat obtained using 

remote sensing techniques over the same 30-year period (Lantuit 2002, 2004) in order to 

validate the results. 

Erosion of frozen cliff sediments in the model described above oftentimes results 

in the formation of a thermoerosional niche. The mechanics of this physical 

development, as weIl as results from the numerical model will be discussed in Chapter 4. 

When the deve10pment of the niche reaches a critical point, the overburden pressure 

exceeds the tensile strength of the sediments, resulting in a block failure. These results 

are also examined in Chapter 4. 
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CHAPTER4 - COASTAL RETREAT & NICHE DEVELOPMENT 

4.1 Introduction 

As previously discussed, erOSlOn of the coastal sediments in the Canadian 

Beaufort Sea is due primarily to wave action and storm surge during low frequency, high 

magnitude events. However, these factors cannot fully explain the high rates of coastal 

erosion in this region (Héquette and Barnes 1990). The interaction of sea ice with the 

nearshore zone creates an unstable profile that may cause increased rates of erosion as the 

beach regains equilibrium (Héquette and Bames 1990). Once the fine- to medium­

grained sediments are deposited in the nearshore zone, they are carried away from the 

beach by 10ngshore and offshore currents. Storm surge elevations in this region are due 

to wind stress and wind direction, unlike in other regions where the surge is a function of 

atmospheric pressure and water depth (Solomon et al. 1994). The temperature ofboth air 

and seawater plays a crucial role in the stability of coastal sediments. Therefore, it is 

important to consider both the thermal and mechanical aspects that cause erosion (Aré 

1988; Naim et al. 1988; Wolfe et al. 1998; Kobayashi et al. 1999). 

The development ofwave heights in the Beaufort Sea are based primarily on wind 

direction, wind speed, and wind duration - available fetch plays only a minor role 

(Murray and Maes 1986). Winds generated over open waters may produce wave heights 

of 4 m or more, with peak periods up to 10 s (Pinchin et al. 1985; Hill and Nadeau 1989). 

Eid and Cardone (1992) predicted a 100-year storm design wave of 6.2 m in height for 

the same region. 

During storm events, a thermoerosional niche may form at the base of the cliff 

due to the effect of increased water levels and wave heights. As the cold, saline waters of 

the Beaufort Sea interact with the coastal sediments, thermal conduction melts the 

intrasedimental ice, leading to increased rates of erosion of the coastal sediments. If 

massive ice is present in the coastal segment, substantial backwasting may occur in a 

relatively short period. Once the thermoerosional niche extends beneath the cliff to a 

certain point, the overlying block may become unstable. The presence of a failure plane 

associated with an ice wedge or other weakened zone allows the entire segment to detach 

from the cliff along a shear plane. This block then falls into the water at the base of the 
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cliff, essentially protecting that segment from further erosion until aIl the sediments are 

removed into the nearshore and offshore zones. 

4.2 Geomorphic Princip/es 

The sediments of the Arctic coastline consist of unconsolidated gravel, sand, silt, 

and clay, cemented together by icy permafrost. The presence of permafrost provides 

increased strength and cohesion, allowing coasts to form steeply angled bluffs (Davidson­

Arnott 1986; Héquette and Bames 1990). The grain-size of the sediment does not control 

coastal retreat, however the rheological properties such as plasticity, porosity, 

consolidation pressure, water content and ice content do (Héquette and Bames 1990). 

Other critical factors influencing bluff retreat are the presence, size, orientation, and 

spacing of ice w~dges, as well as the thermal energy transferred to the coast through 

wave action and solar radiation (Walker 1988). 

Wave height and wave energy are extremely influential controls on the amount of 

coastal recession that occurs in that they govem the amount of sediment that is 

transported away from the beach zone. The Beaufort Sea has been characterized as a 

low-energy environment due to the wide and shallow continental shelf, and the presence 

of a permanent ice pack that limits wave growth (Héquette and Bames 1990; Ruz et al. 

1992). Because of these restrictions, Harper and Penland (1982) found that nearly 80% 

of deepwater waves in the Beaufort Sea are less than 1 m in height. This figure must 

refer to wave height during normal conditions, as wave heights during storm conditions 

are often in excess of 3.0 m. The 25- and 100-year retum period for deep-water wave 

height has also been ca1culated at 6.2 and 7.7 m, respectively (Pinchin et al. 1985; 

Murray and Maes 1986; Eid and Cardone 1992; Solomon et al. 1994). Wave heights are 

often coupled with both tidal variations (0.3 - 0.5 m in the Beaufort Sea), and storm 

surges that form due to wind push and decreased air pressure. These surges have been 

recorded at 2.4 m above sea level at Tuktoyaktuk, which may represent a maximum for 

the past 100 years (Harper et al. 1988; Ruz et al. 1992; Solomon et al. 1994). However, 

this maximum height is likely due to a combination of storm surge, swash effect, tides, 
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and mn-up on slopes rather than exclusively by a mean sea level rise (Mackay 1986; 

Walker 1988). 

Physical processes associated with bluff erosion were described in Chapter 2, and 

include retrogressive thaw slumps, active layer detachment failures, the development and 

breaching of thermokarst lakes, and block failure associated with thermoerosional niche 

development. These processes are often wave-induced and dependent upon the amount 

and type of ground ice present in the coastal segment and the composition of the bluff 

sediments (Mackay 1986; Dallimore 1988; Héquette and Barnes 1990, Ruz et al. 1992). 

Thermokarst processes such as retrogressive thaw slumps often follow distinct cyclical 

patterns, characterized by an active phase followed by an interval of stability (Rampton 

and Bouchard 1975; Harry 1985; Mackay 1986). As material is eroded from the 

headwall during periods of activation, sorne of the material collects at the base of the 

slump, protecting it from both the direct influences of wave energy and further thermal 

degradation, thus allowing it to stabilize. During periods of increased wave activity, this 

material is quickly eroded from the base of the cliff creating a state of disequilibrium, 

thus reactivating the slumping process. This cycle of dormancy and activation has been 

identified as one of the critical processes affecting coastal erosion in the Beaufort Sea 

region (Mackay 1960, 1966, 1986; MacDonald and Lewis 1973; Harper 1978; Harry 

1982; Forbes and Frobel 1985; Harry 1985; Héquette and Bames 1990). Thus regional 

retreat is also related to the amount of sediment that may be eroded through wave action 

and transported away from the coastal zone by nearshore and longshore currents (Harper 

and Penland 1982; Héquette and Barnes 1990; Ruz et al. 1992). 

While thermokarst processes make significant amounts of sediment available for 

erosion through waves and currents, they are not responsible for all the erosion that 

occurs. Other factors must also then be responsible for the rapid rates of erosion 

demonstrated in this environment (Héquette and Barnes 1990). Ice processes in the 

nearshore zone have been found to dislodge significant amounts of sediment from the 

seafloor through ice gouging, ice pile-up, and ice-enhanced current scour (Héquette and 

Barnes 1990; Hill 1990). Therefore it is the combination of physical and thermal 

processes, including those associated with sea ice in the nearshore zone, which are 

responsible for the large availability of sediment in this region. 
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The amount of coastal erosion that may occur during a stonn is dependent upon 

the interaction of various factors throughout the thaw season. Beginning in May, landfast 

ice begins to break-up and move away from the shore zone, carrying with it entrained 

sediment. As this sediment is removed, the bathymetric profile loses its equilibrium. At 

the same time, the outer layers of coastal sediments begin to thaw (a). In June and July, 

the melting front has penetrated into the coastal sediments, resulting in thennokarst 

processes such as retrogressive thaw slumps and active layer detachment slides. Viscous 

sediment associated with these processes moves into the nearshore zone and aids in 

bringing the bathymetric profile back into equilibrium. . Stonns during this time may 

exacerbate this process (b). By August and September, thennokarst processes have 

reached their maximum, and large stonns may result in extensive backwasting of the 

coastal sediments. 
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Stages of storm erosion during this time include (1) the initial stripping of thawed 

sediments by wave action which serve to protect the underlying frozen cliff sediments, 

(2) the development of a thermoerosional niche at the base of the cliff due to the effect of 

wave action melting the interstitial ice and transporting the unconsolidated sediment 

away from the beach zone, and (3) the mechanical failure of the sediments overlying the 

niche due to overburden pressure along a shear plane, usually associated with the 

presence of an ice wedge oriented shore-parallel (Harry 1982; Dallimore et al. 1996). 
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Mechanical interactions with the coastal zone (Béquette and Barnes 1990). 

One of the most critical forms of bluff retreat is through block failure associated 

with thennoerosional niche development. As wave heights increase, the coastal 

sediments come into direct contact with wave energy. This process is expedited by the 

magnitude of surge associated with the storm (Walker 1988). The growth of the niche 

will continue as long as there is enough wave energy to transport the sediment away from 

the beach zone. When the niche is sufficiently deep, the overlying sediments may fail, 

generally along a line of weakness (often associated with ice-wedge terrain). This block 

then protects the cliff face until all the sediment has been carried away to the nearshore 

and offshore zones (Harry 1982; Walker 1988). 

The stability of a slope depends on the ratio between shear strength (resistance) 

and shear stress. The shear stress of a slope is expressed as 

[13] 
T = y.Z. sin e. cos e 

where 'Y is the weight of the soil, z is the depth of the failure plane, and 8 is the angle of 

slope. Instability of soil associated with block failure occurs largely in clay soils due to 

the decreased angle of internaI friction between the grains of clay (Figure 29). As shear 

stress increases with depth, the removal of the underlying support through niche 
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formation acts as a catalyst for block failure (Carson and Kirkby 1972). However, due to 

the presence of permafrost and ice-bonded sediments, shear stresses associated with the 

slope profile may resemble those of rock mechanics instead of soil mechanics. In this 

case, the cohesion from ice cementing far exceeds the strength from internaI friction. 

However, once the depth of the crack exceeds H'c, failure of the slab will occur (Carson 

and Kirkby 1972). 

Figure 29: 

1 ~ c' 1 
) 

rand s 

s (sands) 

z 

s (c1ays) 

Change in shear stress (r) and shear strength (s) with depth on an infinite 
slope. H' c is the critical depth for deep slips, z is depth below the surface 
(Carson and Kirkby 1972). 
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4.3 Numerical Analysis 
The model used in this research was developed by Kobayashi et al. (1999) to 

predict niche formation and horizontal retreat of a coastal bluff in permafrost 

environments. The first version of the model developed by Kobayashi and Vidrine 

(1995) was for use in permafrost environments on gently angled slopes. The second 

version (1999) was altered for steeply angled cliffs; therefore, the second version of the 

model was used for this analysis. 

Before modeling began, several assumptions were made. To begin with, 

alongshore uniformity was assumed in order to simplify the modeling process 

(Kobayashi and Vidrine 1995). Temperature and salinity of the seawater were assumed 

to be constant, although in reality they would both change based on freshwater input from 

melting ice within the coastal sediments and from Mackenzie River input variations 

(Kobayashi and Vidrine 1995). Although each individual storm produces an associated 

value of horizontal retreat, it is the sum of these values, taken as a first approximation, 

which is used to calculate total erosion over the period 1970-2000. AIso, the depth of 

niche formation increases with time, however it is not known how the height of the niche 

changes with time. It will therefore be assumed that the height of the thermoerosional 
\ 

niche is equal to the combined height of the storm surge (which includes tidal variation 

and pressure decrease) as added to the average storm wave height (Kobayashi and 

Vidrine 1995). In order to calculate the amount of sea level rise associated with a drop in 

atmospheric pressure, the local records (measured in kPa) were converted into mb (1 kPa 

= 10mb). The average pressure was obtained for each individual storm, and then 

subtracted from the average sea level pressure of 101.3 kPa (1013 mb). A 1 mb drop in 

air pressure is equivalent to a 1 cm rise in sea level (WMO 1978). 

The model used in this analysis (Kobayashi et al. 1999) can predict both the 

creation of a thermoerosional niche as well as the horizontal retreat of the cliff 

(Kobayashi and Vidrine 1995). Due to the difficulty in modeling block failure associated 

with niche development, this aspect was not included in the analysis. The model was 

used to simply calculate the overall horizontal retreat of a frozen cliff. The development 

of the niche is dependent upon the availability of wave power to remove the sediments 

into the nearshore and offshore zones. Once the unfrozen sediment has been removed 
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from both the beach and cliff face, latent heat transfer becomes unimportant to the 

development pro cess, and the amount of horizontal retreat is primarily due to the 

convective heat transfer from the seawater to the frozen sediments (Kobayashi and 

Vidrine 1995). Therefore the rate at which the niche forms is dependent upon the initial 

thickness of unfrozen sediment insulating the frozen cliff, the amount of power generated 

through wave action, the ability of the waves and currents to transport the coarse 

sediment into the nearshore and offshore zones, and by the duration of the storm. 

4.3.1 Model Results 

A sensitivity analysis was conducted to determine which variables were important 

when modeling overall horizontal retreat of the cliff sediments. Variables that caused a 

large change in total retreat (R) were deemed sensitive. Variables that did not cause a 

substantial increase or decrease in total erosion were considered insensitive. In their 

study, Kobayashi and Vidrine (1995) found that the rate of melt of exposed frozen 

sediment (Cr) due to wave action and heat conduction is one of the most sensitive 

variables controlling horizontal retreat. The amount of frozen sediment removed during a 

storm event is dependent upon the initial thickness of unfrozen sediment (B*), therefore 

this also represents a crucial variable (Kobayashi and Vidrine 1995). GraduaI melting of 

frozen cliff sediments beneath this insulating layer (Cu) is not important during the storm, 

due to the more direct influences of wave action and thermal conduction. However it 

plays a large role in determining the rate of thaw both before and after the storm 

(Kobayashi and Vidrine 1995). 

Using the original dataset compiled from the Environment Canada On-line Data 

Archive (Appendix A-3), modeling of 139 storm events between 1970 and 2000 

showed that the two most important elements affecting horizontal retreat of the cliff face 

are (1) wave energy, and (2) storm duration. This was also demonstrated by Solomon et 

al. (1994) during their research of coastal recession at both Tuktoyaktuk and Kay Point. 

Figure 30 demonstrates predicted sensitivity of horizontal cliff recession due to 

storm duration. The model suggests that horizontal retreat is minimal for storms of 18 

hours or less, but retreat increases rapidly with storms exceeding 24 hours. This is in 
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agreement with observed rates of retreat (Eid and Cardone 1992; Solomon et al. 1994). 

Susceptibility increases with storm duration and increased thermal conduction to the 

coastal sediments. 

Horizontal Cliff Retreat 
Sensitivity to Storm Duration 
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Figure 30: 
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1-18 (B) ", 6 -14 -30 - 70 1 
A plot of the horizontal cliff retreat (R) sensitivity to storm duration. 
Storms ranged from 18 hours (base run) to 70 hours. Retreat rates 
remained fairly constant throughout the medium-Iength storms, however 
increased significantly when subjected to a severe storm. 

Water temperature was also found to be an important factor goveming retreat 

rates (Kobayashi and Vidrine 1995). As mentioned earlier, it is extreme1y difficult to 

measure water temperature in this area. Therefore, although this variable has been shown 

to theoretically influence the stability of coastal bluffs, there is very little physical data to 

confirm this. Therefore, sensitivity to water temperature was run through the model in 

order to validate this claim (Figure 31). An original water temperature value of 5°C was 

used in the model, in order to resemble approximate water temperatures of the Beaufort 

Sea during mid- to late summer. Total horizontal cliff retreat using this value measured 

roughly 0.95 m. Keeping all other variables the same, the model was again run using a 

value of O°C for water temperature. Results showed a marked decrease in the amount of 

cliff retreat, only 0.17 m. A third run was conducted using a water temperature of 10°C. 

Again, total cliff retreat increased by 0.04 m to 0.13 m. By running these values through 
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the model, it was shown that water temperature is an important factor goveming the rates 

of coastal erosion. 
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Figure 31: 
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A plot of the horizontal cliff retreat (R) sensitivity to water temperature 
eC). A base run of SoC was compared with model results for water 
temperatures ofO°C and 10°C to determine the effects on total horizontal 
cliff retreat. Differences in water temperature have a large effect on the 
amount of coastal retreat. 

Considering the susceptibility of ground ice to thawing, especially in a region 

where the salinity of the water depresses the freezing temperature below aoc, it would be 

expected that horizontal retreat might increase depending on the variation in water 

temperature between aoc and 1 aoc. This sensitivity analysis further validates this claim. 

One might also expect a correlation between water temperature, ground ice content, and 

the amount of horizontal retreat during a storm. 

The sensitivity of cliff retreat to ground lce content (measured as a total 

percentage of possible sediment volume) was also modeled. Figure 32 shows that there 

does not seem to be much difference in the amount of coastal erosion observed, 

regardless of the amount of ground ice in the coastal sediments. However, Kobayashi et 

al. (1999) state that cliff retreat is sensitive to the volume of ice in the coastal sediments. 

Results of this study indicate that there appears to be more coastal erosion occurring 

when there is less ground ice. While it is expected that coastal sediments with a higher 

percentage of ground ice would be more susceptible to erosion, the model demonstrates 
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little sensitivity to this variable, and even an inverse relationship to what is theoretically 

expected. A possible explanation for this could be that the cliff sediments become more 

resistant to erosion with increasing amounts of ground ice, thus requiring a greater input 

ofwave energy to initiate thawing. 
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Figure 32: 
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A plot of horizontal cliff retreat (R) sensitivity to ground ice content (%). A 
base run of 53% ground ice volume was compared with six other values 
between 20% and 80%. In this model, coastal retreat rates do not seem to 
be sensitive to the amount of ice contained in the coastal sediments. 

Other sensitivity runs were conducted on variables thought to play a significant 

role to coastal erosion in the Beaufort Sea. These included the sensitivity of horizontal 

cliff retreat to beach width (metres), cliff slope (degrees), cliff height (metres), wave 

height (metres), and storm surge height (metres). 

The width of the beach is an important variable in the model (Figure 33), as 

would be expected. The narrower the beach, the higher the probability that waves and 

storm surge will interact directly with the cliff sediments. Also, the greater the width of 

the beach, the larger the area of distribution for wave energy. Therefore, when a beach 

width of 2 m was compared with a width of 0 m, total erosion increased over 100%. 

However, other variables associated with the cliff and beach sediments do not seem to be 

as important to the amount of horizontal cliff retreat (Figures 34 and 35). Above a 

certain height, it is expected that the total height of the cliff would not play a large role in 

the amount of coastal erosion, as waves only interact with those sediments at the base of 
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the cliff. This variable may have more of an impact when considering the role of block 

failure to cliff armouring, but those processes are not dealt with here. Cliff slope plays a 

larger role in coastal sensitivity, with lesser slopes resulting in higher rates of erosion, 

due to the increased ability ofwaves and surge to influence the coastal sediments. 
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Figure 33: 
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A plot of the horizontal cliff retreat (R) sensitivity to beach width (m). The 
base model was run with a beach width of 2 m. Three other runs were 
conducted with beach widths of 0 m, 6 m, and 10 m. The amount of coastal 
erosion is dependent upon the width of the beach, which also controls the 
degree ofwave (energy) dispersion. 
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Figure 34: 
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Horizontal cliff retreat (R) sensitivity to cliff height (m). In the original 
model, cliff height was 35 m. Four other models were run with cliff heights 
ranging from 5 m to 100 m. Model runs demonstrate higher rates of erosion 
in areas with lower cliff heights. 
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Figure 35: 
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A plot of the horizontal cliff retreat (R) sensitivity to cliff slope e). The base 
slope was 50°, indicating a steeply angled cliff. Other runs contained slopes 
of 20°,35°, and 65°. The model demonstrated only mild sensitivity to cliff 
slope, producing values that ranged from 0.08 metres of erosion associated 
with a 65° slope to 0.13 metres of erosion associated with a slope of only 20°. 

While it has been proven that cliff erosion is susceptible to total wave height, the 

analysis demonstrates minimal sensitivity to this variable, highlighting a flaw in the 

model outputs (Figure 36). Kobayashi et al. (1999) suggest that this lack of sensitivity to 

wave height will remain constant as long as waves continue to break in the nearshore 

zone, as opposed to directly in front of the coastal sediments. However, wave height is 

an important variable in the wave energy calculation (Equation 1). Clearly, this model is 

not able to accurately demonstrate the importance of this variable, thus highlighting a 

major flaw. 

Altematively, it is the storm surge height that plays a dominant role in the total 

amount of coastal erosion (Figure 37). Clearly, R increases with increasing storm surge 

levels. This indicates that coastal sediments are highly susceptible to a constant exposure 

to seawater (Kobayashi et al. 1999). An increase in storm surge heights also increased 

the amount of total vertical beach erosion depth (E) (Kobayashi et al. 1999). Therefore, 

not only are the exposed coastal sediments influenced by direct contact with the seawater, 

but as vertical beach erosion progresses, total cliff height increases relative to a fixed 

position on the beach. 
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Figure 37: 
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A plot of the horizontal cliff retreat (R) sensitivity to wave height (m). 
Average wave height calculated du ring the 139 storms used in this study was 
4 m, therefore this value was used as the base run. Other heights between 1 
- 8 m were also run through the model, showing minimal sensitivity to this 
variable. 
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A plot of the horizontal cliff retreat (R) sensitivity to storm surge height (m). 
The average storm surge height recorded during aIl 139 storms was 1.11 m, 
therefore this value was used in the base run. Other storm surge heights 
used to evaluate sensitivity were 0.5 m, 2 m, and 4 m. Cliff retreat increases 
markedly when modeled using durations associated with the most severe 
storms in this region of the Beaufort Sea. 
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Other sensitivity analyses have been run while wave hindcasting and modeling 

coastal erosion in the Canadian Beaufort Sea. In their study, Murray and Maes (1986) 

found that for winds greater than 30 km/h, the recorded onshore winds could be as much 

as 20% higher than those recorded offshore, due to a greater friction factor during storm 

periods at sea. However, later in their report the authors state that the onshore winds 

underestimate the offshore winds by 20%. Considering the importance of this variable to 

the growth of wave height, such inaccuracies make the validation of a numerical model 

quite difficult. Other authors have reported a difference of 1.5 between onshore and 

offshore winds in this region (Eid and Cardone 1992, Solomon et al 1994), therefore this 

value was taken into consideration during the current modeling process. 

Tabu1ated storm data (contained in Appendix A-3) were categorized using the 

direction of origin of the storm winds. Referring to a map previously created by 

McDonald and Lewis (1973), Herschel Island was subdivided into 3 main sectors based 

on orientation and physiography (Figure 38). The characteristics of each group are 

specified in Table 5. 

Wind Direction Cliff Height CliffSlope Beach Width 
GroupA 250° - 50° 35 m 50° 2m 
GroupE 60° - 160° 20m 25° 4m 
Group C 170° - 240° 5m 10° 6m 

Table 5: Characteristics of Herschel Island subdivisions. 

An average ice content of 53% and a beach slope of 10° were utilized in the modeling 

process, as these were the values originally used by Kobayashi et al. (1999) in their 

modeling investigations of North Head and Tuktoyaktuk, NWT. 

Group A contained 113 individual storms, Group B contained 23 storms, and 

Group C contained 3 storms. The model parameters were altered to reflect the coastal 

conditions of each category, and then all individual storms were run. Output parameters 

(measured in metres) included Still Water Depth at Cliff Toe (de), Horizontal Cliff 

Retreat (R), and Total Beaeh Erosion Depth (E). The final values of R for each storm 

were then summed to obtain a total horizontal retreat value for each year. These values 

were compiled over the period of 1970-2000 to obtain the total cliff erosion. Case A 

showed the highest amount of erosion, 13.2 m. This value corresponds well with 
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observed data obtained from air photography and satellite imagery (Lantuit, personal 

communication). Case B showed only 1.5 m of erosion over the same 30-year period, 

which is much lower than observed rates over the same period of time (Lantuit, personal 

communication). Case C showed only 0.1 m of erosion, which does correspond well 

with observed data. 

The low erosion rates predicted by this model for Case B are quite interesting. 

The model used in this study is predominantly driven by wave energy during storm 

events in the Beaufort Sea. As previously discussed, the largest storms with the highest 

frequency occur from the W INW. Therefore, it may be assumed that in such a model the 

eastern side of Herschel Island should not experience as much erosion as the west and 

northwestern sides. However, satellite imagery and aerial photography show a much 

larger erosion rate from this si de of the island, in excess of 10 m (Lantuit, personal 

communication). Clearly, other factors must then be responsible. 

There are several main differences between the western and eastern coastlines of 

Herschel Island (Figure 39). These include beach width, cliff height, cliff slope (Table 

5), ground ice content, and exposure to solar insolation. As wave action is clearly not 

responsible for the high magnitude of coastal erosion in this region, these other factors 

must then be responsible. As the eastern coastline of the island receives more solar 

insolation, it is assumed that this is the most important factor affecting erosion, and one 

of the factors responsible for the higher number of retrogressive thaw slumps. Other 

influencing factors are beach width, cliff height and cliff slope (de Krom 1990). An 

analysis of air photographs taken of the east and southeast parts of the island show a 

greater concentration of retrogressive thaw slumps and active layer detachment failures 

than the west and northwest sides, further validating the assumption that thermokarst 

processes are more influential to the east and southeast aspects of the island. 
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Figure 38: 
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Classification of Herschel Island (after McDonald and Lewis, 1973). Arrows 
show the wind direction. 

Northwestern coastline of Herschel Island (left) and eastern coastline­
Thetis Bay (right). September 2003. 
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Two stonns during the modeling process stood out from the rest based on the total 

amount of horizontal retreat that ensued. The first storm occurred on August 29, 1981 

and lasted for 74 hours. The second stonn took place on September 21, 1993 and lasted 

for 38 hours. As the latter stonn has been extensively studied by Solomon and Covill 

(1995), only the 1981 storm will be examined here. 

Figure 40 shows the variation in wind speed during the stonn, as well as the storm 

surge height variation (St), water depth at the cliff toe (de), the total horizontal cliff 

retreat (R), and the total beach erosion depth (E). Average wind speed was 42.7 kmIh 

with a peak speed reaching 63 km/h approximately 48 hours into the stonn. Average 

wind direction originated from the NW (310°) and deviated 40° during the storm. Total 

surge height reached 1.11 m at hour 37, however the total water depth at the cliff toe (de) 

reached a maximum value of 3.10 m at hour 42, resulting in a lag of 5 hours between 

storm surge height and total water depth. Total water depth is a combination of storm 

surge height, wave height, and total vertical beach erosion (E). 

Both total horizontal cliff retreat (R) and total beach erosion depth (E) showed 

signs of increasing, even after the storm was officially over (defined as wind speed less 

than 37 km/h for more than 6 hours). Total cliff retreat for this storm measured 0.95 m 

and total vertical beach erosion measured 3.00 m. Clearly, when discussing coastal 

erosion in pennafrost environments, attention must be paid not only to total horizontal 

retreat of the cliff face, but also to total vertical erosion of the beach. This detail is 

lacking in the main body of literature. 
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A plot of the August 29, 1981 storm statistics, including the variables storm 
surge height (St), still water depth at the clifftoe (de), total horizontal cliff 
retreat (R), and total vertical beach erosion (E). Each of these parameters 
are measured in metres on the y-axis. The graph shows that total vertical 
beach erosion and total horizontal cliff retreat continue to increase even 
after the storm has terminated. This increase willlikely continue until the 
beach and nearshore zones have again reached a state of equilibrium. It also 
highlights the fact that erosion may continue even after the "official" storm 
has concluded. 
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4.4 Climate Change 

Climate change predictions suggest that over the next 50 to 100 years the rate of 

global sea level rise may double, from approximately 3 mm/yr to 6 mmlyr. This, coupled 

with increased fetch due to a decrease in the extent of the Arctic pack ice, would result in 

greater wave action - and erosion - on shorelines in the Beaufort Sea (Solomon et al. 

1994). The International Panel on Climate Change (IPCC) has suggested a 1-4°C 

increase in temperature would occur in the same amount of time (Smith, M.W. 1988; 

McGillivray et al. 1993; IPCC 2001). This increase in temperature would have a 

noticeable effect in the Arctic due to the increased sensitivity of snow and ice to changes 

in temperature (McGillivray et al. 1993). 

It has been argued, however, that mean annual temperature should not be the sole 

factor taken into account when modeling climate change in the Arctic. While average 

yearly temperatures may increase between 1-4°C, winter temperatures may increase by 

11°C in contrast to a summer temperature increase of 2-3°C (Smith 1988). In addition to 

this marked difference in temperature, precipitation would also increase by 10-50% in 

summer and up to 60% in winter. This would create a thicker snow coyer, insulating the 

permafrost beneath from the cold air temperatures that would normally maintain the 

ground temperature profile in equilibrium (Smith 1988). Figure 41 outlines the 

interactions between these variables. Even though it is known that changes in both 

summer and winter precipitation rates would alter the ground thermal regime, this aspect 

was not included in the present modeling exercise. 

As the inner shelf of the Beaufort Sea is storm-wave dominated, knowledge of the 

potential impacts of climate change is quite valuable, especially considering the 

expanding oil and gas industry in the area (Hill and Nadeau 1989). A 20% increase in 

fetch would likely only produce a 3% increase in wave height (Murray and Maes 1986), 

further emphasizing that this is not a controlling factor to coastal erosion. Sensitivity of 

wave height to climate change was also investigated through the diminishment of sea ice 

and resultant increase in fetch in the Arctic zone by McGillivray et al. (1993). This 

investigation took into account only changes in fetch, ignoring such variables as the 

effects of a projected warming on sea level, shoreline erosion, seiche, and the effects of 
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altered fresh water discharge from major sources such as the Mackenzie River 

(McGillivray et al. 1993). Model results are shown in Table 6. 

Figure 41: 
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Interactions affecting the ground thermal regime (after Smith 1988). 
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ModelName Fetch (nantieal miles) % Inerease in Wave 

Table 6: 

Height 
Base Model 200 --

1989 330 16 
CCC 360 22 
GISS 600 39 

Increase in available fetch and resultant wave height increases based on 
several model scenarios. The 1989 model refers to the instrumental record 
for the region, selected because 1989 was an exceptionally warm year. CCC 
refers to parameters created for a climate change model run by the 
Canadian Climate Centre in 1990, and GISS refers to a model run 
parameterized by the Goddard Institute for Space Science in 1984 
(McGillivray et al. 1993). 

There are obvious differences in the projected wave height increase between the 

three models used in the McGillivray et al. (1993) study. Due to the increases in wave 

height produced by the CCC and GISS mode1s, a value for the present study was chosen 

closer to the 1989 model results, as this percentage also falls within climate change 

values estimated in other reports (Lachenbruch 1988, 1994; Solomon et al. 1994; Bum 

1994, 1998; Cohen 1997, IPCC 2001). Therefore a 15% increase in wind speed (mis) 

was introduced to the model, which in tum affected both wave height (m), wave period 

(s), and storm surge height (m). 

Other variables were altered to create a more realistic c1imate change scenario. 

The beach width was decreased by 0.5 m to take into account rising sea levels (IPCC 

2001), the water salinity was decreased from 15% to 12% to reflect decreasing salinity 

due to increased fresh-water input from melting pack ice, and the seawater temperature 

was increased from 5°C to 7°C. The IPCC predicts a global sea level rise of 507-735 mm 

over the coming 100 years; therefore a value of 0.5 m corresponds weIl with this. It is 

logical that the thickness of the unfrozen cliff sediment would increase with increasing 

air temperature and precipitation, however it is not known by how much. AIso, with an 

increase in both the intensity and frequency of storms in the Beaufort Sea (Solomon et al. 

1994), it is possible that a few centimetres ofunfrozen sediment would be removed from 

the cliff face at a higher rate. Therefore it was decided not to alter this variable. 
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An increase in storm frequency was calculated proportional to the increasing 

length of the open water season. Over the period 1970-2000, there was an average of 5 

storms per open water season, which lasted from mid-June until mid-October (4 months). 

Extending the open water season by one month results in a storm frequency of: 

[14] 5 storms x storms 
----=---
4 months 5 months 

4x=25 

x = 6.25 

There is a difference of 1.25 storms between an open water season of 4 months and an 

open water season of 5 months, which corresponds to a 25% increase in stonn frequency. 

Therefore, the total amount of horizontal cliff retreat obtained from the climate change 

scenario was multiplied by 25% to ob tain an erosion value that includes stonn frequency. 

4.4.1 Climate Change Modeling Results & Discussion 

The climate change parameters listed in the above section were applied to Group 

A, Group B, and Group C independently. Sites in category A showed the largest increase 

in erosion, as this is the side of the island most vulnerable to wave attack. Model results 

from the original database showed 13.2 m of erosion over the previous 30 years. When 

these stonns were run with the climate change ad just ment s, there was an appreciable 

increase in erosion rates totalling 3.4 m. Therefore the model predicted coastal erosion 

rates of 16.6 m over the coming 30 years. When coupling this figure with a 25% increase 

in storm frequency, the value increases to 20.75 m. Figure 42 shows the difference 

between total horizontal cliff retreat values (R) per storm in Group A. 
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Figure 42: 

Total Cliff Retreat (R) 
Difference Between Original Storms and Climate Change Factor of 15% 
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Horizontal cliff retreat (R) comparison between 113 original storms (1970-
2000) and storms influenced by a climate change factor of 15%. The circle 
highlights the large storm of 1981. 

The average difference between the individual retreat rates is 0.03 m with a standard 

deviation of 0.02 m. As seen in Figure 41, certain storms display a larger difference in 

their total retreat rates than others. In most cases, this is due to stonns which have a 

longer duration. 

Total horizontal cliff retreat in Group B increased from 1.46 m to 1.53 m. When 

coupled with an increase in stonn frequency of 25%, this value increases to 1.91 m. 

Group C showed the least arnount of coastal erosion during the period 1970-2000, 0.09 

m. With the climate change factor, this value increases to 0.14 m, including the 25% 

increase for stonn frequency. 

The large st recorded stonn event that occurred on August 29, 1981 is circled in 

Figure 42. The other large peak corresponds to the large storm event of September 21, 

1993. Figures 43 and 44 show both the Total Horizontal Cliff Retreat (R) and the Total 

Vertical Beach Erosion Depth (E) associated with the 1981 stonn. Final R values for 

both the original stonn and the stonn in the c1imate change scenario were 0.95 m and 

0.97 m, respectively. It was expected that there would be a greater difference between 

these two values, considering the magnitude of this stonn. These results demonstrate that 
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storm intensity may not be a factor which heavily influences coastal erosion, as variables 

such as the creation of a thermoerosional niche and subsequent block failure, or 

saturation of the water column with suspended sediment may prevent further erosion of 

the cliff segment. 

The results of Total Vertical Beach Erosion in Figure 44 are quite interesting. As 

with R, it is expected that there would be a greater amount ofbeach erosion in the climate 

change scenario than in the original storm scenario. However, the climate change 

scenario shows 0.78 m less erosion after 72 hours. As with R, it is unknown why the 

results are not showing what is expected. It seems that beach erosion in the climate 

change scenario peaks earlier than in the original storm. This may cause the unfrozen 

beach sediment to erode so quickly that there is not enough time for the latent heat from 

the wave power to begin the melting process on the underlying frozen sediments. 

Therefore, even though the curves are similar, there would be less erosion overall. A 

second scenario, similar to that for R, is that the water column becomes saturated at an 

early point in the erosion process, and is unable to remove further sediment in suspension 

from the beach zone. 
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Horizontal Cliff Retreat Comparison 
Original Storm vs. Climate Change Factor of 15% 
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1--Original - Climate Change 1 
A plot of the August 29, 1981 comparison of horizontal cliff retreat (R) 
between the original storm and the same storm influenced by a climate 
change scenario. In the climate change scenario, coastal erosion occurs 
slightly earlier and at a greater rate. However, rates of erosion between the 
two scenarios equalize as the end of the storm approaches. 

Beach Erosion Depth Comparison 
Original Storm vs. Climate Change Factor of 15% 
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A plot of the August 29,1981 comparison oftotal beach erosion (E) between 
the original storm and the same storm influenced by a climate change 
scenario. In the climate change scenario, erosion begins slightly sooner, but 
at a mu ch greater rate than with the original storm. However, this rate of 
erosion quickly stabilizes, resulting in less total beach erosion for the same 
storm. 

93 



CHAPTER 5 - CONCLUSIONS 

5.1 Introduction 

Even though Canadian Arctic studies have been ongoing for over 100 years, there 

is still much to be understood about the c1imatic and geomorphic factors and interactions 

in this sensitive environment. While many studies have been conducted on the 

geomorphic and thermal properties of permafrost, little has been undertaken which 

examines the coastal profile in detail. In the late 1960's and eady 1970's, this gap was 

first addressed due to the interest of oil and gas companies in drilling the southem 

Beaufort Sea. However, once the land c1aim settlement process began in earnest in the 

mid 1970's and early 1980's, a moratorium was placed on new ventures in this area. In 

recent years, interest has again been kindled and environmental impact assessments have 

begun in order to exploit the reserves of oil and natural gas that lie beneath the Beaufort 

Sea. Due to the increased need for geologic, geomorphologic, sedimentologic, and 

oceanographie information on this environment, research has again begun to fill-in the 

existing gaps. 

Due to the difficult nature of collecting data in this remote and harsh environment, 

computer models and simulations are being used with increasing frequency in order to 

predict changes in this area (Pinchin et al. 1985; Eid and Cardone, 1992; Solomon et al. 

1994; Kobayashi et al. 1999). Often, coastal erosion and sediment transport studies have 

used over-water wind data to hindcast deep water wave heights and wave periods. From 

this information, wave power and longshore CUITent direction and speed can be 

calculated. This data is then used to predict the amount of coastal erosion that may occur 

at a specifie site over a defined period of time. 

Changes in Earth's c1imate will have an effect on these processes, although it is 

difficult to predict what effect that will be. An average temperature increase of 1-4°C and 

an increase in average precipitation of 30-60% within the next 30-50 years could 

drastically change the ground temperature profile in the long-term. Therefore, it is the 

purpose of this study to attempt to predict how c1imate change will affect coastal retreat 

rates on Herschel Island, Yukon Territory, in the coming 30 years. 
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5.2 Summary of Results 

The goals of this study are to (1) to accurately hindcast the wave climate of the 

southem Beaufort Sea in the vicinity of Herschel Island in order to predict the increase in 

erosion rates based on a defined c1imate change scenario, and (2) to anticipate how 

changes in both mechanical and thermal erosion rates will affect the backwasting of ice­

rich coasts. Other minor conclusions include the identification of coastal erosion 

processes on Herschel Island, the improved understanding of thermoerosional niche 

processes, and improved understanding of both the benefits and drawbacks of the 

numerical mode! developed by Kobayashi et al. (1999). 

The main conclusions of this study are: 

1. Assuming that the frequency and intensity of storm related wave and surge 

activity continues at CUITent rates (or greater), ice-rich coasts will experience 

approximately a 25% increase in erosion rates. 

2. Mechanical erOSlOn will increase in a predictable fashion that is directly 

proportional to the increase in total wave energy and increased storm frequency. 

3. Increases associated with thermal erosion increase are more difficult to predict 

because of potential negative feedbacks linked to the armouring of coasts. 

A series of minor conclusions are also linked to this study, and include: 

1. The mam erosional processes on Herschel Island include retrogressive thaw 

slumping, active layer detachment failures, thermoerosional niche formations, 

block failures, and the breaching of thaw lakes. These processes are 

predominantly affected by coastal orientation. 

11. The importance of thermoerosional niche development as it affects erosion in ice­

rich coastal sediments has not been extensively studied in the literature. This 
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study both confirms existing states of knowledge and advances the importance of 

this mechanism to high rates of erosion in this sensitive environment. 

111. The numerical model created by Kobayashi et al. (1999) predicted fairly accurate 

coastal retreat values for Herschel Island ofbetween 0.01-2.95 m per year, which 

is supported by rates reported in Solomon and Gareau (2003) of 0.0-1.0 m per 

year, and Hill and Solomon (1999) of 0.40-1.45 m per year. The model was 

sensitive to storm duration, water temperature, beach width, cliff slope and storm 

surge height. These results were expected. However, the model was not sensitive 

to ground ice content, wave height, or cliff height, nor could it demonstrate why 

these variables were not being affected in the way that they theoretically should. 

Specifically, the insensitivity to wave height pinpoints a major flaw in the model, 

which could not be addressed in the scope of this project. Due to a lack of field 

data, regression and correlation analyses could not be completed to sensitize the 

model to real-world conditions. 
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The greatest amount of coastal erosion occurs on the west, northwest and northem 

costs of Herschel Island (area enc10sed by the dashed line). Over the past 30 

years, erosion in this area has amounted to approximately 13.2 m. Using the 

c1imate change scenario developed in this thesis, retreat rates increased by 3.4 m 

totalling 16.6 m. While satellite imagery and remote sensing techniques have 

shown that coastal retreat is actually occurring at a greater rate on the east and 

southeast coast of the island (Lantuit, personal communication), this is due to 

factors other than wave-induced erosion. 
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5.3 Conclusions & Suggestions for Further Research 

There are a number of ways this model could be improved. The collection of 

field data on storm surge heights and wind speeds at various locations along the southem 

coast of the Beaufort Sea would enable a sensitivity analysis to be run on the model, as 

well as regression and correlation analyses (Kobayashi et al. 1999). The collection and 

recording of all data should be done in a manner that allows for easy addition or 

comparison with existing datasets. As weIl, a detailed GPS survey of the coastline every 

few years would allow for accurate coastal erosion readings. At specific locations of 

interest, a detailed ground ice database, inc1uding the distribution and size of ice wedges, 

as weIl as an investigation of massive icy beds would be of use in the prediction of 

erosion andlor subsidence in the area. 

Programs for modeling both c1imate and other physical systems are constantly 

being improved upon, and perhaps in a few years there will be a model which will 

incorporate with greater accuracy the large number of variables and interactions present 

in a study such as this one. Of great use would be a two-part model, focusing on both the 

expected changes to the ground thermal regime, as well as the coastal erosion aspects 

inc1uded herein. 
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APPENDIXA: 

STORM DATABASE SUMMARIES 
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A-1 Eid, B.M. and Cardone, v'J. 1992. Top 50 storms 1957-1983. 

Date Duration MaxWind MaxWind Mean Direction MaxWave H. Period 

hours knots km/h metres seconds 

88 50 92.6 290 4.0 5.0 
100 56 310 9.5 16.0 

1978-08-22 104 40 74.1 300 3.1 6.7 
1978-09-01 240 40 74.1 90 2.7 6.0 
1978-09-09 126 38 70.4 30 6.3 8.0 
1978-09-19 91 40 74.1 70 7.5 12.0 
1978-09-28 99 45 83.3 280 3.5 5.0 
1978-10-06 100 50 92.6 50 3.5 7.0 

1982-07-19 88 35 64.8 350 3.0 6.3 
1982-07-26 70 50 92.6 315 5.0 6.4 
1982-08-19 93 38 70.4 280 3.5 6.0 
1982-09-16 52 41 75.9 230 3.0 5.0 
1982-09-19 117 41 75.9 110 4.0 6.0 
1982-10-02 192 34 63.0 290 3.0 3.0 
1982-10-17 253 54 100.0 270 4.0 5.0 
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Date Duration MaxWind MaxWind Mean Direction MaxWave H. Period 
hours knots km/h rees metres seconds 

1984-07-17 72 35 64.8 250 2.0 5.0 
1984-08-10 99 36 66.7 180 2.5 6.0 
1984-08-24 96 38 70.4 360 2.5 5.0 
1984-09-18 110 38 70.4 90 2.5 5.0 
1984-09-28 89 34 63.0 110 4.0 5.0 
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A-2 Solomon, S.M., Forbes, D.L. and Keirstead, B. 1994. GSC Open-File Rep. 
#2890. Major storms based on Tuktoyaktuk (NWT) DEW-line data (revised). 

Date Fetch MaxWave H. Mean MaxWind Min Wind 
Direction 

metres rees hours km/h km/h 

1959-07-09 18.0 1.2 250 7 58 45 
1959-07-27 28.6 1.1 280 7 40 40 
1959-08-01 36.5 1.3 295 13 48 37 
1959-10-03 295 25 56 37 
1959-10-18 270 13 40 37 
1959-10-29 50 13 48 37 

1961-07-21 81.8 1.6 285 7 40 37 
1961-08-01 139.9 1.8 320 13 37 37 
1961-08-12 108.7 2.2 305 7 56 37 
1961-08-24 114.7 1.9 35 7 45 37 
1961-09-13 55 13 42 37 
1961-09-29 90 19 40 37 

1963-07-05 45.0 1.6 290 13 47 45 
1963-07-27 196.1 3.1 295 73 58 37 
1963-08-04 263.7 2.6 320 7 48 37 
1963-08-10 236.3 2.1 320 7 37 37 
1963-08-23 170 7 50 37 
1963-08-26 130.5 2.1 305 7 45 40 
1963-08-31 90 7 37 37 
1963-10-02 291.9 3.2 340 7 50 47 
1963-10-03 150 19 64 37 
1963-10-07 90 25 40 37 
1963-10-16 335 13 45 40 
1963-10-21 70 7 42 37 
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1965-07-05 
1965-08-06 128.1 
1965-08-12 128.1 
1965-09-01 195.6 
1965-09-04 185.1 
1965-09-20 130.9 
1965-09-28 216.5 
1965-10-12 76.6 

MaxWave H. 

2.8 
1.8 
2.0 
1.9 
2.4 
2.5 
1.5 

Mean 
Direction 

320 
305 
305 
330 
320 
305 
320 
270 

Duration Max Wind Min Wind 

7 37 37 
13 60 47 
7 40 37 
7 37 37 
7 37 37 

25 55 39 
13 47 40 
7 40 37 
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1981-07-29 77.7 
1981-08-02 144.7 
1981-08-16 123.6 
1981-08-21 
1981-08-30 176.6 
1981-09-16 178.2 
1981-09-28 
1981-10-04 268.5 
1981-10-29 
1981-10-31 

1983-07-02 
1983-08-03 103.6 
1983-09-02 246.8 
1983-09-15 60.6 
1983-09-22 53.3 
1983-10-04 
1983-10-07 

Max Wave H. 
metres 

2.3 
2.5 
1.4 

1.5 
2.2 
2.1 

2.3 
2.2 

2.8 

1.9 
2.1 
1.5 
1.4 

Mean 
Direction 

280 
310 
290 
80 

320 
295 
35 

365 
330 
290 

80 
290 
355 
330 
330 
275 
270 

Duration 

7 
31 
25 
7 

49 
19 
13 
37 
7 
6 

7 
7 
7 
7 

91 
7 
7 

MaxWind 
km/h 

51 
56 
40 
45 

37 
48 
48 
37 
48 
44 
37 
52 
37 
37 

37 
46 
37 
46 
43 
37 
44 

Min Wind 
km/h 

40 
42 

37 
37 
37 
37 
37 
37 
37 
37 
37 
37 

37 
37 
37 
37 
37 
37 
43 
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MaxWave H. 

1985-07-05 31.2 1.2 280 19 48 37 
1985-07-19 21.2 1.1 310 7 48 41 
1985-09-15 50.4 1.4 280 73 56 37 
1985-09-29 31.2 1.1 250 7 39 37 
1985-10-18 280 31 65 37 

1987-08-09 295.7 2.6 325 19 46 37 
1987-08-23 190.9 2.6 285 7 46 44 
1987-08-28 313.6 3.0 300 91 56 37 
1987-09-05 200.9 2.7 305 13 56 37 
1987-09-08 167.9 2.3 275 13 48 37 
1987-10-26 245 7 46 44 

1989-07-19 220 7 41 37 
1989-08-15 125.7 1.7 300 7 37 37 
1989-08-21 131.0 1.9 310 7 41 37 
1989-09-16 233.6 2.6 320 67 56 37 
1989-09-24 125 7 37 37 
1989-09-26 110.3 1.8 290 13 41 37 
1989-10-18 327.5 55 48 37 
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Mean 
Date Fetch MaxWave H. Direction Duration MaxWind MinWind 

metres hours km/h km/h 
1991-08-04 63.3 1.7 340 13 52 37 
1991-08-24 51.5 1.5 300 7 44 41 
1991-10-08 28.4 1.2 230 13 48 39 
1991-10-13 130 31 48 37 
1991-10-20 310 79 70 37 
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A-3 Environment Canada National Climate Archive (online) 1970-2003. 
Unpublished major storm compilation based on Tuktoyaktuk (NWT) DEW-line data. 

Date Duration Mean Wind Wind Avg 
Direction Deviation Wind 

05/07/1976 42 42.6 
12/08/1976 22 45.8 
21/08/1976 19 51.5 
23/08/1976 8 44.9 
08/09/1976 7 37.9 
21/09/1976 8 41.9 
30/09/1976 6 39.3 

04/07/1978 7 90 10 42.6 
23/08/1978 15 300 10 43.1 
25/08/1978 6 280 60 38.8 
05/09/1978 21 120 30 37.0 
16/09/1978 9 280 40 40.4 
19/09/1978 29 90 20 40.9 
01/10/1978 11 290 20 39.7 
06/10/1978 8 70 10 40.3 
08/10/1978 23 70 20 40.6 

Max 
Wind 

56 
56 
71 
56 
40 
48 
45 

48 
48 
48 
37 
48 
52 
43 
44 
48 

Min 
Wind 

34 
37 
37 
37 
37 
37 
37 

37 
41 
37 
37 
37 
35 
37 
37 
37 

Wind 
Speed 

11.83 
12.72 
14.31 
12.47 
10.53 
11.64 
10.92 

11.83 
11.97 
10.78 
10.28 
11.22 
11.36 
11.03 
11.19 
11.28 
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Date Duration MeanWind Wind Avg Max Min Wind 
Direction Deviation Wind Wind Wind Speed 

02/07/1980 12 90 10 38.3 43 10.64 
25/07/1980 10 320 10 43.0 50 11.94 

17/08/1980 6 60 10 38.6 41 37 10.72 
30/08/1980 7 250 30 42.6 48 37 11.83 
01/09/1980 8 70 10 39.0 41 37 10.83 
15/09/1980 22 310 10 43.4 56 33 12.06 
26/09/1980 31 100 10 41.5 52 37 11.53 
30/09/1980 9 320 10 39.5 46 37 10.97 

19/07/1982 13 270 10 40.9 54 37 11.36 
27/07/1982 35 280 40 46.6 81 28 12.94 
01/08/1982 7 280 10 40.3 44 37 11.19 
03/08/1982 7 300 20 38.1 41 37 10.58 
18/08/1982 7 320 10 43.4 48 37 12.06 
20/08/1982 36 290 20 44.9 59 26 12.47 
16/09/1982 8 280 20 51.8 67 41 14.39 
20/09/1982 6 80 10 40.8 44 37 11.33 
03/10/1982 7 280 30 37.9 41 37 10.53 
13/10/1982 6 340 20 40.1 46 37 11.14 
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Date Duration Mean Wind Wind Avg 
Direction Deviation Wind 

30/06/1988 15 80 10 43.6 
01/07/1988 9 80 10 42.8 
02/07/1988 8 80 10 45.1 
01/08/1988 12 290 30 42.8 
03/08/1988 28 300 40 47.2 
13/08/1988 7 270 10 39.7 
08/10/1988 6 290 10 39.2 

23/06/1990 14 320 10 40.1 
27/08/1990 12 270 10 42.7 
01/09/1990 26 310 40 46.7 
02/09/1990 20 290 20 42.1 
07/09/1990 36 280 20 41.0 
15/09/1990 14 310 10 40.6 

Max 
Wind 

50 
48 
54 
50 
56 
44 
44 

43 
50 
63 
57 
56 
44 

Min 
Wind 

37 
37 
37 
37 
31 
37 
37 

37 
37 
33 
37 
28 
39 

Wind 
Speed 

12.11 
11.89 
12.53 
11.89 
13.11 
11.03 
10.89 

11.14 
11.86 
12.97 
11.69 
11.39 
11.28 
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Date Duration Mean Wind Wind Avg 
Direction Deviation Wind 

Max 
Wind 

Min 
Wind 

Wind 
Speed 
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APPENDIX B: COMPUTER MODEL 
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PROGRAM CLIFF 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

C COMPUTATION OF CLIFF EROSION DUE TO STORM SURGE 
C FOLLOWING KOBA YASHI'S MODEL 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

C MD. AZHARUL HOQUE 
C CENTRE FOR CLIMATE AND GLOBAL CHANGE RESEARCH 
C Mc GILL UNIVERSITY, MONTREAL,QC, CANADA 
C 
C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

C 
C 
C 

CALCULATES TEMPORAL VARIATION OF 
R: HORIZONTAL RETREAT OF THE CLIFF 
B: THICKNESS OF UNFROZEN BEACH SEDIMENT 

C 
SEDIMENT 

D: VERTICAL MELTING DEPTH OF THE FROZEN BEACH 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

DIMENSION R(12000), B(1200),D(1200),E(1200) 
COMMONIPARAM/Hrms,Tr,PI,Cw,AKw,ANU,g,a,alpa,gama,fwa,fwc 
REAL nb,nc,linc,Li,Lb,Lc 
DATA g/9.81/,NO. 1I,ALPNO.OOll,GAMNOA/,fwa/O.0002/,fwc/O.11 
PI=4.*ATAN(1.0) 

OPEN(UNIT= Il ,FILE='CLIFFOUT.DA T') 
OPEN(UNIT=12,FILE='Q&B.DAT') 

C *************** INPUT PARAMETERS *************** 
print*,'storm height in m ?' 
read*,Sm 
print*,'Storm duration in hr?' 
read*,Ts 
print*,'Hrms value in m ?' 
read*,Hrms 
print* ,'Spectral peak period in sec ?' 
read*,Tr 

C STORM SURGE & INCIDENT W A VE CONDITIONS 
c Sm=2.0 !Maximum surge elevation in m 
c Ts=100.0 !Surge duration in hrs 
c Hrms=1.0 !r.m.s. value ofthe incident wave heights (m) 
c Tr=7.0 !spectral peak period (sec) 

C BEACH PARAMETERS 
Bb=1.0 
Wb=2.0 
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C 

BSLOPE=O.l 
THETAB=ATAN(BSLOPE) 
Db=((4.0* A **3)/9.0)/(BSLOPE**2.) 

!BSLOPE=T AN(Beach slope angle) 
!Beaeh slope angle 
!Water depth at seaward boundary 

Pb=0.60 
Vb=0.60 
nb=l.-Vb 
AKsb=0.001 

CLIFF P ARAMETERS 
Bc=l.O 
Hc=35. 

!Course sediment per unit volume ofunfrozen sediment 
!Course sediment per unit volume offrozen sediment 
!Iee volume per unit volume of frozen beaeh sediment 
!Equivalant sand roughness for frozen beaeh sediment 

CSLOPE= 1.19 
THETAC=ATAN(CSLOPE) 

!Thiclmess ofunfrozen eliff sediment (m) 
!Cliffheight above MSL (m) 
!TAN(CLIFF SLOPE ANGLE) 

Pe=O.50 
Vc=0.43 
Ne=l.-Ve 
AKse=0.001 

!Course sediment per unit volume ofunfrozen sediment 
!Course sediment per unit volume offrozen sediment 
!Iee volume per unit volume of frozen cliff sediment 
!Equivalant sand roughness for frozen eliff sediment 

C SEWATER AND THERMAL PROPERTIES 

Sw=15.0 
Tw=5.0 
Tm=-0.06*Sw 

!Seawater salinity «35%) 
!Sewater temperature (C) 
!Melting temperature of ice. 

!Density ofbubble free ice 
!Latent heat ofmelting 

rhoi=920.0 
Li=330000.0 
Lb=nb*rhoi *Li !Volumetrie latent heat of melting per unit volume of frozen 
beach sediment. 
Lc=nc*rhoi*Li !Volumetrie latent heat of melting per unit volume of frozen cliff 
sediment. 

AKw=0.0014*Tw+O.564 
Cw=-2500.0*Tw+4.217* 1.OE6 
ANU=(1.787E-6)-(6.25E-8*Tw)+(1.34E-9*Tw**2) 

!Thermal conduetivity 
!Volumetrie heat capacity 
!Kinematic viscosity 

C *************** INITIALIZATION *************** 
T=O.O 
St=O.O 
B(l)=Bb 
R(l)=O.O 
D(l)=O.O 
E(1)=O.O 
Qc=O.O 
Qp=O.O 
Qm=O.O 

W=R(l)+WB+DbIBSLOPE 
H=He+Db+E(l)-W*BSLOPE 
dc=St+dB+ E(l)-W*BSLOPE 
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WRITE(ll,lll) 
111 FORMAT(3X' t(hr)',3X,' Stem) ',3X,' dc(m) ',3X,' R(m) " *3X,' E(m) ',3X,' D(m) 

WRITE(11,110)T,St,dc,R(1),E(1),D(1) 
110 FORMAT(3X,F6.2,5(3X,F9.6» 

C @@@@@@@@@@ STARTING OF THE MAIN LOOP @@@@@@@@@@ 

NT=1000 
DELT=Ts*3600.01NT 

DO 100 I=2,NT+1 
T=(I-1)*DELT/3600.0 
St=Sm* Sin(PI*T /Ts) 

IF( dc.LE.O.O)THEN 
R(I)=R(I-1 ) 
Qc=O.O 
GOT0567 
ENDIF 

!Time increment in sec 

!Instantaneous time in Hr 

CALL HEAT(dc,AKsc,HTCC) mTCC:Heat transfer coefffor cliff 
Ru=MIN( dc,Hrms) 
linc=MIN«Ru+dc),(H-Bc»/SIN(THETAC) 
R(I)=R(I-1)+(1inc*HTCC*(Tw-Tm)/(Lc*(H-Bc»)*DELT 
Qc=(Pc*Bc+Vc*(H-Bc»*(linc*HTCC*(Tw-Tm»/(Lc*(H-Bc» 

567 W=R(I)+WB+DbIBSLOPE 
Qp=ALPA *Pb*«SQRT(St+E(I-l )+Db )*BSLOPE)-(2.13.)*(A **(3.12.») 

IF(B(I-l).GT.O.O)THEN 
Qm=O.O 
Qb=Qp 
B(I)=B(I-1)+«Qc+Qm-Qp)/(Pb*W»*DELT 
D(I)=D(I-l) 
GOTO 777 
ENDIF 

drb=( dc+St+db+ E(I -1»/2. 
CALL HEAT(drb,AKsb,HTCB) 
D(I)=D(I-l)+(HTCB*(Tw-Tm)/Lb)*DELT 
Qm=Vb*W*HTCB*(Tw-Tm)/Lb 

IF(Qp.GE.(Qc+Qm»THEN 
Qb=Qc+Qm 
B(I)=O.O 
ELSE 
Qb=Qp 
B(I)=B(I-1)+«Qc+Qm-Qb)/(Pb*W»*DELT 
ENDIF 
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777 E(I)=Bb-B(I)+D(I) 
dc=St+db+E(I)-W*BSLOPE 
H=Hc+Db+E(I)-W*BSLOPE 
IF(H.LT.Bc)GOTO 888 

WRITE(6,110)T,St,dc,R(I),E(I),D(I) 
WRITE(11,110)T,St,dc,R(I),E(I),D(I) 

WRITE(12,121)T,Qc,Qm,Qb,B(I) 
121 FORMAT(3X,F6.2,4(3X,F9.6)) 

1 00 CONTINUE 

GOTO 999 
888 PRINT*,'Calculation stopped at',T,' Hr because ofH<Bc' 
999 CONTINUE 

CLOSE(11) 
CLOSE(12) 

STOP 
END 

C @@@@@@@@@@ END OF THE MAIN PROGRAM @@@@@@@@@@ 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

C SUBROUTINE TO CALCULA TE HEAT TRANSFER COEFFICIENT 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

SUBROUTINE HEAT (dr,AKs,HTC) 
COMMONIP ARAMIHrms, Tr,PI,Cw,AK w,ANU,g,a,alpa,gama,fwa,fwc 
REALKrdr 

C ******** CALCULATION OF REPRESENTATIVE FLUID VELOCITY ******** 

Wr=2.0*PVTr 
B=(Wr**2.)*dr/g 

C Calculation ofKrdr using Newton Raphson method 
X=0.25 
333 Y=X*TANH(X)-B 
DY=T ANH(X)+ X*(1.0/COSH(X))**2.0 
XX=X-YIDY 
IF(ABS(X-XX).GT.l.E-6)THEN 
X=XX 
GOTO 333 
ENDIF 
Krdr=X 
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Hr=MIN(gama *dr,Hrms) 
Ub=PI*Hr/(Tr*SINH(Krdr» 

C ************** CALCULATION OF FRICTION FACTOR ************** 

AB=Ub/Wr 
RX=Ub*AB/ANU 

C Calculation of fws for smooth bed using bisection method 
C The given range of fws: fwa<fws<fwc 

XA=fwa 
XB=fwc 
IF(FR(XA,RX)*FR(XB,RX).GT.O.O)GOTO 55 

44 XMID=(XA + XB)I2.O 
IF(FR(XA,RX)*FR(XMID,RX).GT.O.O)THEN 
XA=XMID 
ELSE 
XB=XMID 
ENDIF 
IF(ABS(XA-XB).GT.l.OE-5)GOTO 44 

fws=(XA+XB)I2.O 
Rss=AKs*Ub/ANU*SQRT(O.5*fws) 
GOT066 

55 PRINT*,'There is no root in the given range offws' 
PAUSE 

66 fwr=EXP(5.213*(AKs/AB)**0.194-5.977) 
Rsr=AKs*Ub/ANU*SQRT(0.5*fwr) 

IF(Rss.LE.5.0)THEN 
fw=fws 
ELSE IF(Rsr.GE.70.0)THEN 
fw=fwr 
ELSE 
Rst=AKs*Ub/ANU*SQRT«fws+fwr)/4.0) 
fw=fws+(fwr-fws)*(Rst-5.0)/65.0 
ENDIF 

C ************** CALCULATION OF THERMAL COEFFICIENT ************** 
Ust=Ub*SQRT(0.5*fw) 
RN=Ust* AKs/ ANU 
PN=(ANU*Cw)/AKw 

Fsmooth=5.0*(PN-l.+LOG(1.+(5 ./6.)*(PN-l ») 
Frough=0.52 *(RN* *0 .45)*(PN* *0 .8) 

IF(RN.LE.5.0)THEN 
F=Fsmooth 
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ELSE IF(RN.GE.70.0)THEN 
F=Frough 
ELSE 
F=Fsmooth+(RN-5 .0)*( (Frough-Fsmooth)/(70 .-5.)) 
ENDIF 

HTC=(a*fw*Cw*Ub)/(1.0+F*SQRT(0.5*fw)) 

RETURN 
END 

C @@@@@@@@@@@@ END OF SUBROUTIN HEAT @@@@@@@@@@@@ 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

C FUNCTION FRICTION FOR CALCULATION OF fws 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

FUNCTION FR(fw,RX) 
FFI =1.0/(8.1 *SQRT(fw)) 
FF2=LOG(I.0/SQRT(fw)) 
FF3=LOG(SQRT(RX)) 
FR=FFI +FF2+0.135-FF3 
RETURN 
END 

C @@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 
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APPENDIXC: 

HORIZONTAL CLIFF RETREAT PER STORM 
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Storm Case A 

Winds originating between 250° - 50° 

Cliff Height = 35 m 

Date 

05/09/1970 
13/09/1970 

05/07/1976 
12/08/1976 
21/08/1976 
23/08/1976 
08/09/1976 
21/09/1976 
30/09/1976 

25/07/1980 
30/08/1980 
15/09/1980 
30/09/1980 

Ouration 

27 
40 

42 
22 
19 
8 
7 
8 
6 

10 
7 

22 
9 

Wave 
Height 

4.38 
7.27 

3.85 
4.45 
5.63 
4.28 
3.05 
3.73 
3.28 

3.93 
3.85 
4.00 
3.31 

Peak 
Period 

9.84 
12.68 

9.23 
9.92 
11.16 
9.73 
8.21 
9.08 
8.52 

9.32 
9.23 
9.40 
8.56 

Storm 
Surge 

0.84 
0.98 

0.72 
0.78 
0.78 
0.75 
0.73 
0.69 
0.75 

0.78 
0.73 
0.70 
0.72 

Beach Width = 2 m 

Cliff Slope = 50° 

Storm Surge 
1.5 multiplier 

1.26 
1.46 

1.07 
1.17 
1.17 
1.12 
1.09 
1.04 
1.13 

1.16 
1.09 
1.06 
1.08 

Horizontal Cliff 
Retreat 
R 

0.21 
0.45 

0.43 
0.14 
0.10 
0.02 
0.02 
0.02 
0.01 

0.03 
0.02 
0.13 
0.03 
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Date Duration 

19/07/1982 13 3.55 
27/07/1982 35 4.61 
01/08/1982 7 3.45 
03/08/1982 7 3.08 
18/08/1982 7 4.00 
20/08/1982 36 4.28 
16/09/1982 8 5.70 
03/10/1982 7 3.05 
13/10/1982 6 3.41 

Peak Storm 
Period Surge 

8.86 0.70 
10.10 0.73 
8.73 0.67 
8.26 0.68 
9.40 0.70 
9.73 0.71 
11.22 0.94 
8.21 0.69 
8.69 0.67 

Storm Surge 
1.5 multiplier 

1.05 
1.10 
1.01 
1.02 
1.05 
1.07 
1.41 
1.03 
1.01 

Horizontal Cliff 

0.05 
0.32 
0.01 
0.02 
0.02 
0.33 
0.03 
0.02 
0.01 
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Date Duration Wave Peak Storm Storm Surge Horizontal Cliff 
Height Period Surge 1.5 multiplier Retreat 
Hoo R 

23/06/1990 14 3.41 8.69 0.73 1.09 0.06 
27/08/1990 12 3.87 9.25 0.89 1.33 0.05 
01/09/1990 26 4.63 10.12 0.79 1.18 0.19 
02/09/1990 20 3.76 9.12 0.71 1.07 0.11 
07/09/1990 36 3.57 8.88 0.68 1.02 0.32 
15/09/1990 14 3.50 8.80 0.67 1.01 0.05 
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Storm CaseB 

Winds originating between 600 
- 1600 

CliffHeight = 20 fi 

Date Duration 

04/07/1978 7 
05/09/1978 21 
19/09/1978 29 
06/10/1978 8 
08/10/1978 23 

Storm Case C 

Wave 
Height 

3.85 
2.91 
3.55 
3.45 
3.50 

Peak 
Period 

9.23 
8.02 
8.86 
8.73 
8.80 

Storm 
Surge 

0.69 
0.67 
0.73 
0.67 
0.76 

Winds originating between 1700 
- 2400 

Cliff Height = 5 fi 

Date Duration Wave 
Height 

Peak 
Period 

Storm 
Surge 

Beach Width = 4 fi 

Cliff Slope = 250 

Storm Surge 
1.5 multiplier 

1.04 
1.01 
1.09 
1.01 
1.14 

Beach Width = 6 fi 

Cliff Slope = 100 

Horizontal Cliff 

0.02 
0.11 
0.23 
0.02 
0.15 

Storm Surge 
1.5 multiplier 

Horizontal Cliff 
Retreat 

R 
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