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Abstract 

The cerebrovascular system involves carefully orchestrated multifactorial physiological 

mechanisms that provide nutrients necessary for brain function locally through blood circulation. 

At the same time, these mechanisms aim to maintain cerebral blood flow (CBF) relatively constant 

to ensure a normal physiological state. In this thesis, we developed a novel methodological 

framework to investigate the regional characteristics of dynamic cerebrovascular reactivity 

(dCVR), as well as the regional characteristics of the hemodynamic response function (HRF) to 

neuronal activation. We applied these methods to obtain reliable dCVR and HRF curve estimates 

in healthy individuals under different experimental conditions. 

To investigate the regional characteristics of dCVR, we employed BOLD-fMRI data 

acquired during normal breathing, and hypercapnic, externally induced step CO2 challenges. 

dCVR curve estimates were obtained both in large functionally and structurally defined ROIs, as 

well as in individual voxels, using efficient nonparametric system identification techniques based 

on function expansions. Our results revealed considerable variability of dCVR across different 

experimental conditions, which suggested a differential response of the cerebrovascular bed to 

spontaneous and externally induced CO2 fluctuations that are possibly associated with the 

underlying differences in mean arterial CO2 levels. Our results also revealed considerable dCVR 

variability across different brain regions, which is possibly related with regional differences in the 

underlying cerebrovascular anatomy. 

To investigate the regional characteristics of the HRF, we employed task-based and resting-

state simultaneous EEG-fMRI data and a twofold analysis approach. In the first approach, we 

initially performed distributed source space analysis combined with time-frequency analysis to 

obtain instantaneous power timeseries in the delta (2-4 Hz), theta (5-7 Hz), alpha (8-12 Hz), and 

beta (15-30 Hz) band for each individual current source. Subsequently, we employed block-

structured models to obtain linear and nonlinear transformations of the instantaneous power time-

series and used partial least squares to obtain estimates of this transformation and the associated 

HRF. Our results revealed that a linearized version of the Hammerstein model is sufficient to 



describe the slow dynamics of the BOLD-fMRI signal under both task-based and resting 

experimental conditions. Also, they suggested that the contribution of different EEG frequency 

bands on BOLD signal variance depends on both the task, as well as the brain region.  In the second 

approach, we interpreted the frequency-specific patterns of EEG activity as transient bursts of 

isolated events rather than rhythmically sustained oscillations. Sparse events were detected in the 

EEG data using convolutional sparse coding analysis and used to obtain HRF estimates using 

nonparametric finite impulse response analysis. Our results revealed that isolated, transient bursts 

of EEG activity contain rich information related to the underlying neuronal activity, which can be 

used to describe the dynamics of the BOLD signal under both resting and task-based conditions. 

However, BOLD signal predictions obtained using the former approach were overall more 

accurate than using the latter. 

The results of this thesis suggest that it is feasible to obtain reliable dCVR and HRF 

estimates from resting-state data. This has important clinical implications as it may lead to the 

design of safer and easier to implement protocols for the assessment of cerebrovascular and 

neurovascular disorders, which are applicable to any clinical population. It also has important 

implications in neuroimaging research as it may result in more accurate measures of resting-state 

fMRI functional and effective connectivity.



 

Résumé 

Le système cérébrovasculaire implique de nombreux mécanismes procurant les nutriments 

nécessaires au fonctionnement du cerveau par l’entremise de la circulation sanguine. De plus, ces 

mécanismes maintiennent le débit sanguin cérébral relativement constant afin d’assurer un état 

physiologique normal. Dans cette thèse, nous avons développé une méthodologie pour étudier les 

caractéristiques régionales de la réactivité cérébrovasculaire dynamique (RCVd) ainsi que de la 

fonction impulsionnelle décrivant la réponse hémodynamique (FRH) face à l’activité 

neurologique. Nous avons employé cette méthodologie chez des sujets en santé sous différentes 

conditions expérimentales afin d’obtenir des estimations fiables de courbes RCVd et FRH, à la 

fois pour de larges régions d’intérêts (RI) ainsi que pour des voxels individuels. 

Afin d’étudier les caractéristiques régionales de la RCVd, nous avons employé la BOLD-

IRMf acquise durant des conditions expérimentales de respiration normale ainsi 

qu’hypercapniques via l’introduction externe de CO2. Des courbes RCVd ont été obtenues avec 

l’usage de techniques d’identification non-paramétriques basées sur l’expansion fonctionnelle. 

Nos résultats démontrent une variabilité considérable de la RCVd au travers différentes conditions 

expérimentales et régions du cerveau. Cette variabilité suggère une réponse différentielle du lit 

cérébrovasculaire aux fluctuations en CO2 spontanées et induites expérimentalement, 

possiblement associées aux différences sous-jacentes des niveaux de CO2 artériel et de l’anatomie 

cérébrovasculaire. 

Afin d’étudier les caractéristiques régionales de la RFH, nous avons acquis des données en 

simultané EEG-IRMf au repos ainsi que durant l’exécution de tâches expérimentales. Lors d’une 

première analyse, un modèle de sources distribuées et une décomposition temps-fréquences sont 

employés afin d’obtenir les signaux de puissance instantanée des bandes EEG delta (2-4 Hz), thêta 

(5-7 Hz), alpha (8-12 Hz) et beta (15-30 Hz). Par la suite, nous employions des modèles structurés 

en blocs pour obtenir des transformations linéaires et non-linéaires des signaux de puissance 

instantanée. La méthode des moindres carrées partielles est ensuite utilisée pour estimer la FRH 



associée aux modèles en blocs. Nos résultats suggèrent qu’une version linéarisée de modèle type 

Hammerstein est suffisant pour décrire les dynamiques lentes du signal BOLD pour les 

acquisitions au repos ainsi qu’accompagnées de tâches expérimentales. Les résultats suggèrent 

aussi que la contribution de différentes bandes EEG à expliquer la variance du signal BOLD 

dépend à la fois de la tâche expérimentale ainsi que la région cérébrale. 

Lors d’une deuxième analyse, nous interprétions les motifs temps-fréquences de l’activité 

EEG comme étant des surgissements d’événements isolés plutôt que des oscillations soutenues. 

Des événements clairsemés ont été détectés dans les données EEG par l’entremise du codage 

clairsemé convolutif, ensuite utilisés pour estimer des FRH via une méthode non-paramétrique de 

réponse impulsionnelle finie. Nos résultats démontrent que des surgissements isolés d’activité 

EEG reflètent l’activité neurologique sous-jacente, et peuvent ainsi décrire les dynamiques du 

signal BOLD acquise au repos ainsi que durant l’exécution de tâches expérimentales. Toutefois, 

la première analyse génère de meilleures prédictions du signal BOLD que la deuxième analyse. 

Les résultats obtenus dans le cadre de cette thèse suggèrent qu’il est possible d’obtenir des 

estimations de RCVd et FRH fiables sur la base de données acquises au repos. Cette thèse sous-

tend des implications cliniques importantes, motivant la conception de protocoles cliniques ne 

nécessitant pas de tâches expérimentales pour l’évaluation de désordres neurologiques. Les 

méthodes décrites ici peuvent mener à des mesures plus précises de connectivité IRMf 

fonctionnelle et effective au repos, sous-tendant d’importantes implications pour la recherche en 

neuro-imagerie. 
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Chapter I. 

Introduction 

Motivation 

Cerebrovascular hemodynamics refers to the dynamics of blood circulation that occur to 

provide necessary nutrients to active regions locally in the brain. Nerve cells exchange information 

through action potentials and chemical signaling. Even for a single nerve cell, these processes 

involve the opening or closing of numerous membrane channels and the activation of several 

internal processes, which require high energy consumption (Kandel et al., 2000). 

Similar to other biological systems, the energy required for normal brain functioning is 

generated by decomposition of nucleotides, such as ATP (Adenosine Triphosphate) molecules, in 

both neurons and astrocytes, the main glial cells in the brain (Gauthier and Fan, 2019). Astrocytes 

produce ATP through glycolysis, using fundamental cell molecules, such as glucose and oxygen, 

which are provided through cerebral blood flow (Buxton, 2009). The cerebrovascular network is 

thus involved in providing nutrients that are necessary for proper brain functioning. 

Activated neural cells in the brain interact with the vasculature though molecular signaling 

cascades, inducing vessel dilation or constriction and subsequently local changes in cerebral blood 

flow (CBF). This effect is known as neurovascular coupling (Attwell et al., 2010). Furthermore, 

changes in CBF trigger changes in cerebral blood volume (CBV), which in combination with 

changes in CBF, result in local changes in the deoxy- and oxy-hemoglobin ratio (i.e. the 

oxygenation levels). This is referred to as the blood oxygenation level-dependent (BOLD) effect, 

and this effect can be measured with the BOLD-fMRI technique (Belliveau et al., 1991; Kwong et 

al., 1992; Ogawa et al., 1990a, 1990b).  

Although BOLD-fMRI provides an indirect measurement of neuronal activity, it has served 

as the main imaging technique for the study of brain function and its organization into functional 

networks, as it provides very high spatially resolved measurements of brain activity at the 

macroscopic scale. Many methods have been developed thus far that take into account the 

hemodynamic blurring of the neuronal activity when measured with the BOLD-fMRI, the most 

important of which being the general linear model (GLM) (Friston et al., 1994). This method 
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allows prediction of changes in the BOLD signal in response to any pattern of neural activity. The 

predicted responses can then be used to test hypotheses about how different experimental 

conditions may affect the patterns of neuronal activity (Worsley and Friston, 1995). The GLM 

assumes that the relation between the underlying neuronal activity and the BOLD signal (i.e. the 

hemodynamic response) is linear, and it is described by the so-called hemodynamic response 

function (HRF) (Buxton et al., 2004). 

However, several studies pointed out that there is significant variability in the HRF shape 

across subjects and brain regions (Aguirre et al., 1998; Miezin et al., 2000), and that assuming 

canonical models for the hemodynamic response can substantially affect the statistical analysis, 

leading to biased localization of brain activity (Handwerker et al., 2004, 2012; Lindquist et al., 

2009a; Lindquist and Wager, 2007; Loh et al., 2008). Recently, a few other studies also showed 

that fMRI-based connectivity measures, such as Granger causality, may suffer from the 

sluggishness of the hemodynamic response, and trying to account for this using a homogeneous 

HRF over the entire brain may yield erroneous connectivity maps (Rangaprakash et al., 2018; 

Roebroeck et al., 2011; Valdes-Sosa et al., 2011; G.-R. Wu et al., 2013). These results revealed 

the potential negative consequences of assuming a constant HRF across different brain regions or 

different subjects and highlighted the necessity of deriving more accurate HRF models. 

Moreover, the BOLD effect can also be triggered by changes in the partial arterial pressure 

of CO2 (PaCO2). CO2 acts upon smooth muscles in the cerebral vasculature causing dilation of 

the vessels and changes in CBF. This effect is known as cerebrovascular reactivity (CVR) (Fierstra 

et al., 2013; Liu et al., 2019). Recently, there has been an increased interest in modelling dynamic 

CVR, which describes the dynamic interactions between PaCO2 changes and the corresponding 

changes in BOLD-fMRI (Duffin et al., 2015; Poublanc et al., 2015; Prokopiou et al., 2012, 2019, 

2016). Of note CO2 also induces activation of peripheral chemoreceptor nerves in the carotid body, 

as well as chemoreceptive brainstem nuclei responsible for respiratory control (Feldman et al., 

2003; John and Paton, 2004; K.T.S. Pattinson et al., 2009). 

Modelling dynamic CVR is important for two reasons. Firstly, it has been shown that even 

spontaneous PaCO2 changes have a pronounced effect on CBF and the BOLD signal (Mitsis et 

al., 2004a; Wise et al., 2004). Hence, accurate dynamic CVR models obtained during resting-state 

could be used to regress out the effect of spontaneous arterial CO2 fluctuations and respiration 

from resting state fMRI measurements in order to provide more accurate functional connectivity 
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maps (Chen et al., 2019; Golestani et al., 2016a; Nikolaou et al., 2016). Secondly, accurate 

dynamic CVR models could provide more insight into the variability of the underlying CVR 

mechanisms across different brain regions and, allow us to identify markers of neurovascular 

diseases (Blockley et al., 2017; Duffin et al., 2015; Poublanc et al., 2015).  

The main objective of the present thesis is to develop advanced methodologies that 

quantitatively describe the regional characteristics of dynamic CVR (dCVR) and the hemodynamic 

response function (HRF). To achieve the first objective, we employ spontaneous and hypercapnic 

changes in CO2 and the corresponding BOLD-fMRI measurements to obtain voxel-wise dCVR 

estimates. To achieve the second objective, we employ simultaneous electroencephalography 

(EEG)-fMRI measurements of resting-state and task-induced changes in neuronal activity and the 

BOLD signal, respectively, to obtain the HRF. 

Specifically, in the present thesis we: 

• Develop novel methodologies using advanced systems identification techniques 

(function expansions) to model the dynamic interactions between the partial pressure 

of end-tidal CO2 (PETCO2), which is an accurate surrogate of PaCO2, and BOLD-

fMRI during both normocapnia (resting-state) and hypercapnia1. We hypothesize that 

these interactions are dynamic and may have both linear and nonlinear characteristics.  

• Develop novel methodologies using block-structured and nonparametric models to 

estimate the HRF at individual voxels from simultaneous EEG-fMRI measurements 

collected during a motor task, as well under resting-state conditions. Accurate HRF 

estimates are important for removing the hemodynamic blurring, which is inherent in 

the fMRI timeseries, resulting in more accurate functional connectivity maps. We 

hypothesize that the interactions between the underlying neuronal activity, modeled as 

distributed dipolar current sources or transient bursts of isolated events, and the BOLD-

fMRI signal, are dynamic and may have both linear and non-linear characteristics. 

  

 
1 Normocapnia refers to the condition of normal PaCO2 (35-45 mmHg) in the body (Fuller et al., 

2017). Hypercapnia refers to the condition of elevated  PaCO2 (> 45 mmHg) in the body due to 

challenges, such as CO2 inhalation (Liu et al., 2019). 
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Thesis organization and original contributions 

The present thesis consists of the collection of three scholarly manuscripts: 1 published 

journal paper (chapter 3), and 2 journal papers in preparation for submission (chapters 4, and 5). 

These manuscripts consist the main body of the thesis.  

The thesis is organized as follows:  

• Chapter 2 provides the methodological background for the topics discussed in the main 

body of the thesis. It also describes the relevant literature on modeling dCVR using BOLD-

fMRI, as well as modeling the HRF using simultaneous EEG-fMRI. 

Chapter 3, 4, and 5 are based on the following manuscripts: 

• Chapter 3 - Prokopiou, P.C., Pattinson, K.T., Wise, R.G. and Mitsis, G.D., 2019. Modeling 

of dynamic cerebrovascular reactivity to spontaneous and externally induced CO2 

fluctuations in the human brain using BOLD-fMRI. NeuroImage, 186, pp. 533-548. 

• Chapter 4 - Prokopiou, P.C., Xifra-Porxas, A., Kassinopoulos, M., Boudrias, M.H and 

Mitsis, G.D. Modeling the hemodynamic response function using motor task and eyes-

open resting-state EEG-fMRI. (In preparation). 

• Chapter 5 - Prokopiou, P.C., Xifra-Porxas, A., Kassinopoulos, M., Boudrias, M.H and 

Mitsis, G.D. Modeling the hemodynamic response function using simultaneous EEG-fMRI 

data and convolutional sparse coding analysis with rank-1 constraints. (In preparation) 

• Chapter 6 is the conclusion chapter of the thesis. It summarizes the main body of the thesis 

and provides directions for future research. 

In more detail, the main contributions of the chapters constituting the main body of the thesis are 

as follows: 

• Chapter 3 investigates the regional characteristics of dCVR evaluated during normocapnia 

(normal breathing), and hypercapnic step CO2 challenges, externally induced by dynamic 

end-tidal forcing. The original contributions of this chapter are: 

i. We developed a novel methodology to investigate the linear and nonlinear 

contributions of PETCO2 on BOLD-fMRI, which is based on function expansions 

with orthonormal bases.  

ii. We showed that the effects of CO2 on the BOLD signal are predominantly linear 

during both normocapnia and hypercapnic PETCO2 manipulation. In the former 
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case, our results suggested that it is feasible to obtain accurate dCVR estimates even 

from spontaneous measurements, which is important as it is applicable to any 

clinical patient population. 

iii. We showed that dCVR exhibits considerable variability across different brain 

regions, as well as during different experimental conditions, suggesting a 

differential response of the cerebrovascular bed to spontaneous and hypercapnic 

step CO2 fluctuations, which are possibly associated with the underlying 

differences in mean arterial CO2 levels. 

iv. Lastly, we showed that anatomically distinct brain regions, such as areas in the 

brain white matter and ventricles, are characterized by different dCVR curves, 

which in some cases do not exhibit the standard, positive valued curves that have 

been previously reported. 

• Chapter 4 investigates the regional characteristics of the HRF identified between 

distributed dipolar oscillatory sources of ongoing oscillations within four frequency bands 

of the EEG signal and the corresponding changes in the BOLD, using simultaneous EEG-

fMRI measurements. The four EEG bands considered in this investigation included the 

delta (2-4 Hz), theta (5-7 Hz), alpha (8-12 Hz), and beta (15-30 Hz) band. The data were 

acquired during execution of a hand grip task, as well as under resting conditions. The 

original contributions of this chapter are: 

i. We developed a novel methodology to investigate the linear and nonlinear 

contributions of ongoing EEG oscillations within four EEG frequency bands on 

BOLD-fMRI based on block-structured models, such as the Hammerstein and the 

Hammerstein-Wiener model.  

ii. In contrast to many previous studies in the literature, this investigation was 

performed in the EEG source space using distributed source modeling, rather than 

in the EEG sensor space. 

iii. We showed that the dynamics of the BOLD signal can be sufficiently described as 

the convolution between a linear combination of the power profile within individual 

frequency bands with a regionally-specific hemodynamic response function (HRF), 

which is provided by a linearized version of the Hammerstein model. 
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iv. We showed that during the motor task, BOLD signal variance was mainly explained 

by the EEG oscillations in the beta band. During resting-state, on the other hand, 

all EEG bands exhibited significant contributions to the BOLD signal, and for each 

band, these contributions were region specific. 

v. Lastly, we showed that the HRF exhibits considerable variability across different 

brain regions. We illustrated that areas in the sensory-motor cortices are 

characterized by positive HRF shapes. On the other hand, areas in the parietal and 

lateral occipital cortices are characterized by negative HRF shapes under both 

experimental conditions, which is possibly associated with alpha synchronization 

and idling. 

• Chapter 5 investigates whether the slow dynamics of the BOLD signal can be explained 

using sparse, transient neural events detected in the EEG rather than ongoing oscillations. 

This investigation is in line with the current debate as to whether neural activity consists 

more of transient bursts of isolated events rather than rhythmically sustained oscillations 

(van Ede et al., 2018). In contrast to previous studies that defined neural events in the 

BOLD signal, we defined events in the EEG, which is a more direct measurement of 

neuronal activity. The original contributions of this chapter are: 

i. We showed that events defined at the timing of the large amplitude BOLD signal 

peaks may not have neurological origins. Hence, using these events to describe the 

slow oscillations in the BOLD signal and to obtain estimates of the HRF may yield 

biased results. 

ii. We employed simultaneous EEG-fMRI data and a recently developed signal 

processing technique that is based on dictionary learning, to define sparse events in 

the EEG. 

iii. We showed that these detected events in the EEG can be used to describe the slow 

dynamics of the BOLD signal and provide consistent HRF shapes across subjects 

under both task-based and resting-state conditions. 
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Chapter II. 

Background 

System identification or modeling refers to the systematic approach to construct a model 

using natural observations (data), which is detailed enough to provide insight into how the system 

under consideration operates (Marmarelis, 2004). Models are often classified as being either 

parametric or nonparametric (Westwick and Kearney, 2003). A parametric (gray box) model 

consists of a relatively small number of free parameters that usually have direct physical 

interpretation. For example, the so called “balloon model” (Buxton et al., 2004) is a parametric 

model of the cerebral hemodynamic response to neuronal stimuli. It consists of a set of parameters 

corresponding to physical quantities, such as the baseline blood oxygen extraction fraction in the 

cerebral capillaries or the viscoelastic time constant of the vessel walls. In contrast, a 

nonparametric (black box) model usually has a considerably larger number of free parameters that 

may not have any direct physical interpretation. An example in this case is the hemodynamic 

response model obtained using Bayesian estimation (Marrelec et al., 2003a). The model in this 

case is described by a curve; that is, a collection of parameter values, each of which corresponds 

to a different time instant.  

Basic system properties 

Mathematical representations of physiological systems, like any general physical or 

conceptual engineering system can be further classified according to other basic properties, some 

of which are outlined below. 

Static and dynamic systems: for a static system (or a system without memory) the current 

value of the output depends only on the value of the input evaluated at the same time instant. A 

representative example of a static physiological system is the standard cerebrovascular reactivity 

model (e.g. Yezhuvath et al., 2009)  

y(n) = αx(n) + ε(n);   n = 0, … , N, 

where y(n) denotes BOLD-fMRI measurements and x(n) denotes partial pressure of end-tidal 

CO2 (PETCO2) measurements. 
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On the other hand, for a dynamic system the current value of the output may depend on 

input values at the same, as well as other time instants. Dynamic systems can be further classified 

as non-causal or causal. Causal are the systems whose current output value depends on current and 

past, but not future, input values. An example of a dynamic physiological system is the dynamic 

cerebrovascular reactivity model (Prokopiou et al., 2019) 

y(n) = ∑ h(m)

M

m=0

x(n − m);   n = 0, … , N                                          (2.1) 

where h(m); m = 0, … , M is the dynamic cerebrovascular reactivity curve that quantifies the 

dynamic interactions between PETCO2 (x(n)) and cerebral blood flow changes measured with 

BOLD-fMRI (y(n)) assuming O2 consumption is maintained constant (Fierstra et al., 2013). 

Linear and nonlinear systems: A linear system, is a system that possesses the property 

of superposition, which is described as follows: consider two pairs of input and output 

values (u1(n), y1(n)), and (u1(n), y1(n)), and a system H(∙); ℝN → ℝN, such that y1(n) =

H(u1(n)), and y2(n) = H(u2(n)), respectively.  

If the system’s response to the input a ∙ u1(n) + b ∙ u2(n) is given by  

a ∙ y1(n) + b ∙ y2(n) = H(a ∙ u1(n) + b ∙ u2(n))                                      (2.2) 

then the system is said to obey the superposition property. Hence, it is linear. Systems that do not 

possess the superposition property are nonlinear. 

Time invariant and time-varying systems: a system Hk(∙); ℝN → ℝN, k ∈ ℤ+ is 

considered to be time-invariant if the operator H is time independent:  

Hk(∙) =  Hk−m(∙);   m ∈ ℤ+                                                        (2.3) 

In this case, the system satisfies  

H(u(n)) =  y(n)   ⟹ H(u(n − m)) =  y(n − m);   m ∈ ℤ+                           (2.4) 

Systems which do not satisfy the relation above are time varying.  
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Nonparametric models 

Linear dynamic models 

A linear non-parametric model describes the dynamic interactions between its input and 

output in terms of the impulse response (time domain), or equivalently, the frequency response 

(frequency domain) of the underlying system. In this regard, the system’s impulse and frequency 

response are considered as complete characterizations of the system’s dynamic behavior. 

In the time domain, the impulse response h(n); n ∈ ℤ+ of a discrete, causal, time-invariant, 

linear system H is defined as the system’s dynamic response to a unit impulse function  

h(n) = H(δ(𝑛)); n ∈ ℤ+                                                         (2.5) 

where  

δ(n) = {
1, for n = 0
0, for n ≠ 0

 .                                                         (2.6) 

A discrete-time signal x(n); n ∈ ℤ+can be described as the sum of time-shifted and scaled unit 

impulse functions as,  

x(n) = ∑ x(m)δ(n − m)

+∞

m=0

,                                                        (2.7) 

where the scaling of each shifted unit impulse δ(n − m) at time m ∈ ℤ+ is given by the value 

x(m).  

By virtue of the superposition property, the output y(n); n ∈ ℤ+ of the system H, when 

x(n) is presented at its input, is given by  

 y(n)  = H(x(n))  

 y(n)  = H ( ∑ x(m)δ(n − m)

+∞

m=0

) 

 y(n)  = ∑ x(m)H(δ(n − m)) 

+∞

m=0

    

 y(n)  = ∑ x(m)h(n − m).

+∞

m=0

                                                        (2.8) 
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Equation (2.8) is known as the convolution model, which is central in the general linear model 

framework that is typically used for the analysis of BOLD-fMRI data (Friston et al., 1994; Henson 

and Friston, 2007; Kiebel and Holmes, 2007; Penny et al., 2011). In this framework, the BOLD 

signal is modelled by neuronal causes that are expressed via a hemodynamic response function 

(HRF) (Geoffrey M Boynton et al., 1996). The HRF, which corresponds to the impulse response 

h(n) in (2.8), is thought of as the BOLD response to a brief, spatially localized burst of neural 

activity.  

Systems having an impulse response which does not become exactly zero past a certain 

point in time are known as infinite impulse response (IIR) systems. In contrast, finite impulse 

response systems (FIR), are systems with impulse response of finite duration. That is,   

h(n) = 0, ∀ n > M ∈ ℤ+.                                                            (2.9) 

In practice, even for IIR systems, the impulse response may approach zero past a certain point.  

Impulse response estimation in the time domain can be performed using direct estimation, 

or correlation-based methods (Soderstrom and Stoica, 1989). These methods are generally known 

to suffer when SNR is low, or when the data length is short. An efficient impulse response 

estimation technique that can be used to overcome these limitations employs function expansions 

in terms of orthonormal bases (Marmarelis, 2004). In general, this method can be used for 

identification of both linear and nonlinear dynamic systems, and it will be presented in the Volterra 

kernel basis expansions section. 

In the frequency domain, the frequency response H(ejω) of a discrete-time, causal, time-

invariant, linear system H is derived using the system’s dynamic response y(n) to a complex 

exponential input x(n) = aej(ωn+ϕ);  n ∈ ℤ+   

y(n) = H(aej(ωn+ϕ)) 

= ∑ ah(m)ej(ω(n−m)+ϕ)

+∞

m=0

                                                   

= aej(ωn+ϕ) ∙ ∑ h(m)e−jωm

+∞

m=0

                                            

= H(ejω) ∙ aej(ωn+ϕ).                                              (2.10) 
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The frequency response of H is defined as   

H(ejω) = ∑ h(m)e−j𝜔m

+∞

m=0

.                                                        (2.11) 

Equation (2.11) corresponds to the discrete-time Fourier transform of the impulse response h(n). 

The magnitude |H(e𝐣𝛚)| is referred to as the gain of the system, and the phase ∠H(ejω) as the 

phase shift of the system.  

A frequency response analysis has been employed in (Duffin et al., 2015) to investigate the 

dynamics of cerebrovascular reactivity evaluated using BOLD-fMRI and hypercapnic PETCO2 

challenges. The results of this study suggested that the gain and phase shift of the BOLD response 

to changes in PETCO2 can be used to detect areas of slowed and reduced CO2 responsiveness in 

patients with Moyamoya disease. A frequency response approach has been also employed to 

investigate the dynamics of the BOLD hemodynamic response to a visual, audiovisual, and 

sensorimotor stimuli (Bai et al., 2009; Lange and Zeger, 1997; Marchini and Ripley, 2000).  

The frequency response H(ejω) of a linear time-invariant system H can be estimated using 

methods including harmonic (sinusoidal), frequency response, or correlation-based analyses 

(Brillinger, 1981; Pintelon and Schoukens, 2012; Soderstrom and Stoica, 1989; Westwick and 

Kearney, 2003). 

Nonlinear dynamic models 

Nonparametric model representations of general nonlinear, dynamic and time-invariant 

physiological systems can be obtained using the finite, discrete Volterra series model. According 

to this model, the response y(n) of a nonlinear system H can be expressed in terms of a series of 

multiple high-order convolutions of the stimulus input x(n), as  

y(n) =  ∑ ∑ ⋯ ∑ hq(m1, … , mq)x(n − m1) … x(n − mq)

M

mq

M

m1

+ ε(n)

Q

q=0

                         (2.12)  

= h0 + ∑ h1(m1)x(n − m1) +

M

m1

                                                                                                 

+ ∑ ∑ h2(m1, m2)x(n − m1)x(n − m2)

M

m2

+ ⋯ 

M

m1
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… + ∑ ∑ ⋯ ∑ hQ(m1, m2, … , mq)x(n − m1)x(n − m2) … x(n − mQ)  + ε(n)

M

mQ

M

m2

M

m1

,     

where {hq(m1, m2, … , mq)}
q=1

Q
 is a set of high-order kernel functions (functionals) which describe 

the nonlinear dynamics of the underlying system, and ε(n) a noise process.  

The zero-order kernel (DC component) is the response of the system to the null input. For 

Q = 1, the model of (2.12) reduces to the convolution sum for a linear system, which is described 

in (2.8). In this case, h1(m) corresponds to the impulse response of the system. However, this no 

longer holds for Q > 1. The q-order Volterra kernel can be thought of in a similar way as the 

impulse response of a linear system: it is a weighting function that describes the effect of the q-

order product of past input values to the current value of the output of the system. 

Convergence of the Volterra model is ensured for input signals that belong to a compact 

subspace of L𝟐[0, M] (Boyd and Chua, 1985). This space includes only square-integrable signals 

of finite duration, that is signals of finite energy. To overcome this limitation (Wiener, 1958) 

proposed an alternative model, the Wiener series, which is an orthogonalized version of the 

Volterra series (Westwick and Kearney, 2003). Orthogonalization of the Volterra kernels allowed 

to achieve convergence (in the mean square sense) for a larger set of input signals, which included 

Gaussian white noise inputs. In practice, however, this method has been shown to yield noisy 

kernel estimates, particularly when the input signal is non-white and data length is short 

(Marmarelis, 1993).  

Volterra kernel basis expansions 

The Volterra kernel expansion technique allows efficient kernel estimation by compacting 

kernel representation: the more compact kernel representation, the higher estimation accuracy 

(Marmarelis, 2004). This technique also removes stringent assumptions regarding the statistical 

properties of the data in order to obtain unbiased kernel estimates, such as the whiteness 

requirement of the experimental input. 

The basic kernel expansion technique employs a set of L + 1 causal orthonormal functions 

bj(n), which are assumed to span the function space L2(0, M) i.e. the space of square integrable 

functions on the time interval [0, M]:  
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{bj(n); j = 0, … , L, n = 0, 1, 2, … , M}.                                              (2.13) 

These orthonormal functions can be used to obtain a good approximation of the q-order 

kernel as  

kq(m1, … , mq) =  ∑ ⋯ ∑ aq(j1, … , jq)bj1
(m1), … , bjq

(mq)

L

jq=0

L

j1=0

.                  (2.14) 

Substituting (2.14) into (2.12) yields the modified discrete Volterra model. According to this 

model, the response y(n); n ∈ ℤ+  of a discrete nonlinear system H can be expressed as  

y(n) = c0 + ∑ ∑ ⋯ ∑ cq(j1, … , jq)vj1
(n) … vjq

(n)

L

jq=jq−1

L

j1=0

Q

q=1

+ ε(n)                   (2.15) 

where cq(j1, … , jq) denote the unknown expansion coefficients. These coefficients take into 

account the symmetries of the Volterra kernels: cq(j1, … , jq) = λqaq(j1, … , jq). 𝜆𝑞 depends on the 

multiplicity of the specific indices (j1, … , jq) (Marmarelis, 2004). Also, vj(n) is the convolution 

between the input signal x(n);  n ∈ ℤ+  with the j-th basis function bj(n)  

vj(n) = T ∑ bj(m)x(n − m)

M

m=0

,                                                    (2.16) 

where M is the system memory, and T is the sampling interval. 

Equation (2.15) can be re-written in a compact matrix form as,  

𝐲 = 𝐕𝐜 + 𝛆,                                                                     (2.17) 

where 𝐜 is the vector of the unknown expansion coefficients, and  𝐕 is a matrix whose columns 

are given as nonlinear products of the convolutions between the input signal with the basis 

functions. For example, for Q = 2, the columns of the matrix 𝐕 are  

{𝟏, 𝐯𝟏, … , 𝐯𝐋, 𝐯𝟏
𝟐, 𝐯𝟏𝐯𝟐, … , 𝐯𝟏𝐯𝐋, 𝐯𝟐

𝟐, 𝐯𝟐𝐯𝟑, … , 𝐯𝐋−𝟏𝐯𝐋, 𝐯𝐋
𝟐}. 

Hence, the total number of the expansion coefficients is  

P =
(L + Q)!

L! Q!
.                                                                   (2.18) 

 

An estimate of the unknown expansion coefficients 𝐜 can be obtained using ordinary least 

squares (OLS) 
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𝐜̂𝐎𝐋𝐒 = [𝐕𝐓𝐕]−𝟏𝐕𝐓𝐲.                                                             (2.19) 

The OLS estimate is unbiased and consistent when the model residuals ε(n) are white and 

Gaussian (Greene, 2003). If the residuals are correlated, then an unbiased and consistent estimate 

for input-dependent residuals can be obtained using generalized least squares  

𝐜̂𝐆𝐋𝐒 = [𝐕𝐓𝐒−𝟏𝐕]−𝟏𝐕𝐓𝐒−𝟏𝐲,                                                     (2.20) 

where 𝐒 is the covariance matrix of the residuals. Also, quite often in practice the Gram matrix 

[𝐕𝐓𝐕]−𝟏 is ill-conditioned due to insufficient input bandwidth (Marmarelis, 2004). In this case, 

inversion of [𝐕𝐓𝐕]−𝟏 can be achieved using generalized inverse methods such as singular value 

decomposition, or regularization techniques (Fan and Kalaba, 2003; Kalaba and Tesfatsion, 1990; 

Sjöberg et al., 1993; Tikhonov et al., 2013; Udwadia and Kalaba, 2007). 

The Laguerre orthonormal basis 

A proper selection of a basis set can dramatically reduce the number of unknown 

coefficients to be determined from the data. However, selecting the suitable basis set is not 

straightforward, and it depends on the dynamic behavior of the system to be modelled. A basis set 

that has been used extensively for the expansion of the Volterra kernels is the Laguerre basis 

(Akçay, 2008; Akçay and Ninness, 1998; de Hoog, 2001; Heuberger et al., 2005; Ninness and 

Gustafsson, 1994). The Laguerre basis set consists of infinite impulse response (IIR) filters 

possessing two important properties, which make them suitable for linear and nonlinear modeling 

of physiological systems (Marmarelis, 2004, 1993; Westwick and Kearney, 2003): (i) they 

constitute a basis for the space of all causal and square integrable functions (L2(0, ∞)). This means 

that they are also orthogonal, which leads to a well-conditioned estimation problem, and (ii) they 

have a built-in exponential. This makes them appropriate for modeling kernels of exponential 

asymptotic values, which is often the case in brain physiology. Hence, only a few of them are 

sufficient to capture the dynamics of various cerebral physiological processes. 

In the time domain, the discrete-time Laguerre functions are described by  

bj(n) = α
n−j

2 (1 − α)
1
2 ∑(−1)i (

n
i
) (

j
i
) αj−i

j

i=0

(1 − α)i.                               (2.21) 

The parameter 0 < α < 1, which corresponds to the pole of the representation of the Laguerre 

functions in the Z-domain, controls the rate of asymptotic decline of these functions. Figure. 2.1 
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shows the first four discrete Laguerre functions for α = 0.4 (left panel) and α = 0.73 (right panel). 

The Laguerre functions corresponding to larger α values (right panel) converge with a slower rate 

to 0. Hence, systems with slower dynamics may require larger values for α for efficient 

representation (Marmarelis, 2004). For a fixed value of α, the order of a Laguerre function 

corresponds to its total number of zero crossings. Also, the higher the order, the longer the 

Laguerre function spreads over time. Hence, systems with more complex dynamics may require a 

larger number of Laguerre functions for an efficient representation. 

In the Z-domain, the transfer function of the Laguerre function bj(n) is given by  

Z (bj(n)) =  Bj(z) =
√1 − α2

z − α
∙ (

1 − αz

z − α
)

j−1

,                                      (2.22) 

where α is a real pole (Heuberger et al., 2005). The requirement for 0 < α < 1 ensures causality 

and stability of the Laguerre functions.  

Criteria for model order determination 

The size of the 𝐕 matrix in equation (2.17), and thus the number of the unknown parameters 

to be determined, depends on the number of basis elements L, as well as the order of the Volterra 

model Q. In practice, model order determination is based on statistical criteria. Two criteria that 

have been extensively used in the literature for this purpose are the Bayesian information criterion 

(Schwarz, 1978), and the Akaike information criterion (Akaike, 1998, 1974). These two criteria 

Figure. 2.1 Left panel: discrete-time Laguerre functions of order 0, 1, 2, and 3, for α = 0.4. 

The total number of zero-crossings for each function corresponds its order. Higher order 

Laguerre functions show slower convergence to 0. Right panel: same Laguerre functions 

obtained with α = 0.73. 
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are closely related, and both aim to prevent overfitting by finding the balance between model 

accuracy and model complexity. They are described by the following equations  

BIC(p) =
N

2
log (

E

N
) +

p

2
log N , and                                         (2.23) 

AIC(p) =
N

2
log (

E

N
) + p,                                                                     (2.24) 

where p is the number of free parameters estimated from the model, N is the number of data points, 

and E the sum of the squared prediction errors, which is given by  

E = ∑(y(n) − ŷ(n))
2

N

n=0

,                                                        (2.25) 

where y(n) denotes the measured value, and ŷ(𝑛) the predicted value of the data at time n =

0, 1, 2, … , N.  

For the Laguerre-Volterra model, in addition to the structural parameters L and Q, the value 

of the real pole 0 < α < 1 must be also determined. Finding optimal pole location is challenging 

from both theoretical and practical perspectives (e Silva, 1995; Mitsis et al., 2002; Mitsis and 

Marmarelis, 2002; Soumelidis et al., 2011; Welsh et al., 2012).  In practice, it is quite frequent that 

optimal values for the Laguerre parameter α to be selected based on minimization of equation 

(2.25) (Kostoglou et al., 2014; Mitsis et al., 2002; Prokopiou et al., 2019). 

Block-structured models 

The Hammerstein model 

The Hammerstein model (Hunter and Korenberg, 1986; Rugh, 1981; Westwick and 

Kearney, 2003) consists of a static non-linearity, which is followed by a dynamical system (Figure 

s(t) 

y(t) x(t) m(∙) H 

Figure 2.2 Block diagram of a Hammerstein system. The system consists of a static 

nonlinearity m(∙) followed by a linear time-invariant system (H). 
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2.2). Let the static nonlinearity m(∙); ℝN → ℝN  be represented by a power polynomial of order 

Q ∈ ℤ+  

m(x(n)) = ∑ cqxq(n)

Q

q=0

,                                                         (2.26) 

where cq ∈ ℝ, and x(n) ∈ ℝN; n = 0, … , N.    

The output of the Hammerstein model can be described as  

y(n) = ∑ h(m) ∙

M

m=0

∑ cqxq(n − m)

Q

q=0

          

= ∑ cq

Q

q=0

∑ h(m)xq(n − m)

m

m=0

 

= ∑ cq

Q

q=0

vq(n),                                                                             (2.27) 

where vq(n) denotes the convolution of the impulse response h(n) of the dynamical system with 

the q-order power of the input of the system. 

The Weiner model 

The Weiner model (Hunter and Korenberg, 1986; Rugh, 1981; Westwick and Kearney, 

2003) consists of a linear dynamical system, which is followed by a static nonlinearity (Figure 

2.3). Let the static nonlinearity  m(∙); ℝN → ℝN be described as in equation (2.26). The output of 

the Weiner model is described as  

y(n) = ∑ cq

Q

q=0

( ∑ h(m)x(n − m)

M

m=0

)

q

                                                                                              

s(t) 

y(t) x(t) H m(∙) 

Figure 2.3 Block diagram of a Weiner system. The system consists of a linear time-

invariant system H followed by a static nonlinearity m(∙). 
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= ∑ cq

Q

q=0

( ∑ ⋯ ∑ h(m1) … h(mq) ∙ x(n − m1) … x(n − mq)

M

mq=0

M

m1=0

)                   (2.28) 

Arbitrary distribution of gain  

For both the Hammerstein and Wiener models, the total gain of the model depends on both 

the gain of the linear dynamical system, and the polynomial coefficients (Westwick and Kearney, 

2003). Hence, these block-structured models have one degree of freedom that does not affect their 

input–output behavior, which makes them non-identifiable. To obtain a one-to-one 

parameterization, additional constraints must be imposed on the model parameters (Bai, 1998). A 

technique that is often employed to remove this ambiguity is to set the norm of the polynomial 

coefficients equal to 1, and to incorporate this normalization into the model definition (Gomez and 

Baeyens, 2000). 

The Hammerstein-Weiner model 

The Hammerstein-Wiener model (NLN cascade) consists of the linear dynamical system, 

sandwiched between two static nonlinearities (Figure 2.4). Let the static nonlinearities  

m1,2(∙); ℝN → ℝN be described as in equation (2.26), with Q1 = Q2 = Q. The output of the 

Hammerstein-Weiner model is described as 

y(n) = ∑ cq2

Q

q2=0

( ∑ cq1

Q

q1=0

∑ h(m)xq1(n − m)

M

m=0

)

q2

                            (2.29) 

y(t) x(t) H m2(∙) m1(∙) 

Figure 2.4 Block diagram of a Hammerstein-Weiner system (NLN cascade). The system 

consists of linear dynamical system H, sandwiched between two static nonlinearities 

m1,2(∙). 
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Identification of block-structured models 

One of the earliest methods that has been proposed for identification of block-structured 

models having the Hammerstein and Weiner structures is the Hunter-Korenberg iterative method 

(Hunter and Korenberg, 1986; Westwick and Kearney, 2003). This iterative identification 

algorithm was based on cross-correlation methods (Bussgang, 1952), and aimed to improve the 

estimate of the intermediate signal (denoted by s(t) in Figure 2.2, and Figure 2.3) at each stage of 

the iteration. In the case of the Hammerstein model, the Hunter-Korenberg method required the 

linear system to be invertible. Similarly, for the Wiener model, the method required the static 

nonlinearity to be invertible. To overcome this limitation of the Hunter-Korenberg method for the 

Wiener model,  (Paulin, 1993) and (Korenberg and Hunter, 1999) proposed updating the alternate 

estimate of the intermediate signal s(t) based on the error in the current output prediction of the 

model. This modification avoided explicit inversion of the static nonlinearity, which made the 

algorithm applicable to a wider class of systems. (Westwick and Kearney, 2001) using Monte-

Carlo simulations and surface electromyogram data from the gastrocnemius–soleus muscles found 

that the Hunter-Korenberg algorithm produces biased estimates when the input signal was non-

Gaussian and nonwhite. For the Hammerstein system, they found that the algorithm yields 

unbiased estimates when the input signal was either non-Gaussian or nonwhite, but not both. 

Nonlinear iterative methods have been also proposed for identification of block-structured 

models. (Dempsey and Westwick, 2004; Westwick and Kearney, 2001) proposed using a separable 

least squares approach based on the Levenberg-Marquardt nonlinear optimization technique to 

identify Hammerstein cascades whose nonlinearities were modeled by either polynomials or cubic 

splines. This approach required computing the Jacobian matrix by differentiating the model output 

with respect to the unknown model parameters. Also, as with any gradient based optimization 

technique, these algorithms were vulnerable to local minima in the cost function. Nevertheless, in 

comparison to the Hunter-Korenberg technique, the nonlinear iterative methods have been shown 

to yield more consistent block-structure model representations (Westwick and Kearney, 2001). 

A third class of identification algorithms for block-structured models that has been 

proposed in the literature comprises non-iterative techniques (Gomez et al., 2003; Gómez and 

Baeyens, 2004, 2000). An essential aspect of these algorithms was the use of function expansions 

in terms of rational orthonormal bases for the representation of the linear part of the systems. This 

framework allowed efficient and robust estimation of the unknown model parameters, which was 
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achieved based on ordinary least squares and singular value decomposition. For the Hammerstein 

model, these algorithms were shown to provide consistent estimates even in the presence of 

colored output noise. For the Wiener model, on the other hand, consistency of the estimates was 

only ensured in the noiseless case. 

Functional magnetic resonance imaging 

Oxidative metabolism 

Information processing in the central nervous system depends on the orchestrated activity 

of large neuronal populations. Neurons integrate information received to them from many different 

neurons and transmit the processed information to other neurons (Huettel et al., 2004). Neuronal 

communication depends on the ability of neurons to generate action potentials. An action potential 

occurs when the membrane potential of a neuron rapidly rises and falls (Hodgkin and Huxley, 

1952) due to the action of ion channels embedded in the neuron’s membrane (Barnett and 

Larkman, 2007). These include voltage gated ion channels, such as sodium (Na+) and potassium 

(K+) channels, as well as Na+/K+-pumps. The latter  is an active mechanism, which requires the 

energy provided by adenosine triphosphate (ATP) (Kandel et al., 2000). 

ATP is a nucleotide that contains three phosphate groups. The energy is released from ATP 

molecules via a chemical reaction called hydrolysis. During the latter process, the third phosphate 

group is removed from ATP by the insertion of a water molecule (H2O). The new molecule that 

results from ATP hydrolysis is called adenosine diphosphate (ADP) (Alberts et al., 2013). The 

generation of ATP requires nutrients, such as glucose (Gl) and oxygen (O2), which are provided 

locally at the site of neuronal activation through the cerebrovascular network (Buxton, 2009; 

Gjedde, 2001; Huettel et al., 2004). Hence, increases in neuronal activity are accompanied by 

increases in the cerebral metabolic rate of O2 (CMRO2) and glucose (CMRGl), which constitute 

an important component of the blood oxygenation level dependent (BOLD) effect (see below 

section Mechanisms of BOLD signal generation). 

When oxygen is present, two forms of glucose metabolism can occur (Gauthier and Fan, 

2019): (i) aerobic glycolysis, which is fast but only produces two ATP molecules per GL molecule, 

and (ii) oxidative phosphorylation, which involves the TCA cycle, as well as the electron transport 
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chain in the mitochondria. In addition to ATP, this process also produces CO2 and H2O as 

byproducts. Oxidative phosphorylation is a slower process than aerobic glycolysis but it produces 

as many as 38 ATP molecules per GL molecule (Gjedde, 2001). Although initial studies suggested 

a dominant role of aerobic glycolysis on brain metabolism (Fox and Raichle, 1986), converging 

evidence accumulated over the last years suggest that the latter primarily occurs through oxidative 

phosphorylation (Hyder et al., 2016; Ibaraki et al., 2010, 2008). 

Mechanisms of neurovascular coupling 

The neurovascular unit consists of three main compartments: (i) neurons, (ii) glia, and (iii) 

vessels. Changes in neuronal activity induce changes in vascular tone that result in local alterations 

in cerebral blood flow (CBF). This effect, which is known as neurovascular coupling, is mediated 

by the synergistic or in some cases antagonistic role of neurons and glia depending on the 

physiological environment (Phillips et al., 2016). 

Neurovascular coupling is believed to be triggered by chemical messengers that enable 

neurotransmission, such as glutamate and GABA (Cauli et al., 2004; Cauli and Hamel, 2010; 

Lecrux and Hamel, 2011; Phillips et al., 2016; Vaucher et al., 2000). Both neurons and glia 

(astrocytes) respond to glutamate by transmitting direct and indirect vasoactive signals (Attwell et 

al., 2010). In neurons, glutamate stimulates the activation of neuronal nitric oxide synthetase 

(NOS), which is an enzyme that increases the concentration of nitric oxide (NO). NO then diffuses 

into the vascular smooth muscle cells (VSMCs) and causes relaxation (Busija et al., 2007). In glial 

cells, glutamate triggers a cascading pathway via activation of metabotropic receptors, which 

produces arachnoid acid. The latter diffuses into VSMCs causing vasoconstriction. Arachnoid acid 

can be also used to produce epoxyeicosatrienoic acid (EET) and prostaglandins, which result in 

dilation of parenchymal arteriole vessels (Busija et al., 2007).  

GABA is believed to play important role in precisely regulating local CBF delivery via 

activation of GABA interneurons (Cauli et al., 2004; Lecrux and Hamel, 2011; Vaucher et al., 

2000). Evoked firing of GABA interneurons increases the concentration of various vasoactive 

molecules, such as NO, neuropeptide-Y and acetylcholine, which result in both constriction and 

dilation of cerebral microvessels (Cauli et al., 2004; Kawaguchi and Kubota, 1997; Vaucher et al., 

2000). Neuronal and astrocytic vasoactive signaling lead to increase in CBF about four times 

greater relative to the increase of ATP consumption (Lin et al., 2010). This excess of CFB relative 
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to CMRO2, which is known as hyperemia, constitutes the basis of the BOLD-fMRI technique 

(Kwong et al., 1992; Ogawa et al., 1990b; Schmithorst et al., 2015). 

Pericytes are also believed to play an important role in neurovascular coupling (Puro, 

2007). They are mural cells of the microcirculation that wrap around the endothelial cells that line 

the inside of the capillaries (Birbrair et al., 2015). Pericytes also project finger-like extensions that 

wrap around the capillary walls (Shepro and Morel, 1993; Winkler et al., 2011). Recent evidence 

suggests that neuronal activation regulates capillary blood flow via modulating pericyte tone in 

capillaries (Lovick et al., 1999). Specifically, noradrenaline and GABA receptor blockers have 

been shown to result in constriction of capillaries by pericytes, whereas glutamate, on the other 

hand, has been shown to reverse the constriction produced by noradrenaline (Peppiatt et al., 2006).  

Mechanisms of BOLD signal generation 

Over the last 30 years BOLD-fMRI has been the main imaging technique for studying brain 

function and its organization into functional brain networks. The origins of the BOLD effect 

depend on the paramagnetic properties of deoxygenated hemoglobin (Hb). Hb consists of four 

binding sites for O2. Each O2 binding site is surrounding a heme group that contains a free iron 

(Fe) molecule. Oxygenated Hb has a very small magnetic moment which makes it diamagnetic. 

Deoxygenated Hb, on the other hand, has a significant magnetic moment, which makes it 

paramagnetic (Buxton, 2009; Huettel et al., 2004). 

The paramagnetic properties of deoxygenated Hb plays a key role in the detection of 

neuronal activation (Ogawa et al., 1990b). Specifically, deoxygenated Hb creates distortions of the 

large magnetic field (B0) created by the MRI system both within and around cerebral blood vessels. 

Subsequently, this microscopic magnetic field inhomogeneity results into slight alteration in the 

local MR signal (Buxton et al., 2004). As has been previously discussed (section Mechanisms of 

neurovascular coupling), neuronal and astrocytic activation result into a disproportional increase 

in CBF relative to CMRO2 locally at the site of activation, which is a physiological effect known 

as hyperemia. The latter increases the ratio between oxygenated over deoxygenated Hb, which 

results into a positive BOLD signal change. This ratio also depends on cerebral blood volume 

(CBV), an increase of which results into a negative BOLD change (Buxton et al., 1998; Ogawa et 

al., 1993). 



 

40 

In summary, based on experimental evidence, the cerebral hemodynamic response to 

neuronal activation is characterized by the following evens (Buxton et al., 2004): (a) CBF increases 

much more than CMRO2 in response to neuronal activation and is the main cause of positive 

BOLD signal change (Fox and Raichle, 1986; Hoge et al., 1999), (b) the CBF response to neuronal 

activation is delayed and temporally blurred (Bandettini et al., 1992), (c) in some circumstances 

the BOLD response exhibits a brief early undershoot, which reflects a rapid increase of CMRO2 

before the CBF increase (Buxton, 2001; Ernst and Hennig, 1994; Hu et al., 1997; Jones et al., 

2001; Lindauer et al., 2001; Menon et al., 1995; Yacoub and Hu, 2001), and (d) the BOLD 

response may also exhibit a post-stimulus undershoot, which may last for more than 30 s. This 

post-stimulus undershoot is believed to result from the mismatch between CBV versus CBF 

dynamics (Mandeville et al., 1998, 1996), although more recent evidence suggests it may also be 

modulated by post-stimulus neuronal activity (Mullinger et al., 2013). 

This set of physiological responses are collectively referred to as the hemodynamic 

response to neuronal activation. Hence, the BOLD-fMRI technique provides only an indirect 

measurement of neuronal activation through the hemodynamic response. The correspondence 

between BOLD-fMRI and local field potential (LFP), which is a local measurement of electric 

potential in the extracellular space around neurons has been illustrated in several animal studies 

(e.g. Goense and Logothetis, 2008; Logothetis et al., 2001; Shmuel and Leopold, 2008). This 

correspondence, however, does not always exist and neurovascular decoupling induced by neural 

desynchronization associated with certain neuronal stimuli has been also reported (Butler et al., 

2017). 

Modeling dynamic cerebrovascular reactivity using BOLD-fMRI 

Cerebrovascular reactivity (CVR) is a vasodilatory or vasoconstrictive reaction of a blood 

vessel, which leads to change in cerebral blood flow in response to a vasoactive stimulus (Chen, 

2018; Liu et al., 2019). The importance of CVR mapping includes its potential utility in the clinical 

setting as a biomarker for evaluation of cerebrovascular-related disorders. These include arterial 

stenosis and occlusion (Jill B De Vis et al., 2015; Mandell et al., 2008b), enhanced risk of stroke 

(Gur et al., 1996; Markus, 2001; Silvestrini et al., 2000), small-vessel diseases (Conklin et al., 

2011, 2010; Greenberg, 2006; Marstrand et al., 2002), brain tumors (Fierstra et al., 2016; Pillai 
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and Zacá, 2011; Zacà et al., 2014), traumatic brain injury (Chan et al., 2015; Kenney et al., 2016), 

and Alzheimer’s disease (Marmarelis et al., 2016, 2013; Silvestrini et al., 2011).  

The main types of vasodilatory challenges that have been employed to evaluate CVR are 

(Fierstra et al., 2013): (i) transient reduction in mean arterial blood pressure (Mackenzie et al., 

1979), (ii) the injection of an exogenous chemical agent (Vorstrup et al., 1987) and (iii) CO2 

inhalation (Poulin et al., 1996; Wise et al., 2004). Among these, CO2 inhalation is the most widely 

used vasodilatory stimulus, as it is non-invasive, and it induces rapid onset and cessation of the 

effect. 

Physiological basis of CO2 reactivity 

Increased arterial partial pressure of carbon dioxide (PaCO2) results in a decrease in pH 

through the formation of carbonic acid, which is subsequently dissociated into photon (H+) and 

bicarbonate ions (HC03
-) (Yoon et al., 2012, 2000). Cerebrovascular contractility is believed to 

result from the combined effect of increased CO2 and decreased pH via direct and indirect 

molecular mechanisms (Liu et al., 2019), which lead to relaxation of the vascular smooth muscle 

cells (VSMC), and consequently, to vasodilatation (Kontos et al., 1977b, 1977a; Lassen, 1968).  

The direct effect of an increase in PaCO2 involves hyperpolarization of the VSMC via 

activation of potassium (K) channels due to increase in CO2 and decrease in pH concentrations in 

the interstitial fluid (Brayden, 1996; Peng et al., 1998). Subsequently, VSMC hyperpolarization 

results into a reduction in the intracellular calcium (Ca) via suppression of voltage-dependent 

calcium channels, which eventually leads to vasodilation (Webb, 2003). 

An increase in PaCO2 in the lumen space of cerebral vessels also causes indirect 

vasodilation through the effect of CO2 and pH on the vascular endothelia. This involves two 

molecular mechanisms: (1) Increased CO2 and decreased pH cause activation of nitric oxide 

synthase (NOS) in the endothelia (Fathi et al., 2011; Iadecola et al., 1994; Xu et al., 2004; 

Ziegelstein et al., 1993), which increases the concentration of nitric oxide (NO). Excessive NO 

diffuses from the endothelial cells into the VSMCs, which results into VSMC relaxation (Archer 

et al., 1994; Bolotina et al., 1994; Mistry and Garland, 1998; Zhao et al., 2015). (2) The combined 

effect of CO2 and pH can also cause hyperpolarization of the endothelia, which activates K-

channels that are expressed along the endothelial cell membrane. Subsequently, this results into 

hyperpolarization of the VSMCs, which leads to vasodilation as has been described above. In this 
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case VSMC hyperpolarization results from negative charge transfer from the endothelium cells to 

the VSMCs via myoendothelial gap junctions (Dora et al., 2008; Sandow et al., 2009, 2006).  

Gas delivery systems and typical CO2 inhalation paradigms 

The gas delivery systems that have been employed to study CVR can be grouped in two 

categories: fixed inspired CO2 and fixed expired CO2 (PETCO2 targeting systems).  

The fixed inspired CO2 systems deliver to the subjects a blend of gasses at a fixed CO2 

concentration at the hypercapnic stage, as well as room or medical air at the baseline stage. The 

gas mixture (typically 5% CO2, 21% O2, 74% N2) is delivered to the subjects through a large pre-

inflated Douglas bag (Yezhuvath et al., 2009) or directly from a gas tank (Driver et al., 2016; 

Lajoie et al., 2016; Tancredi et al., 2014; Whittaker et al., 2016). A potential limitation  for studying 

CVR using this type of gas delivery system is that due to individual differences in ventilation, 

there may be some variability in the baseline partial pressure of end-tidal O2 (PETO2), as well as 

in the induced PETCO2 changes across participants (Liu et al., 2019). 

The fixed expired CO2 systems employ feedback control to ensure that the subjects’ 

PETCO2 is maintained within a predefined range. The dynamic end-tidal forcing system 

developed by (Wise et al., 2007) comprises a home-built gas-mixing chamber that rests on the 

chest of the subject, where gases are mixed under the control of a computer. The computer employs 

a feedback algorithm which compares the desired PETCO2 value (target) with the measurements 

and calculates the required inspired partial pressures to achieve the target. Then, the computer 

adjusts the CO2 concentration in the mixed gas in order to maintain PETCO2 around the desirable 

level. Another system of this type is the prospective targeting end-tidal CO2 system (Slessarev et 

al., 2007). This system controls the amount of gas entering in the lung alveoli tissue independent 

of the subject’s ventilation pattern or tidal volume (Fierstra et al., 2013). The system produces a 

sequential delivery of inspired and previously exhaled gas, which has already equilibrated with the 

blood in the alveolar capillary walls. Hence, the output of the system is the alveolar ventilation, 

provided that the inspiratory reservoir empties at each breath. In this manner, the system achieves 

the desirable levels of PETCO2 without using feedback control. 

In a typical CVR experiment, end-tidal CO2 concentration is sampled near the mouthpiece 

or facemask and subsequently sent to a capnograph. PETCO2, which denotes the maximal CO2 

concentration in the exhaled air, has been shown to be strongly correlated with PaCO2, particularly 
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in young subjects (Fierstra et al., 2013; McSwain et al., 2010; Sullivan et al., 2005). It is generally 

considered as a good surrogate of PaCO2 (Hoskins, 1990; Mark et al., 2011; Robbins et al., 1990; 

Wise et al., 2004). The PETCO2 timeseries is derived from the peaks of the CO2 trace, which is 

provided by the capnograph. The peaks detected in the CO2 trace are initially interpolated, and 

subsequently down-sampled to match with the fMRI volume acquisition times. 

To assess CVR, several CO2 inhalation paradigms have been employed in the literature to 

stimulate the vasculature. The most widely used paradigms are the step and block designs. In the 

step design, the subject breaths room or medical air for a few minutes, which is followed by a 

hypercapnic gas mixture for another a few minutes (Ellingsen et al., 1987; Leoni et al., 2017; Liu 

et al., 2012; Poulin et al., 1996; Zhao et al., 2009). In the block design, hypercapnic and room (or 

medical) air are delivered to the subjects in an interleaved fashion (Hare et al., 2013; Liu et al., 

2017b, 2019; Thomas et al., 2013, 2014). Some variations of the block design include the graded 

hypercapnia paradigm (Driver et al., 2010) or asymmetric block design (Poublanc et al., 2015). In 

the grated hypercapnia paradigm, each block consists of different CO2 concentration, and in the 

asymmetric design each block consists of a different length. Another variation of the standard 

block-design is the multi-frequency, block-design employed in (K.T.S. Pattinson et al., 2009). This 

protocol was devised specifically to spread the power of PETCO2 challenges over a wide range of 

frequencies (Pedersen et al., 1999), which makes it appropriate for modeling CVR using the system 

identification techniques that were presented in the previous sections. 

Other inhalation paradigms have been also suggested in the literature, such as sinusoidal 

paradigm (Blockley et al., 2017) and ramp paradigms (Bhogal et al., 2015; J.B. De Vis et al., 2015; 

Fisher et al., 2017). 

Modeling of CO2 reactivity 

Most studies in the literature quantify CVR using the general linear model (e.g. Yezhuvath 

et al., 2009) which is described as  

y(n) = β0 + β1 ∙ x(n) + ε(n),                                                     (2.30) 

where y(n) denotes %BOLD change, x(n) PETCO2, and ε(n) an error process at n=0, 1, 2,…,N. 

Using the regression coefficients β0,1 obtained from equation (2.30), CVR, in units of 

%BOLD/mmHg, is quantified as  
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CVR =
β1

β0 + β1 ∙ min(x(n))
,                                                    (2.31) 

where β1 ∙ min(x(n)) is used in order to obtain normalized CVR values with respect to baseline 

PETCO2. In this context, BOLD-fMRI can be used as a surrogate measure of CBF, assuming O2 

consumption is maintained constant (Mandell et al., 2008b; Mayhew et al., 2014). Specifically, 

when isoxia is maintained the relationship between BOLD and CBF is approximately linear 

(Fierstra et al., 2013). 

To obtain more accurate CVR estimates, the PETCO2 time-series must be temporally 

aligned with the BOLD-fMRI time-series in order to account for lung-to-brain delay, which is the 

time it takes for the hypercapnic gas mixture to reach the cerebral vessels. This delay is typically 

estimated using cross correlation analysis between PETCO2 and averaged BOLD across all voxels 

in the brain, or within large ROIs (Thomas et al., 2014). More recently, a few studies also proposed 

using more advance methods to obtain robust voxel-specific delay estimates (Donahue et al., 2016; 

Liu et al., 2017b; Tong et al., 2011). 

Equation (2.31) quantifies CVR in terms of the slope of a linear regression model, which 

corresponds to the steady-state BOLD response to changes in PETCO2, i.e. steady-state CVR 

(ssCVR). Steady-state CVR refers to an equilibrium condition in which the effects of the transient 

changes in the BOLD that occur in response to abrupt changes in PETCO2 are no longer important 

(Prokopiou et al., 2019). More recently, a few studies have also investigated the dynamic effect of 

CO2 changes in the BOLD signal, i.e. dynamic CVR (dCVR). Dynamic CVR quantifies the 

transient changes in the BOLD that occur in response to abrupt changes in PETCO2, which is an 

intrinsic property of the cerebral vasculature related to elastance and compliance (Prokopiou et al., 

2019). This type of analysis involved both frequency domain, as well as time domain-based 

methods. 

In the frequency domain  (Blockley et al., 2017; Duffin et al., 2015), the frequency response 

of dCVR was estimated using  

H(f) =
Syx(f)

Sxx(f)
,                                                                   (2.32) 

where Syx(f) is the cross-power spectrum obtained between PETCO2 and BOLD, and Sxx(f) the 

auto-power spectrum of PETCO2. In this framework, the phase ∠H(f) of dCVR was used to 

evaluate to delay of the BOLD response to PETCO2 changes, and the magnitude |H(f)| to evaluate 
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CVR at a specific frequency of interest (f). However, the selection of this frequency is not a trivial 

task, particularly when broadband experimental paradigms are employed (Duffin et al., 2015). 

In the time-domain (Golestani et al., 2015; Poublanc et al., 2015; Prokopiou et al., 2019), 

the BOLD response to PETCO2 changes was modelled as  

y(n) = ∑ h(m)x(n − m)

M

m=0

+ ε(n),                                               (2.33) 

where h(n); n = 0, … , M denotes the dCVR curve, which quantifies the dynamic interactions 

between BOLD (y(n)) and PETCO2 (x(n)). In this framework, the time-to-peak of dCVR was 

found to be a useful marker for the detection of reduced vasodilatory reserve in a group of patients 

with Moyamoya disease (Poublanc et al., 2015). 

CVR mapping without gas challenges 

The requirement of using special equipment for delivering hypercapnic gas mixtures to the 

subjects makes CVR mapping using CO2 challenges less practical in the clinical setting. Recent 

endeavors have been focused on performing CVR mapping without gas inhalation.  

One of the earliest methods to induce changes in PETCO2 without CO2 inhalation is using 

breath-holding (Ratnatunga and Adiseshiah, 1990). Breath-holding leads to increase in PaCO2, 

and hence to vasodilation (Bright and Murphy, 2013; Chan et al., 2015; De Boorder et al., 2004; 

Lipp et al., 2015; Magon et al., 2009). The main advantage of this method is that no gas system is 

required to investigate CVR. However, this technique has three important disadvantages: (1) 

during the breath-holds the CO2 concentration in the lung alveoli cannot be measured. The lack of 

PETCO2 monitoring is particularly concerning, as the actual change in PETCO2 depends on 

multiple factors, such as the lung size and resting metabolic rate of the subject (Chen, 2018). (2) 

the method requires cooperation from the participants, which might be difficult for certain 

populations such as patients or older subjects (Magon et al., 2009), and (3) breath-holding tends 

to result in excessive head motion (Liu et al., 2019). 

Another method which has been shown to yield reliable CVR maps is using resting-state 

PETCO2 (Golestani et al., 2015; Prokopiou et al., 2019), or even resting-state fMRI data (Di et 

al., 2013; Kannurpatti et al., 2014; Liu et al., 2017a). This method is based on the spontaneous 

fluctuations in PaCO2 which occur during normal breathing. A limitation of the method is that 
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these spontaneous fluctuations in PaCO2 might be of a small amplitude, hence the range of vessel 

dilation might not be sufficient for CVR evaluation (Liu et al., 2019). 

Electroencephalography (EEG) 

The physiological origins of EEG 

EEG is a non-invasive neuroimaging technique that provides a direct measurement of 

neuronal activity in the form of electric scalp potentials. The EEG signal stems from excitatory 

post-synaptic potentials (EPSPs) generated at the apical site of nerve cells receiving action 

potentials from activated afferent neurons (Buzsáki et al., 2012). Elevated EPSPs at the apical cite 

of nerve cells induces a potential difference with respect to the cell soma and basal dendrites, 

which causes ion current to flow (Baillet et al., 2001; Gloor, 1985). Some currents travel through 

the neuronal axon (primary currents), whereas other currents (volume currents) travel through the 

extracellular space to complete a loop of ionic flow (Nunez et al., 2006). 

However, the primary and volume currents generated by a single neuron contribute as little 

as a 20 fAm current source, which is too small to be detected by EEG electrodes placed outside 

the scalp (Hämäläinen et al., 1993). Empirical evidence suggests that detectable electric scalp 

potentials are generated by current sources of the order of 10 nAm (Baillet et al., 2001). This 

current source density requires spatially structured arrangements of thousands of synchronously 

activated cortical neurons, such as the large pyramidal cells found in layers III and V of the cerebral 

neocortex (Nunez et al., 2006; Nunez and Silberstein, 2000). Some studies also reported detection 

of EEG and MEG signals from deeper brain structures (Llinás et al., 1999; Tenke et al., 1993; 

Tesche and Karhu, 2000, 1997). 

The EEG forward and inverse problem 

A convenient way to model the electrophysiological activity of EPSPs, which result into 

electric scalp potentials detected by EEG electrodes placed on the scalp skin is using current 

dipoles. A current dipole is formed when two equal and opposite charges are separated by a small 

distance d, which is called the dipole length (Litt, 1991). A characteristic property of current 
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dipoles is that the electric potential at a distance r that is large compared to the length of the dipole 

(d << r) falls of as 1 r2⁄  (Wilson and Bayley, 1950). Moreover, as the useful spectrum of EEG is 

typically below 1 kHz, the electric field and potential generated at a distance r (d << r) from the 

center of the dipole can be estimated using a quasi-static approximation of the Maxwell equations 

(Baillet et al., 2001). The process of modeling how current dipoles produce electric potentials 

detected by the EEG sensors, given the conductivity profile of the gray and white matter, 

cerebrospinal fluid (CSF), skull bone, and scalp skin is known as the EEG forward problem (Hallez 

et al., 2007; Kybic et al., 2005). 

The EEG inverse problem refers to the computation of the spatial location and orientation 

with respect to the cortical surface of ionic current dipoles using the EEG sensor measurements 

(Awan et al., 2019). In general, the matrix of multi-channel EEG data X(t) ∈ ℝC×N; t = 1, … , N  

can be expressed as  

X(t) = GQ(t) + ε(t) 

         =  ∑ GiQi(t) +

Ns

i=1

ε(t) 

where C denotes the number of EEG sensors, G = [G1, G2, … , Gs] ∈ ℝC×S the lead field 

matrix that depends on the position and orientation of S current sources distributed along the 

cortical surface, Q(t) = [Q1(t), … , QS(t)]T ∈ ℝS×N;  t = 1, … , N a matrix of the source 

amplitudes and ε(t) ∈ ℝC×N;  t = 1, … , N a noise process. 

The EEG inverse problem is an ill-posed problem since the numbers of the underlying 

current sources S is typically much larger than the number of the available EEG sensors C (C ≪ S). 

Hence, a unique solution of this problem requires regularization, which allows to introduce a priori 

knowledge about the underlying source activity. Several methods have been proposed on this topic 

(Awan et al., 2019; Baillet et al., 2001; Grech et al., 2008), including imaging methods, such as 

the MNE (Hämäläinen and Ilmoniemi, 1994), LORETA (Pascual-Marqui, 2002; Pascual-Marqui 

et al., 2011, 2002), and FOCUSS (Gorodnitsky et al., 1995), as well as localization methods, such 

as Beamforming techniques (Groß et al., 2001; Sekihara et al., 2001; Spencer et al., 1992; Van 

Veen et al., 1997; Van Veen and Buckley, 1988). 

Modeling the hemodynamic response function using simultaneous EEG-fMRI data 
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Scalp electroencephalography (EEG) signals stem from local field potentials (LFPs), 

which reflect the weighted sum of synchronized excitatory and inhibitory post-synaptic activity of 

large populations of cortical pyramidal neurons (Buzsáki et al., 2012; Creutzfeldt et al., 1966b, 

1966a; Eccles, 1951; Einevoll et al., 2013; Kang et al., 2017; Klee et al., 1965; Logothetis, 2003; 

Mitzdorf, 1985; Murakami and Okada, 2006; Musall et al., 2014). EEG offers millisecond-range 

temporal resolution but relatively poor spatial resolution. BOLD-fMRI, on the other hand, provides 

excellent spatial resolution but poor temporal resolution (Kwong et al., 1992; Ogawa et al., 1990b). 

The technique is based on local changes in the concentration of deoxygenated hemoglobin that 

occur a few seconds after the onset on neuronal activity  (Goense and Logothetis, 2008; Logothetis 

et al., 2001) through an effect known as the hemodynamic response to neuronal activation (Buxton, 

2009). Hence the temporal resolution of BOLD-fMRI is limited by the slow dynamics of the 

hemodynamic response. 

Since EEG and BOLD-fMRI provide complementary characteristics, their multimodal 

integration has been proposed to provide more accurate investigation of the neurophysiological 

mechanisms underlying brain functional states (Abreu et al., 2018a). Initial studies employed 

simultaneous EEG-fMRI to localize brain activity in patients with focal epilepsy (Gotman et al., 

2006; Gotman and Pittau, 2011; Ives et al., 1993; Lemieux et al., 2001; LeVan and Gotman, 2009), 

as well as in subjects with normal brain function (Fuglø et al., 2012; Laufs et al., 2003, 2006; 

Mantini et al., 2007; M.J. Rosa et al., 2010). Simultaneous EEG-fMRI has been also employed to 

obtain more accurate estimates of the hemodynamic response function (HRF), which quantifies 

the dynamics of the hemodynamic response (de Munck et al., 2009, 2007; Grouiller et al., 2009; 

Lu et al., 2007, 2006; Sato et al., 2010; Storti et al., 2013). This line of research is of great 

importance for the study of resting-state functional connectivity using BOLD-fMRI, as 

simultaneous EEG-fMRI can be used to obtain accurate HRF estimates even from resting-state 

data, which can be used for hemodynamic deblurring (Rangaprakash et al., 2018). 

When combining EEG and fMRI, an integration strategy must be selected (Abreu et al., 

2018a). Analytical techniques of EEG–fMRI integration can be classified as (Daunizeau et al., 

2009): (i) asymmetrical EEG to BOLD-fMRI, (ii) asymmetrical BOLD-fMRI to EEG, and (iii) 

symmetrical fusion approaches. The aim of fMRI to EEG fusion techniques is mainly to derive 

spatial priors using BOLD-fMRI to constrain the high-dimensional, ill-posed EEG source 

localization problem (Ahlfors and Simpson, 2004; Babiloni et al., 2003). Symmetrical approaches 
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aim to exploit the information provided by both modalities simultaneously, without imposing 

constraints with regards to one another (Deneux and Faugeras, 2010; Valdes-Sosa et al., 2009). 

The main limitation of these techniques, however, is their high computation complexity, which 

makes their application difficult in practice as they usually require significant resources. Lastly, 

the aim of asymmetrical EEG to fMRI fusion techniques is to extract temporal or spectral features 

from the EEG to predict hemodynamic changes measured with BOLD-fMRI. Because of its 

conceptual and methodological simplicity, this fusion technique is the most widely used in the 

literature (Britz et al., 2010; de Munck et al., 2009, 2007; Laufs et al., 2006, 2003; Lu et al., 2007, 

2006; Sato et al., 2010; Scheeringa et al., 2011, 2008). 

EEG-informed fMRI integration 

The EEG-informed fMRI fusion techniques that are found in the literature can be generally 

classified into time-domain and time-frequency domain approaches. Either class of data fusion 

algorithms comprises univariate and multivariate methods (Abreu et al., 2018a). In univariate 

methods, a single time-series representative of the phenomenon of interest is constructed using 

temporal or spectral features extracted from a limited number of EEG sensors, which is 

subsequently used to describe the slow oscillations observed in the BOLD. On the other hand, 

multivariate methods employ multiple EEG sensors to capture spatial information related to the 

underlying neuronal activity, which cannot be evaluated using univariate techniques.  

Time domain approaches 

The simplest approach to define events that can be subsequently used to predict changes in 

the BOLD is using visual inspection of the raw EEG data. This approach has been extensively 

used in epilepsy studies to define events associated with interictal epileptiform discharges, or ictal 

activity (Jacobs et al., 2009; Leal et al., 2016; LeVan and Gotman, 2009). These events are 

typically modeled using unit impulse (Kronecker delta) (Jacobs et al., 2009; Lemieux et al., 2001) 

or boxcar functions (Bagshaw et al., 2005; Thornton et al., 2010), although other features have 

been also proposed in order to improve BOLD signal prediction, such as the amplitude, width, and 

slope of epileptic events (LeVan et al., 2010; Murta et al., 2016). Similar ideas have been also 

applied in event-related EEG-fMRI studies performed using healthy subjects. In this case, events 

have been defined based on the amplitude and latency of components detected in the generated 
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event-related potentials (ERPs) (Fuglø et al., 2012; Nguyen and Cunnington, 2014; Wirsich et al., 

2014). 

Another time domain approach that has been used for EEG-fMRI data fusion is EEG 

microstate analysis. EEG microstates are defined by scalp topographies of electric potentials, 

which remain stable for 80–120 ms before rapidly transitioning to a different microstate (Khanna 

et al., 2015). This type of analysis has been used in resting-state EEG-fMRI studies to define events 

in the EEG at the timings of the transitioning from one EEG microstate into another. These events 

were shown to describe the slow fluctuations in the BOLD signal in large resting-state brain 

networks (Britz et al., 2010; Musso et al., 2010; Yuan et al., 2012).  

Time-frequency domain approaches 

The most widely used approach to construct regressors for BOLD signal prediction is using 

a time-frequency decomposition of the EEG signal (de Munck et al., 2007; Laufs et al., 2006; 

Moosmann et al., 2003). Early attempts to describe the BOLD signal using spectral information 

extracted from EEG data focused on the average alpha band across the occipital sensors (Goldman 

et al., 2002). A similar approach was applied to study the BOLD correlates of other EEG bands, 

such as the delta (2-4 Hz) (de Munck et al., 2009), theta (5-7 Hz) (Scheeringa et al., 2008), beta 

(15-29 Hz) (Laufs et al., 2006), and gamma band (30-80 Hz) (Scheeringa et al., 2016, 2011). Also, 

the individual contribution of all EEG bands to the BOLD was investigated using multiple 

frequency bands along with multivariate regression analysis (de Munck et al., 2009; Mantini et al., 

2007). Other studies proposed using broad band spectral features extracted from the EEG, which 

included the total power (Wan et al., 2006), frequency response (Goense and Logothetis, 2008), 

mean power (M.J. Rosa et al., 2010), and root mean square frequency model (Kilner et al., 2005; 

M.J. Rosa et al., 2010). The phase-amplitude coupling strength has been also proposed as another 

predictive variable of the BOLD signal (Murta et al., 2017). 

In addition to the univariate methods described above, other multivariate measures have 

been also proposed for multimodal integration of EEG-fMRI data. Inspired by the growing 

functional connectivity literature, these methods employed measures such as the partial directed 

coherence across different frequency bands (Biazoli et al., 2013), as well as measures of phase 

synchronization (Abreu et al., 2018b; Mizuhara et al., 2005). Recently, multiway decomposition 

techniques have been also proposed (Jonmohamadi et al., 2019; Marecek et al., 2016; Martínez-

Montes et al., 2004). These methods, in addition to spectral and temporal information, they also 
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provide information with regards to the spatial pattern of the underlying neural events detected in 

the EEG. 

Modeling of the hemodynamic response function (HRF) 

The vast majority of studies in the literature quantify the BOLD signal (y(n)) in terms of 

changes in neuronal activity (x(n)) as  

y(n) = ∑ h(m)x(n − m)

M

m=0

+ ε(n),                                                (2.34) 

where h(n); n = 0, … , M denotes the HRF, and ε(n) a noise process. 

Thus far, several different curve shapes have been proposed as canonical HRF models. 

These included a Poisson function (Friston et al., 1994), a gamma function (G M Boynton et al., 

1996), as well as other curve shapes based on the balloon model (Buxton et al., 1998; Glover, 

1999). However, several studies pointed out that using canonical models for the hemodynamic 

response may result in significant reduction in the statistical power needed to obtain accurate 

localization of brain activity (Lindquist and Wager, 2007; Loh et al., 2008), as well as accurate 

measures of functional or effective connectivity (Rangaprakash et al., 2018; G.-R. Wu et al., 2013). 

To address these problems, different HRF estimation methods have been proposed over the 

years, which can be classified as parametric and non-parametric. Parametric methods assumed a 

specific model structure for the unknown HRF, such as Gaussian HRF shapes (Kruggel and 

Cramon, 1999; Kruggel and Von Cramon, 1999; Rajapakse et al., 1998), gamma HRF shapes 

(Miezin et al., 2000), and spline-like functions (Gössl et al., 2001). These models were controlled 

by a few parameters that were estimated from the data. Non-parametric approaches, on the other 

hand, were less restrictive as they made no prior assumptions with regards to the shape of the HRF. 

Such methods included smooth HRF filtering (Goutte et al., 2000), Bayesian (Ciuciu et al., 2003; 

Marrelec et al., 2003a) linear subspace (Hossein-Zadeh et al., 2003; Steffener et al., 2010; 

Woolrich et al., 2004b), and machine learning methods (Güçlü and van Gerven, 2017; Luo and 

Puthusserypady, 2007). 

Lastly, an interesting line of research is concerned with HRF estimation using resting-state 

BOLD-fMRI. Since during resting-state fMRI there is no explicit task, these HRF estimates are 

obtained via blind deconvolution of the BOLD signal. To this end, (Rangaprakash et al., 2018; G.-
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R. Wu et al., 2013; Wu and Marinazzo, 2016) proposed using point process analysis (PPA) to 

define events at the timing of the large amplitude peaks in the BOLD, and subsequently used these 

events to retrieve the unknown HRF using event-related fMRI analysis. This technique was based 

on a previous study, which suggested that relevant information in resting-state fMRI is condensed 

in the relatively large amplitude BOLD signal peaks (Tagliazucchi et al., 2012). However, the 

large amplitude BOLD signal peaks in addition to neural events may also reflect motion (Power 

et al., 2012) and physiology processes (Birn et al., 2008; Chang et al., 2009; Glover et al., 2000). 

Hence, HRF estimates obtained using this technique may be biased or misleading (Wu and 

Marinazzo, 2016). In light of these considerations, a more propitious avenue to obtain reliable 

HRF estimates from resting-state data is using simultaneous EEG-fMRI (Prokopiou and Mitsis, 

2019).  
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Chapter III. 

Modeling of dynamic cerebrovascular reactivity to spontaneous and externally induced 

CO2 fluctuations in the human brain using BOLD-fMRI 

Preface 

Cerebrovascular reactivity (CVR) refers to local changes in blood flow in the cerebral 

vessels as a result of vasodilation in response to changes in the partial pressure of arterial CO2 

(PaCO2). CVR is extensively used in the clinical setting as an index for the detection and 

evaluation of disorders associated with the cerebral vasculature. The most common approach to 

evaluate CVR is using the ratio of the steady-state change in BOLD-fMRI in response to an 

externally induced step change in PaCO2. In this chapter we provide a methodological framework 

for evaluating the regional variability of linear and nonlinear dynamic CVR during externally 

induced hypercapnic CO2 challenges, as well as during normal breathing. Evaluation of dynamic 

CVR in the latter case is important, particularly for the clinical setting, as it might lead to the design 

of safer protocols (i.e. without gas inhalation) for the assessment of cerebrovascular disorders 

applicable to any clinical population. 

 

• This chapter was published in NeuroImage as:  

Prokopiou, P.C., Pattinson, K.T.S., Wise, R.G., Mitsis, G.D., 2019. Modeling of dynamic 

cerebrovascular reactivity to spontaneous and externally induced CO2 fluctuations in the 

human brain using BOLD-fMRI. Neuroimage 186, 533–548. 
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Abstract 

In this work, we investigate the regional characteristics of the dynamic interactions 

between arterial CO2 and BOLD (dynamic cerebrovascular reactivity - dCVR) during normal 

breathing and hypercapnic, externally induced step CO2 challenges. To obtain dCVR curves at 

each voxel, we use a custom set of basis functions based on the Laguerre and gamma basis sets. 

This allows us to obtain robust dCVR estimates both in larger regions of interest (ROIs), as well 

as in individual voxels. We also implement classification schemes to identify brain regions with 

similar dCVR characteristics. Our results reveal considerable variability of dCVR across different 

brain regions, as well as during different experimental conditions (normal breathing and 

hypercapnic challenges), suggesting a differential response of cerebral vasculature to spontaneous 

CO2 fluctuations and larger, externally induced CO2 changes that are possibly associated with the 

underlying differences in mean arterial CO2 levels. The clustering results suggest that 

anatomically distinct brain regions are characterized by different dCVR curves that in some cases 

do not exhibit the standard, positive valued curves that have been previously reported. They also 

reveal a consistent set of dCVR cluster shapes for resting and forcing conditions, which exhibit 

different distribution patterns across brain voxels.  

Introduction 

Cerebral blood flow (CBF) is regulated by multifactorial homeostatic mechanisms that 

maintain its value relatively constant. The ability of the brain to achieve this in response to changes 

in perfusion pressure is termed cerebral autoregulation (Lucas et al., 2010; Mitsis et al., 2004b, 

2002; Panerai, 1998; Tzeng and Ainslie, 2014). In addition to perfusion pressure, the 

cerebrovascular bed is highly responsive to local tissue metabolism (Attwell et al., 2010; Iadecola 

and Nedergaard, 2007) and arterial levels of carbon dioxide (CO2) (Battisti-Charbonney et al., 

2011; Brugniaux et al., 2007; Duffin, 2011; Ratnatunga and Adiseshiah, 1990). The CBF response 

to arterial CO2 changes is termed cerebrovascular reactivity (CVR2) and can be assessed, among 

 
2

 Although CVR is strictly defined as the CBF response to any vasoactive or vasoconstrictive 

stimulus, it is more frequently employed in the literature to denote the CBF response to arterial 

CO2 changes. For consistency with this literature, this notation is adopted in this work as well. 
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other experimental modalities, using functional magnetic resonance imaging (fMRI) (Tancredi and 

Hoge, 2013; Wise et al., 2004; Yezhuvath et al., 2009). Also, the important role of CVR in cerebral 

autoregulation has been suggested (Mitsis et al., 2004b; Tzeng et al., 2014). 

To assess CVR, resting fluctuations in arterial CO2 (Golestani et al., 2015; Mitsis et al., 

2004b; Prokopiou et al., 2016; Wise et al., 2004), arterial gas manipulation protocols such as end-

tidal forcing and prospective control (Blockley et al., 2011; Pattinson et al., 2009; Slessarev et al., 

2007; Wise et al., 2007) or, more recently, sinusoidally modulated gas stimuli (Blockley et al., 

2017) and controlled breathing (Bright and Murphy, 2013; Murphy et al., 2011) have been used. 

The advantages of CO2 as a vasoactive stimulus have been suggested (Fierstra et al., 2013). Also, 

resting fluctuations are a desirable stimulus as they remove the need for any external interventions, 

making it applicable to all populations.  

When PaCO2 changes with respect to normocapnia, assuming that oxygen consumption 

remains constant, the blood-oxygen-level-dependent signal obtained with functional magnetic 

resonance imaging (BOLD–fMRI) can be used as a surrogate for changes in regional CBF (Fierstra 

et al., 2013). This enables the acquisition of time series with a high spatial resolution, which reflect 

the sensitivity of the cerebrovascular bed to contemporaneous changes in PaCO2, and allow for 

investigation of the variability of CVR in different regions of the brain. The vast majority of 

BOLD-based CVR studies define and quantify CVR as the percent change in the BOLD signal per 

unit increase in CO2 (Fierstra et al., 2013). While the largest portion of the literature deals with 

regions of interest (ROIs) defined in the gray matter (GM) where the signal-to-noise ratio (SNR) 

is high (Bokkers et al., 2010; Bright and Murphy, 2013; Wise et al., 2004; Yezhuvath et al., 2009), 

a few studies have investigated CVR in the brain white matter (WM) (Bhogal et al., 2015; Thomas 

et al., 2014) and ventricles (Thomas et al., 2013). Although the SNR in these structures is 

considerably lower, which makes measuring CVR with BOLD challenging, the aforementioned 

studies have provided evidence that CVR in the brain WM is positive but significantly lower than 

in the GM, and that cerebrospinal fluid (CSF)-rich regions in the brain, such as the lateral 

ventricles, exhibit a negative BOLD-CVR. These negative BOLD responses to PaCO2 challenges 

were attributed to partial volume effects and to dilation of ventricular vessels accompanied by 

shrinkage in CSF space (Thomas et al., 2013). 

Recent studies have also investigated the dynamic interactions between hypercapnic, 

externally induced step CO2 challenges and the BOLD signal, i.e. dynamic CVR (dCVR) (Duffin 
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et al., 2015; Poublanc et al., 2015). Dynamic CVR quantifies the transient changes in CBF that 

occur in response to abrupt changes in PaCO2 and it is an intrinsic property of the cerebral 

vasculature related to elastance and compliance. It determines how fast or slow CBF reaches its 

steady-state value. On the other hand, steady-state CVR refers to the equilibrium condition that 

occurs as the effects of transients are no longer important and ignores the time-course of the 

transient response. In (Duffin et al., 2015; Poublanc et al., 2015), the response delay observed 

between CO2 and BOLD was associated to the time constant of a linear monoexponential curve. 

This time constant was estimated in a voxel-wise manner for a group of patients with diagnosed 

steno-occlusive disease. The estimated response delay at each voxel was then used to identify 

regions with reduced vasodilatory reserve, associated with the disease pathophysiology. Along 

these lines, (Donahue et al., 2016) also showed significant differences in CVR response delays 

between a group of healthy subjects and a group of subjects with intracranial stenosis using simple 

respiratory challenges and cross correlation techniques. 

The main purpose of the present study is to investigate in detail the regional characteristics 

of dCVR in the human brain using spontaneous (resting-state) and hypercapnic step changes in 

CO2 (end-tidal forcing), and BOLD-fMRI. We initially conduct our analysis in larger, functionally 

defined ROIs that are possibly involved in the brainstem respiratory control network of the human 

brain (Pattinson et al., 2009), as well as in structurally defined ROIs. To this end, we use both 

linear and nonlinear models based on Laguerre function expansions and we show that the effects 

of CO2 on the BOLD signal are predominantly linear for both experimental conditions. 

Subsequently, we investigate the regional variability of dCVR over the entire scan field of view in 

a voxel-wise fashion. To achieve this, we construct a custom basis set based on Laguerre and 

gamma functions to achieve robust estimation using functional expansions that reduce the number 

of required free parameters (Marmarelis, 2004), and we estimate voxel-specific dCVR curves. We 

subsequently use the results to construct maps of key dCVR curve features such as total area, peak 

value, time-to-peak, and power, for each experimental condition, and we use the dCVR feature 

maps to perform statistical comparisons between the two experimental conditions. Finally, we 

perform clustering analysis on the estimated voxel-specific dCVR curves to identify brain regions 

with similar dCVR characteristics. Our results suggest that it is possible to obtain reliable dCVR 

estimates from spontaneous fluctuations using the proposed methodology. The spontaneous and 

forcing dCVR curves overall exhibit similar characteristics; however, regionally specific 
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differences that are protocol-specific are also revealed. Finally, the clustering analysis suggests the 

existence of several different dCVR shapes with considerably different characteristics that are 

correlated to different major brain anatomical structures. 

Methods 

Experimental methods 

This work is an extended analysis of the experimental data presented in (Pattinson et al., 

2009). 12 right-handed healthy volunteers aged 32 ± 5 years (3 female) participated in this study 

after giving written informed consent in accordance with the Oxfordshire Clinical Research Ethics 

committee. 

Respiratory protocol 

During scanning sessions, subjects were fitted with a facemask (Hans Rudolph, Kansas 

City, MO, USA) attached to a breathing system, which delivered mixtures of air, O2, and CO2. 

Continuous recordings of tidal CO2 and O2 (CD-3A and S-3A; AEI Technologies, Pittsburgh, PA, 

USA), respiratory volume (VMM-400, Interface Associates, Laguna Niguel, CA, USA) and 

oxygen saturations (9500 Multigas Monitor, MR Equipment Corp., NY, USA), were acquired. It 

has been suggested that the end-tidal partial pressure of CO2 (PETCO2) is a suitable surrogate for 

PaCO2, and therefore, PETCO2 can be used as the stimulus for CBF (Hoskins, 1990; Mark et al., 

2011; Robbins et al., 1990; Wise et al., 2004).  

The study was divided into two parts. The first part of the study was a resting-state 

experiment. In the second part of the study, PETCO2 and PETO2 were targeted using dynamic 

end-tidal forcing (DEF) (Robbins et al., 1982). The CO2 challenges were delivered via a computer 

controlled gas mixing system (Wise et al., 2007). The CO2 challenges were designed to raise the 

subjects’ PETCO2 by either 2 or 4 mmHg above a baseline level maintained at 1 mmHg above 

their natural PETCO2. Representative PETCO2 time series during both conditions are shown in 

Figure 3.1. 

BOLD imaging 

Two thousand seven hundred T2* weighted echo planar imaging (EPI) volumes were 

acquired on a Siemens Trio 3T scanner. Sequence parameters: TR/TE =  1000/30 ms 
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(Repetition/Echo Time), Voxel size =  2.5 × 2.5 × 2.5 mm3, 16 slices, Slice thickness = 3 mm, 

Field of View (FOV) =  160 × 160 mm, Flip Angle (FA) =  70°, Acquisition matrix =

 64 ×  64 (RO × PE), Bandwidth =  1954 Hz/Px. 

The scan field of view was chosen in the original study (Pattinson et al., 2009) aiming to 

enhance imaging of the brainstem and the noninvasive imaging of human respiratory centers. It 

comprised 16 oblique coronal slices of the brainstem. The coronal-oblique sequence parameters 

used were selected based on pilot studies as they yielded less distortion compared to axial 

acquisitions and reliable images of the whole brainstem extending rostrally to the putamen, and 

thalamus. The cortical area above the corpus collosum was excluded from the scanning field for 

two reasons: (i) there was an inconsistent overlap in cortical areas between subjects, therefore, the 

remaining area was small, and (ii) there was some image contamination (MRI wrapping) from the 

brainstem. 

Although the study was divided in two parts, scanning was continuous. The first 1130 

images (18 minutes, 50 seconds) comprised the normal breathing (resting state) experiment. The 

duration of the first part of the study was determined based upon (Wise et al., 2004), but was 

prolonged to account for the lower SNR in the brainstem. The final 1530 images (25 minutes, 30 

seconds) comprised the CO2 stimulation experiment. The duration of the second part was 

Figure 3.1. Example of changes in PETCO2 and BOLD in one representative subject. Left 

panels: resting breathing, Right panels: CO2 challenges. The bottom panels show the PETCO2 

traces along the corresponding (unshifted) BOLD traces. 
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determined by adaptation of a similar CO2 challenge protocol (Pedersen et al., 1999) for use in the 

MRI scanner. A high resolution T1-weighted structural scan (voxel size 1 × 1 × 1 mm3) was also 

acquired to aid registration to a common stereotactic space of reference. 

Despite the fact that the BOLD images were collected in a limited field of view, the 

examined dataset is particularly suitable for modelling the dynamic effects of CVR on the BOLD 

fMRI signal, as image acquisition was rapid (TR=1s) and a large number of volumes was acquired. 

Importantly, the dataset includes implementation of a carefully designed forcing protocol that 

consists of a multi-frequency binary sequence for PETCO2 that was specifically devised to spread 

its power in the frequency domain for maximally stimulating both the central and peripheral 

chemoreceptor (Pedersen et al., 1999). This makes it ideal for the analyses performed here – 

including comparison of the obtained dCVR curves between forcing and resting data, as the 

PETCO2 spectrum exhibited a similar form during both conditions.  

Data analysis 

Data preprocessing 

The basic pre-statistical analysis of the data was carried out using FSL (FMRIB, Oxford, 

UK (Jenkinson et al., 2012)), as has been previously described in (Pattinson et al., 2009). In brief, 

pre-processing of the BOLD images included spatial smoothing by using a Gaussian kernel of 

3.5 mm FWHM, high-pass temporal filtering, motion realignment, registration with T1-weighted 

anatomic images, and normalization to the Montreal Neurological Institute (MNI)-152 template 

space, with resolution of 2 × 2 × 2 mm3. Furthermore, functional ROIs were obtained in the MNI 

space, corresponding to areas that revealed increased activity in response to the hypercapnic CO2 

challenges (rostral dorsal pons (Kölliker-Fuse / parabrachial nucleus), left ventral posterior lateral 

nucleus of the thalamus, left ventrolateral and left ventroanterior nuclei of the thalamus). Also, 

structural ROIs were defined in areas that were not found to be significantly activated in response 

to CO2 challenges (cerebellum, cingulate gyrus, temporal fusiform cortex, and hippocampus 

(Pattinson et al., 2009)). 

The recorded PETCO2 time series were shifted by 3 seconds, to account for the time it 

takes for the blood to travel from the lungs to the brain tissue. Also, the time-to-peak values of the 

two basis functions employed in our analysis (see section Mathematical modelling below), which 
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reflects the delay of the response of the vasculature to changes in PaCO2, are 4.3 and 9.4 seconds, 

respectively. Therefore, the range of total delay between the PETCO2 and BOLD times-series 

assumed in our analysis is in a broad agreement with other studies in the literature (Murphy et al., 

2011; Panerai et al., 2000; Poulin et al., 1996; Wise et al., 2004). 

Mathematical modelling  

Dynamic CO2 reactivity was assessed using linear (impulse response) and non-linear 

(Volterra kernel) models. In this context, we employed the discrete time Volterra Model (DVM) 

for a Q-th order non-linear system, which is given by  

y(n) = ∑ ∑ … ∑ kq(m1, … , mq)x(n − m1) … x(n − mq)

mqm1

Q

q=0

,                         (3.1) 

where y(n) denotes the output (i.e. %BOLD change) and x(n) the input (i.e. PETCO2 change) 

of the system at time n, respectively, kq(m1, … , mq) denotes the q-th order Volterra kernel of 

the system, and Q denotes the model order. 

When Q = 1, the right-hand side of (3.1) reduces to the convolution between the input and 

the first order Volterra kernel, k1(m1), which corresponds to the impulse response of a linear 

system describing the linear effect of the past input values on the output. Similarly, when Q = 2, 

in addition to the linear term, the right-hand side of (3.1) consists of a nonlinear term that 

corresponds to the nonlinear second-order convolution between the input and the second order 

Volterra kernel, k2(m1, m2), which describes the effect of pairwise interactions (products) of past 

input values on the output. 

The Volterra kernels can be estimated efficiently from the input-output data using a 

functional expansion technique in terms of an orthonormal basis set (Marmarelis, 1993), which is 

given by 

kq(m1, … , mq) = ∑ … ∑ cj1…jq
bj1

(m1) … bjq
(mq)

L

jq=jq−1

,                              

L

j1=0

(3.2) 

where {bj(m); j = 0, … , L; m = 0, … , M} is a set of L + 1 orthonormal basis functions, cj is the 

unknown expansion coefficient of the j-th order basis function, and M the memory of the system. 

Combining (3.1) and (3.2), the DVM can be re-expressed in a compact matrix form as 

𝐲 = 𝐕𝐜 + 𝛆,                                                                        (3.3) 
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where 𝐕 denotes a matrix the values of which are convolutions of the input with the basis functions. 

The vector 𝐜 of the unknown expansion coefficients can be estimated using ordinary least squares 

𝐜̂𝐋𝐒𝐄 = [𝐕𝐓𝐕]−𝟏𝐕𝐓𝐲.                                                              (3.4) 

A critical issue arising in the application of the functional expansion technique is the proper 

choice of the basis set, as it may considerably influence the final estimates. In this work, dCVR 

was initially investigated within large ROIs using the first (Q = 1) and second (Q = 2) order 

DVM, where the unknown values of the Volterra kernels were estimated by employing a set of 

Laguerre basis functions. The Laguerre basis has been extensively used in the literature, 

particularly in the case of physiological systems, as they constitute a complete set in [0, ) and 

they exhibit exponentially decaying behavior, which makes them a suitable choice for modeling 

causal, finite-memory systems (Marmarelis, 2004). The j-th order discrete time Laguerre function 

is given by   

bj(m) = α(m−1)/2(1 − α)1/2 ∑(−1)k (
m
k

) (
j
k

)

L

k=0

αj−k(1 − α)k,                          (3.5) 

where α (0 < α < 1) is a parameter that determines the rate of exponential decline of these 

functions, with larger values corresponding to slower decay. 

The values for the model order (Q) and number of Laguerre functions (L) used in the 

model, and the parameter α were selected based on model performance, which was assessed in 

terms of the normalized mean squared error (NMSE) between the measured output (i.e. %BOLD 

change) and the model prediction given by (3.1). To prevent overfitting, particularly in the case of 

normal breathing (resting state) BOLD measurements where the SNR is considerably lower, the 

range for L and α were selected to be 2 < L < 6, and 0 < α < 0.6 respectively. The comparison 

of the NMSE values suggested that the dynamic relation between CO2 and BOLD is mainly linear 

(i.e. Q = 1), for both experimental conditions (p-values are shown in Table 1). Therefore, in the 

following, we present results obtained using linear (impulse response) dynamic models. 

Our main purpose was to estimate dCVR curves at single voxels, where the SNR is lower. 

To this end, we constructed a custom, reduced basis set based on gamma density functions, which 

have been widely used to model the hemodynamic response function (HRF) (K. J. Friston et al., 

1998). We considered gamma pdfs as described in (Hossein-Zadeh et al., 2003; Knuth et al., 2001) 

given by  
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h(t; τ, σ) = { exp{−t√σ ∙ τ} (
e ∙ t

τ
)

√τ/σ

, t ≥ 0

0                                              , t < 0

                                         (3.6) 

where τ and σ determine the location of the peak and width, respectively. Guided by the range of 

linear (impulse response) dynamics between PETCO2 and BOLD that were initially estimated in 

the larger ROIs using the Laguerre basis functions, we constructed an extended set of gamma 

functions by varying τ and σ to span the entire range of the CVR dynamics observed in different 

brain regions (Figure 3.2 – top panel). Subsequently, we applied singular value decomposition 

(SVD) on this extended set to obtain a reduced set of orthonormal functions that account for the 

major fraction of the variability in this set. The results yielded two singular vectors (Figure 3.2 – 

bottom panel), as it was found that the two absolutely largest singular values accounted for more 

than 90% of the extended set variability.  

For both the ROI and voxel-specific analyses, the dCVR curve estimates were obtained 

using equations (3.1)-(3.4) along with the set of two functions of Figure 3.2 (bottom panel). For 

the voxel-specific analysis, we constructed maps of the key features of the voxel-specific dCVR, 

such as area, peak and time-to-peak values, which illustrate the variability of dCVR across the 

brain. The area of the dCVR curve corresponds to the steady state CVR value that is typically used 

as an index of CO2 reactivity in the literature (e.g. Yezhuvath et al. 2009). The peak value 

describes the maximum instantaneous CO2 reactivity. The power corresponds to the dCVR curve 

sum-of-squares, and the time-to-peak corresponds to the time lag of the maximum instantaneous 

CO2 reactivity and may be used to assess how fast a particular voxel/ROI responds to CO2 

changes. 

In addition, we also performed cluster analysis on the shape of the voxel-wise dCVRs, 

using unsupervised clustering (k-means) along with the silhouette criterion for selecting the 

optimal number of clusters in each case (Kaufman et al., 2005; Rousseeuw, 1987). To perform 

clustering, the values of the dCVR estimates were normalized to a unit energy function with respect 

to the sum of squares of all time points (Orban et al., 2014).  
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Figure 3.2. (top panel) Extended set of gamma basis functions. The location of the peak and the 

memory of each function were varied in accordance to the dCVR curves obtained with the 

Laguerre basis in large functionally and structurally defined ROIs. (bottom panel) Reduced set 

of orthonormal functions, which account for 90% of the variance of the extended set, produced 

using singular value decomposition. The two orthonormal functions forming the reduced set 

were used as basis functions in (3.2) for modeling dCVR. 
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Results 

ROI analysis 

Table 3.1 illustrates the p-values of the Kruskal-Wallis nonparametric one-way ANOVA 

test between the NMSE values from all subjects achieved by linear and non-linear models, using 

the DVM with Q = 1, and Q = 2, respectively, for different ROIs. Both models were identified 

using the functional expansion technique along with the Laguerre basis. In this context, the null 

hypothesis was that the NMSE values obtained from both models originate from the same 

distribution. The p-values suggest that we could not reject the null hypothesis, implying that the 

Table 3.1. The p-values corresponding to the statistical comparison between the NMSE 

values achieved by a linear (Q=1) and non-linear (Q=2) DVM, in different ROIs. 

Statistical comparisons were performed using the Kruskal-Wallis nonparametric one-

way ANOVA test. 

BRAIN REGION DEF NB 

   

KF/PB 0.86 0.86 

AV 0.27 0.53 

VL 0.49 0.45 

VPLs 0.53 0.82 

CB 0.42 0.86 

TFus 0.45 0.53 

CG 0.39 0.45 

HIPP 0.60 0.82 

 

Condition names: dynamic end-tidal forcing (DEF), normal breathing (NB).  

ROI names:  Kölliker-Fuse / parabrachial group (KF/PB), Anteroventral thalamic 

nucleus (AV), Ventrolateral thalamic nucleus (VL), Ventral posterior lateral thalamic 

nucleus (VPL), Cerebellum (CB), Temporal fusiform cortex (TFus), Cingulate gyrus 

(CG), Hippocampus (HIPP) 
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dynamic relation between PETCO2 and %BOLD is predominantly linear for both experimental 

conditions.  

Representative dCVR curves within different ROIs from one individual subject are shown 

in Figure 3.3. The initial part of the dCVR curves suggests a similar response to spontaneous and 

externally induced larger CO2 changes; however, the curves corresponding to resting conditions 

exhibited a more pronounced late undershoot, which is largely absent from the forcing curves (see 

also the voxel-wise results below). Similar dCVR curve shapes under forcing and resting 

conditions were observed at the group level as well (Figure 3.4). Representative model output 

predictions achieved using the gamma and Laguerre basis sets for the left anteroventral nucleus of 

the thalamus functional ROI under end-tidal forcing and normal breathing (resting state) 

conditions are illustrated in Figure 3.5. The gamma and Laguerre models yielded similar model 

Figure 3.3. Dynamic cerebrovascular reactivity (dCVR) curves in different anatomically and 

functionally defined ROIs during forcing (left panel) and resting (right panel) conditions, 

obtained using the reduced gamma function basis set (Figure 3.2 – bottom panel). The regional 

variability of dCVR in amplitude and time-to-peak within the same condition, as well as the 

overall different dCVR shape between the two conditions are evident. Specifically, the 

undershoot observed during normal breathing is absent during forcing conditions.  
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predictions, explaining a large fraction of the slower variations in the BOLD signal during end-

tidal forcing and normal breathing. 

The estimated dCVR curves in the selected ROIs varied significantly across subjects, with 

respect to their area and time-to-peak values (Figure 3.6). For all functional and structural ROIs, 

the area and time-to-peak values of the forcing dCVR curve estimates were found to be 

significantly larger than those under resting conditions. During forcing conditions, structural ROIs 

exhibited overall larger time-to-peak values compared to functional ROIs, with some differences 

being statistically significant. In particular, the time-to-peak values of the cerebellum (CB) and 

temporal fusiform (TFus) cortex were significantly larger to those of the left anteroventral (LAV), 

left ventrolateral (LVL), and left ventral posterior lateral (LVPL) thalamic nuclei (Figure 3.6; 

bottom left panel). Also, under forcing conditions, both functional (LAV) and structural (cingulate 

gyrus (CG)) ROIs exhibited significantly larger area values compared to other ROIs, including the 

Kolliker-Fuse parabrachial group (KF/PB), LVL, LVPL, TFus, and hippocampus (HIPP) (Figure 

3.6; top left panel). 

 



 

  

Figure 3.4. Average dCVR curves within each ROI across subjects. The red curve corresponds to the mean dCVR curve across all subjects. 

The blue shaded area corresponds to the standard deviation of the dCVR curve across subjects. Similarly to the individual subject results 

shown in Figure 3.3, the average dCVR curves across subjects reveal that the undershoot observed during normal breathing is largely absent 

during forcing conditions. 



 

 

 

Figure 3.5. Representative gamma and Laguerre model output predictions for the left 

anteroventral nucleus of the thalamus functional ROI during end-tidal forcing (top panel) and 

resting breathing (bottom panel) conditions. The gamma and Laguerre models yielded similar 

model predictions, which explained a large fraction of the slow variations in the BOLD signal 

during end-tidal forcing and normal breathing (resting state conditions). 



 

 

 

 

 

 

Figure 3.6. Box plots of dCVR area and time-to-peak values obtained from the ROI analysis 

across all subjects, under forcing (left column) and normal breathing (right column) conditions. 

The red horizontal bars and black circles represent median and mean values, respectively. Under 

forcing conditions, the LAV and CG exhibited significantly higher area values compared to the 

KF/PB, LVL, LVPL, TFus, and HIPP ROIs (top left panel: *, † - p < 0.05; Kruskal-Wallis 

nonparametric one-way ANOVA test). Also, the CB, and TFus exhibited significantly higher 

time-to-peak values compared to the LAV, LVL, and LVPL ROIs (bottom left panel: * - p < 

0.05). No significant differences between the area and time-to-peak values of any ROIs were 

observed during resting conditions. The forcing dCVR area and time-to-peak values across all 

subjects were found to be larger compared to their resting dCVR counterparts for all ROIs (left 

panels: ⬥ - p < 0.05). KF/PB: Kolliker-Fuse parabrachial group, LAV: left anteroventral 

thalamus, LVL: left ventrolateral thalamus, LVPL: left ventral posterior lateral thalamus, CB: 

cerebellum, TFus: temporal fusiform cortex, CG: cingulate gyrus, HIPP: hippocampus. 



 

 
 

Figure 3.7. Average regional maps across subjects of voxel-specific dCVR features during end-

tidal forcing (left column) and normal breathing (right column) conditions superimposed on the 

MNI 152 standard template. First row (a,b): dCVR area. This feature corresponds to the steady-

state CVR value. Second row (c,d): dCVR time-to-peak. This feature corresponds to the time lag 

of the maximum instantaneous effect of CO2 on the BOLD signal. Third row (e,f): Peak dCVR 

value. This feature corresponds to the maximum instantaneous effect of CO2 on the BOLD signal. 

Fourth row (g,h): dCVR power values. This feature corresponds to the dCVR curve sum-of-squares. 

Under forcing conditions, the area, peak and power maps exhibit similar patterns of feature 

variability across different brain regions, revealing increased sensitivity to CO2 challenges in areas 

such as the brainstem, thalamus and cerebral cortex. Under resting conditions, the area maps exhibit 

lower area values possibly due to the late undershoot of the dCVR curve, which decreases its area. 

WM is generally less sensitive to the CO2 challenges compared to GM, with periventricular WM 

regions exhibiting the lowest sensitivity. The time-to-peak maps show that the timing of the 

maximum instantaneous peak value of dCVR is slower during forcing conditions, suggesting that 

CO2 reactivity to larger CO2 challenges is slower compared to spontaneous fluctuations.  
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Figure 3.8. One-way, nonparametric statistical comparisons (permutation paired test (A. M. Winkler et 

al., 2014)) of the dCVR feature values at each voxel between end-tidal forcing and resting conditions, 

after registration of the individual feature maps to the MNI standard space. The overlapping area scanned 

across subjects is shown in lighter gray scale. In all cases the voxels corresponding to significantly 

different feature values (p<0.001) between end-tidal forcing versus resting conditions are colored. All p-

values were corrected using the TFCE method (Smith and Nichols, 2009). Upper panel: dCVR area. 

Lower panel: dCVR time-to-peak. The comparisons of the area maps (upper panel) show significant 

differences in the left anterior nuclei, and the left ventral posterior lateral nuclei of the thalamus. They 

also revealed increased sensitivity in the pons and the putamen. In contrast, the comparison of the time-

to-peak maps (lower panel) revealed significant differences in cortical regions, including the insular and 

temporal fusiform cortices. Note that no areas exhibiting significantly larger dCVR area and time-to-

peak values during resting fluctuations, as compared to forcing conditions, were detected. 



 

 

Voxel-wise analysis 

Average maps across subjects of voxel-specific features extracted from the corresponding 

dCVR curves are shown in Figure 3.7. The extracted features include area (steady-state CVR), 

time-to-peak, peak, and power. The area maps obtained under forcing conditions generally exhibit 

higher intensity values compared to the maps obtained under resting conditions. Overall, 

subcortical structures such as the thalamus and the brainstem, as well as regions in the cerebral 

cortex show increased sensitivity to CO2 challenges. In contrast, WM shows lower sensitivity 

under both forcing and resting conditions. Under forcing conditions, periventricular WM regions 

exhibit considerably smaller steady-state CVR values (Figure 3.7a). The time-to-peak maps, in 

which lower intensity values correspond to faster response, show that for many regions in the brain 

the timing of the maximum instantaneous amplitude of dCVR is generally slower during forcing 

conditions (Figure 3.7c-d). 

One-way, nonparametric statistical comparisons between the dCVR feature maps obtained 

under end-tidal forcing and resting conditions are shown in Figure 3.8. The results reveal 

significant differences (pTFCE < 0.001) in the anterior and ventral posterior lateral nuclei of the 

thalamus, the left caudate, the left and right putamen, and the pons. In contrast, the comparison of 

the time-to-peak maps revealed significant differences (pTFCE < 0.001) mostly in cortical regions, 

including the insular and temporal fusiform cortices. No significant differences were detected for 

the voxel-wise dCVR peak and power values. Also, no areas yielded significantly larger values for 

any of the features (area, time-to-peak, peak, power) during resting fluctuations compared to CO2 

challenges.  

Clustering analysis  

Table S1 in the Appendix 1 illustrates the number of clusters that resulted from the 

classification analysis of the dCVR curve shapes. For all subjects, the optimal number of clusters 

varied between four and five. Figure 3.9 shows the mean dCVR curve of each cluster that resulted 

from the clustering analysis of voxel-specific dCVR curves obtained from a representative subject. 

The cluster indices were selected so that mean dCVR curves that are overall more negative 

correspond to a smaller index values whereas mean dCVR curves that are overall more positive 
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correspond to greater index values. Tables S1-4 and S1-5 in the Appendix 1 show the predominant 

dCVR cluster in the ROIs, which is defined as the cluster with the highest percentage of voxels 

within each ROI. Under forcing conditions, the vast majority of the ROI voxels was classified into 

the cluster with the highest cluster index value (4 or 5). This implies that the predominant dCVR 

curve was unimodal and positive. This result was highly reproducible across subjects. On the other 

hand, under resting conditions, most of the ROI voxels were classified into cluster 3 (see Figure 

3.9). The predominant dCVR cluster curve in this case was bimodal, consisting of a large overshoot 

followed by a late, smaller undershoot. However, in the latter case the dominant dCVR cluster in 

each ROI was found to be less consistent across subjects as compared to forcing conditions, 

possibly due to the lower SNR.  

During end-tidal forcing (Figure 3.10), the majority of GM voxel-specific dCVR responses 

to step CO2 challenges were classified into cluster 5. In WM, while most of the voxel-specific 

Figure. 3.9. Mean dCVR curves of clusters obtained using k-means clustering and the 

silhouette criterion for selecting the optimal number of classes of voxel-specific dCVR 

curves obtained from a representative subject. Left panel: End-tidal forcing. Right 

panel: normal breathing. The cluster indices were selected so that mean dCVR curves 

that are overall more negative correspond to a smaller index values, whereas mean 

dCVR curves that are overall more positive correspond to larger index values. 
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dCVR responses were classified into cluster 5, the number of voxels classified into cluster 2 was 

higher compared to GM. This suggests that WM has more voxels responding with an initial 

undershoot to step CO2 challenges compared to GM. This effect is more pronounced in CSF-rich 

regions, where, in comparison to GM, the number of voxel-specific dCVR curves classified into 

cluster 5 was found to be lower and the number of voxel-specific dCVR curves classified into 

clusters 1-3 was found to be higher. During normal breathing (Fig 3.11), on the other hand, the 

largest proportion of voxel-specific responses were classified into cluster 3, which corresponds to 

dCVR curve shapes characterized by an early overshoot followed by a late undershoot. This 

explains the form of the dCVR shapes obtained for larger ROIs shown in Figure 3.3. 

The reproducibility of the spatial distribution of each dCVR cluster across subjects during 

each condition is shown in Figure 3.12. Spatial comparison of dCVR clusters across subjects 

requires an equal number of clusters for all subjects. As the optimal number of clusters identified 

across subjects and experimental conditions (resting/forcing) varied between 4 and 5 (Table S1 in 

the Appendix 1), clusters with high inter-cluster similarity were merged together to form 4 dCVR 

curve clusters for all subjects and experimental conditions. The inter-cluster similarity between the 

dCVR clusters was evaluated in terms of the pointwise Euclidean distance between the centroid 

(mean dCVR curve) of each cluster. This resulted into clusters 4 and 5 being merged together in 

all cases, as their mean dCVR curves were found to be the most similar among all clusters. 

Representative cluster means are shown in Figure S1-1 in the Appendix 1. Figure 3.12 shows the 

voxels (MNI space) that were assigned to the same cluster in at least 6 subjects. For most subjects, 

under forcing conditions the vast majority of voxels was classified into cluster 4. Also, voxels in 

periventricular regions were consistently classified into cluster 2, while ventricular voxels were 

classified into cluster 1. On the other hand, under resting conditions the vast majority of voxels 

was classified into cluster 3 for most subjects. 
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Figure 3.10 (next page). Representative maps of the cluster spatial distribution within the GM, WM, 

and CSF anatomical ROIs as well as the entire brain volume for 3 representative subjects during end-

tidal forcing conditions. The three representative subjects are shown in (a), (b) and (c) respectively. 

Smaller cluster index values correspond to more negative dCVR curve shapes, whereas higher index 

values correspond to more positive dCVR curve shapes. Representative dCVR cluster means are 

shown in Figure 3.9(a). The histogram below each anatomical ROI map displays the distribution of 

ROI voxels into the clusters formed after application of the clustering analysis. The histograms were 

normalized with respect to the total number of voxels in each anatomical ROI. The percentage of 

voxels falling in each cluster for each representative subject is given in Table S1-2 in the 

supplementary material. The vast majority of voxels in GM were classified in cluster 5. Similarly, the 

majority of voxels in WM were classified in cluster 5; however, the proportion of voxels classified 

into cluster 2 was increased compared to GM. In CSF regions, the proportion of voxels classified in 

cluster 5 was decreased compared to GM and WM, whereas the proportion of voxels classified in 

clusters 1-3 was increased. 

 

 



 

 

Figure 3.10 (see caption in the previous page) 



 

 

 

 

 

 

 

 

Figure 3.11 (see caption in the next page) 
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Figure 3.11 (previous page). Representative maps of the cluster spatial distribution within the GM, 

WM, and CSF anatomical ROIs as well as the entire brain volume for 3 representative subjects during 

normal breathing (resting state) conditions. The three representative subjects are shown in (a), (b) 

and (c) respectively. Smaller cluster index values correspond to more positive dCVR curve shapes, 

whereas higher index values correspond to more positive dCVR curve shapes. Representative dCVR 

cluster means are shown in Figure 3.9(b). The histogram below each anatomical ROI map displays 

the distribution of ROI voxels into the clusters formed after application of the clustering analysis. 

The histograms were normalized with respect to the total number of voxels in each anatomical 

structure. The percentage of voxels falling in each cluster for each representative subject is given in 

Table S1-3 in the supplementary material. The vast majority of voxels in all structures were classified 

into cluster 3, which corresponds to dCVR curve shapes characterized by an early overshoot followed 

by a late undershoot. 

 

Figure 3.12 (next page). Reproducibility of the spatial distribution of each dCVR cluster during end-

tidal forcing (a) and normal breathing (b) conditions. The voxels (MNI space) that were assigned in 

the same cluster for at least 6 subjects are shown. Smaller cluster index values correspond to more 

negative dCVR curve shapes, whereas higher index values correspond to more positive dCVR curve 

shapes. Representative cluster means are shown in Figure S1-1 in the supplementary material. Under 

forcing conditions, the vast majority of voxels was consistently (across subjects) classified into 

cluster 4, which corresponds to unimodal curves with a large positive overshoot , for most subjects. 

Voxels in periventricular regions were consistently classified into cluster 2, which corresponds to 

bimodal curves with a large negative undershoot followed by a small positive overshoot, for most 

subjects. Ventricular voxels were classified into cluster 1, which corresponds to unimodal curves 

with a large negative undershoot, for most subjects. On the other hand, under resting conditions the 

vast majority of voxels was consistently classified in cluster 3, which is characterized by a large 

overshoot followed by a late undershoot, for most subjects. 

 



 

 

Figure 3.12 (see caption in the previous page) 



 

 

Discussion 

We investigated the regional variability of dCVR by modeling the dynamic interactions 

between CO2 and BOLD in healthy subjects during resting conditions and hypercapnic step 

changes induced by dynamic end-tidal forcing. To this end, we employed an efficient systems 

identification technique (functional expansions) to obtain estimates of dCVR curves within single 

voxels over the entire scan field of view, and larger ROIs possibly involved in the brainstem 

respiratory control network, whereby we constructed a custom basis set by using the Laguerre and 

gamma basis sets (see section Methods above). Based on this, we demonstrated that dCVR exhibits 

significant regional variability both with respect to its particular features (Figure 3.7), as well as 

with respect to its shape (Figs. 3.10-3.12), which suggest the dynamic effect of CO2 on the BOLD 

signal strongly depends on brain region and experimental condition. Our results suggest that the 

proposed methodology yields robust dCVR estimates in single voxels even during resting 

conditions, despite the low SNR associated with the latter. This has important implications, as it 

suggests that it is feasible to obtain reliable dCVR curve estimates without the need of externally 

induced stimuli (end-tidal/prospective forcing, controlled breathing).  

This line of research yields promise, including the clinical setting, as it may lead to 

protocols which are easier to implement and applicable to a potentially wider class of patient 

populations with disorders associated with cerebrovascular dysfunction. Such disorders include 

arterial stenosis (Mandell et al., 2008b) and occlusion (Jill B De Vis et al., 2015), enhanced risk 

of stroke (Gur et al., 1996; Markus, 2001; Silvestrini et al., 2000), steno-occlusive diseases such 

as Moyamoya disease (Donahue et al., 2013; Mikulis et al., 2005), small-vessel diseases (Conklin 

et al., 2011, 2010) and Alzheimer’s disease (Marmarelis et al., 2016, 2013; Silvestrini et al., 2011). 

Beyond cerebrovascular diseases, we speculate that modeling dCVR within structures involved in 

central chemoreception could provide valuable insight towards understanding and treating diseases 

associated with respiratory control. Altered chemoreception has been associated with obstructive 

sleep apnea (Kaw et al., 2009; Mokhlesi and Tulaimat, 2007; Wang et al., 2007), the central 

hypoventilation syndrome (Dubreuil et al., 2008; Guyenet et al., 2010; Shea et al., 1993), and 

multiple system atrophy (Benarroch et al., 2007; Gaig and Iranzo, 2012). Future research is 

required to test the clinical utility of these techniques, potentially in tandem with other 
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complimentary techniques to understand the human brainstem (Ezra et al., 2015; Faull et al., 2015; 

Faull and Pattinson, 2017; Vinet and Zhedanov, 2010). 

The resting-state dCVR late undershoot 

Our analysis revealed that under resting conditions the estimated dCVR curves exhibited a 

late undershoot that was absent during dynamic end-tidal forcing conditions (Figure 3.3). A 

potential explanation of this observation could be a reduction in compliance reserve associated 

with the raised mean PETCO2 baseline during CO2 challenges. This rise in mean PETCO2 was a 

result of both the increase in PETCO2 baseline by 1 mmHg above the subjects’ natural PETCO2 

needed for the system to function correctly, as well as the step CO2 challenges that were delivered 

to the subjects (see section Respiratory protocol above). Previous studies have shown that each 1 

mmHg increase or decrease in PaCO2 over the range of 20–60 mmHg produces a CBF change of 

same direction of approximately 1–2 ml/100 g/min, or 2.5% (Ide et al., 2003; Poulin et al., 1996). 

During forcing conditions, the recorded rise in mean PETCO2 was approximately 3.4 mmHg (due 

to the hypercapnic steps), which would increase mean CBF by approximately 7 to 16% (Pattinson 

et al., 2009).  

The reduction in compliance reserve caused by such an increase in mean PETCO2 can be 

described using the arteriolar compliance model of CBF response to a vasoactive stimulus 

developed in (Behzadi and Liu, 2005). Although this model was initially developed for neuronal 

inputs, its basic idea can be generalized to any input that triggers a vasoactive signaling cascade, 

such as CO2, without any loss of generality. CO2 is believed to contribute to the development of 

pH gradient across arteriolar walls, and both CO2 and pH regulate cerebrovascular contractility 

(Kontos et al., 1977a, 1977b; Lassen, 1968; Yoon et al., 2012). However, the precise molecular 

mechanisms regulating this chemosensitivity are still poorly understood. 

The arteriolar compliance model is an extension of the (Friston et al., 2000) linear feedback 

model of the CBF response to a vasoactive signal. According to the arteriolar compliance model, 

a vasoactive signal modulates arteriolar muscular compliance, which subsequently leads to 

changes in vessel radius and CBF. Total compliance is defined as the parallel combination of an 

active and a passive component. The active component represents smooth muscle, whereas the 

passive component represents connective tissue, such as basal lamina. This results in a non-linear 

relation between arteriolar radius, which depends on PaCO2, and smooth muscle compliance. A 
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key constituent term of the model is the feedback, which represents mechanisms that attempt to 

drive CBF back to baseline state shortly after the onset of the stimulus. Such mechanisms can be 

the action of stretch-mediated receptors in a vessel wall leading to vascular smooth muscle 

constriction. The feedback term is inversely related to baseline PaCO2. This results from the 

assumption of a non-linear relation between the radius and compliance of arterioles, and the 

mathematical derivation of the model. 

The reciprocal contribution of PaCO2 in the feedback term can be used to describe the late 

undershoot of dCVR curves obtained in our work under normal breathing conditions. Specifically, 

under normocapnia, the feedback term, which tends to drive CBF back to baseline levels shortly 

after the onset of the stimulus (spontaneous CO2 fluctuations), is stronger compared with CO2 

challenges. This stronger feedback term results in faster CBF response with a post-stimulus 

undershoot. On the other hand, during hypercapnic CO2 challenges, when mean PETCO2 is 

elevated compared to normal breathing, the feedback term is weaker. This results in a slower CBF 

response with minimal post-stimulus undershoot. These results were illustrated in (Behzadi and 

Liu, 2005) using realistic simulations and agree with the findings in our work, which show a late 

undershoot in the dCVR curves obtained under normal breathing conditions that is absent from 

dCVR curves obtained under forcing conditions. 

Variability of dCVR curve features across experimental conditions and brain regions 

Resting vs. forcing conditions - ROI analysis: The ROI analysis shown in Figure 3.6 

revealed significant differences (p < 0.05) between the dCVR curve area and time-to-peak values 

under end-tidal forcing versus normal breathing conditions. No significant differences were 

detected for the dCVR peak and power values between forcing/resting conditions. Moreover, these 

significant differences were found in one direction only. Specifically, no ROIs exhibiting larger 

dCVR area or time-to-peak values for resting breathing compared to end-tidal forcing conditions 

were found. The main reason for the dCVR area differences is that, under normal breathing 

conditions, the dCVR curves exhibited a late undershoot, which decreased the overall dCVR curve 

area. On the other hand, this late undershoot was absent from the dCVR curves obtained under 

forcing conditions. This is further supported by the dCVR area maps shown in Figure 3.7, where 

it can be seen that dCVR area is larger during forcing compared to resting conditions for almost 

all voxels, as well as the clustering results (Figs. 3.10, 3.11), which revealed that the dominant 



 

83 

dCVR clusters during forcing and resting conditions were unimodal (no undershoot) and bimodal, 

respectively. As a result, the area of the dCVR curves obtained under forcing conditions was found 

to be overall larger compared to resting conditions.  

The differences in the dCVR time-to-peak observed between the two conditions could also 

be explained by the elevated PaCO2 baseline and larger magnitude fluctuations that occurred under 

forcing conditions. According to the (Behzadi and Liu, 2005) arteriolar compliance model, under 

normal breathing conditions, whereby PaCO2 baseline is lower, the CBF response to a vasoactive 

stimulus resolves faster. In contrast, under hypercapnic conditions, whereby the mean PETCO2 

baseline was raised by approximately 3.4 mmHg with respect to resting conditions (see section 

The resting-state dCVR late undershoot above), the CBF response is overall slower. The large step 

CO2 increases induced during forcing conditions may also contribute to larger time-to-peak 

values, as the cerebral vasculature contracts more passively at elevated baseline states. Therefore, 

it may require more time to attain its maximum instantaneous responsivity to larger CO2 increases. 

In contrast, the dCVR peak and power values were not significantly different between 

dynamic end-tidal forcing and normal breathing conditions, implying that they were not affected 

significantly by the late undershoot observed under normal breathing. Specifically, the dCVR peak 

value reflects the maximum instantaneous dCVR response. It does not depend on the late 

undershoot, which, according to the (Behzadi and Liu, 2005) model, is associated with the baseline 

CBF state. On the other hand, the dCVR power is defined as the sum of squares of the dCVR curve 

values. In contrast to the dCVR area, for which the late undershoot observed under resting 

conditions tends to decrease its overall value, in the case of dCVR power the late undershoot does 

not change significantly the overall value compared to forcing conditions, as these values are 

squared when calculating dCVR power. 

Apart from significant differences in dCVR features between experimental conditions, our 

analysis also revealed significant differences in dCVR features between different ROIs within the 

same condition. Figure 3.6 shows that under CO2 challenges, both functional (left anteroventral 

thalamus (AV)) and structural (cingulate gyrus (CG)) ROIs exhibited significantly larger area 

values compared to other ROIs, including the Kolliker-Fuse parabrachial group (KF/PB), left 

ventrolateral thalamus (VL), left ventral posterior lateral thalamus (VPL), temporal fusiform 

cortex (TFus), and hippocampus (HIPP) (p < 0.05). No significant differences of area values were 

found between these ROIs under normal breathing conditions.  
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With regards to the observation that the left AV exhibited higher area values compared to 

the other functional thalamic ROIs (VL, and VPL), a potential hypothesis is that under forcing 

conditions there is a larger involvement of the AV nucleus in mediating sensory components of 

respiration to large cortical regions. This results in higher BOLD signal fluctuations in the AV 

nucleus compared to the VL and VPL nuclei. This hypothesis is supported by neuroimaging results 

suggesting that activity in the AV nucleus is more strongly connected with large cortical territories 

involved in processing of respiratory-related information, such as the frontal and anterior cingulate 

cortices, as compared to the VPL nucleus of the thalamus (Evans et al., 2002; McKay et al., 2003; 

Pattinson et al., 2009; Von Leupoldt et al., 2008). It is also supported by diffusion tractography 

results, which showed similar connectivity between the VL and VPL nuclei, but distinct 

connectivity profiles between these nuclei and the AV thalamic nucleus (Pattinson et al., 2009). It 

is interesting to note that, although the CG was not identified as one of the areas that showed 

significant activations to the external CO2 stimuli, it has been implicated in respiratory control due 

to its strong structural connections to the AV nuclei of the thalamus (Pattinson et al., 2009). We 

also note that the most important reason for which the CG was not found to be activated in both 

(Pattinson et al., 2009) and in our analysis (Figure 3.8), is perhaps statistical thresholding.  

The cerebellum (CB) and TFus exhibited significantly larger time-to-peak values 

compared to the left VL, left AV, and left VPL thalamic nuclei. We speculate that the faster 

response delay under forcing conditions of the latter respiratory-related, functionally-defined ROIs 

compared to the former structurally-defined ROIs could be associated with increased neuronal 

activity in response to CO2 challenges. 

Resting vs. forcing conditions - Voxel-wise analysis: The statistical comparisons of voxel-

specific dCVR area values between resting and end-tidal forcing conditions (Figure 3.8) revealed 

significant differences in the anterior and ventral posterior lateral nuclei of the thalamus, the left 

caudate, the left and right putamen, and the pons, in agreement with the ROI analysis and the 

voxel-wise results reported in (Pattinson et al., 2009). In the latter study, these differences were 

identified using standard fMRI voxel-wise analysis, i.e. convolving the CO2 stimuli with a 

standard curve and obtaining a regression coefficient for each voxel. This assumes that the 

dynamics of the BOLD response to CO2 changes are identical in all voxels except a scaling factor. 

As discussed in the same paper (e.g. Figure 3.3 in (Pattinson et al., 2009)), the obtained results 

reflect the slope of the BOLD-PETCO2 relationship. This is mainly due to that in voxels that are 
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activated, the SNR increases; therefore, linear correlations become stronger. In the present paper, 

we have applied a dynamic system-theoretical framework to study in detail the voxel-specific 

dynamics of the BOLD response to CO2 changes which are quantified by the corresponding dCVR 

curves. This provides richer information than the analysis presented in (Pattinson et al., 2009) as 

it allows e.g. for different curve shapes (unimodal/bimodal etc.) and time-to-peak values compared 

to using a uniform curve across the brain.  

Among several possible features that can be extracted from these curves, it was found that 

the area under the dCVR curve yielded statistically significant differences (permutation paired 

testing, TFCE correction) between forcing/resting conditions (Figure 3.8). Interestingly, the area 

of the dCVR curve is equivalent to the steady-state CVR response to a unit step change in PETCO2 

(steady-state step response in systems theory terminology), which also corresponds to the standard 

definition of CVR (Fierstra et al., 2013). The comparison of the voxel-specific dCVR time-to-peak 

values also revealed significant differences between the two experimental conditions (Figure 8). 

These differences were detected mainly in cortical regions, including the insular and temporal 

fusiform cortices. This implies that, in these regions, the relative time that the cerebral vasculature 

needs to attain its maximum instantaneous responsivity to changes in PaCO2 during forcing 

conditions is longer compared to resting conditions. It is known that in the presence of a 

hypercapnic stimulus, there is a larger CBF increase relative to baseline CBF in GM structures 

(especially cortical regions) compared to other structures (Ramsay et al., 1993; Rostrup et al., 

2000). As a result, the differences in dCVR time-to-peak between forcing versus resting conditions 

are larger in GM relative to other structures in the brain. 

Dissociating the contribution of neuronal activity and vascular reactivity on the BOLD 

signal using the data analyzed in this study (and in a more general context) is challenging, 

particularly during resting conditions, and lies beyond the scope of the present paper. It is worth 

noting, however, that significant differences in the BOLD response to externally induced CO2 step 

challenges compared to normal breathing that are observed in some brain regions, in addition to 

vascular reactivity, might be due to differences in neural activation (Pattinson et al., 2009). We 

speculate that these neural activation - induced changes in BOLD that occur in response to CO2 

challenges seem to be (perhaps unsurprisingly) reflected on features depending on the entire shape 

of the dCVR curve, such as total area, rather than individual measures that only depend on 

instantaneous values of the dCVR curve, such as peak value. This hypothesis is supported by the 
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results shown in Figs. 3.7-3.11. Specifically, while the increase in dCVR area values during forcing 

conditions is widespread over the entire FOV and is mostly due to the lack of an undershoot in the 

dCVR shapes (Figs. 3.7, 3.10-3.11), this increase was more pronounced and hence survived the 

permutation significance testing in the areas shown in Figure 3.8 (upper panel). These areas are 

similar to the areas identified in (Pattinson et al., 2009) as showing increased sensitivity to the 

external CO2 challenges, possibly due to activation of CO2 sensitive neurons. 

The dCVR curve shape and its relation to the underlying anatomy 

The clustering analysis of the voxel-wise dCVR estimates (Figs. 3.9-3.12) revealed that the 

dCVR shapes are distributed symmetrically across the brain. In the case of end-tidal forcing 

(Figure 3.10), the largest part of the brain WM and GM was assigned to clusters which 

corresponded to voxel-specific dCVR curves with more positive curve shapes. On the other hand, 

in the case of normal breathing (Figure 3.11), the prevalence of dCVR curve shapes exhibiting a 

late undershoot in the brain WM and GM was overall more widespread compared to end-tidal 

forcing.  

During hypercapnia, periventricular WM regions were found to exhibit negative steady-

state CVR values (Figure 3.7). Similar results were also reported in (Mandell et al., 2008a; 

Naganawa et al., 2002). In these works, the authors attributed this result to “vascular steal” effects. 

Negative CVR can be seen more clearly from the clustering of the voxel-specific dCVR curves in 

the brain WM, shown in Figure 3.13, where periventricular WM regions yielded dCVR curves that 

were classified into clusters characterized by prevalently negative dCVR curves (clusters 1 and 2) 

compared to the rest of the brain WM. Similarly, CSF-rich regions in the brain, such as the lateral 

ventricles, yielded a larger proportion of dCVR curves that were classified to clusters characterized 

by prevalently negative dCVR curves (clusters 1 and 2) compared to GM and WM, as shown by 

the histograms in Figure 3.10. This agrees with the findings of (Thomas et al., 2013), where the 

ventricular BOLD signal was found to be anti-correlated with hypercapnic step changes in CO2, 

which was attributed to CSF movement due to the large blood volume increase that occurs in 

response to the large hypercapnic CO2 step changes. 

During resting conditions, the clustering analysis revealed that voxel-specific dCVR curve 

shapes may be different compared to forcing conditions. Specifically, Figs. 3.10 and 3.11 show 

that the histogram of the cluster indices in each anatomical structure changes between forcing and 
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normal breathing conditions. Therefore, the dCVR curve shape of a particular voxel was found to 

be different between conditions. This suggests that although the underlying mechanism of 

vasodilation was found linear in the range of PETCO2 values examined in this study, it may 

respond differently to CO2 fluctuations during normal breathing compared to dynamic end-tidal 

forcing. We believe that the main reason for the different dCVR shapes is that each experimental 

condition is associated with a different operating point along the PaCO2-BOLD response curve 

(Tancredi and Hoge, 2013). Moreover, the fact that nonlinear models were not found to 

significantly outperform linear models implies that for the range of CO2 changes around the mean 

PaCO2/PETCO2 values examined in the present paper, a linear approximation around this 

operating point is sufficient. Specifically, during CO2 challenges, the recorded rise in mean 

PETCO2 was approximately 3.4 mmHg (Pattinson et al., 2009). This increment in mean PETCO2, 

in its turn, would result in an increase in mean CBF by approximately 7 to 16%. According to the 

arteriolar compliance model (Behzadi and Liu, 2005) this would have an effect of the shape of the 

dCVR curve suggesting that the dynamic linear model corresponding to each condition depends 

on the underlying baseline PaCO2 (see sections  The resting-state dCVR late undershoot, and 

Variability of dCVR curve features across experimental conditions and brain regions above). 

The clustering analysis was generally reproducible at the group level as shown in Figure 

3.12. However, the cluster spatial overlap reduced when considering more subjects. There are two 

main reasons for this: (i) the misregistration of the individual dCVR maps to the MNI space due 

to the partial scanning field used in this study, and (ii) the reduction of the number of dCVR 

Figure 3.13. Representative results of the clustering analysis in WM for three 

representative subjects (same subjects shown in Figs. 3.9 and 3.10). While most of the 

voxels were assigned to clusters 4 and 5, which are characterized by dCVR curves 

exhibiting a large overshoot, WM periventricular voxels were mainly classified in 

clusters which are characterized by dCVR curves exhibiting an initial undershoot. 
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clusters into 4 to allow comparisons across subjects, which may be suboptimal for some subjects. 

Overall, the cluster reproducibility is stronger for the forcing data, due to the higher SNR. 

However, we note that the difficulty related to registering the limited field of view data to the MNI 

space affected the reproducibility results. 

Similar clustering results were also reported in a recent work by (Champagne et al., 2017). 

In this work, the authors employed a novel protocol, which involved hyperoxic gas challenges, to 

obtain step hypercapnia-induced response delay maps calibrated for blood arrival time. The latter 

were combined with traditional CVR and (non-calibrated) hypercapnia-induced response delay 

maps to derive clusters of brain regions with distinct CBF characteristics. This analysis allowed 

the authors to define clusters of voxels with long temporal delays during hypercapnia either due to 

vascular morphology or dynamic blood flow redistribution. On the other hand, we performed 

clustering with respect to dCVR curve shapes and we did not explicitly measure the bolus arrival 

time. Therefore, direct comparison between the two clustering results is not straightforward. 

Nonetheless, some forcing dCVR curves revealed from our analysis (e.g. those with an initial 

undershoot followed by a larger overshoot) possibly reflect a delayed response to CO2 challenges 

as well. These shapes were mainly associated with cluster 2, which in most subjects overlaps with 

the voxel clusters with long hypercapnia-induced response delay in (Champagne et al., 2017). 

However, differentiation of possible causes for the longer temporal delays during CO2 challenges 

was not feasible using the data analyzed in our work and remains to be studied in future research. 

Study Limitations 

The aim of this study was to model the dynamic interactions between %BOLD signal and 

PaCO2. The data analyzed were collected in a previous study aiming to determine the human 

brainstem respiratory control network (Pattinson et al., 2009). The scanning field comprised 16 

oblique coronal slices optimized for imaging the brainstem in high temporal resolution. This 

restricted the aim of modeling of dCVR curves mainly in subcortical structures including the 

brainstem and the thalamus and did not allow extension of the analysis in some cortical regions 

that would enable comparisons across cortical lobes. Moreover, the limited scanning field made 

registration into a common stereotactic space challenging, which possibly affected the comparison 

of our results at the group level (Figure 3.8). Future work performed using a larger field of view 
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with higher contrast (e.g. (Faull et al., 2015, 2016; Pattinson et al., 2009)) would help overcome 

these limitations.  

During the experiment, subjects wore a face mask that was attached to a breathing system. 

The baseline of PETCO2 time-series acquired during the resting-state experiment were slightly 

higher (44.43 ± 2.09 mmHg) than what is typically reported in the literature (40-42 mmHg) 

possibly due to some small amount of rebreathing. However, this should not have affected the 

results as these baseline values were far from the hypercapnic range (> 50 mmHg). Also, in young 

healthy subjects, changes in PaCO2 and PaO2 are reflected closely in PETCO2 and PETO2, 

respectively (Hoskins, 1990; Mark et al., 2011; Robbins et al., 1990). Therefore, as the subjects 

who participated in this study were healthy and in the young- or mid-age range, we hypothesize 

that the gradient between PaCO2 (PaO2) and PETCO2 (PETO2) was constant. As dCVR estimates 

were obtained using variations of PETCO2 and BOLD around their mean values, this suggests that 

using PETCO2 was suitable for dCVR estimation in our particular subject group.  

Lastly, the respiratory protocol employed in the original study (Pattinson et al., 2009) 

included challenges raising PETCO2 up to 5 mm Hg above the subjects’ natural PETCO2. This 

hypercapnic range of PETCO2 is at the border between the linear and non-linear regions of the 

PETCO2-BOLD curve (Battisti-Charbonney et al., 2011; Halani et al., 2015; Tancredi and Hoge, 

2013), which may have resulted in the selection of linear dynamic models between PETCO2 and 

BOLD in our investigation. Therefore, further extension of the present work includes the analysis 

of data collected over a larger hypercapnic range of PETCO2 to investigate modeling of non-linear 

dCVR. 

Conclusion 

In this work, we used linear and non-linear models to investigative dynamic CO2 reactivity 

in the human brain during both resting breathing and hypercapnic externally induced step changes 

in CO2, using measurements from 12 healthy subjects. We initially investigated larger ROIs and 

concluded that in these regions dynamic CO2 reactivity is mainly linear, for both experimental 

conditions. Therefore, we rigorously investigated the regional variability of dynamic CO2 

reactivity in individual voxels over the entire scan field of view using linear models. In this context, 

we estimated voxel-specific dynamic CO2 reactivity curves, and we showed that the regional 

characteristics of these curves vary considerably across different brain regions, and that their shape 
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might be different under the two experimental conditions. Finally, we performed clustering 

analysis on the shapes of the estimated curves, which resulted into clusters of similar curve shapes 

that were distributed symmetrically across the brain. Our results suggest that it is feasible to obtain 

reliable estimates of dynamic cerebrovascular reactivity curves from resting-state data, which 

could allow the design of safer and easier to implement clinical protocols for the assessment of 

dCVR, which do not require external stimuli (e.g. hypercapnia), in any patient population. 
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Chapter IV 

Modeling the hemodynamic response function using motor task and eyes-open resting-state 

EEG-fMRI 

Preface 

Hemodynamic response refers to the cascade effect that leads to changes in cerebral blood 

flow- and thus to changes in BOLD-fMRI- locally in the brain in response to increases in neuronal 

activation. This process is essential for proper function of neurons, glia, and other cells of the brain 

tissue. Since BOLD-fMRI is an indirect measure of neuronal activity through the hemodynamic 

response, several studies pointed out that accurate region- and subject-specific models of the 

hemodynamic response are needed in order to obtain more accurate maps of brain activation and 

functional connectivity during both resting-state and task execution. In this chapter, we employ 

simultaneous EEG-fMRI data to evaluate the regional variability of the linear and nonlinear 

dynamic interactions between the instantaneous power of distributed oscillatory sources in 

different frequency bands estimated using source space analysis of the EEG data, with the 

contemporaneous changes in BOLD-fMRI. This technique allowed us to obtain more accurate 

estimates of the hemodynamic response function by combining the high temporal resolution of 

EEG, which provides direct measurements of neuronal activity, with the high spatial resolution of 

fMRI. 
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Abstract 

In this work, we investigate the regional characteristics of the dynamic interactions 

between oscillatory sources of ongoing neural activity and the corresponding changes in the BOLD 

signal using simultaneous EEG-fMRI measurements acquired during a motor task, as well as under 

resting conditions. We cast this problem within a system-theoretic framework, where we initially 

perform distributed EEG source space reconstruction and subsequently employ block-structured 

linear and non-linear models to predict the BOLD signal from the instantaneous power in narrow 

frequency bands of the local field potential (LFP) spectrum (<100 Hz). Our results suggest that the 

dynamics of the BOLD signal can be sufficiently described as the convolution between a linear 

combination of the power profile in individual frequency bands with a hemodynamic response 

function (HRF). During the motor task, BOLD signal variance was mainly explained by the EEG 

oscillations in the beta band. On the other hand, during resting-state all EEG bands exhibited 

significant contributions to BOLD signal variance. Moreover, the contributions of each band were 

found to be region specific. The results also revealed considerable variability of the HRF across 

different brain regions. Specifically, sensory-motor cortices exhibited positive HRF shapes, 

whereas parietal and occipital cortices exhibited negative HRF shapes under both experimental 

conditions.  

Introduction 

Over the last 30 years blood oxygen level dependent functional magnetic resonance 

imaging (BOLD-fMRI) (Ogawa et al., 1990a) has become the leading imaging technique for 

studying brain function and its organization into brain networks in both health and disease. 

Although most fMRI studies use BOLD contrast imaging to determine which parts of the brain are 

most active, it is only an indirect measure of neuronal activity through a series of complex events, 

which is collectively referred to as the hemodynamic response to neuronal activation (Buxton et 

al., 2004). Therefore, interpretation of fMRI data requires understanding of the underlying link 

between neuronal activity and the hemodynamic response. To this end, using intracranial 

electrophysiology (Logothetis et al., 2001) confirmed that BOLD fluctuations are associated with 

changes in neuronal activity, with higher correlations being observed with changes in the local 

field potentials (LFP) as compared to spiking activity. However, the physiology of the BOLD 
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signal and its exact association with oscillations in more narrow bands of the LFP spectrum is still 

poorly understood. 

At the macroscopic scale, simultaneous EEG-fMRI is a commonly used non-invasive 

technique for the study of the relationship between LFPs and subsequent changes in cerebral blood 

flow (CBF) (neurovascular coupling), which combines the excellent temporal resolution of EEG 

with the excellent spatial resolution of fMRI. Many different analysis methods have been proposed 

for EEG-fMRI data fusion for the study of human brain function (Abreu et al., 2018a; Jorge et al., 

2014). Typically, features extracted from raw EEG time-series are transformed using a static linear 

or non-linear transformation and subsequently convolved with a hemodynamic response function 

(HRF) to derive BOLD predictions. The accuracy of these predictions depends on both a proper 

transformation of the EEG features as well as the shape of the HRF. 

Two classes of EEG feature extraction algorithms are typically found in the literature. The 

first class of algorithms, which has been mainly employed in task-related studies, refers to 

detection of large scale neural events, such as evoked or event-related potentials in response to 

motor, sensory or cognitive stimuli (Bénar et al., 2007; Fuglø et al., 2012; Nguyen and Cunnington, 

2014; Wirsich et al., 2014), as well as epileptic discharges (Bagshaw et al., 2005; Bénar et al., 

2002; Murta et al., 2016; Thornton et al., 2010). The second class, which is the most widely used 

in the literature, refers to decomposition of the EEG data into bands of rhythmically sustained 

oscillations and extraction of the power profile of each band. 

Along these lines, early attempts to infer BOLD signal dynamics from features extracted 

from the EEG spectrum focused in the alpha band (8-12 Hz), particularly for the brain in the 

resting-state (de Munck et al., 2007; Goldman et al., 2002; Laufs et al., 2006, 2003), as well as 

other narrow bands of the LFP spectrum, such as the delta (2-4 Hz) (de Munck et al., 2009), theta 

(5-7 Hz) (Scheeringa et al., 2008), beta (15-30 Hz) (Laufs et al., 2006), and gamma band (30-80 

Hz) (Ebisch et al., 2005; Scheeringa et al., 2016, 2011). However, focusing on specific EEG 

frequency bands while disregarding the information from the others might result in less accurate 

BOLD signal predictions. Therefore, the importance of including multiple frequency bands in 

EEG-fMRI data fusion has been suggested in subsequent years (Bridwell et al., 2013; de Munck 

et al., 2009; Mantini et al., 2007; Tyvaert et al., 2008). Other studies pointed out the importance 

of using broadband EEG signal transformations, such as a linear combination of band-specific 

power values (Goense and Logothetis, 2008), total power (Wan et al., 2006), and root mean square 
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frequency (Kilner et al., 2005; M.J. Rosa et al., 2010). Higher non-linear or information theoretic 

transformations have been also suggested (Portnova et al., 2018).  

Most of the aforementioned studies performed EEG-fMRI data fusion after imposing 

constraints that allowed the authors to restrict their attention to a certain number of EEG sensors 

or in specific frequency bands. More recently, a number of studies proposed using data-driven 

techniques, such as spectral blind source separation (sBSS) or multiway decomposition to detect 

information hidden in the structure of both EEG and fMRI, without imposing any prior constraints 

with regards to the spatial, spectral, or temporal dimensions of the data (Bridwell et al., 2013; 

Marecek et al., 2016). This yielded a set of paired EEG spatial-spectral and fMRI spatial-temporal 

atoms to be derived blindly from the data, where each pair of atoms was associated with a distinct 

source of underlying neuronal activity. The detected pairs of spatial-spectral and spatial-temporal 

patterns were subsequently used to model the coupling between the two modalities using finite 

impulse response (FIR) analysis. This methodology was shown to improve BOLD signal 

prediction compared to other traditional fusion techniques using individual EEG frequency bands. 

However, while a finite number of active sources in the brain evoked during task execution might 

be reasonable assumption, this might not be the case for the resting-state. 

In this work, we develop a novel methodology to investigate the regional variability of the 

HRF across the brain cortical surface using simultaneous EEG-fMRI data acquired from 12 healthy 

subjects during resting-state and motor task execution. To this end, we employ block-structured 

linear (linearized Hammerstein system) and non-linear (Hammerstein and Wiener-Hammerstein 

systems) models, aiming to identify an optimal linear or non-linear static (memoryless) map of the 

power profile of multiple EEG frequency bands, as well as an optimal linear or non-linear dynamic 

system to model the dynamic interactions between EEG power and BOLD. We initially reconstruct 

the EEG source space for each subject and perform time-frequency analysis to obtain estimates of 

instantaneous power in the delta (2-4 Hz), theta (5-7 Hz), alpha (8-12 Hz) and beta (15-30 Hz) 

frequency bands. Using average timeseries within structurally defined regions of interest (ROIs) 

and cross-validation we conclude that the dynamic interactions between EEG and BOLD-fMRI 

can be optimally, in the mean square sense, expressed as the convolution between a linear 

combination of power time-series in individual frequency bands with a linear dynamic system, 

which is completely characterized by a hemodynamic response function (HRF). Subsequently, we 

perform vertex-specific analysis and we map features extracted from the estimated HRF in high 
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spatial resolution. Our results suggest that all EEG bands contribute to the fluctuations in the 

BOLD signal and the contribution of each EEG band is region specific. They also suggest that 

increases in the power of lower EEG bands are followed by positive BOLD responses in the 

sensory-motor cortices. In contrast, increases in the alpha power are followed by negative BOLD 

responses in the parietal and occipital cortices, and increases in the beta band are followed by 

negative BOLD responses in most brain regions. 

Methods 

Experimental methods 

12 healthy volunteers (age range 20-29 years) participated in this study after giving a 

written informed consent in accordance with the McGill University Ethical Advisory Committee. 

All participants were right-handed according to the Edinburgh Handedness Inventory (Oldfield, 

1971). Measurements were recorded at the McConnel Brain Imaging center (BIC), of the Montreal 

Neurological Institute (MNI), McGill University. 

Experimental paradigm 

The study was divided in two scans (Figure 4.1). In the first scan, the resting-state 

experiment, subjects were asked to perform no particular task other than to remain awake looking 

at a white fixation cross displayed in a dark background. In the second scan, the motor task 

experiment, subjects were asked to perform unimanual isometric right-hand grips to track a target 

as accurately as possible while receiving a visual feedback. At the beginning of each trial, an 

orange circle appeared on the screen and subjects had to adapt their force at 15% of their maximum 

voluntary contraction (MVC) to reach a white vertical block (low force level). This force was 

maintained at this level for 3 s. Subsequently, subjects had to progressively increase their force 

over a 3-s period following a white ramp to reach 30% of their MVC and to sustain their applied 

force at this level for another 3 s (high force level). A single trial lasted 11 s and was repeated 50 

times. The inter-trial interval was randomly jittered between 3-5 s during which subjects were able 

to rest their hand while looking on a white fixation cross. The MVC of each participant was 
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obtained between the two scans, using the same hand gripper that was employed during the motor 

task.   

Hand grip force measurements 

A non-magnetic hand clench dynamometer (Biopac Systems Inc, USA) was used to 

measure the subjects’ hand grip force strength during the motor paradigm. The dynamometer was 

connected to an MR compatible Biopac MP150 data acquisition system from which the signal was 

transferred to a computer.  

Figure 4.1 (a) Experimental protocol: subjects underwent a resting-state experiment with 

eyes open (scan 1) that was subsequently followed by a unimanual motor task (scan 2). 

Between the two scans, the maximum voluntary contraction (MVC) was acquired from 

each participant. (b) Unimanual motor task: in each trial subjects were initially fixated on 

a white crosshair, for a jittered period lasting between 3-5 s. Subsequently, an orange circle 

appeared on the screen and subjects had to adapt their force at 15% of their MVC to reach 

a white vertical block and sustain their force at that level (low force level) for 3 s. After, 

subjects had to adjust their grip force guided by a ramp to reach their 30% MVC within a 

period of 3 s. Lastly, they had to maintain their force at that level (high force level) for 

another 3 s. A single trial lasted 11 s and was repeated 50 times. 

(b) 

RESTING STATE 

15 min 

Scan 1 

UNIMANUAL TASK 
~ 13 min (50 trials) 

Scan 2 

MVC 
30 s 

ADAPT 
Duration 2s 

LOW 
Duration 3s 

RAMP 
Duration 3s 

HIGH 
Duration 3s 

INTER-TRIAL  
Jittering between 3-5s 

(a) 
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EEG data acquisition 

Scalp signals were simultaneously acquired during fMRI scanning at 5 kHz using a 64 

channel MR-compatible EEG system with ring Ag/AgCl (Brain Products GmbH, Germany). The 

electrodes were distributed according to the 10/20 system and referenced to electrode FCz. The 

EEG data were synchronized with the MRI scanner clock via a synchronization device to improve 

the effectiveness of MRI artifact removal (see EEG data preprocessing below). Triggers indicating 

the beginning and end of each session, as well as the timing of each phase of the motor task in scan 

2 were sent to both the Biopac and the EEG recording devices via TriggerBox (Brain Products 

GmbH, Germany). The electrodes were precisely localized using a 3-D electromagnetic digitizer 

(Polhemus Isotrack, USA). 

BOLD imaging 

Whole-brain BOLD-fMRI volumes were acquired on a 3T MRI scanner (Siemens 

MAGNETOM Prisma fit) with a standard T2*-weighted echo planar imaging (EPI) sequence 

using a 32-channel head coil for reception. EPI sequence parameters: TR/TE = 2120/30 ms 

(Repetition/Echo Time), Voxel size = 3×3×4 mm, 35 slices, Slice thickness = 4 mm, Field of view 

(FOV) = 192 mm, Flip angle = 90°, Acquisition matrix = 64×64  (RO×PE), Bandwidth= 2368 

Hz/Px. A high-resolution T1-weighted MPRAGE structural image was also acquired to aid 

registration of the functional volumes to a common stereotactic space. MPRAGE sequence 

parameters: TI/TR/TE = 900/2300/2.32 ms (Inversion/Repetition/Echo Time), Flip angle = 8°, 0.9 

mm isotropic voxels, 192 slices, Slice thickness = 0.9 mm, Field of view = 240 mm, Acquisition 

matrix = 256×256  (RO×PE), Bandwidth = 200 Hz/Px. 

Data preprocessing 

EEG data preprocessing 

EEG data acquired inside the scanner were corrected off-line for gradient and ballisto-

cardiogram (BCG) artifacts using the BrainVision Analyser 2 software package (Brainproducts 

GmbH, Germany). The gradient artifact was removed via adaptive template subtraction (Allen et 

al., 2000). Gradient-free data were band-passed from 1-200 Hz, notch-filtered at 60, 120, and 180 

Hz to remove power-line artifacts, and down-sampled to a 400 Hz sampling rate.  Temporal 
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independent component analysis (ICA) (Delorme and Makeig, 2004) was performed on each 

subject separately and the BCG-related component that accounted for most of the variance in the 

data was isolated and used to detect heartbeat events. BCG-related artifacts were removed via 

pulse artifact template subtraction, which was constructed using a moving average of EEG signal 

synchronized to the detected heartbeat events (Allen et al., 1998). Poorly connected electrodes 

were detected using visual inspection, as well as evaluation of their power spectrum, and 

interpolated using spherical interpolation (Delorme and Makeig, 2004). Subsequently, a second 

temporal ICA was performed, and noisy components associated with non-neural sources, such as 

gradient and BCG residuals, ocular, or muscle artifacts were removed. The remaining data were 

re-referenced to average reference. After preprocessing, one subject was excluded from further 

analysis due to excessive noise that remained in the data. 

 

MRI data pre-processing 

Pre-processing of the BOLD images was carried out using the Oxford Center for Functional 

Magnetic Resonance Imaging of the Brain Software Library (FMRIB, UK – FSL version 5.0.10) 

(Jenkinson et al., 2012). The following pre-processing steps were applied: brain extraction, high-

pass temporal filtering (cutoff point = 90 s.), spatial smoothing using a Gaussian kernel of 5 mm 

FWHM, volume realignment, and normalization to the MNI-152 template space, with resolution 

of 2 mm3.  Spatial ICA was carried out for each subject using MELODIC (Beckmann and Smith, 

2004), part of FSL, and spatial maps associated with head motion, cardiac pulsatility, susceptibility 

and other MRI-related artifacts with non-physiologically meaningful temporal waveform were 

removed. MRI structural analysis and reconstruction of cortical surface models were  performed 

with the FreeSurfer image analysis suite (version 5.3.0) (Fischl, 2012). The fMRI data were 

corregistered to the reconstructed EEG cortical source space (see EEG source imaging below) 

using volume-to-surface registration (Dickie et al., 2019).  

Data analysis 

EEG source imaging 

Our main purpose was to model the dynamic interactions between individual EEG sources 

and BOLD-fMRI in high spatial resolution. To this end, we reconstructed the EEG source space 

for each subject using an extension of the linearly constrained minimum variance (LCMV) 
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beamformer (Van Veen et al., 1997), which is implemented in Brainstorm (Tadel et al., 2011). 

Beamformers are adaptive linear spatial filters that isolate the contribution of a source located at a 

specific position of a 3D grid model of the cortical surface, while attenuating noise from all other 

locations yielding a 3D map of brain activity.  

A set of 15,000 current dipoles distributed over the cortical surface was used. Source 

activity at each target location on the cortical surface was estimated as a linear combination of 

scalp field measurements, wherein the weights, as well as the orientation of the source dipoles 

were optimally estimated from the EEG data in the least-squares sense. A realistic head model for 

each subject was obtained using the subject’s individual cortical anatomy and precise electrode 

locations on the scalp. Lead fields were estimated using the symmetric boundary element method 

(BEM) (Gramfort et al., 2009). 

 

Time-frequency analysis 

Single trial source waveforms were band-passed into the delta (2-4 Hz), theta (5-7 Hz), 

alpha (8-12 Hz) and beta (15-30 Hz) frequency bands and the complex analytic signal of each band 

was obtained via Hilbert transform. Band-pass filtering was performed using even-order linear 

phase FIR filters with zero-phase and zero-delay compensation implemented in Brainstorm. 

Subsequently, the instantaneous power time-series of each EEG band was calculated as the squared 

amplitude of its complex analytic signal. The EEG bandwidth was limited to 1-30 Hz, as above 

that frequency range MRI-related artifacts are more difficult to remove (Mullinger et al., 2014, 

2011, 2008; Ryali et al., 2009), particularly for resting-state EEG, therefore preventing from 

obtaining a signal of good quality. EEG instantaneous power time-series were down-sampled by 

averaging within the BOLD sampling interval yielding one value per fMRI volume. Representative 

band-specific EEG instantaneous power time-series from the left lateral occipital cortex of one 

subject superimposed with the corresponding BOLD time-series obtained during the motor task 

are shown in Figure S2-1 in the supplementary material. 

 

Mathematical methods 

Block-structured system modeling 

The dynamic interactions between EEG bands and BOLD were assessed using multiple-

input single-output (MISO) block-structured linear (linearized Hammerstein) and nonlinear 
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(Hammerstein and Hammerstein-Wiener) models (Figure 4.2). The Hammerstein (linearized 

Hammerstein) model (Figure 4.2a) consists of the cascade connection of a static non-linear (linear) 

map followed by a dynamic, linear time invariant (LTI) system. The Hammerstein-Wiener model 

(Figure 4.2b) consists of a second static nonlinearity that follows the output of the dynamical LTI 

system, which allows modeling of non-linear dynamic interactions between the input and output 

data. These modular cascade models, which have been extensively used for modeling of linear and 

nonlinear physiological systems (Westwick and Kearney, 2003), are well suited for modeling the 

dynamics between EEG and BOLD-fMRI data as they provide estimates of the interactions 

between different EEG frequency bands and their effect on the BOLD signal, as well as the HRF 

without requiring a priori assumptions with regards to its shape. 

Hammerstein model identification: The MISO Hammerstein model structure (Figure 4.2a) 

consists of a static (zero-memory) non-linear block L(·): ℝN×Q → ℝN in cascade with a LTI 

system H(·) with a finite impulse response function of memory M denoted by h(t): [0, M] → ℝ.  

The input-output relationship in discrete time is given by  

y(n) = ∑ h(m)L(𝐮(n − m))

M

m=0

+ ε(n)                                                (4.1) 

Figure 4.2 (a) Multiple-input-single-output (MISO) Hammerstein model consisting of a 

static (memoryless) nonlinearity L(∙) followed by a linear time-invariant (LTI) system H.  

(b) Multiple-input-single-output (MISO) Hammerstein-Wiener model consisting of a 

Hammerstein model followed by a static nonlinearity F(∙). 
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where y(n) ∈  ℝ denotes the output (i.e. BOLD signal) and 𝐮(n)  ∈  ℝQ the multivariate input (i.e. 

instantaneous power of Q EEG frequency bands) of the system at time n = 0, … , N. In this study, 

Q=4 as the system input consist of four EEG bands (see section Time-frequency analysis). The 

nonlinear block can be described as   

L(𝐮(n)) = ∑ ∑ ai,pgi
(p)

(ui(n))
P

p=1

Q

i=1

                                               (4.2) 

where gi
(p)(·): ℝN → ℝN are polynomial terms of order p that allow representation of 

nonlinearities in the system inputs, and ai,p  ∈  ℝ is an unknown coefficient corresponding to the 

p-th polynomial term of the i-th input.  

The MISO linear Hammerstein model is a special case of the Hammerstein model when 

P = 1. In this case, the output of the system is described as the convolution between a linear 

combination of the multivariate input with the impulse response of the LTI block. This model is 

consistent with the frequency response (FR) model that has been previously proposed in the 

neuroimaging literature (Goense and Logothetis, 2008; M.J. Rosa et al., 2010), which assumes that 

BOLD is best explained by a linear combination of synchronized activity in different EEG bands. 

The Hammerstein model can be estimated efficiently from the input-output data using 

orthonormal basis functions for the representation of the LTI block (Gómez and Baeyens, 2004), 

which is given by  

h(m) = ∑ bjBj(m)

L−1

j=0

                                                               (4.3) 

where {Bj(n); j = 0, … , L − 1; n = 0, … , M} is a set of L orthonormal basis functions, and bj ∈  ℝ 

is the unknown expansion coefficient of the j-th order basis function. The use of orthonormal bases 

reduces the number of required free parameters in the model and allows parameter estimation using 

least-squares regression. This leads to increased estimation accuracy in the presence of noise even 

from short experimental data-records. Combining (4.1) - (4.3), the input-output relationship can 

be written as  

y(n) = ∑ (∑ bjBj(m)
L−1

j=0
) (∑ ∑ ai,pgi

(p)
(ui(n))

P

p=1

Q

i=1
)

M

m=0

+ ε(n)                                      
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= ∑ ∑ ∑ ai,pbj

P

p=1

∙ ∑ Bj(m)gi(𝐮(n − m))
M

m=0

Q

i=1

L−1

j=0

+ ε(n)                                                      

= ∑ ∑ ∑ ai,pbj

P

p=1

∙ vi,j
(p)

(n)

Q

i=1

L−1

j=0

+ ε(n)                                                                                 (4.4) 

where  vi,j
(p)

(n) ∈  ℝN denotes the convolution between the p-th polynomial power of the i-th input 

with the j-th basis function. Equation (4.4) can be re-expressed as a linear regression problem  

𝐲 = 𝐕𝐜 + 𝛆                                                                        (4.5) 

where 𝐕 = [v1,0
(1)

, … , vQ,0
(1)

, … , v1,L−1
(1)

, … , vQ,L−1
(1)

 , … , v1,L−1
(P)

, … , vQ,L−1
(P)

] ∈  ℝN×(Q×L×P), and 𝐜 =

[a1,1b0, … , aQ,1b0, … , aQ,1bL−1, … , a1,PbL−1, … , aQ,Pb0, … , aQ,PbL−1]
T

∈  ℝ(Q×L×P) is a vector of 

the unknown model parameters. 

Power fluctuations of different EEG frequency bands are mutually highly correlated as has 

been previously reported in the literature (de Munck et al., 2009). In consequence of this, the 

columns in 𝐕 are collinear, which makes estimation of 𝐜 using ordinary least-squares numerically 

unstable due to ill-conditioning of the Gram matrix [𝐕𝐓𝐕]. To obtain a numerically stable estimate 

of the unknown parameter vector 𝐜 we employed partial least-squares regression (PLSR) (Rospiral 

et al., 2006). 

PLSR is performed in three phases. In phase 1, the algorithm finds projections of 𝐕 and 𝐲 

to a new co-ordinate system such that the covariance of these projections is maximized. This is 

achieved using a linear decomposition of both 𝐕 and 𝐲 into a set of orthonormal latent variables 

(scores) and loadings given by  

𝐕 = 𝐓𝐏𝐓 + 𝐞𝟏                                                                       (4.6) 

𝐲 = 𝐔𝐖𝐓 + 𝐞𝟐                                                                     (4.7) 

where 𝐓 and 𝐔 ∈  ℝN×(Q×L×P) are matrices of latent variables associated with 𝐕 and 𝐲, 

respectively. 𝐏 ∈  ℝ(Q×L×P)×(Q×L×P) and  𝐖 ∈  ℝ(Q×L×P) are the corresponding loadings for each 

latent variable matrix, and 𝐞𝟏,𝟐 ∈  ℝN are error terms. The decomposition of 𝐕 and 𝐲 is performed 

such that the covariance between 𝐓 and 𝐔 is maximized. In phase 2, the algorithm performs 

ordinary least-squares regression analysis between the latent variables 𝐓 and system output 𝐲   

𝐲 = 𝐓𝛉 + 𝐞                                                                       (4.8) 

∴ 𝛉̂𝐋𝐒𝐄 = [𝐓𝐓𝐓]−𝟏𝐓𝐓𝐲                                                             (4.9) 
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where 𝛉 = [θ1, … , θQ×L×P]
T

∈  ℝ(Q×L×P) is a vector of the regression coefficients. Note that in 

this case the Gram matrix  [𝐓𝐓𝐓] is well-conditioned since the columns in 𝐓 are orthonormal. In 

phase 3, the estimated  𝛉̂𝐋𝐒𝐄 coefficients are projected back to the original parameter space yielding 

unbiased estimates of the original model parameters 𝐜̂𝐏𝐋𝐒 (die Jong, 1993). 

To uniquely identify the unknown parameters of the Hammerstein model described by 

(4.1)-(4.4), the bilinear parameter vector 𝐜 needs to be dissociated into its constituent aI,p and bj 

parameters. The parameter vector 𝐜 can be reshaped into a block-column matrix 𝐜𝐚𝐛 ∈ ℝL×(Q×P), 

such that  

 𝐜𝐚𝐛 = [

a1,1b0 a2,1b0

⋮ ⋮
⋮

a1,1bL−1

⋮
a2,1bL−1

    

⋯ aQ,1b0

⋱ ⋮
⋱
⋯

⋮
aQ,1bL−1

    

⋯ ⋯ a1,Pb0

⋮ ⋮
⋮

⋯ ⋯

⋮
a1,PbL−1

    

⋯ aQ,Pb0

⋱ ⋮
⋱
⋯

⋮
aQ,PbL−1

] = 𝐛𝐚T 

(4.10) 

where 𝐚 = [a1,1, … , aQ,1, a1,2, … … , aQ,P−1, a1,P, … , aQ,P]
T

∈  ℝ(Q×P), and 𝐛 = [b0, … , bL−1]T ∈

 ℝL. Optimal, in the least-squares sense, estimate of the model parameters 𝐚̂𝐋𝐒𝐄 and 𝐛̂𝐋𝐒𝐄  can be 

obtained solving the following constraint minimization problem  

(𝐚̂𝐋𝐒𝐄, 𝐛̂𝐋𝐒𝐄) = argmin
𝐚′,𝐛′

{‖𝐂̂𝐏𝐋𝐒 −  𝐛𝐚T‖
2

2
}

s. t.   ‖𝐚‖2 = 1, argmax
m

{|h(m)|} > 0  
                                       (4.11) 

where h(m) is given by (4.3). Note that as a result of normalizing the polynomial coefficients 𝐚, 

the estimate 𝐚̂𝐋𝐒𝐄 reflects a relative rather than absolute contribution of individual EEG bands in 

BOLD signal variance. A solution to (4.11) is provided by the singular value decomposition (SVD) 

of matrix 𝐜𝐚𝐛 (Gómez and Baeyens, 2004). Specifically,  

𝐚̂𝐋𝐒𝐄 = 

𝐛̂𝐋𝐒𝐄 = 

𝐔𝟏       
𝐕𝟏 ∙ 𝚺𝟏

                                                                  (4.12) 

where 𝐔𝟏 ∈ ℝQ×P is the first left singular vector, 𝐕𝟏 ∈ ℝL the first right singular vector, and 𝚺𝟏 ∈

ℝ the first singular value of the SVD of 𝐜̂ab. 

Hammerstein-Wiener model identification: The MISO Hammerstein-Wiener (HW) model 

structure (Figure 4.2b)  consists of a static non-linear block 𝐅(·): ℝ𝐍 → ℝ𝐍 in cascade with a 

Hammerstein system described by (4.1). The input-output relationship in discrete time of the HW 

model is given by   
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y(n) = F(yH(n)) = ∑ zkf (k)(yH(n))

K

k=1

+ ε(n)                                    (4.13) 

where y(n) ∈  ℝ denotes the system output (i.e. BOLD signal), and yH(n) ∈  ℝ the output of the 

preceding Hammerstein system at time n = 0, … , N.  f (k)(·): ℝN → ℝN are polynomial terms of 

order k that allow representation of non-linearities in the output of the preceding Hammerstein 

system, and zk ∈  ℝ is the regression coefficient of the k-th polynomial term. Equation (4.13) can 

be re-expressed in a compact matrix form as  

𝐲 = 𝐅𝐳 + 𝛆                                                                     (4.14) 

where F ∈  ℝN×K denotes a matrix the columns of which are polynomial powers of yH ∈  ℝN , and 

𝐳 ∈  ℝK is a vector of the unknown polynomial coefficients, which can be estimated using ordinary 

least-squares   

𝐳̂LSE = [𝐅𝐓𝐅]−1𝐅𝐓𝐲.                                                              (4.15) 

Orthonormal basis functions: There are several sets of orthonormal basis functions that can 

be used for modeling the impulse response function of the LTI block in the Hammerstein and 

Wiener-Hammerstein model configuration (Heuberger et al., 2005). The selection of the 

appropriate basis set depends on the dynamic behavior of the system to be modelled. One basis set 

that has been extensively used in the literature for modeling of physiological systems is the 

Laguerre basis. Laguerre basis functions exhibit exponentially decaying structure and constitute 

an orthonormal set in [0, ∞), which makes them suitable for modeling causal systems with finite 

memory (Marmarelis, 1993).  

In this work we employ a smoother variant of the Laguerre basis functions, the spherical 

Laguerre basis functions (Leistedt and McEwen, 2012), which allow to obtain robust HRF 

estimates in single voxels even during resting conditions where the signal-to-noise ratio (SNR) is 

particularly low. The j-th spherical Laguerre basis function bj(n);  j = 0, … , L − 1;  n = 0, … , M  

is given by   

bj(n) = √
j!

(j + 2)!

e
n

2α

√α3
∙ Kj(n/α)                                                   (4.16) 

where α ∈ ℝ+ is a parameter that determines the rate of exponential asymptotic decline of bj(n), 

and Kj(n) is the j-th generalized Laguerre polynomial of order two, defined as 
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Kj(n) = ∑ (
j + 2
j − r

)
(−n)r

r!

j

r=0

.                                                       (4.17) 

Model comparisons 

Our goal was to compare models embodying linear (linearized Hammerstein) and non-

linear (Hammerstein) transformation of the power in different EEG bands, as well as linear and 

non-linear dynamic behavior (Hammerstein-Wiener) that can be used to predict BOLD. To this 

end, we employed a 3-fold cross validation approach as follows: band-specific EEG and BOLD 

time-series were partitioned into three segments of roughly equal length. Each segment was 

sequentially used as the validation set for assessing the performance of each model and the 

remaining two segments were used as the training set. For each segment, the parameters of the 

three models under consideration were estimated using the training set, and model performance 

was evaluated using the testing set in terms of the mean-squared prediction error (MSE), which is 

given by   

mse =
1

N
∑(y(n) − ŷ(n)),2

N

n=0

                                                     (4.18) 

where ŷ(n), and y(n) denote the predicted and measured BOLD, respectively. The average mse 

value obtained across the three folds, which is referred to in the literature as the generalization 

error, was calculated and used for model comparisons. To prevent overfitting, the range for the 

total number L of spherical Laguerre functions used for modeling the impulse response of the 

unknown system and the range for α was selected to be 2 < L ≤ 4 and 0.5 < α < 1, respectively. 

The optimal value for these parameters was determined based on model performance using a grid 

search.  

Model comparisons were performed using averaged EEG source and BOLD time-series in 

large structurally defined regions of interest (ROIs) according to the Mindboggle atlas 

(https://mindboggle.info) (Klein and Tourville, 2012). Group-level statistical comparisons were 

carried out between the ROI generalization error value obtained from each model. The optimal 

model for explaining the link between EEG and fMRI data was determined to be the one with the 

statistically smallest generalization error. The comparison of the mse values suggested that the 

linearized Hammerstein model is sufficient to describe the dynamic relations between different 

EEG bands and BOLD, for both experimental conditions (Figure 4.4). Subsequently, this model 

https://mindboggle.info/
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was used to investigate the contribution of individual EEG bands to BOLD signal variance, as well 

as the regional variability of the HRF in a voxel-wise fashion. 

 

Vertex-wise analysis 

Contribution of individual EEG bands to BOLD signal variance 

At each voxel, the contribution of individual EEG bands to the BOLD signal variance was 

evaluated in two steps. In the first step, the linearized Hammerstein model, which is described by 

equation (4.1) for P = 1, was fitted to the full data set, and a BOLD prediction was obtained. In 

the second step, the linearized Hammerstein model was refitted to a reduced data set from which 

the target EEG frequency band was excluded, and a BOLD prediction was obtained. Then the F-

score was calculated   

F =
(SSER − SSEF) (DFER − DFEF)⁄

SSEF DFEF⁄
                                              (4.19) 

where SSEF and  SSER are respectively the residual sum of squares of the full and reduced model. 

Likewise, DFEF and DFER are respectively the number of degrees of freedom for the full and 

reduced model. The statistic F follows a  F(DFER−DFEF,DFEF) distribution and a large value of  F 

indicates that the target EEG band significantly contributes in BOLD signal variance. 

Influence of individual EEG bands on HRF scaling 

The linearized Hammerstein model described by equation (4.1) when P = 1 quantifies the 

interactions between EEG and fMRI as a hemodynamic response function (impulse response of 

the LTI block) scaled by coefficients reflecting the relative contribution of each EEG band to 

BOLD (static linear MISO block). To investigate the influence of individual EEG bands on HRF 

scaling we proceeded in two steps (Figure 4.3): First, we excited all inputs of the linearized 

Hammerstein system at the same time using one Kronecker delta function δ(n) for each input 

(Figure 4.3a) to derive the system’s dynamic response to instantaneous changes in the power of all 

EEG bands (total HRF). The scale of the total HRF was determined by the sum of the 𝐚 coefficients 

that define the static linear MISO block. Subsequently, we excited one input after the other (Figure 

4.3b). In each case, the scale of the derived response (band-specific HRF), was determined only 

by the ai coefficient of the associated input. 

To assess the contribution of individual EEG bands on the scaling of the total HRF in 

different brain regions we compared the spatial maps of the total HRF area and peak with the 
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spatial maps of the same features obtained from band-specific HRFs. The area of the HRF curve 

corresponds to the steady-state hemodynamic response to step changes in neuronal activity (i.e. 

blocked experimental design). The peak value describes the maximum instantaneous 

hemodynamic response to rapid changes in neuronal activity (i.e. event-related experimental 

design).  

Results 

Model comparisons 

The Hammerstein-Weiner, Hammerstein, and linearized Hammerstein block-structured 

models were compared between them in terms of their mean square prediction error (mse) obtained 
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Figure 4.3 Network representation of the multiple-input-single-output linearized 

Hammerstein model used for quantifying the dynamical interactions between EEG and 

BOLD-fMRI. (a) The total HRF hT(n) is obtained by exciting all inputs of the linearized 

Hammerstein system at the same time using a Kronecker delta function δ(n). The scaling 

of the total HRF is determined by the sum of all input coefficients ai, i = 1, … , Q. (b) A 

band-specific HRF hi(n) is obtained by exciting only the i-th input, which is associated 

with the i-th EEG frequency band. The scaling of the HRF in this case is determined by 

coefficient ai. 
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in large structurally defined ROIs according to the Mindboggle atlas. Boxplots of the mse values 

obtained from all subjects and all ROIs for each model are shown in (Figure 4.4), for both 

experimental conditions. Statistical comparisons were performed using the Kruskal-Wallis 

nonparametric one-way ANOVA test. In this context the null hypothesis was that the mse values 

achieved by each model originate from the same distribution. The mse values achieved by the 

linearized Hammerstein model were significantly (p<0.003) smaller compared to the standard 

Hammerstein and Hammerstein-Weiner models. This suggested that the BOLD signal can be 

sufficiently described as the convolution between a linear combination of the power profile in 

different frequency bands and a hemodynamic response function, which can be estimated 

efficiently from the data using the functional expansion technique along with the spherical 

Laguerre basis that were  described in a previous section (Block-structured system modeling).  

* * 
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Figure 4.4 Boxplots of mean square error (mse) values between measured versus predicted 

BOLD in large structurally defined ROIs from all subjects. The ROIs were defined across 

the entire cerebral cortex based on the Mindboggle atlas. BOLD predictions were obtained 

using the block-structured Hammerstein-Wiener (HW), Hammerstein (H), and linearized 

Hammerstein (LH) models, and the instantaneous power timeseries in the delta (2-4 Hz), 

theta (5-7 Hz), alpha (8-12 Hz) and beta (15-30 Hz) bands. The mse values obtained from 

the linearized Hammerstein model were significantly smaller (p<0.003) compared to the 

standard Hammerstein and Hammerstein-Wiener models, suggesting that the former is 

adequate to describe the dynamics between EEG and BOLD under both experimental 

conditions. 
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Contribution of individual EEG bands to BOLD signal variance 

Figure 4.5 shows group-level one-sample t-statistical maps of BOLD signal variance 

explained by different EEG bands during motor task execution obtained using (i) sensor space 

analysis and a canonical, double-gamma HRF (Figure 4.5a),  (ii) source space analysis and a 

canonical, double-gamma HRF (Figure 4.5b), and (iii) source space analysis and a custom HRF 

(Figure 4.5c). Custom HRF curves were estimated from the data using the linearized Hammerstein 

model as described in a previous section (section Block-structured system modeling). In each case, 

p-values were converted into a False Discovery Rate (FDR) and the statistical maps were 

thresholded at p<0.005. Sensor space analysis was performed using the first principal component 

obtained after applying principle component analysis (PCA) to the EEG sensors C1, C3, and C5, 

which are located above the left primary sensory and motor cortices. The results suggested that 

using source space analysis with a custom HRF improves BOLD signal prediction as compared to 

using EEG sensor space analysis with a custom HRF or source space analysis with a canonical 

HRF. Moreover, the most significant contributions to the BOLD signal were detected form the 

EEG beta band (15-30 Hz). 

Figure 4.5 (see caption in the next page) 



 

 

 

Figure 4.5 (previous page) Comparison of BOLD signal variance explained by each 

frequency band during motor task execution, using EEG sensor space versus source space 

analysis, and canonical versus custom hemodynamic response function (HRF). Group-

level one-sample t-tests (p<0.0005, FDR corrected for multiple comparisons) were 

performed to detect regions in the brain where each frequency band significantly 

contributes to BOLD signal variance. (a) BOLD signal variance explained by the 

instantaneous power in different frequency bands of the first principal component obtained 

by performing PCA to the EEG sensors C1, C3, and C5, which are located above the left 

primary motor and sensory cortices. BOLD predictions were obtained using the canonical, 

double gamma HRF. (b) BOLD variance explained by the instantaneous power in different 

frequency bands of individual sources obtained using distributed source space 

reconstruction. BOLD predictions were obtained using the canonical, double gamma HRF. 

(c) Same analysis as in (b) performed using a custom HRF, which was estimated from the 

data using the linearized Hammerstein model. (d) BOLD variance explained by the hand 

grip force time-series. BOLD predictions were obtained using a custom HRF. The spatial 

maps obtained in this case were used as the gold standard, since the hand grip force time-

series is a good reflection of the neural dynamics in the left primary cortex during motor 

task execution. The comparison of the group-level statistical maps obtained in each case 

revealed that using EEG source space analysis and a custom HRF (shown in c) improves 

BOLD signal prediction as compared to using sensor space analysis and a canonical HRF. 

Also, the EEG beta band (15-30 Hz) was found to contribute more to BOLD signal variance 

compared to other frequency bands. The spatial maps obtained for the EEG beta band in 

(c) were similar to the maps obtained using the hand grip force time-series shown in (d), 

suggesting that the proposed methodology can be used to obtain reliable HRF estimates 

and BOLD signal predictions from simultaneous EEG-fMRI data. 

 



 

 

Figure 4.6 Contribution of individual frequency bands of distributed EEG sources to BOLD 

signal variance. (a) Group-level one-sample t-statistical maps (p<0.0005, FDR corrected 

for multiple comparisons) of BOLD signal variance explained by individual frequency 

bands during motor task execution. The most significant contributions in BOLD signal 

variance were observed from the beta frequency band (15-30 Hz). (b) Group-level one-

sample t-statistical maps (p<0.0001, FDR corrected for multiple comparisons) of BOLD 

signal variance explained by individual frequency bands under the resting-state condition.  

Delta (2-4 Hz) and theta (4-8 Hz) frequency bands contributed significantly to BOLD 

signal variance in the primary motor and somatosensory cortices. Alpha (8-12 Hz) and beta 

(15-30 Hz) frequency bands contributed significantly to BOLD signal variance in the 

occipital cortex. 

 



 

 

A group-level statistical map was also acquired for the BOLD signal variance explained by the 

hand grip force measured by the hand-gripper during motor task execution (Figure 4.5d). The 

spatial patterns obtained with the hand grip force time-series, which reflect the dynamics of neural 

activation in the left primary sensory-motor cortices in response to motor task execution, were 

very similar to the patterns obtained for the beta frequency band in (Figure 4.5c), suggesting that 

the proposed methodology can be used to reliably describe the link between EEG and BOLD-

fMRI. 

Figure 4.6 illustrates the contribution of individual frequency bands of EEG current sources 

to BOLD signal variance. EEG source space reconstruction was performed using distributed 

source imaging, whereby dipolar current sources were estimated along the cortical surface in high 

spatial resolution (see section EEG source imaging). BOLD signal predictions were obtained using 

the linearized Hammerstein model. During motor task execution (Figure 4.6a), the most significant 

contributions to the BOLD signal were detected from the EEG beta band (p<0.0005, FDR 

corrected for multiple comparisons). During resting state (Figure 4.6b), our results suggested 

significant contributions from all EEG frequency bands (p<0.0001, FDR corrected for multiple 

comparisons), and for each band the significant contributions were found to be region-specific.  

Figure 4.7 (next page) (a) Group average normalized HRF curve shapes obtained in the left 

primary motor and left superior parietal lobule cortices during motor task execution. The 

red curve corresponds to the mean HRF curve across all subjects. The blue shaded area 

corresponds to the standard error. The ROIs were functionally defined based on regions 

where EEG explained a large fraction of the variance in the BOLD signal (Figure 6a). 

Representative BOLD prediction in the left superior parietal lobule cortex obtained from 

one subject is shown in the lower panel. Same plot superimposed with instantaneous power 

of individual EEG bands is shown in Figure S2-2. (b) Group average normalized HRF 

curves obtained in the right primary motor and right lateral occipital cortices under resting 

conditions. The ROIs were functionally defined based on regions where EEG explained a 

large fraction of the variance in the BOLD signal (Figure 6b). Representative BOLD 

prediction in the right occipital cortex obtained from the same subject as in (a) is shown in 

the lower panel. Same plot superimposed with instantaneous power of individual EEG 

bands is shown in Figure S2-3. 
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(a) Hand grip task 

Figure 4.7 (see caption in the previous page) 
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Specifically, lower EEG bands, such as the delta and theta frequency bands, exhibited significant 

contribution to the BOLD signal in the primary motor and somatosensory cortices. On the other 

hand, higher EEG bands, such as the alpha and beta frequency bands, exhibited significant 

contribution to the BOLD signal in visual-related areas in the occipital cortex. 

Group average HRF estimates obtained in functionally defined ROIs in which EEG 

explained a large fraction of the variance in the BOLD signal under each condition are shown in 

Figure 4.7. These ROIs included the left primary motor and superior parietal lobule cortices for 

the motor task (Figure 4.6a), as well as the right primary motor and lateral occipital cortices for 

the resting-state (Figure 4.6b). Representative BOLD signal predictions obtained from one subject 

for the left superior parietal lobule cortex during the motor task, and the right lateral occipital 

cortex during resting-state are also shown in the figure. These results suggest that the linearized 

Hammerstein model can be used to obtain reliable estimates of the HRF as well as BOLD signal 

predictions from the EEG even during the resting-state where SNR is particularly low.  

Influence of individual EEG bands on HRF scaling 

To investigate the regional variability of the total HRF in high spatial resolution we excited 

all inputs of the estimated linearized Hammerstein model at each voxel at the same time, using one 

Kronecker delta function for each input. The derived dynamic response was determined from both 

the shape of the HRF provided by the impulse response of the LTI block, as well as the total scaling 

coefficient provided by the sum of the 𝐚 coefficients that define the static linear MISO block (see 

Mathematical methods). Average maps of total HRF peak values obtained across subjects are 

shown in (Figure 4.8). During the motor task, the vast majority of brain areas spanning the cortical 

surface exhibited a negative hemodynamic response to abrupt instantaneous changes of the EEG 

power in the different frequency bands. The largest negative responses were observed in the 

superior parietal lobule and lateral occipital cortices. On the other hand, areas in the primary 

somatosensory, primary motor and medial occipital cortices exhibited a positive hemodynamic 

response. Under the resting-state condition, areas in the attention cortical network, such as the 

dorsal lateral prefrontal and inferior parietal lobule cortices, as well as areas in the default mode 

network, such as the medial prefrontal and precuneus cortices exhibited a negative response to 

abrupt instantaneous changes in the EEG power. Areas in the primary sensory, primary motor, 

medial occipital, insular, and auditory cortices exhibited a positive hemodynamic response. 



 

 

Figure 4.8 (next page) Group-level average maps of total HRF peak obtained by exciting 

all inputs of the linearized Hammerstein model estimated at each voxel at the same time, 

using one Kronecker delta for each input. The total HRF was determined by both the HRF 

shape provided by the impulse response of the LTI block, as well as the total scaling 

coefficient provided by the sum of the 𝐚 coefficients that define the static linear MISO 

block of the linearized Hammerstein model. During motor task execution (left column), 

the average total HRF peak maps suggested that the vast majority of brain areas along the 

cortical surface exhibit a negative hemodynamic response to abrupt instantaneous changes 

in the EEG power. The largest negative responses were observed in visual-related areas, 

such as the lateral occipital (LOC) and superior parietal lobule (SPL) cortices. On the other 

hand, areas in the sensory (S1), motor (M1), and medial occipital (IntraCAL) cortices 

exhibited a positive hemodynamic response. Under the resting-state condition, areas in the 

attention cortical network, such as the dorsal-lateral prefrontal (DLPF) and inferior parietal 

lobule (IPL) cortices, as well as areas in the default mode network, such as the medial 

prefrontal (mPFC) and precuneus cortices (PCC), exhibited a negative hemodynamic 

response to abrupt instantaneous changes in the EEG power. On the other hand, areas in 

the primary somatosensory (S1), primary motor (M1), medial occipital (IntraCAL), insular 

(IC), and auditory cortices exhibited a positive hemodynamic response. LOC: lateral 

occipital cortex, IntraCAL: intracalcarine cortex, mPFC: medial prefrontal cortex, PCC: 

precuneus cortex, S1: primary sensory cortex, M1: primary motor cortex, PMC: premotor 

cortex, SPL: superior parietal lobule, IPL: inferior parietal lobule, DLPF: dorsal-lateral 

prefrontal cortex, IC: insular cortex.  



 

 

Figure 4.8 (see caption in the previous page) 

Figure 4.9 (see caption in the next page) 



 

 

Figure 4.9 (previous page) Group-level average maps of band-specific HRF peak values 

obtained by exciting one input of the linearized Hammerstein model estimated at each 

voxel after the other, using a Kronecker delta. Each input was associated with a different 

frequency band, and the relative contribution of the i-th input to BOLD signal variance was 

quantified in terms of the ai coefficient. In each case, the band-specific HRF was 

determined by both the HRF shape provided by the impulse response of the LTI block, as 

well as the ai coefficient of the associated i-th input. During motor task execution, the alpha 

(8-12 Hz) and beta (15-30 Hz) frequency bands exhibited a strong negative hemodynamic 

response in visual-related areas, such as the lateral occipital (LOC) and superior parietal 

lobule (SPL) cortices. On the other hand, the delta (2-4 Hz) and theta (5-7 Hz) frequency 

bands exhibited a strong positive hemodynamic response in the primary sensory (S1) and 

primary motor (M1) areas. Positive hemodynamic responses in the aforementioned areas 

were also observed in the alpha frequency band. The medial occipital cortex exhibited a 

positive hemodynamic response in all frequency bands. Under the resting-state condition, 

the alpha and beta frequency bands exhibited widespread negative hemodynamic responses 

spanning in multiple cortical regions. For the alpha band, the largest negative responses 

were observed in the lateral occipital cortex (LOC), and for the beta band in areas in the 

attention cortical network, such as the dorsal lateral prefrontal (DLPF) and inferior parietal 

lobule (IPL) cortices. Moreover, the delta and theta frequency bands exhibited strong 

positive responses in areas in the primary somatosensory (S1), motor (M1), insular (IC), 

and auditory cortices, as well as in visual-related areas, such as the lateral occipital (LOC) 

and superior parietal lobule (SPL) cortices. LOC: lateral occipital cortex, IntraCAL: 

intracalcarine cortex, mPFC: medial prefrontal cortex, PCC: precuneus cortex, S1: primary 

sensory cortex, M1: primary motor cortex, PMC: premotor cortex, SPL: superior parietal 

lobule, IPL: inferior parietal lobule, DLPF: dorsal-lateral prefrontal cortex, IC: insular 

cortex. 



 

 

Figure 4.9 shows group-level average band-specific HRF peak maps for the delta (2-4 Hz), 

theta (5-7 Hz), alpha (8-12 Hz) and beta (15-30 Hz) frequency bands obtained under both 

experimental conditions. Band-specific HRF peak maps were obtained by exciting one input of 

the linearized Hammerstein model estimated at each voxel after the other, using a Kronecker delta 

function. The generated band-specific HRF associated with the i-th input was determined by both 

the HRF shape provided by the impulse response of the LTI block, as well as the coefficient a𝑖, 

which reflects the relative contribution of the i-th input to the BOLD signal. During the motor task, 

the alpha and beta frequency bands exhibited strong negative responses in visual related areas, 

such as the lateral occipital and superior parietal lobule cortices. On the other hand, the delta and 

theta frequency bands exhibited strong positive responses in the primary motor and somatosensory 

cortices. All frequency bands exhibited a positive hemodynamic response in the medial occipital 

cortex, with the strongest responses being observed in the delta and beta frequency bands. Under 

resting-state conditions, the alpha and beta bands exhibited widespread negative responses. The 

largest negative responses for the alpha band were observed in the occipital cortex, whereas for 

the beta band in areas involved in the cortical attention network, such as the dorsal lateral prefrontal 

cortex. On the other hand, the delta and theta frequency bands exhibited strong positive responses 

in the motor, somatosensory, superior parietal lobule, auditory and insular cortices. Areas in the 

attention cortical network exhibited negative responses. Also, the medial occipital cortex exhibited 

negative responses for the alpha and beta bands, and strong positive responses for the delta and 

theta frequency bands. 

 

Discussion 

In this work, we investigated in detail the dynamic interactions between changes in 

neuronal activity and the BOLD signal measured with simultaneous EEG-fMRI under resting-state 

conditions, as well as during a motor task. To perform this in high spatial resolution, we 

reconstructed the EEG source space along the cortical surface using distributed source space 

analysis, in contrast to similar previous studies, which performed this investigation using EEG 

sensor level measurements (de Munck et al., 2009, 2007; Laufs et al., 2006, 2003; Mantini et al., 

2007; Portnova et al., 2018; M J Rosa et al., 2010; Sclocco et al., 2014). Source space 

reconstruction allows the spatial information present in the multi-channel EEG to be better 
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exploited, providing more information regarding the local neuronal input in a given cortical area. 

The dynamic interactions between EEG and BOLD were investigated using block-structured linear 

and non-linear models that describe the BOLD signal as the convolution between a static linear 

(linearized Hammerstein) or non-linear (standard Hammerstein) polynomial transformation of the 

EEG power in different frequency bands with a hemodynamic response function. We also 

investigated the possibility of non-linearities in the BOLD (Hammerstein-Wiener model), which 

may result from suppression and increased latency of present BOLD responses that are incurred 

by preceding changes in the EEG power (Friston et al., 2000).  

The degree and coefficients of the polynomial transformation preceding (Hammerstein 

structure) and following (Hammerstein-Wiener structure) the linear hemodynamic system (Figure 

4.2), as well as the shape of the unknown HRF curve were determined optimally form the data 

using partial least squares regression (PLSR). PLSR was employed in order to account for the high 

collinearity in the instantaneous power of different frequency bands providing unbiased estimates 

of the unknown model parameters. Moreover, the unknown HRF curves estimated in both large 

ROIs as well as in individual voxels were estimated efficiently form the data using function 

expansions in terms of the spherical Laguerre basis functions. The use of orthonormal bases 

reduces the number of required free parameters in the model and allows parameter estimation using 

least-squares regression, which leads to increased estimation accuracy in the presence of noise 

even from short experimental data-records (Marmarelis, 2004).  

Model comparisons performed between the Hammerstein-Weiner, standard Hammerstein 

and linearized Hammerstein models revealed that the latter is sufficient to describe the dynamics 

observed between fluctuations in the power of different frequency bands and the BOLD signal. 

Using the linearized Hammerstein model, we showed that the contribution of different frequency 

bands to the BOLD signal variance strongly depends on brain region and experimental condition. 

Our results suggested that the proposed methodology yields robust HRF estimates even during 

resting conditions, despite the lower SNR associated with the latter. This has important 

implications particularly in the context of resting-state functional connectivity, as accurate HRF 

estimates are important for removing the hemodynamic blurring that is inherent in the fMRI 

timeseries, resulting in more accurate functional connectivity maps (Rangaprakash et al., 2018; 

G.-R. Wu et al., 2013). 
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The linearized Hammerstein block-structured model 

The model comparisons shown in Figure 4.4 suggested that the linearized Hammerstein 

model achieves smaller mean squared error (mse) values compared to the standard Hammerstein 

and Hammerstein-Wiener model, for both experimental conditions. In each case the mse values 

were obtained using a 3-fold cross-validation approach, which was implemented to asses model 

performance as described in section (Model comparisons). In this context, the linearized 

Hammerstein model was found to balance between predictive accuracy and parsimony, which 

suggested that it is sufficient to accurately describe the dynamics between EEG and BOLD-fMRI 

and at the same time it is less prone to overfitting.  

The linear Hammerstein model assumes that BOLD signal is best explained by a linear 

combination of activity in different frequency bands in agreement with the frequency response 

(FR) model3 previously used in the literature by (Goense and Logothetis, 2008) to predict BOLD 

activity from intra-cortical LFP recordings in alert behaving monkeys. The main difference 

between the FR and the linearized Hammerstein hemodynamic model proposed herein is that the 

latter employs a custom HRF to describe the dynamic interactions between EEG power and 

BOLD-fMRI, which is estimated directly from the experimental data. This provides additional 

flexibility in modeling the link between changes neuronal activity and BOLD as compared to the 

FR model. Also, it allows for investigation of the regional variability of the HRF in high spatial 

resolution.  

In contrast to other linear hemodynamic models which assume a different HRF shape for 

each EEG frequency band (Bridwell et al., 2013; de Munck et al., 2009), the linearized 

Hammerstein model employs a unique HRF curve shape for all EEG bands. We hypothesized that 

the dynamics of the physiological mechanism that relates changes in neuronal activity to changes 

in cerebral blood flow do not depend on a specific frequency of neural oscillations. Instead, the 

dynamics of the hemodynamic response to changes in the EEG power, which determine the HRF 

curve shape, are an intrinsic property of the local cerebral vasculature that is related to elastance 

and compliance. On the other hand, the relative contribution of each EEG band to BOLD signal 

 
3 Although the idea of using multiple frequency bands of intra-cortical LFP measurements in a 

general linear model to predict BOLD activity was first introduced by (Goense and Logothetis, 

2008), the term “Frequency response (FR) model” was coined by (M.J. Rosa et al., 2010). 
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variance is reflected in the scaling coefficient a𝑖 of the HRF that is associated with each band. 

Hence, a large positive scaling coefficient corresponds to a frequency band that is positively 

correlated with the BOLD signal and explains a large portion of its variance. Likewise, a large 

negative coefficient corresponds to a frequency band that is negatively correlated with the BOLD. 

In contrast, a small positive (negative) scaling coefficient corresponds to a frequency band that is 

weakly positively (negatively) correlated with the BOLD. 

A model that has been extensively used in the literature for modelling the dynamic 

interactions between neuronal activity and BOLD during task execution (Murta et al., 2015; M.J. 

Rosa et al., 2010; Rosa et al., 2011; Sclocco et al., 2014), as well as during EEG epileptic activity 

(Leite et al., 2013) is the so called Heuristic model proposed by (Kilner et al., 2005). This model 

uses the root mean square frequency of the normalized power spectrum to define a non-linear 

signal transformation of the EEG power that is used to predict changes in the BOLD. The power 

spectrum employed by this model is normalized with the total average power of the EEG (area 

under the power spectral density) at each time instant. Hence, direct comparison between the 

Heuristic and the linearized Hammerstein model employed in this work is not straightforward, as 

the later uses an absolute power spectrum. However, the statistical comparisons shown in (Figure 

4.4) suggest that the linearized Hammerstein model would be superior than the root mean square 

frequency model using an absolute power spectrum (unnormalized Heuristic model), as the latter 

can be adequately described with a standard Hammerstein model. Moreover, (M.J. Rosa et al., 

2010) performed a model comparison between the normalized FR model with the Heuristic, which 

revealed no significant differences. Considering the additional flexibility provided by the custom 

HRF in the linearized Hammerstein model, which is estimated directly from the data as compared 

to the FR model, we speculate that the normalized linearized Hammerstein model would be 

superior than the Heuristic model originally described in (Kilner et al., 2005) in explaining BOLD 

variance. However, this remains to be investigated in a future study. 

BOLD signal variance explained by the individual frequency bands 

The comparison of the BOLD variance explained by the different EEG frequency bands 

using sensor versus source space analysis (Figure 4.5a-b), as well as using the canonical, double 

gamma versus a custom HRF (Figure 4.5b-c) revealed increased detection sensitivity and region 

specificity of brain activation when source space analysis and a custom HRF are employed. 
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Specifically, during the hand grip task, the EEG beta frequency band was found to significantly 

contribute to the BOLD signal in the primary somatosensory and motor cortices (Figure 4.6a), in 

agreement with previous similar studies that showed strong correlations between beta EEG 

oscillations and BOLD-fMRI in the same brain regions during motor tasks (Ohara et al., 2001; 

Ritter et al., 2009; Sclocco et al., 2014). Also, our results suggested significant contributions from 

the beta band in the occipital and the superior parietal lobule cortices, which become activated in 

response to the visual feedback that the subjects were receiving while executing the task. The latter 

is a polymodal association area integrating motor, somesthetic and visual information. Similar 

activation patterns were obtained using the hand grip force time-series (Figure 4.5d), which reflect 

the dynamics of neural activation in the primary motor cortex in response to a hand grip task. The 

similarity between the activation maps obtained using the hand grip force and power in the beta 

frequency band during the task suggests that the proposed methodology can be used to obtain 

reliable BOLD predictions and HRF estimates even from resting-state data, where there is no 

explicit task.  

The comparison of the BOLD variance explained by the different frequency bands during 

the resting-state using EEG source space analysis and the linearized Hammerstein model revealed 

significant contributions from all frequency bands, which are region specific (Figure 4.6b). 

Oscillations in the alpha band explained significant BOLD signal variance in visual-related areas. 

This finding agrees with previous studies in the literature which investigated the electrophysiology 

corelates of the BOLD signal during resting-state with eyes closed (de Munck et al., 2007; Laufs 

et al., 2006, 2003; Mantini et al., 2007), suggesting the important role of these regions in the 

generation of the alpha rhythm even during resting-state with eyes open. In the latter case, we also 

observed significant contributions from the beta band, which could be related to changes in the 

brain state associated with vigilance and alertness that occur during eyes open as compared to eyes 

closed. On the other hand, significant contributions from the delta and theta bands were detected 

in the primary motor cortex. We believe it is less likely that activation in these areas is solely due 

to motion-related artifacts as proposed in  (Jansen et al., 2012), since (i) we have employed 

stringent methods to remove motion-related artefacts from both the EEG and fMRI data, and (ii) 

the neuronally plausible patterns of activation predicted by motion-related EEG artifacts shown in 

(Jansen et al., 2012) do not include the primary motor cortices.  
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Influence of individual EEG bands on HRF scaling 

The average maps of total HRF peak obtained across subjects shown in (Figure 4.8) exhibit 

similar patterns between the two experimental conditions. However, the average total HRF peak 

map obtained during the motor task show higher values that are more focal in areas that become 

activated during the task, such as the occipital, parietal, somatosensory and motor cortices.  

Under resting conditions, in accordance with the results of previous studies (de Munck et 

al., 2007; Goldman et al., 2002; Laufs et al., 2006, 2003; Moosmann et al., 2003) the current study 

shows that the hemodynamic response to instantaneous increases in the alpha frequency band in 

the occipital, parietal and frontal cortices is mainly negative (Figure 4.9). Occipital BOLD 

deactivation was discussed in (Goldman et al., 2002) as a result of alpha synchronization and 

idling. It has been also linked to changes in vigilance (Moosmann et al., 2003). In this work, our 

results revealed negative responses in almost all regions spanning the cerebral cortex for both the 

alpha and beta frequency bands in agreement with a previous study by (Mantini et al., 2007), which 

showed negative correlations between the power profile of these bands and the BOLD in the 

default mode, dorsal attention, visual, motor and auditory networks.  

During the motor task, our results revealed large negative HRF peak values in the lateral 

occipital and superior parietal lobule cortices for the alpha and beta frequency bands. Large 

negative HRF peak values were also observed in the left primary motor and somatosensory cortices 

for the beta band. These findings are consistent with beta and alpha band desynchronization 

observed in young adults during a hand grip tasks with MEG (van Wijk et al., 2012; Xifra-Porxas 

et al., 2019), as well as with EEG (Erbil and Ungan, 2007). Alpha and beta band desynchronization 

are associated with decreases in the instantaneous power and increases in the BOLD signal, which 

result in negative hemodynamic responses. 

Areas in the somatosensory and motor cortices shown in (Figure 4.8) exhibited large 

positive values, under both experimental conditions. Similar patterns were also observed in the 

average total HRF peak maps obtained for the delta and theta frequency bands, under both 

experimental conditions (Figure 4.9). These findings suggested that the positive hemodynamic 

responses observed in these areas are associated more with activity in lower frequency bands. 

Moreover, during the motor task, the medial occipital cortex exhibited strong positive HRF peak 

values in all frequency bands, with the strongest responses being observed in the delta and beta 

frequency bands. The same area under resting conditions exhibited positive responses in the delta 
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and theta frequency bands, while the alpha and beta bands exhibited negative responses. Although 

these findings suggested a shift in the spectral profile toward higher frequencies (Kilner et al., 

2005), which is accompanied with a shift of positive BOLD responses toward higher frequencies, 

these positive responses could also be attributed to susceptibility effects that result from the high 

vascular density associated with the medial occipital cortex (Bernier et al., 2018).  

Study limitations 

The present study set out to investigate the link between changes in the levels of neuronal 

activity as these manifests in narrow frequency bands of the LFP spectrum with the corresponding 

changes in the BOLD signal, evaluated using simultaneous EEG-fMRI. A large body of animal 

studies pointed to the gamma band (30-80 Hz) in exhibiting the highest correlations with the 

fluctuations in the BOLD (Goense and Logothetis, 2008; Logothetis et al., 2001; Magri et al., 

2012; Shmuel and Leopold, 2008). In this study, however, the gamma band was excluded from 

the analysis, as MRI-related artifacts, such as RF gradient, ballisto-cardiogram, and helium pump 

artifacts were difficult to remove. Future work performed using gradient free imaging techniques, 

such as simultaneous EEG-FNIRS would help overcome these limitations. 

In the present study we employed source space reconstruction to investigate the dynamic 

interactions between different frequency bands of individual current sources and BOLD-fMRI. 

Source space reconstruction was performed using linearly constrained minimum variance 

beamformers. Our results (Figure 4.5, Figure 4.6) suggested that source space analysis improved 

BOLD signal prediction for both task-based and resting-state experimental conditions. They also 

suggested that under each condition, different frequency bands may explain more BOLD signal 

variance relative to others depending on brain region. However, we note that the EEG bands might 

be localized with different errors since different EEG sensors might be affected in a different way 

from various sources of noise characterized by distinct frequency content. For example, it is well 

known that eyeblink and BCG artefacts mainly affect frontal sensors (Marino et al., 2018), whereas 

muscle artifacts affect more temporal sensors (Muthukumaraswamy, 2013). In this study, although 

gradient and BCG artefact removal was performed on a channel-by-channel basis, it is likely that 

the levels of noise that remained after preprocessing might be different for each sensor, which 

might resulted in different localization error for each band. 
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Conclusion 

In this study, we employed linear and non-linear block-structured models to investigate the 

dynamic interactions between distributed dipolar current sources and changes in the BOLD signal 

evaluated using simultaneous EEG-fMRI. We performed this investigation during a hand grip task, 

as well as during resting-state with eyes open. Our results suggested that these interactions can be 

sufficiently described using a linearized Hammerstein model, which describes the BOLD signal 

as the convolution between a linear combination of the power profile of individual frequency bands 

with an optimally defined HRF. Using this model, we rigorously investigated the regional 

variability of the HRF during both experimental conditions. Our results revealed that the regional 

characteristics of the HRF depend on both brain region, as well as on specific frequency bands 

under each experimental condition. During the task, the proposed methodology was shown to yield 

similar results as when using the subjects’ hand grip force. This suggest that it can be used to 

obtain reliable BOLD predictions and HRF estimates even from resting-state data, where there is 

no explicit task and SNR is exquisitely low. The proposed methodology will be of great importance 

for studying resting-state functional connectivity, as accurate resting-state HRF estimates are 

important for removing the hemodynamic blurring, which is inherent in the fMRI data. 
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Chapter V 

Modeling the hemodynamic response function using simultaneous EEG-fMRI data and 

convolutional sparse coding analysis with rank-1 constraints 

Preface 

A growing body of evidence suggests that neural activity may consist of small packets or 

busts of isolated events that last only for a few cycles rather than rhythmically sustained 

oscillations, and it is only through averaging across trials that ongoing oscillations emerge. 

(Feingold et al., 2015; Lundqvist et al., 2016; Sherman et al., 2016; Shin et al., 2017; Tinkhauser 

et al., 2017; van Ede et al., 2018). In light of the foregoing, in this chapter we employ an advanced 

multivariate signal processing technique to define events at the timing of transient bursts of 

neuronal activity detected in EEG data that were collected simultaneously with BOLD-fMRI. 

Subsequently, we use these events along with finite impulse response (FIR) model analysis to 

describe the slow dynamics of the BOLD signal, as well as to obtain estimates of the hemodynamic 

response function in different brain regions.  
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Abstract 

Over the last few years, an increasing body of evidence points to the hemodynamic 

response function as an important confound of resting-state functional connectivity. Several 

studies in the literature proposed using blind deconvolution of resting-state fMRI data to retrieve 

the HRF, which can be subsequently used for hemodynamic deblurring. A basic hypothesis in 

these studies is that relevant information of the resting-state brain dynamics is condensed in 

discrete events resulting in large amplitude peaks in the BOLD signal. In this work, we showed 

that important information of resting-state activity, in addition to the larger amplitude peaks, is 

also concentrated in lower amplitude peaks. Moreover, due to the strong effect of physiological 

noise and head motion on the BOLD signal, which in many cases may not be completely removed 

after preprocessing, the neurophysiological origin of the large amplitude BOLD signal peaks is 

questionable. Hence, focusing on the large amplitude BOLD signal peaks may yield biased HRF 

estimates. To define discrete events of neuronal origins, we proposed using simultaneous EEG-

fMRI along with convolutional sparse coding analysis. Our results suggested that events detected 

in the EEG are able to describe the slow oscillations of the BOLD signal and to obtain consistent 

HRF shapes across subjects under both task-based and resting-state conditions. 

Introduction 

Over the last 30 years, blood oxygenation level-dependent functional magnetic resonance 

imaging (BOLD-fMRI) has been widely used for studying brain function and its organization into 

functional networks (Belliveau et al., 1991; Kwong et al., 1992; Ogawa et al., 1990b, 1990a). The 

popularity of this technique derives from its ease to operate, non-invasive nature and high spatial 

resolution (Glover, 2011). The BOLD contrast mechanism depends on the dynamics of the local 

concentration in deoxygenated hemoglobin. The latter, in its turn, is influenced by local changes 

in cerebral blood flow (CBF), cerebral metabolic rate of oxygen (CMRO2), and cerebral blood 

volume (CBV), which are induced by increases in neuronal activity. Hence, BOLD-fMRI is an 

indirect measurement of neuronal activity through a series of physiological events that are 

collectively known as the hemodynamic response (Buxton, 2009).  

This complex link between neuronal activation and its corresponding changes in BOLD-

fMRI is typically modelled with the hemodynamic response function (HRF) (Buxton et al., 2004). 
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A large number of studies in the literature pointed out that the HRF is region- and subject-specific 

(Aguirre et al., 1998; Handwerker et al., 2004; Rangaprakash et al., 2017), and that more accurate 

shapes of HRF are needed to obtain precise localization of brain activity (Lindquist et al., 2009b; 

Lindquist and Wager, 2007; Loh et al., 2008). In addition, there is a growing body of evidence to 

suggest that functional or effective connectivity measures suffer from the sluggishness of the HRF, 

and trying to account for the hemodynamic blurring using inaccurate HRF shapes make unclear 

whether observed changes in connectivity are due to neuronal activity or HRF variability  

(Deshpande et al., 2010; Handwerker et al., 2012; Rangaprakash et al., 2018; G.-R. Wu et al., 

2013).  

HRF estimation has been a topic of continual research since the inception of BOLD-fMRI. 

The first class of HRF estimation algorithms that are found in the literature includes parametric 

identification methods, which assume a specific structure for the unknown HRF. In this context, 

the HRF shape is controlled by a few parameters that could be estimated from the data. Algorithms 

of this type usually involve Gaussian HRF shapes (Kruggel and Cramon, 1999; Rajapakse et al., 

1998), gamma HRF shapes (K. J. J. Friston et al., 1998; Miezin et al., 2000), or spline-like 

functions (Gössl et al., 2001). The second class includes non-parametric methods, which make no 

prior hypotheses about the shape of the HRF estimates. Such methods include selective averaging 

(Dale and Buckner, 1997), smooth HRF filtering (Goutte et al., 2000), Bayesian methods (Ciuciu 

et al., 2003; Marrelec et al., 2003b), linear subspace methods (Hossein-Zadeh et al., 2003; 

Steffener et al., 2010; Woolrich et al., 2004b), wavelet methods (Lina et al., 2010), and machine 

learning methods (Güçlü and van Gerven, 2017; Luo and Puthusserypady, 2007; Pedregosa et al., 

2015). Most of these HRF estimation methodologies were developed under the assumption that 

neuronal activity and the corresponding BOLD responses are known. In task-related studies, 

neuronal activity is assumed to closely follow the external stimulus or task execution. In resting-

state studies on the other hand, the absence of a specific task renders HRF estimation a challenging 

endeavor.  

Recent studies in the literature attempted to address HRF estimation in resting-state fMRI 

using events detected in the BOLD signal (G.-R. Wu et al., 2013). These works laid on the 

hypothesis that the neural events that govern the dynamics of the brain in resting-state are reflected 

in the large amplitude peaks or transients in the BOLD signal, which can be retrieved using point-

process analysis (PPA) (Tagliazucchi et al., 2012, 2011) or sparse-promoting deconvolution 
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(Caballero Gaudes et al., 2013; Karahanoğlu et al., 2013). Subsequently, resting-state fMRI was 

considered as spontaneous event-related, and the HRF was estimated using those pseudo-events 

(Abe et al., 2015; Alavash et al., 2016; Case et al., 2017; Chen and Glover, 2015; Iwabuchi et al., 

2014; Rangaprakash et al., 2018; G. Wu et al., 2013). Spontaneous, large amplitude peaks observed 

in the BOLD have also been associated with functional resting-state networks (Karahanoğlu et al., 

2013; Petridou et al., 2013; Tagliazucchi et al., 2012), as well as transient, recurrent patterns of 

co-activation observed with fMRI (Liu et al., 2013; Liu and Duyn, 2013), suggesting their 

neurophysiological origins. 

Large amplitude peaks or transients in the BOLD, however, in addition to neural events 

may also reflect motion (Power et al., 2012) and physiological noise, such as spontaneous 

fluctuations in arterial CO2 (Golestani et al., 2016b; Prokopiou et al., 2019, 2016), cardiac 

pulsatility (Glover et al., 2000), respiration and heart rate variability (Birn et al., 2008; Chang et 

al., 2013, 2009; Kassinopoulos and Mitsis, 2019).  These non-neuronal sources of BOLD signal 

variability have been shown to elicit networks of coherent BOLD activity, which resemble 

previously reported resting-state networks derived from fMRI data (Chen et al., 2019; Nalci et al., 

2019; Nikolaou et al., 2016; Shokri-Kojori et al., 2018). In addition, covariation of the BOLD 

signal in different brain regions that is sufficient to give rise to spatial patterns of resting-state 

activity can be also observed at the timings of lower amplitude peaks, or even at regularly or 

randomly selected timepoints along the time course of the signal. Hence, the neural events that 

govern the dynamics of the brain in resting-state may not be reflected only in the large amplitude 

peaks of the BOLD signal. In light of the above considerations, the neurophysiological origin of 

its high amplitude peaks is questionable. A propitious avenue for obtaining more reliable HRF 

estimates from resting-state measurements is by using multimodal imaging techniques, such as 

simultaneous electro-encephalography (EEG)-fMRI, where the neuronally-driven activity in the 

EEG is combined with the high spatial resolution of the fMRI. 

In this work, we initially employed resting-state fMRI data and PPA analysis to define 

sparse events in the BOLD signal corresponding to large amplitude peaks. We showed that the 

mean interval between the detected events is smaller than the maximum (Nyquist) sampling 

interval that is required to retain the slow dynamics of the BOLD during the resting state. 

Subsequently, using seed-based correlation analysis with a seed selected in the precuneus cortex 

(PCC) we showed that the covariation between regularly spaced, as well as randomly spaced 
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BOLD samples, which do not always coincide with high amplitude peaks obtained from individual 

voxels and the seed is sufficient to derive the default mode network (DMN) of the brain. Moreover, 

after regressing out the defined PPA events from the original BOLD time-series, we showed that 

new events obtained by re-applying PPA on the residual time-series yield the same patterns of 

concurrent activity between individual voxels and the seed (conditional rate maps) as the ones 

obtained using the events defined in the original time-series. Therefore, we concluded that the 

important information of resting-state BOLD activity is not condensed only in its high amplitude 

peaks, and that the neurophysiological origin of high amplitude peaks in the BOLD is not 

warranted. Hence, using these events for HRF estimation may yield biased estimates.  

To define more reliable neural events that can be used for HRF estimation, we employed 

EEG data collected simultaneously with BOLD-fMRI along with convolutional sparse coding 

(CSC) analysis with rank-1 constraints. CSC analysis is a dictionary learning technique that can 

be used to provide information about the spatial pattern, temporal waveform, and the timing of 

neural events defined in EEG data. We initially performed this analysis using task-based data 

collected during two separate experiments: (1) a visual target detection and (2) a hand grip task. 

To show the functional relevance of the detected CSC events for each task we performed event-

related fMRI analysis. Subsequently, we compared the resultant activation maps with the 

corresponding maps obtained using external measurements of the subjects’ behavioral response to 

each task. Our results revealed concordance between the activation maps obtained in each case, 

suggesting that CSC analysis can be used to detect events in the EEG that are associated with each 

task, and which are able to describe the slow dynamics of the BOLD signal. In addition, we used 

the detected CSC events to obtain estimates of the HRF in large functionally defined ROIs, which 

revealed consistent shapes across subjects. 

We also employed CSC analysis to define events in resting-state EEG data collected 

simultaneously with BOLD-fMRI. The results suggested that CSC analysis can be used to detect 

events in the EEG even during resting-state, where SNR is lower, and that these events can be used 

to obtain reliable estimates of the resting-state HRF. The latter could be of great importance for 

hemodynamic deblurring in resting-state fMRI connectivity studies. 
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Methods  
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Figure 5.1 (a) Schematic representation of the visual oddball paradigm that was employed 

for the collection of dataset 1. (b) Illustration of the paradigm that was employed for the 

collection of dataset 2.  
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Experimental methods 

Two datasets were employed in this study. Dataset 1: Seventeen healthy subjects (6 

females; mean of 27.7 years, 20-40 range) participated in a visual target detection task (visual 

oddball paradigm). All subjects gave informed consent following the protocol of the Columbia 

University Institutional Review Board4. Dataset 2: 12 healthy volunteers (age range 20-29 years) 

participated in a resting-state experiment (session 1) followed by a hand grip task (session 2) after 

giving a written informed consent in accordance with the McGill University Ethical Advisory 

Committee. All participants were right-handed according to the Edinburgh Handedness Inventory 

(Oldfield, 1971). 

Experimental paradigm 

Dataset 1 (Figure 5.1a): A total of 125 stimuli were presented for 200 ms each. The inter-

trial interval was uniformly distributed between 2–3 s. The standard stimuli were large red circles. 

The target stimuli were small green circles presented with probability 0.2. Both visual cues were 

presented to subjects on isoluminant gray backgrounds (3.45° and 1.15° visual angles) using the 

E-Prime software (Psychology Software Tools) and VisuaStim Digital System (Resonance 

Technology). The first two stimuli were constrained to be standards. The subjects were asked to 

respond to target stimuli, using a button press with the right index finger on an MR-compatible 

button response pad. Response time (RT) events were modeled using unit amplitude boxcars with 

onset at stimulus time and offset at subject’s response time indicated by the button press. 

Dataset 2 (Figure 5.1b): The study was divided in two scans. In the first scan, subjects 

were instructed to stare at a white fixation cross hair displayed in a dark background (resting-state 

experiment). After the first scan, the maximum voluntary contraction (MVC) was obtained from 

each subject using the same hand gripper that was employed during the hand grip task. In the 

second scan, subjects were asked to perform unimanual isometric right-hand grips to track a target 

as accurately as possible while receiving a visual feedback. The task consisted of 50 trials, and 

 
4 Dataset 1 was initially presented in (Walz et al., 2013). The dataset is publicly available through 

the OpenNeuro (Gorgolewski et al., 2017) online platform for sharing and analysis of 

neuroimaging data   https://openneuro.org/datasets/ds000116.  

https://openneuro.org/datasets/ds000116
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each trial lasted 11 s. At the beginning of each trial, an orange circle appeared on the screen and 

subjects had to adapt their grip force at 15% of their MVC to reach a white vertical block (low 

force level). This force was held for 3 s. Subsequently, subjects had to linearly increase their force 

following a target block to reach 30% of their MVC over a 3-s period, and to hold their grip force 

at this level for another 3 s (high force level). The inter-trial interval was randomly jittered between 

3-5 s. 

EEG data acquisition and preprocessing 

Dataset 1: EEG was continuously recorded during the fMRI scanning at 1 kHz using a 

custom-built, multi-channel MR-compatible EEG system (Goldman et al., 2009), with differential 

amplifier and bipolar EEG cap. The caps were configured with 36 Ag/AgCl electrodes (including 

the left and right mastoids), arranged as 43 bipolar pairs. The gradient artifact was removed via 

mean template subtraction. Subsequently, a 10 ms median filter was applied to remove residual 

spike artifacts. The gradient-free data were then re-referenced to a 34-electrode space (Walz et al., 

2013). Further preprocessing was performed using 1 Hz high pass filtering to remove DC drift, 

notch filtering at 60 and 120 Hz to remove powerline artifacts, 70 Hz low pass to remove high 

frequency artifacts and down sampling at 150 Hz. Temporal independent component analysis 

(ICA) (Delorme and Makeig, 2004) was performed on each subject separately and non-neural 

sources of noise were removed using MARA (I. Winkler et al., 2014). After preprocessing, one 

subject was excluded from further analysis due to excessive noise that remained in the data. 

Dataset 2: EEG was continuously recorded during the fMRI scanning at 5 kHz using a 64 

channel MR-compatible EEG system. The caps were configured with ring Ag/AgCl electrodes, 

which were distributed according to the 10/20 system and referenced to electrode FCz (Brain 

Products GmbH, Germany). EEG data acquired inside the scanner were corrected off-line for 

gradient and ballisto-cardiogram (BCG) artifacts using the BrainVision Analyser 2 software 

package (Brain Products GmbH, Germany). The gradient artifact was removed via adaptive 

template subtraction (Allen et al., 2000). Gradient-free data were band-passed from 1-200 Hz, 

notch-filtered at 60, 120, and 180 Hz to remove power-line artifacts, and down-sampled to a 400 

Hz sampling rate. The BCG artifact was removed as follows: First, temporal independent 

component analysis (ICA) was performed on each subject separately (Delorme and Makeig, 2004). 

Temporal ICA components associated with spatial patterns corresponding to BCG artifacts were 
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visually inspected to identify the one exhibiting periodic peaks at around 1 Hz frequency, and thus 

be more likely to be associated to heartbeats, while accounting for most of the variance in the data. 

Subsequently, this component was used as a surrogate of the ECG signal to detect heartbeat events. 

Lastly, the BCG artifact was removed via adaptive template subtraction on a channel-by-channel 

basis using the detected heartbeat events (Allen et al., 1998). Subsequently, the data were re-

referenced to average reference, and a second temporal ICA was performed. Noisy components 

associated with non-neural sources were detected and removed using MARA (I. Winkler et al., 

2014). Lastly, the noise free data were down sampled to a 100 Hz sampling rate. After 

preprocessing, one subject was excluded from further analysis due to excessive noise that remained 

in the data. 

Hand grip force measurements 

For dataset 2, a non-magnetic hand clench dynamometer (Biopac Systems Inc, USA) was 

used to measure the subjects’ hand grip force strength during the execution of the hand grip task 

(session 2). The dynamometer was connected to an MR compatible Biopac MP150 data acquisition 

system from which the signal was transferred to a computer. 

BOLD acquisition and preprocessing 

Dataset 1: One hundred seventy echo-planar imaging (EPI) functional volumes were 

acquired on a 3T Philips Achieva MR Scanner (Philips Medical systems). EPI sequence 

parameters: TR/ TE =2000/35 ms (Repetition/Echo Time), Voxel size = 3×3×4 mm3
, 32 slices with 

64×64 voxels, 3 mm in-plane resolution, Slice thickness = 4 mm, and 0 mm gap. For each subject, 

a single 1×1×1 mm3 spoiled gradient recalled (SPGR) image was also acquired for purposes of 

registration.  

Dataset 2: Whole-brain BOLD-fMRI volumes were acquired on a 3T MRI scanner 

(Siemens MAGNETOM Prisma fit) with a standard T2*-weighted echo planar imaging (EPI) 

sequence. Sequence parameters: TR/TE = 2120/30 ms (Repetition/Echo Time), Voxel size = 

3×3×4 mm3, 35 slices, Slice thickness = 4 mm, Field of view (FOV) = 192 mm, Flip angle = 90°, 

Acquisition matrix = 64×64  (RO×PE), Bandwidth= 2368 Hz/Px. For each subject, a single 1×1×1 
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mm3 magnetization-prepared rapid gradient-echo (MPRAGE) high-resolution T1-weighted 

structural image was also acquired for the purposes of registration. 

For both datasets, fMRI data preprocessing was carried out using the FSL Software Library 

(FMRIB, Oxford, UK, version 5.0.10) (Jenkinson et al., 2012). fMRI preprocessing steps included 

image realignment, spatial smoothing with a Gaussian kernel of 5 mm full-width at half maximum 

(FWHM), and high-pass temporal filtering. Spatial ICA was carried out for each subject using 

MELODIC, and spatial maps associated with cardiac pulsatility, head motion, susceptibility and 

other MRI-related artefacts were removed. Noise-free data were subsequently registered with T1-

weighted structural images and normalized to the Montreal Neurological Institute (MNI)-152 brain 

template, with resolution of 2×2×2 mm3.  

Data analysis 

High amplitude peaks in resting-state BOLD correspond to sub-Nyquist sampling intervals 

In this analysis we sought to investigate the following hypotheses: (1) the interval between 

events defined at the high amplitude peaks in resting-state BOLD is smaller than half the Nyquist 

interval of the signal, (2) the covariation of regularly- or randomly-spaced BOLD samples obtained 

with a sampling interval smaller than the Nyquist interval of the BOLD is sufficient to derive 

patterns of resting-state brain activity, and (3) the patterns of coactivation (conditional rate maps) 

obtained using events defined at lower amplitude BOLD signal peaks are similar to the ones 

obtained with events defined at higher amplitude peaks. These hypotheses suggest that relevant 

information related to the spatiotemporal dynamics of resting-state activity, in addition to the high 

amplitude peaks in the BOLD may also be condensed in lower amplitude peaks. Moreover, taking 

into consideration the strong effects of physiological processes in the BOLD signal, they also 

suggest that the neurophysiological origin of the high amplitude peaks in the BOLD is not 

warranted. 

Group average power spectral density (PSD): The Nyquist interval of the resting-state 

BOLD-fMRI signal was determined based upon the group average PSD obtained using the resting-

state data from dataset 2.  

A PSD was estimated at each voxel using the Welch method: the original data were 

segmented into 8 data segments on which a Hamming window was applied. Consecutive data 

segments were overlapped by 50%. For each of the 8 segments the Fourier Transform (FFT) was 
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calculated and the power of the FFT coefficients was averaged across the overlapping windows. 

The PSD obtained at each voxel was initially averaged within subjects, and subsequently between 

subjects to obtain a group average PSD. 

Point process analysis (PPA): Events corresponding to large amplitude peaks in the BOLD 

were defined using PPA (Tagliazucchi et al., 2012). The BOLD time-series at each voxel was 

initially normalized by its own standard deviation (SD). Subsequently, an event was defined every 

time the signal crossed a threshold (1 SD) from below. 

Seed-based Pearson correlation analysis: Seed-based correlation analysis was performed 

between individual voxels and a seed selected in the precuneus cortex (PCC). The seed time course 

consisted of the averaged signal from all voxels within a ball of radius 10 mm, centered at the MNI 

voxel co-ordinates X = 48, Y = 37, Z = 56. The data were down-sampled using down-sampling 

factors of 8, 10, 12, and 14 points. These values were defined based on the 25th and 75th percentile 

of the boxplot of voxel-wise mean PPA sampling interval values obtained for each subject, which 

are shown in Figure 5.3b. A random down-sampling was also performed, where the sampling 

interval between any two consecutive samples was determined based on a uniform distribution. 

The minimum and maximum values of the distribution were defined based on the 25th and 75th 

percentile of the boxplots shown in Figure 5.3b. BOLD signal correlations between down-sampled 

time-series from individual voxels and the seed were obtained using the Pearson correlation 

coefficient, which is given by  

ρs,i =
∑ s(n)yi(n)N

n=0

√∑ s2 (n)N
n=0 √ ∑ yi

2(n)N
n=0

,                                                   (5.1) 

where s(n) denotes the time-series of the seed, and yi(n) the BOLD time-series of voxel i, at time 

n. Correlation scores were converted to z-scores using the Fisher z-transform, given by   

zs,i = 0.5 ∗ ln (
1 + ρs,i

1 − ρs,i
).                                                            (5.2) 

Individual correlation maps were warped to the 2 mm3 MNI template and fed into the second-level 

analyses with a voxel-wise one-sample t-test to compare functional connectivity between 

individual voxels and the seed. Group-level t-maps are shown in Figure 5.4. In each case, p-values 

were converted into a False Discovery Rate (FDR), and the statistical maps were thresholded at 

pFDR < 0.005. 
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Residual analysis of PPA events: To investigate the co-activation patterns of lower 

amplitude peaks in the resting-state BOLD we proceeded as follows: 

First, large amplitude BOLD signal peaks were detected using PPA, and subsequently 

regressed out from the original BOLD time-series to obtain the residual time-series. Specifically, 

a  BOLD prediction ŷ(n) was obtained at each voxel as  

ŷ(n) =  ∑ h(τ)x𝑘(n − τ)
M

τ=0
+ ε(n),                                            (5.3)  

where xk(n − τ) is a k-lagged version of the PPA events defined on the original BOLD time-

series, and h(τ) an estimate of the resting-state HRF, which was obtained using a blind 

deconvolution method proposed by (G.-R. Wu et al., 2013). Then, the residual time-series at each 

voxel were calculated as  

E(n) = y(n) − ŷ(n),                                                              (5.4) 

where y(n) denotes the original BOLD time-series.  

Subsequently, PPA analysis was applied on the residual time-series E(n), and a conditional 

rate map between individual voxels and a seed (PCC) was constructed (see Conditional rate maps 

below). 

This procedure was repeated four times: the first time, PPA events were defined based on 

the original resting-state BOLD-fMRI data. The other three times, PPA events were defined based 

on the residual data obtained in the previous iteration. The conditional rate maps obtained in each 

case are shown in Figure 5.5. 

Conditional rate maps (Tagliazucchi et al., 2012):  PPA events were defined for both the 

seed and individual voxels in the brain (targets). Every time a PPA event at a target voxel was 

defined up to 2 time steps later than in the seed, the rate at the target was increased by one unit. 

Lastly, this rate was normalized by the number of points in the seed.  

 

Convolutional sparse coding (CSC) analysis 

To define transient events in the EEG data we employed a multivariate CSC with rank-1 

constraint (Jas et al., 2017; La Tour et al., 2018), which is described by 

min
u,v,z

∑
1

2
{‖Xn − ∑(ukvk

T) ∗ zk
n

K

k=1

‖

2

2

}

N

n=0

+ λ ∑‖zk
n‖1

K

k=1

                                  (5.5) 

                                             subject to    zk
n ≥ 0, ‖uk‖2

2 ≤ 1, ‖vk‖2
2 ≤ 1 
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where Xn ∈ ℝP×N denotes the EEG timeseries measured from P sensors at time n = 0, … , N, λ >

0 the regularization parameter, uk ∈ ℝP the k-th spatial pattern, vk
𝑛 ∈ ℝJ; n = 0, … , J the k-th 

temporal waveform, and  zk
n ∈ ℝN; n = 0, … , N the sparse vector of EEG events associated with 

the k-th temporal waveform. The rank-1 constraint is consistent with Maxwell’s equations and the 

electromagnetic properties of the brain waves, which propagate instantaneously inside the head 

volume and add up linearly at the level of EEG sensors (Hari and Puce, 2017). 

We hypothesized that the duration of the temporal waveforms is 1 s. Therefore, J was set 

equal to 150, and 100 for dataset 1, and 2, respectively. The regularization parameter  λ > 0 

controls the sparsity of zk
n induced by the 𝑙1-norm: the higher the regularization parameter λ, the 

higher the sparsity. In this work, λ was set equal to 0.08 for dataset 1, and 0.1 for dataset 2. These 

values were determined empirically for each dataset, as they were found to balance between 

sparsity and BOLD prediction accuracy. The optimization problem described by equation (5.5) 

was solved efficiently using a locally greedy coordinate descent algorithm (Moreau et al., 2018), 

as well as precomputation steps for faster gradient computations as described in (La Tour et al., 

2018). 

The number of rank-1 atoms that can be obtained from a given EEG dataset using CSC 

analysis is equal to the total number of the EEG sensors. However, the rank of the data may have 

been decreased during preprocessing due to application of ICA and removal of noise-related ICA 

components. To account for this reduction in the dimensionality of the data the maximum number 

of CSC atoms that was estimated for each subject was equal to the number of ICA components 

that were retained in the data (Prokopiou and Mitsis, 2019). Moreover, some of the CSC atoms 

exhibited spatial patterns of typical EEG artifacts observed during EEG-fMRI experiments, such 

as gradient, BCG, and eye-blink artefacts (Figure 5.6). These patterns were isolated and 

subsequently removed from any subsequent analysis. 

To obtain a total event time-series from the K̃ selected CSC spatiotemporal atoms (Figure 

5.2), each special pattern uk ∈ ℝPwas initially multiplied with its associated event time-series 

𝑧𝑘
𝑛 ∈ ℝN, k = 1, … , K̃. This yielded a set of K̃ rank-1 matrices of event time-series {Dk}k=1

K̃ ;  Dk =

uk(zk
n)T ∈ ℝP×N, n = 0, … , N, k = 1, … , K̃, which were projected to the EEG sensor level by 

taking the sum over all selected atoms  
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S(n) =  ∑ Dk

K̃

k=1

;    S(n) ∈ ℝP×N.                                                     (5.6) 

A unique event time-series  s̅(n) was obtained for each subject as the mean of the reconstructed 

events at the sensor level, given by 

s̅(n) =  
1

P
∑ Sp(n)

P

p=1

,                                                               (5.7) 

where P denotes the total number of EEG sensors. 

 

Voxel-wise analysis 

Dataset 1: We initially employed dataset 1 along with CSC analysis to define events 

associated with the visual target detection task. Subsequently, we used the mean CSC event time-

series s̅(n) to obtain BOLD predictions in a voxel-wise fashion using a standard event-related 

Figure 5.2 Construction of a total CSC event time-series from the individual CSC atoms. 

(a) The event time-series zk
n of the k-th CSC atom is multiplied with its associated spatial 

pattern uk, k = 1, … , K̃. This results into a rank-1 matrix Dk = uk(zk
n)T ∈ ℝP×N of event 

time-series, which is associated with the k-th CSC atom. The individual event time-series 

are projected at the EEG sensor level by taking the sum of all the K̃ rank-1 matrices Dk. (b) 

A total event time-series is obtained as the mean of the projected CSC events across all 

EEG sensors.  

Average event timeseries across sensors (b) 

⋮ + 

× 

× 

(a) Event timeseries 1 - 𝐳𝟏
𝐧 

Event timeseries 𝐊̃ - 𝐳𝐊̃
𝐧 

Spatial pattern 1 - 𝐮𝟏 

Spatial pattern 𝐊̃- 𝐮𝐊̃ 
0.6268 
+ - 
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CPZ  

FPZ  

FT10 
FT9  
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fMRI analysis. BOLD predictions were also obtained using the subjects’ behavioral response time 

(RT) events. 

CSC and RT events were convolved with the canonical, double gamma HRF, which is 

implemented in SPM (https://www.fil.ion.ucl.ac.uk/spm/) to generate one regressor for each event 

type. Subsequently, a mixed-effects approach was used to model activation across subjects using 

FEAT (Woolrich et al., 2004a, 2001). The search for activation was contained within gray matter. 

This analysis was performed for each regressor independently. The resultant activation maps 

obtained in each case were qualitatively compared between them in order to assess the extend and 

region specificity of the activation patterns induced by each event type (Figure 5.7a). 

Dataset 2: We employed the EEG-fMRI data collected during the hand-grip task (Figure 

5.1b) along with CSC analysis to define sparse events in the EEG. Our aim was to investigate the 

dynamic interactions between these events and the BOLD signal at individual voxels using FIR 

model analysis.  

The FIR model describes the output of a linear and time-invariant system as a weighted 

sum of past input values, where the weighting coefficients are given by the impulse response 

function. The FIR model is given by  

y(n) =  ∑ h(m)s̅(m − n)

M

m=0

                                                        (5.8) 

where y(n) denotes the output (i.e. the BOLD signal), and s̅(n) the input (i.e. the mean event time-

series of the reconstructed CSC events at the sensor level) of the system. h(n) denotes the unknown 

impulse response (i.e. the HRF), and M the system memory. 

For the estimation of the unknown HRF, we employed a function expansion technique 

along with a set of orthonormal basis functions (Marmarelis, 1993) 

h(n) =  ∑ cjbj(n),

L

j=0

                                                                (5.9) 

where {bj(n); j = 0, … , L − 1} is a set of  L basis functions, and cj the unknown expansion 

coefficients. Substitution of (5.9) in (5.8) yields  

y(n) =   ∑ cjϕj(n)

L

j=0

                                                             (5.10) 

where ϕj(n) = bj(n) ∗ s̅(n). Equation (5.10) can be rewritten in a compact matrix form as 

https://www.fil.ion.ucl.ac.uk/spm/
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𝐘 = 𝐜𝚽                                                                        (5.11) 

∴ 𝐜 = [𝚽𝐓𝚽]−1𝚽𝐓𝐘.                                                            

The unknown expansion coefficients 𝐜 can be obtained using ordinary least squares regression. 

An important step in the application of the function expansion technique is the selection of 

a proper basis set, as it influences the obtained estimates. The choice of a basis set depends on the 

dynamic behavior of the system to be modelled. One basis set that has been extensively used in 

the literature, particularly in the case of physiological systems is the Laguerre basis. The Laguerre 

functions are orthonormal and exponentially decaying curves, which constitute a basis for the 

space of square integrable functions L2[0, ∞]. These properties of the Laguerre functions makes 

them suitable for modeling causal systems with finite memory (Marmarelis, 1993).  

In the present work we employed the spherical Laguerre basis set (Leistedt and McEwen, 

2012). The spherical Laguerre basis is a smoother variant of the Laguerre basis, which allowed us 

to obtain robust HRF estimates even during resting conditions, where the signal-to-noise ratio 

(SNR) is low. The j-th spherical Laguerre function bj(n);  j = 0, … , L − 1;  n = 0, … , M is given 

by   

bj(n) = √
j!

(j + 2)!

e
n

2α

√α3
∙ Kj(n/α)                                            (5.12) 

where α ∈ ℝ+ is a parameter that determines the rate of exponential decay of bj(n), and Kj(n) is 

the j-th generalized Laguerre polynomial of order two, defined as 

Kj(n) = ∑ (
l + 2
l − r

)
(−n)r

r!

j

r=0

.                                                       (5.13) 

To prevent overfitting, the range for the total number L of basis functions and the range for the 

parameter α was selected to be 2 < L ≤ 4 and 0.5 < α < 1. Model performance was evaluated in 

terms of the mean-squared prediction error (MSE), which is given by   

mse =
1

N
∑(y(n) − ŷ(n))

2
N

n=0

                                                     (5.14) 

where y(n) denotes the measured BOLD, and ŷ(n) the predicted BOLD time-series obtained using 

equation (5.8). The optimal value for the structural Laguerre parameters L and α was determined 

in terms of the minimum MSE using a grid search.  
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Performing grid search to determine optimal values for the Laguerre parameters at each 

voxel incurs a heavy computational burden. To reduce the computational complexity for the 

estimation of voxel-specific HRFs, we initially obtained HRF estimates in large structurally 

defined ROIs for each subject, according to the Harvard-Oxford cortical atlas5. Subsequently, we 

applied singular value decomposition (SVD) on the set of ROI-specific HRFs corresponding to 

each subject in order to obtain a reduced set of orthonormal functions that account for the major 

fraction of the variability in this set. This procedure yielded a set of two singular vectors 

representative of the ROI-specific HRF shapes obtained from each subject, as it was found that the 

two absolutely largest singular values accounted for more than 80% of variability of the original 

set of HRFs. For all subsequent analyses, the HRF curve estimates were obtained using equations 

(5.8)–(5.11) along with the set of two orthonormal functions obtained for each subject. 

To investigate the functional relevance of the detected CSC events, the mean event time-

series s̅(n) was convolved with each basis function, and a BOLD prediction was obtained at each 

voxel. Then, the F-score was calculated  

F =
(SSER − SSEF) (DFER − DFEF)⁄

SSEF DFEF⁄
                                             (5.15) 

where SSEF and  SSER are respectively the residual sum of squares of the full and null model. 

DFEF and DFER denote the number of degrees of freedom for the full and null model, respectively. 

The statistic F follows a  F(DFER−DFEF,DFEF) distribution. A large value of  F indicates that the 

detected CSC events significantly contribute to BOLD signal variance. Finally, random field 

theory (Worsley et al., 1996) was employed to compute the significance level corrected for 

multiple comparisons, where search for activation was contained within gray matter.  

Results 

 
5 The Harvard-Oxford cortical atlas is included in the FSL library 

(https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases). 

https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases


 

143 

High amplitude peaks in the BOLD correspond to sub-Nyquist sampling intervals 

The upper panel in Figure 5.3 shows the average PSD obtained across all subjects from the 

resting-state fMRI data of dataset 2. The PSD has a peak around 0.013 Hz. According to the 

Nyquist sampling theorem, sampling with a sampling frequency higher than 0.026 Hz, or 

equivalently with a sampling interval smaller than approximately 38 s is sufficient to describe the 

slow dynamics of the BOLD observed during the resting-state. The bottom panel in Figure 5.3 

shows boxplots of the mean interval between high amplitude peaks in the BOLD signal at each 

voxel obtained using PPA, for each subject.  The voxel-wise mean sampling intervals were found 

to be 

Figure 5.3 Top panel: average power spectral density (PSD) across subjects obtained from 

resting-state BOLD-fMRI data. The curve shows a peak around 0.013 Hz. Sampling the 

BOLD signal with a sampling interval smaller than approximately 38 s, or equivalently with 

a sampling rate higher than 0.026 Hz, preserves the slow dynamics of the BOLD signal 

during resting-state (Nyquist sampling theorem). Bottom panel: boxplots of mean irregular 

sampling intervals obtained at each voxel, for all subjects during resting-state. For most of 

the subjects, the voxel-wise mean sampling interval is smaller than the Nyquist sampling 

interval limit of 38 s (shown with a dashed line). 

0.013 Hz 

Nyquist sampling 
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Figure 5.4 (a) Group-level analysis of seed-based correlations between individual voxels 

and a seed selected in the precuneus cortex (PCC). Correlations were calculated after 

regular down-sampling by various fixed down-sampling factors were performed. The 

values of the down-sampling factors were selected based on the 25th and 75th percentile of 

the boxplots shown in Figure 5.3. In all cases, the default mode network (DMN) was 

revealed. (b) Similar results as in (a) but this time down-sampling was performed using 

random irregular sampling intervals, which were obtained from a uniform distribution. The 

minimum and maximum values of the distribution were defined based on the 25th and 75th 

percentiles of the boxplots shown in Figure 5.3. In each case, the DMN was revealed from 

BOLD samples that did not necessarily coincide with large peaks in the BOLD time-series. 

(a) Down-sampling by a factor of 8 (b) Down-sampling by a factor of 10 

(c) Down-sampling by a factor of 12 (d) Down-sampling by a factor of 14 

20 3.1 t-score 20 3.1 t-score 
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t-score t-score 3.1 20 3.1 

PFDR < 0.001 corrected for multiple comparisons 
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smaller than the Nyquist sampling interval, which is shown with a dashed line, for most of the 

subjects. This suggests that using samples obtained from the BOLD signal with any regular or 

irregular sampling interval smaller than the Nyquist interval, which includes the interval between 

its high amplitude peaks, is sufficient to preserve the signal’s slow dynamics observed during the 

resting-state. Since the slow dynamics of the BOLD can be described by samples obtained using 

any sub-Nyquist sampling interval that may not necessarily coincide with its large amplitude 

peaks, this suggests that the relevant information related to the dynamics of the signal observed 

during resting-state is not condensed only at the timings of its high amplitude peaks. 

Figure 5.4a shows group level results of seed-based correlations between individual voxels 

and a seed selected in the precuneus cortex. The seed time-series was constructed for each subject 

using the mean of all voxels within a ball of radius 10 mm centered at the MNI voxel coordinates 

X = 48, Y = 37, Z = 56. Correlations were calculated using down-sampled time-series, where 

down-sampling was performed with a dawn-sampling factor of 8, 10, 12, and 14 points. These 

values were determined based on the 25th and 75th percentile of the voxel-wise mean sampling 

intervals shown in the boxplots in Figure 5.3. In each case, the seed-based correlations revealed 

connectivity in the DMN, although the extend of the network is decreased at larger sampling 

intervals 

Figure 5.4b shows the same result, but in this case down-sampling was performed using 

random irregular sampling intervals between consecutive BOLD samples. Random sampling 

intervals were determined based on a uniform distribution. The minimum and maximum values of 

the distribution were defined based on the 25th and 75th percentiles of the boxplots shown in Figure 

5.3. The result suggests that samples obtained from the BOLD signal, which may not coincide 

with large amplitude peaks, comprise relevant information that is sufficient to describe its slow 

dynamics observed during resting-state conditions. 

Figure 5.5 shows conditional rate maps obtained using the residual time-series that resulted 

after regressing out the events corresponding to high amplitude peaks in the original BOLD time-

series. They suggest that the spatial and temporal distribution of events defined at lower amplitude 

peaks in the BOLD is similar to the spatial and temporal distribution of events defined at higher 

amplitude peaks. This also confirms that important information to describe the slower dynamics  

of resting-state activity is not concentrated only in the higher amplitude peaks of the BOLD signal.  



 

 

 

 

 

Figure 5.5 Group average conditional rate maps obtained across subjects using PPA events 

defined at the timing of lower amplitude peaks in the BOLD. The lower amplitude peaks 

were detected on the residual time-series after regressing out the higher amplitude peaks 

from the data.  This procedure was repeated for four times: the first time PPA events were 

defined based on the original BOLD measurements. The other three times, PPA events 

were defined based on the residual time-series obtained in the previous iteration. In each 

case, the average conditional rate maps across subjects obtained from the residual time-

series resembled the DMN. This suggested that even lower amplitude peaks of the BOLD 

signal convey important information regarding resting-state brain activity. 



 

 

Convolutional sparse coding analysis 

Figure 5.6 illustrates representative examples of CSC atoms obtained from the analysis of 

dataset 1.  Figure 5.6a shows atoms that were classified as artifacts, which remained in the data 

after preprocessing. The assessment of the components as artifactual was based on evaluation of 

both the spatial patterns as well as signal morphology (temporal waveform). Starting from the left, 

the first atom was evaluated as a gradient artifact due to the high frequency peaks in its temporal 

pattern that possibly resulted from the fMRI gradient switchings. The second and third atoms 

correspond to ballisto-cardiogram and eye-blink artifact topographies that are typically observed 

in EEG-fMRI data. 

Figure 5.6b shows atoms corresponding to brain activation associated with the visual target 

detection task (dataset 1). The CSC topographies show frontoparietal and parietal spatial patterns. 

These atoms are consistent with activation of the visual and cortical attention, which are engaged 

during the execution of the task. Atoms corresponding to brain activation associated with resting-

state and motor task execution (dataset 2) are shown in Figure S3-1 and Figure S3-2. in Appendix 

3. Figure S3-1 shows the temporal waveform of a representative CSC atom as it appears in a 

segment of the original EEG sensor time-series. Figure S3-2 shows the spatial pattern, temporal 

waveform, as well as the power spectral density of the same prototypical CSC atoms shown in 

Figure S3-1. During resting-state, the temporal waveform shows higher power in the alpha (8-12) 

band, whereas during the motor task, the temporal waveform shows higher power in the and alpha 

and beta (>15 Hz) band. 
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Figure 5.6 (next page)  

(a) Representative examples of atoms corresponding to artifacts in the EEG data. 

Assessment was based on both spatial patterns (top row) as well as signal morphology 

(bottom row). Starting from the left, the first atom was evaluated as gradient artifact due to 

the high frequency peaks in its temporal pattern that result from the fMRI gradient 

switchings. The second and third atoms correspond to typical ballisto-cardiogram and eye-

blink EEG topographies. (b) Representative examples of atoms corresponding to brain 

activation during execution of the visual target detection task. Top row: CSC topographies 

showing fronto-parietal and parietal activation patterns. These patterns are consistent with 

activation of cortical attention and visual networks. Middle row: temporal pattern of each 

CSC atom. Bottom row:  representative 20 s of sparse event timeseries associated with 

onset timing and magnitude of the temporal pattern of each atom.  

 

 Figure reprinted from (Prokopiou and Mitsis, 2019) with permission © [2019] IEEE. 
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Figure 5.6 (see caption in the previous page) 



 

 

Brain activation explained by CSC events 

Figure 5.7a shows the results of the voxel-wise analysis performed using dataset 1. 

Activation maps obtained using CSC events detected in the EEG data are shown in green. 

Activation maps obtained with the subjects’ behavioral response time (RT) events, which were 

indicated by a button press, are shown in red/yellow. The results revealed activation in the lingual 

gyrus, insular cortex, left pre-central gyrus, and cingulate gyrus for both event types. In addition, 

CSC events revealed activation in the paracingulate gyrus. Figure 5.7b show group level activation 

maps obtained for the motor task data (dataset 2). In this case, red/yellow corresponds to the 

activation obtained using the subjects’ hand grip strength. The results revealed strong activation 

in the left pre-central gyrus (M1) for both event types. For both tasks, although the extend of 

activation obtained using the subjects’ behavioral response to each task is more widespread as 

compared to using the CSC events, overall there is concordance in the activation maps obtained in 

each case, suggesting that CSC events can be used to detect events associated with each task.  

Group average HRF estimates obtained during the motor task, as well as under resting 

conditions are shown in Figure 5.8. These estimates correspond to large functionally defined ROIs 

in which CSC events explained a large fraction of the variance in the BOLD signal. The ROIs 

included the left pre-central and superior parietal lobule cortices, for both experimental conditions. 

The HRF estimates obtained in each case exhibited consistent shapes, for most of the subjects. 

Representative BOLD signal predictions obtained for the left superior parietal lobule cortex are 

also shown in the same figure, for each experimental condition. They suggest that CSC events can 

be used to describe the slow oscillations in the BOLD under both conditions with some exceptions 

when BOLD exhibits large amplitude peaks that are not predicted by the EEG, which are possibly 

related to physiology or head motion. 

Figure. 5.9 shows group level activation maps obtained using the resting-state data from 

dataset 2. Brain activation was evaluated using events defined in the EEG data with CSC along 

with event-related fMRI analysis. The results reveled widespread activation spanning multiple 

cortical areas. 
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Figure 5.7 (previous page) (a) Voxel-wise analysis showing brain activation at the group 

level during execution of a visual target detection task (dataset 1). Activated regions 

obtained from events detected in the EEG using CSC analysis are shown in green. 

Activated regions obtained using the subjects’ response time (RT) to the visual targets are 

shown in red/yellow. The maps show activation in the lingual gyrus, insular cortex, left 

pre-central gyrus (M1) and cingulate gyrus for both event types. CSC events also reveal 

activation in the paracingulate gyrus. (b) Group-level activation maps obtained during 

execution of a hand grip task (dataset 2). Activated regions obtained from events detected 

in the EEG using CSC analysis are shown in green. Activated regions obtained using the 

subjects’ hand grip strength are shown in red/yellow. The maps show strong activation in 

the left pre-central gyrus (M1) for both event types. In both conditions, although the 

subjects’ behavioral response to each task show more wide-spread activation, overall there 

is considerable overlap between the activation maps obtained with each method, suggesting 

that CSC is able to successfully detect neural events associated with each task.  



 

 

 

 

 

 

 

Figure. 5.9 Voxel-wise analysis showing brain activation at the group level during resting-

state. Brain activation was evaluated using CSC events and event-related fMRI analysis. 

The results reveled widespread and spanning multiple regions across the cerebral cortex. 

Figure 5.8 (next page) (a) Group average HRF curve shapes obtained in the left pre-central 

and left superior parietal lobule ROIs during motor task. The red curve corresponds to the 

mean HRF curve across all subjects. The blue shaded area corresponds to the standard 

error.  The ROIs were functionally defined based on regions where EEG explained a large 

fraction of the variance in the BOLD signal (Figure 5.7b). Representative BOLD prediction 

in the left superior parietal lobule is shown in the lower panel. (b) Group average HRF 

curves obtained in the same ROIs under resting conditions. The ROIs were functionally 

defined based on regions where EEG explained a large fraction of the variance in the 

BOLD signal (Figure 5.7b). Representative BOLD prediction in the right occipital cortex 

obtained from the same subject as in (a) is shown in the lower panel. 
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Figure 5.8 (see caption in the previous page) 
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Discussion 

General 

In this study, we investigated whether sparse, transient events detected in EEG data 

collected simultaneously with BOLD-fMRI can be used to describe the slow oscillations in the 

BOLD signal and to obtain reliable estimates of the HRF during task execution (visual target 

detection and a hand-grip task), as well as under resting-state conditions. This investigation was 

performed in light of the unfolding debate as to whether neural activity consists more of transient 

bursts of isolated events rather than rhythmically sustained oscillations (van Ede et al., 2018). To 

define events in the EEG we employed CSC analysis with rank-1 constraints (Jas et al., 2017; La 

Tour et al., 2018). We initially performed this analysis using the data collected during the two 

tasks, where events detected in the EEG were expected to explain higher BOLD signal variance in 

brain regions associated with each task.  To model the BOLD signal, we employed FIR system 

analysis. Our results revealed activation in the lingual gyrus, insular cortex, left pre-central gyrus, 

and cingulate gyrus for the visual target detection task, and extensive activation in the left pre-

central gyrus for the hand-grip task in accordance with previous studies in the literature (Sclocco 

et al., 2014; Walz et al., 2013; Xifra-Porxas et al., 2019). The same regions were also found to be 

activated using external measurements of the subjects’ behavioral response to each task. This 

suggested that CSC analysis can be used to detect reliable events in task-based EEG, which are 

associated with the task. It also suggested that sparse, transient events comprise relevant 

information that can be used to describe the slow fluctuations observed in the BOLD signal. 

Subsequently, we performed the same analysis using resting-state data. Our results 

revealed that events detected in the EEG can be also used to explain the slow oscillations in the 

BOLD signal observed during the resting-state, despite the lower SNR associated with the later 

condition. They also suggested that CSC events can be used to obtain reliable HRF estimates, 

which exhibited consistent shapes across subjects. This line of research has important implications 

for the study of effective connectivity (Gao et al., 2016; Iwabuchi et al., 2014; Palaniyappan et al., 

2018; G.-R. Wu et al., 2013; G. R. Wu et al., 2013) or functional connectivity (Gitelman et al., 
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2003; McLaren et al., 2012; Rangaprakash et al., 2018; Yan et al., 2018), as resting state HRF 

estimates are important in order to account for the hemodynamic blurring in BOLD-fMRI data. 

Lower-amplitude co-fluctuations in BOLD-fMRI contribute to resting-state functional 

connectivity 

Recent studies in the literature employed events defined at the timing of the large amplitude 

BOLD peaks to retrieve the HRF from resting-state fMRI data, which was subsequently used for 

hemodynamic deblurring (Abe et al., 2015; G.-R. Wu et al., 2013). A key hypothesis of this blind 

deconvolution approach was that relevant information of resting-state neural dynamics is encoded 

into the high amplitude peaks of the signal, which can be unveiled by PPA (Tagliazucchi et al., 

2012). Along these lines, other studies  proposed using sparse promoting deconvolution to define 

events, such as parameter free mapping (PFM) (Caballero Gaudes et al., 2013) or total activation 

(TA) analysis (Karahanoğlu et al., 2013). Moreover, similar studies proposed using related 

information associated to these events for the study of the spatial and temporal dynamics of resting-

state brain activity.  Such information included activation maps obtained using PFM event-related 

fMRI analysis (Petridou et al., 2013), clusters of fMRI frames obtained at the timing of PPA events 

(Liu et al., 2013; Liu and Duyn, 2013), or average frames obtained at the timing of high amplitude 

BOLD co-fluctuation (Betzel et al., 2019). While these works provided evidence that excluding 

these events results into a decrease in functional connectivity, they didn’t show that the structure 

of the resting-state functional networks also changes. The latter is an important index of coherent 

resting-state brain activity, which has been extensively used in the literature for quality control of 

resting-state fMRI preprocessing pipelines (Bright and Murphy, 2015).   

In this work, using Pearson’s seed-based correlations with a seed selected in the PCC, we 

showed that voxels in the DMN co-fluctuate with the seed even when regular, or random, irregular 

down-sampling of the BOLD signal has been performed. In this case, samples obtained from the 

BOLD did not necessarily coincide with the high amplitude peaks of the signal, and yet the co-

fluctuations of these samples between different voxels were found to preserve the spatial 

specificity of the network (Figure 5.4). This suggested that the relevant information of resting-

state brain dynamics may not be condensed only in the high amplitude BOLD peaks, and that 

important information is also distributed in lower amplitude peaks. To investigate this further, we 

initially regressed the high amplitude peaks out from the original BOLD time-series in order to 
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bring the lower amplitude peaks of the signal to the foreground. Subsequently, we applied PPA on 

the residual data and constructed seed-based conditional rate maps with a seed selected in the PCC. 

The results revealed that the derived conditional rate maps resembled the DMN (Figure 5.5), which 

confirmed that important information for resting-state brain dynamics is also concentrated in lower 

amplitude BOLD peaks. 

These findings have important implications for the study of functional/effective 

connectivity using BOLD-fMRI, as well as for the study of HRF variability using events defined 

in the BOLD signal. They suggest that lower amplitude peaks convey important information about 

resting-state brain dynamics that should not be disregarded. Moreover, recent studies in the fMRI 

literature investigated a large number of fMRI preprocessing pipelines and pointed out that no pre-

processing pipeline offers a perfect noise free signal (Parkes et al., 2018). Also, other studies 

showed that the network structure elicited by non-neural sources of BOLD signal variability is 

conformable to the structure of previously reported resting-state networks (Bright and Murphy, 

2015; Chen et al., 2019; Nalci et al., 2019). On account of these considerations, we believe that 

the contribution proportion of neural versus non-neural sources in the high amplitude peaks of the 

BOLD cannot be easily elucidated. Hence, HRF or activity-inducing signal estimates obtained 

using blind deconvolution of the BOLD signal could be, to some extent, biased towards physiology 

processes or motion, and physiological interpretation of these estimates in terms of the underlying 

neural dynamics should be performed with caution.  

HRF estimation using simultaneous EEG-fMRI data 

In this work, we employed simultaneous EEG-fMRI data and CSC analysis with rank-1 

constraints (Jas et al., 2017; La Tour et al., 2018) to define sparse events in the EEG that can be 

used to describe the slow fluctuations in the BOLD signal, as well as to obtain estimates of the 

unknown HRF. We believe that using EEG data acquired simultaneously with BOLD-fMRI is a 

more reliable approach to define neural-related events and brain states that can be used to describe 

the BOLD signal as (i) it provides more direct information with regards to neuronal activity, and 

(ii) this information is provided with a higher temporal resolution.  

CSC analysis with rank-1 constraints is a recently developed dictionary learning technique 

for multi-channel EEG or magnetoencephalography (MEG) data decomposition into 
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spatiotemporal atoms6. As it is illustrated by Figure 5.6, Figure S3-1, and Figure S3-2, this 

decomposition provides information with regards to accurate timing of events detected in the EEG, 

which is particularly important in event-related fMRI analysis. It also provides information with 

regards to the spatial pattern of brain activity, which can be used to descriminate between sources 

of brain activity for sources of non-neural origins in EEG data. Lastly, it also provides valuable 

information with regards to the morphology of the signals under consideration, which is important 

to better understant brain function under both health and desease (Cole and Voytek, 2019; Jones, 

2016; Mazaheri and Jensen, 2008). 

In general, CSC analysis assumes that neuronal activity detected with the EEG comes in 

packets or “bursts”, which only last for a few cycles. The waveform of these busts is considered 

to be time-invariant. This, however, is only an approxiation as the morphology of EEG signals is 

known to change over time (Amir and Gath, 1989; Li et al., 2011). This analysis generally offers 

better EEG signal approximations since the event waveforms are not constrained in narrow 

frequency bands (La Tour et al., 2018). In the present study, the selected CSC events revealed 

strong activations in parietal, occipital, and frontoparietal areas during both tasks. Moreover, most 

of the power of the oscillations of the waveforms associated with the selected atoms was found to 

be destributed in the alpha (8-12 Hz) and beta (15-30 Hz) bands, which is consistent with parietal 

and occipital activation due to visual stimulation employed in both tasks. In a recent work by (La 

Tour et al., 2018) CSC analysis was used for the analysis of MEG data collected during median 

nerve stimulation. The results revealed atoms characterized by waveforms oscilating in the mu 

band (~ 9 Hz) and localized activation in the primary somatosensory cortex. Overall, the results in 

the present study as well as in (La Tour et al., 2018) suggest that CSC analysis can be used to 

define events that are strongest in brain regions associated with the task.  

Lastly, we note that even though CSC analysis revealed atoms with spatial patterns and 

temporal waveforms associated with known sources of noise (Figure 5.6a) it is likely that some 

noise (eg. BCG, head motion) has not been completely removed from the data during pre-

processing and is still present in atoms deemed associated with neuronal activity. However, we 

 
6 Open source code for convolutional sparse coding analysis of multivariate EEG/MEG data can 

be found at https://alphacsc.github.io/models.html. 

https://alphacsc.github.io/models.html
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believe that this has not affected our results (Figure 5.7, Figure 5.8, Figure. 5.9), which revealed 

CSC atoms with high correlation with BOLD-fMRI in brain areas associated with the task.  

Study limitations 

The sparsity of the CSC event time-series zk
n in equation (5.5) was controlled by the 

regularization parameter  λ > 0. The value of this parameter was empirically defined for each 

dataset, aiming to balance between sparsity and BOLD prediction accuracy. We note that the 

selected value for this parameter is of the same order as the value selected for the analysis of the 

MNE somatosensory dataset (Gramfort et al., 2014, 2013) presented in (La Tour et al., 2018). 

Future work consists of extending the CSC algorithm employed herein to include an automated 

selection procedure for the parameter λ. This would make this technique more easily applicate to 

any dataset. Homotopy continuation procedures for sparse regression can be useful for that purpose 

(Efron et al., 2004; Osborne et al., 2000). 

The present study was set out to investigate the underlying link between sparse neural 

events detected in the EEG with the contemporaneous changes in the BOLD signal. To this end, 

we employed EEG data, which were collected simultaneously with BOLD fMRI. Although this 

technique combines the excellent temporal resolution of the EEG with hemodynamic changes 

detected in high spatial resolution with BOLD-fMRI, it generally suffers from technical limitations 

associated with the EEG data acquisition inside the high magnetic field environment. Future work 

performed using optical imaging techniques, such as simultaneous EEG-FNIRS would help 

overcome these limitations. 

Conclusion 

In this study, we initially employed seed-based correlations to show that samples obtained 

from the BOLD signal using various regular, as well as random sub-Nyquist sampling intervals, 

which did not necessarily coincide with large amplitude BOLD peaks, yield patterns of large scale 

resting-state neural dynamics observed with fMRI, such as the DMN. Subsequently, we performed 

a similar analysis using conditional rate mapping analysis. The results revealed that, in addition to 

the larger amplitude BOLD peaks, the spatial and temporal distribution of events defined at smaller 

amplitude BOLD peaks also resembles patterns of resting-state neural dynamics observed with 
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fMRI. This suggested that using only events defined at the timing of the large BOLD amplitude 

peaks for HRF estimation, may yield biased estimates, which should be interpreted with caution.  

To define more reliable neural events, we employed simultaneous EEG-fMRI data, along 

with CSC analysis. Our results suggested that the detected CSC events yield reliable activation 

maps obtained using event-related fMRI analysis. Our results also suggested that the events 

detected in the EEG yield consistent HRF estimates across subjects, even during resting-state 

conditions, where SNR is lower. 
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Chapter VI. 

Conclusion 

General discussion 

The aim of the present thesis was to investigate the linear and nonlinear characteristics of 

dynamic cerebrovascular reactivity (dCVR) and the hemodynamic response function (HRF) to 

neuronal activation using multimodal neuroimaging data. It also aimed to investigate the regional 

variability of these characteristics in high spatial resolution placing particular emphasis to better 

understand the underlying mechanisms of dCVR and HRF during resting experimental conditions. 

The latter is particularly challenging due to the lower SNR in the data as compared to task-based 

conditions. To achieve these aims, using novel datasets and developing advanced data analysis 

techniques constituted an integral part of this investigation.  

To investigate dCVR we employed BOLD-fMRI measurements obtained with high 

sampling rate, long scanning duration for each experimental condition (normal breathing and 

hypercapnic CO2 challenges), as well as rich physiological data including PETCO2, respiration, 

and cardiac signals. Moreover, the PETCO2 challenges that were delivered to the subjects during 

dynamic end-tidal forcing were determined based upon a mutli-frequency binary sequence that 

was devised to spread the power of PETCO2 over a broad frequency range. These properties of 

the available dataset made it suitable for modeling dCVR. To investigate the linear and non-linear 

characteristics of the dynamic interactions between PETCO2 and BOLD, we employed non-

parametric system identification techniques for linear and nonlinear dynamical systems, which 

were based on the discrete Volterra model. This investigation revealed that the interactions 

between PETCO2 and BOLD are dynamic and predominantly linear for both experimental 

conditions. It also provided us with more insight with regards to the underlying mechanisms of 

cerebral vasodilation, as our results suggested that the shape of the dynamic response is region-

specific and possibly related to the underlying structural and vascular anatomy. 
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To investigate the HRF, we employed simultaneous EEG-fMRI data collected during task 

execution as well as under resting experimental conditions. The main advantage of this technique 

is that EEG provides a direct measurement of neuronal activity, which can be used to predict 

hemodynamic changes detected with BOLD-fMRI. The combination of these two complementary 

imaging modalities allowed us to exploit the excellent temporal resolution of the EEG and the 

excellent spatial resolution of the fMRI in order to obtain more accurate estimates of the subject- 

and region-specific HRF. Another advantage of this technique is that it allowed us to obtain 

accurate HRF estimates even during resting experimental conditions, where there is no explicit 

task or external stimulation from which the underlying neuronal activity can be inferred.  

Our approach of EEG-fMRI data fusion was twofold. In the first case, we investigated the 

linear and nonlinear dynamic interactions between the power of rhythmic activity in individual 

frequency bands and the BOLD. To this end, we employed linear and nonlinear block-structured 

models in order to obtain an estimate of a linear or nonlinear transformation of the instantaneous 

power in individual bands, as well as a nonparametric estimate of the unknown HRF. Of note is 

that this investigation was performed in the EEG source space in contrast to the vast majority of 

previous studies in the literature, which performed a similar investigation in the EEG sensor space. 

Source space reconstruction allows the spatial information present in the multi-channel EEG to be 

better exploited, and thus providing HRF estimates with a higher degree of spatial specificity. 

Overall, our results suggested that it is feasible to obtain reliable dCVR and HRF estimates 

from resting-state measurements despite the lower SNR associated with the latter. Hence, an 

important implication of the present thesis is that it provides a methodological framework for the 

evaluation of resting-state dCVR and the resting-state HRF, which may find application in the 

clinical setting for the assessment of cerebrovascular and neurovascular disorders of any clinical 

population.  

This framework can also find important applications in neuroimaging research. 

Specifically, resting state dCVR can be used to assess and remove the confounding effects of 

spontaneous fluctuations in PaCO2 on resting-state BOLD-fMRI data providing more accurate 

functional connectivity maps. Moreover, accurate resting-state HRF estimates can be also used to 

remove the hemodynamic blurring which is inherent in BOLD-fMRI data, resulting in more 

accurate functional and effective connectivity measures. 
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A more detailed summary of the findings of the main contributing chapters in the thesis is 

provided in the following section. 

Thesis summary 

The main body of thesis consists of three parts. The first part (Chapter 3), dealt with 

cerebrovascular reactivity (CVR), which reflects the capacity of blood vessels to dilate in response 

to arterial CO2 changes. CVR is an important marker of cerebral blood flow (CBF) reserve. The 

most common approach to evaluate CVR in the literature is using the ratio of the change in the 

BOLD signal to an increase in PaCO2. In this work, we rigorously investigated the regional 

variability of dynamic CVR (dCVR), which quantifies the dynamic response of the BOLD signal 

to a unit change in PaCO2. dCVR is an intrinsic property of the cerebral vessels, which is related 

to elastance and compliance. To this end, we employed an efficient system identification technique 

(function expansions) and BOLD-fMRI data acquired during normal breathing and externally 

induced hypercapnic step CO2 challenges. In this context, we obtained estimates of dCVR within 

single voxels and larger, functionally defined ROIs, which are possibly involved in the brainstem 

respiratory control network of the human brain. We also performed clustering analysis on the 

voxel-specific dCVR curves for each experimental condition. This allowed us to identify different 

brain regions with similar dCVR characteristics. Our results revealed considerable variability of 

dCVR across different brain regions, as well as during different experimental conditions 

(normocapnia and hypercapnia) suggesting a differential response of cerebral vasculature to 

spontaneous CO2 fluctuations and larger, externally induced CO2 changes. More importantly, our 

results also suggested that it is feasible to obtain reliable estimates of CVR curves even from 

resting-state data where SNR is low. The latter may have important implications, including the 

clinical setting, as it could allow the design of safer and easier to implement clinical protocols for 

the assessment and evaluation of cerebrovascular disorders. 

The second part (Chapter 4) investigated the dynamic interactions between distributed 

oscillatory sources of ongoing neural activity and the contemporaneous changes in the BOLD 

signal using simultaneous EEG-fMRI measurements acquired during resting-state and motor task 

execution. To this end, we initially performed EEG source reconstruction using distributed source 

space modeling. Subsequently, we performed time-frequency analysis to obtain the instantaneous 

power timeseries of the estimated dipolar current sources in the delta (1-4 Hz), theta (5-7 Hz), 
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alpha (8-12 Hz) and beta (15-30 Hz) band. To evaluate the linear and non-linear interactions 

between the band-specific EEG power and BOLD signal, we employed block-structured models, 

which included the linearized Hammerstein, standard Hammerstein, and Hammerstein-Wiener 

model. Our results suggested that the interactions between the EEG bands and the BOLD signal 

evaluated in large structurally defined ROIs were linear for both experimental conditions. Also, 

our vertex-specific analysis revealed that during motor task execution, the BOLD signal variance 

was mainly explained by the EEG oscillations in the beta band. On the other hand, during resting-

state the contribution of the individual EEG bands to the BOLD signal variance was region 

specific. Specifically, our results suggested that in sensory-motor cortices the BOLD signal was 

mainly explained by the delta and theta bands. On the other hand, in parietal and occipital cortices 

it was mainly explained by the alpha and beta band. 

Lastly, the third part (Chapter 5) investigated whether transient bursts of isolated neural 

events can be used to describe the slow dynamics of the BOLD signal, as well as to obtain reliable 

estimates of the HRF. Initially, we argued that defining events at the timing of the large amplitude 

peaks in the BOLD signal as has been previously proposed in the literature might be misleading 

due to the high sensitivity of the BOLD-fMRI signal to head motion and physiological processes, 

such as cardiac pulsatily and respiration. Also, we showed that for resting-state BOLD-fMRI, 

relevant information of resting-state brain dynamics, in addition to the large amplitude BOLD 

signal peaks, may also be concentrated in lower amplitude peaks. Hence, using events defined only 

that timing of the large amplitude BOLD signal peaks to retrieve the resting-state HRF may yield 

biased estimates. To circumvent this limitation, we proposed using events defined in EEG data 

acquired simultaneously with BOLD-fMRI, as EEG provides a more direct measurement of 

neuronal activity. To define events in the EEG we employed convolutional sparse coding (CSC) 

analysis with rank-1 constraints. We initially validated this technique using simultaneous EEG-

fMRI data acquired during a visual oddball task, as well as data collected during a hand grip task. 

Our results suggested that CSC can be used for the detection of reliable neural events in the EEG, 

which explain a significant portion of BOLD signal variance in areas associated with the task. 

Moreover, we used the detected events for each task along with finite impulse response model 

analysis to obtain estimates of the HRF in large functionally defined ROIs. Our results suggested 

that CSC events yield HRF estimates with consistent shapes across subjects. Lastly, we also 

employed CSC analysis and resting-state EEG-fMRI measurements to obtain estimates of the 
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resting-state HRF. The latter also exhibited consistent shapes across subjects. Accurate resting-

state HRF estimates could be of great importance for resting-state BOLD-fMRI connectivity 

studies, as it could be used to obtain more accurate measures of functional or effective 

connectivity. 

Future work 

The findings in this thesis suggested that both dCVR and the HRF exhibit substantial 

regional variability, which can be related to the underlying structural or vascular anatomy. 

Specifically, dCVR curves obtained in periventricular regions exhibited an initial negative 

undershoot that was followed by a positive late overshoot, under both normal breathing and 

externally induced CO2 challenges using dynamic end-tidal forcing (Chapter III, Figs. 3.9-3.12). 

Also, dCVR curves in ventricular regions were found to be mainly negative under both 

experimental conditions (Chapter III, Figs. 3.9-3.12). Similarly, HRF curves obtained using 

simultaneous EEG-fMRI measurements in the medial occipital cortex and the bilateral primary 

somatosensory cortices exhibited positive curve shapes characterized by a large positive peak. On 

the other hand, different brain regions, such as areas in the lateral occipital cortices exhibited 

negative curve shapes characterized by a large negative peak (Chapter IV, Figure 4.8). Recent 

studies in the literature proposed that a large portion of amplitude variations in BOLD fluctuation 

can be explained by regional variations in vascular density (VAD) (Bernier et al., 2018; Vigneau-

Roy et al., 2014). Hence, a potential venue for future research is to correlate the estimates of voxel-

specific dCVR and HRF curves, with the underlying regional VAD. 

With regards to modeling dCVR, our results suggested that the dynamic interactions 

between PETCO2 and BOLD-fMRI are predominantly linear for both normal breathing and 

externally induced PETCO2 challenging. However, during the forcing condition, the hypercapnic 

range of PETCO2 challenging employed in this study was found to be at the border between the 

linear and nonlinear region of the PETCO2-BOLD curve (Halani et al., 2015; Tancredi and Hoge, 

2013), which may have biased the selection of linear models (Prokopiou et al., 2019). Future work 

including stronger PETCO2 challenges is required in order to rigorously investigate the nonlinear 

contribution of PETCO2 on the BOLD. 

Lastly, with regards to modeling the HRF using simultaneous EEG-fMRI, although the 

technique combines the excellent time resolution of the EEG with the excellent spatial resolution 
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of the fMRI, the quality of the EEG data is generally affected by the large magnetic field of the 

MRI scanner. Future work consists of using gradient free imaging techniques, such as 

simultaneous EEG-fNIRS, which would allow us to overcome these limitations of the combined 

EEG-fMRI imaging technique. 

 

 



 

 

Appendix 1. 

Modeling of dynamic cerebrovascular reactivity to spontaneous and externally induced CO2 fluctuations in the human brain 

using BOLD-fMRI 

 

 Dynamic end-tidal forcing Normal Breathing 

Subject 1 4 4 

Subject 2 4 4 

Subject 3 5 5 

Subject 4 5 5 

Subject 5 4 4 

Subject 6 5 5 

Subject 7 4 4 

Subject 8 4 4 

Subject 9 4 5 

Subject 10 5 5 

Subject 11 5 4 

Subject 12 5 4 

Table S1-1: Total number of clusters of dCVR curve shapes for each subject. The clustering was performed using k-means 

clustering and the silhouette criterion for evaluating clustering performance and selecting the optimal number of clusters. 

 



 

 

 

 

 Cluster 1 (%) Cluster 2 (%) Cluster 3 (%) Cluster 4 (%) Cluster 5 (%) 

Subject (a) 4.07 6.21 5.53 26.98 57.2 

Subject (b) 7.15 11.3 4.60 23.38 53.59 

Subject (c) 4.49 7.12 6.64 33.48 43.26 

 

 

 Cluster 1 (%) Cluster 2 (%) Cluster 3 (%) Cluster 4 (%) Cluster 5 (%) 

Subject (a) 4.28 21.23 34.07 17.47 23.03 

Subject (b) 1.30 22.67 65.48 4.05 6.48 

Subject (c) 2.55 18.72 46.03 9.94 22.72 

 

 

 

 

 

Table S1-2: Percentage of voxels within each dCVR cluster shown in Figure 3.10 (Dynamic end-tidal forcing) 

 

Table S1-3: Percentage of voxels within each dCVR cluster shown in Figure 3.11 (Normal breathing) 
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Dominant 

dCVR 

cluster in 

each ROI  

(% of voxels 

in dominant 

cluster) 

Maximum 

# of dCVR 

clusters 

KFPB LAV LVL LVPL CB TFus CG HIPP 

Subject 1 4 4 (81.25 %) 4 (75.00 %) 4 (68.65 %) 4 (100 %) 3 (47.19 %) 4 (34.80 %) 4 (88.11 %) 4 (57.84 %) 

Subject 2 4 4 (61.53 %) 4 (100 %) 4 (84.69 %) 4 (93.75 %) 4 (84.83 %) 4 (57.56 %) 4 (89.23 %) 4 (67.39 %) 

Subject 3 5 5 (100 %) 5 (100 %) 5 (84.61 %) 5 (100 %) 5 (58.23 %) 5 (59.18 %) 5 (92 %) 5 (57.94 %) 

Subject 4 5 5 (66.7 %) 5 (100 %) 5 (89.69 %) 5 (93.33 %) 5 (56.36 %) 5 (54.38 %) 5 (70.21 %) 5 (53.54 %) 

Subject 5 4 4 (92.85 %) 4 (100 %) 4 (86.45 %) 4 (100 %) 4 (81.53 %) 4 (64.21 %) 4 (93.88 %) 4 (84.88 %) 

Subject 6 5 4 (58.33 %) 5 (100 %) 5 (92.77 %) 5 (100 %) 5 (51.99 %) 5 (57.98 %) 5 (94.30 %) 5 (61.64 %) 

Subject 7 4 4 (100 %) 3 (58.33 %) 4 (63.09 %) 4 (100 %) 4 (83.87 %) 4 (59.14 %) 4 (81.25 %) 4 (64.92 %) 

Subject 8 4 3 (64.28 %) 3 (100 %) 3 (84.84 %) 3 (88.25 %) 4 (53.25 %) 4 (61.48 %) 3 (68.10 %) 4 (58.55 %) 

Subject 9 4 4 (100 %) 4 (90.90 %) 4 (80.00 %) 4 (100 %) 4 (77.04 %) 4 (71.18 %) 4 (98.28 %) 4 (81.59 %) 

Subject 10 5 5 (84.61 %) 5 (100 %) 5 (82.07 %) 5 (100 %) 2 (52.62 %) 4 (46.55 %) 5 (88.55 %) 5 (51.48 %) 

Subject 11 5 5 (69.23 %) 5 (100 %) 5 (87.87 %) 5 (88.23 %) 5 (51.37 %) 4 (54.95 %) 5 (47.98 %) 4 (55.46 %) 

Subject 12 5 5 (100 %) 5 (100 %) 5 (76.74 %) 5 (100 %) 4 (49.88 %) 5 (67.95 %) 5 (88.63 %) 5 (81.17 %) 



 

 

Table S1-4 (previous page).  Predominant dCVR cluster in each ROI determined as the cluster with the highest percentage of ROI 

voxels assigned into it. The number in the parenthesis is the percentage of ROI voxels assigned into the detected predominant ROI 

dCVR cluster. The second column shows the maximum number of clusters detected by the voxel-wise analysis for each subject. 

Under forcing conditions, the vast majority of the ROI voxels are classified into the cluster with the highest cluster index value. This 

implies that the predominant dCVR cluster curve is mainly positive, characterized by a large positive overshoot. 

Table S1-5 (next page).  Predominant dCVR cluster in each ROI determined as the cluster with the highest percentage of ROI voxels 

assigned into it. The number in the parenthesis is the percentage of ROI voxels assigned into the detected predominant ROI dCVR 

cluster. The second column shows the maximum number of clusters detected by the voxel-wise analysis for each subject. Under 

normal breathing conditions, most of the ROI voxels are classified into the cluster 3 (see Figure 3.9). This implies that the 

predominant dCVR cluster curve is bimodal, characterized by a large positive overshoot followed by a late undershoot. 

 



 

 

  

Dominant 

dCVR 

cluster in 

each ROI  

(% of voxels 

in dominant 

cluster) 

Maximum 

# of dCVR 

clusters 

KFPB LAV LVL LVPL CB TFus CG HIPP 

Subject 1 4 2 (73.68 %) 3 (88.23 %) 3 (83.96 %) 4 (45.45 %) 3 (83.60 %) 3 (59.98 %) 4 (88.11 %) 3 (48.16 %) 

Subject 2 4 3 (80.00 %) 3(56.25 %) 3 (81.90 %) 3 (56.25 %) 3 (81.70 %) 3 (60.79 %) 3 (45.74 %) 2 (41.00 %) 

Subject 3 5 5 (60.00 %) 5 (100 %) 4 (55.95 %) 5 (75.00 %) 2 (30.95 %) 4 (35.20 %) 3 (52.19 %) 5 (40.67 %) 

Subject 4 5 2 (30.76 %) 2 (45.45 %) 5 (34.00%) 3 (61.11 %) 3 (42.51 %) 3 (70.24 %) 3 (70.32 %) 3 (55.77 %) 

Subject 5 4 3 (75.00 %) 3 (100 %) 3 (86.51 %) 4 (53.84 %) 3 (63.04 %) 3 (80.83 %) 4 (76.83 %) 4 (94.00 %) 

Subject 6 5 3 (84.61 %) 3 (100 %) 3 (83.90 %) 3 (100 %) 3 (61.09 %) 3 (52.00 %) 3 (78.18 %) 3 (80.90 %) 

Subject 7 4 3 (47.05 %) 3 (64.28 %) 3 (51.42 %) 3 (94.44 %) 3 (52.46 %) 3 (73.63 %) 3 (85.09 %) 3 (83.61 %) 

Subject 8 4 3 (57.14 %) 3 (42.85 %) 3 (71.42 %) 3 (75.00 %) 3 (76.64 %) 3 (49.01 %) 3 (94.56 %) 4 (60.37 %) 

Subject 9 5 3 (45.45 %) 2 (80.00 %) 2 (47.31 %) 3 (80.00 %) 2 (37.96 %) 3 (45.16 %) 3 (54.37 %) 4 (32.92 %) 

Subject 10 5 3 (50.00 %) 5 (80.00 %) 5 (42.27 %) 5 (44.44 %) 5 (29.14 %) 3 (77.95 %) 5 (44.63 %) 3 (66.37 %) 

Subject 11 4 1 (50.00 %) 4 (57.14 %) 3 (50.00 %) 1 (76.47 %) 3 (49.50 %) 3 (35.32 %) 3 (84.12 %) 3 (61.71 %) 

Subject 12 4 3 (50 %) 3 (64.28 %) 3 (53.26 %) 3 (85.71 %) 3 (41.12 %) 3 (58.13 %) 3 (72.84 %) 3 (64.84 %) 



 

 

Figure S1-1. Representative mean dCVR cluster curves obtained after merging clusters 

4 and 5 together in a subject for which the clustering analysis originally revealed 5 

dCVR curve clusters (see Figure 3.9), in order to reduce the total number of clusters 

into 4 and allow spatial comparison of dCVR clusters across subjects. The inter-cluster 

similarity between the dCVR clusters was evaluated in terms of the pointwise Euclidean 

distance between the centroid (mean dCVR curve) of each cluster. Left panel: End-tidal 

forcing. Right panel: normal breathing. The cluster indices were selected so that mean 

dCVR curves that are overall more negative correspond to a smaller index values, 

whereas mean dCVR curves that are overall more positive correspond to greater index 

values. 



 

 

Appendix 2 

Modeling the hemodynamic response function using motor task and eyes-open resting-state 

EEG-fMRI 

 

  

Representative BOLD and band-specific EEG time-series 

a.u. 

a.u. 

Figure S2-1. Representative BOLD (shown in blue) and band-specific EEG instantaneous power 

time-series (shown in orange) obtained from the left lateral occipital cortex of one subject during 

the motor task. Both the BOLD and instantaneous power timeseries were normalized with the 

standard deviation of the original time-series. 
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Figure S2-2 Representative BOLD prediction (orange) in the left superior parietal lobule cortex 

obtained from one subject during the motor task superimposed with the EEG instantaneous power 

in each band (yellow). The bottom panel shows the activity inducing signal (yellow) obtained as a 

linear combination of the individual EEG bands estimated using the linearized Hammerstein 

model. 
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Figure S2-3 Representative BOLD prediction (orange) in the right lateral occipital cortex obtained 

from one subject during resting-state superimposed with the EEG instantaneous power in each 

band (yellow). The bottom panel shows the activity inducing signal (yellow) obtained as a linear 

combination of the individual EEG bands estimated using the linearized Hammerstein model. 
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Appendix 3 

Modeling the hemodynamic response function using simultaneous EEG-fMRI data and 

convolutional sparse coding analysis with rank-1 constraints 

(a) Resting-state (b) Motor task 

Original EEG timeseries Original EEG timeseries 

CSC event timing CSC event timing 

Sensor-space waveform 

reconstruction 

Sensor-space waveform 

reconstruction 

Figure S3-1. Representative CSC events corresponding to one atom detected in the EEG data of 

one subject during resting-state (left column) and motor task execution (right column). The 

topography and waveform of the detected atom are shown in Figure S3-2. Top row: original EEG 

time-series of 5 representative sensors. Middle row: CSC events. Bottom row:  Waveform of the 

detected atom reconstructed at the sensor level.  



 

177 

 

(a) Resting-state (b) Motor task 

Figure S3-1. Representative CSC atoms detected in the EEG data of one subject during resting-state 

(left column) and motor task execution (right column) corresponding to the CSC events shown in 

Figure S3-1. Top row: Spatial patterns of brain activity associated with fronto-parietal activation. 

Middle low: Power spectrum density of the atom waveform showing high power in the alpha (8-

12) band during resting state, and alpha and beta (>15 Hz) band during motor task execution. 

Bottom row: Prototypical CSC waveforms associated with the detected events shown in Figure S3-

1. 
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