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Abstract 

Although the concepts of chromatic dispersion and chirp are far from new in 

the world of wireless microwave communication, their application has always 

been constrained by the limited bandwidths, insertion losses and integration issues 

of dispersive devices. Often, a microwave designer seeking to incorporate 

chirping would fall back on surface-acoustic-wave structures, which are very 

lossy and do not easily penetrate into the GHz frequency-band, or else photonics-

based solutions (e.g. chirped fiber Bragg gratings), which provide high 

bandwidths but incur integration and cost issues. This is in part due to the 

perceived lack of a convenient dispersive structure in electronics that is 

sufficiently low-loss and broadband in the GHz frequency range. Such a structure 

has in fact been recently demonstrated: it is a chirped electromagnetic bandgap 

(CEBG), and our work has explored its potential in a number of ultra-wideband 

sub-systems designed to perform a variety of signal processing tasks. Of 

particular interest is the close-fitting synergy between the operational frequencies 

of this new structure and the rapidly emerging ultra-wideband (UWB) wireless 

technology, which strives to handle signals with fractional bandwidths that can 

exceed 100% -a task for which CEBGs are well-suited. 

This thesis details the first demonstrations of several practical microwave sub­

systems made possible by employing dispersive CEBG structures implemented in 

transmission-line technologies at a bare minimum of cost and complexity. Many 

of these demonstrations challenge the assumption that transduction to the optical 

or acoustic domain is required in order to perform dispersion-enabled tasks on 

very broadband electrical signals. 

Among the first-time demonstrations explored in the course of this thesis are: 

1) passive, real-time Fourier transformations using CEBG structures, enabling 

time-domain measurement and processing based on the frequency content of 
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signals; 2) UWB tunable time-delay systems, capable of voltage-controlled, 

continuously-adjustable nanosecond-scale delays; 3) temporal imaging systems, 

for which we demonstrate a 5X time-magnification system for distortionless 

bandwidth-conversion; and 4) multi-frequency resonators designed to pass a 

number of resonant channels in a very broad stopband. Each demonstrated system 

represents a simple, fully-electronic solution to challenges facing the microwave 

community in subjects as diverse as analog-to-digital conversion, UWB 

communication, and arbitrary waveform generation. 
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Resume 

Meme si les concepts de dispersion chromatique et de modulation lineaire de 

frequence sont loin d'etre nouveaux dans le monde de la communication sans fil 

par micro-ondes, leurs applications ont toujours ete restreintes par les limites des 

bandes passantes, les pertes de puissance et les defis d'integration des dispositifs 

dispersifs. Pour incorporer la modulation lineaire de frequence, un concepteur de 

circuits micro-ondes s'en remettait souvent aux structures emettant des ondes 

acoustiques de surface, qui s'attenuent rapidement et qui rejoignent difficilement 

la bande de frequences des GHz, ou encore les solutions d'origine photonique 

(comme les reseaux de Bragg sur fibre a modulation lineaire de frequence), qui 

offrent de larges bandes passantes, mais qui entrainent des problemes 

d'integration et de couts. Cela est explicable en partie par le suppose manque de 

structure dispersive electronique pratique dont la bande passante soit assez large 

et qui entraine assez peu de pertes tout en etant convenable pour les frequences 

dans la portee des GHz. Or, l'existence d'une telle structure a ete demontree 

recemment: il s'agit d'une bande interdite electromagnetique a modulation 

lineaire de frequence (CEBG, soit chirped electromagnetic bandgap). Nos 

travaux ont explore son potentiel dans bon nombre de sous-systemes a ultralarge 

bande concus pour effectuer diverses taches de traitement des signaux. Ce qui est 

tout particulierement interessant est la grande synergie entre les frequences de 

fonctionnement de cette nouvelle structure et la technologie sans fil a ultralarge 

bande (ULB), qui occupe une place de plus en plus importante. La technologie 

sans fil a ULB doit transmettre des signaux dont le ratio entre la frequence et la 

bande passante peut depasser 100 % : il s'agit d'une tache pour laquelle les CEBG 

sont tres bien adaptes. 

La presente these presente les premieres demonstrations d'une variete de 

sous-systemes a micro-ondes pratiques rendus possibles grace a Putilisation de la 
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structure CEBG dispersive, incorporee aux technologies de lignes de transmission 

avec un minimum de couts et de difficultes. Bon nombre de ces demonstrations 

remettent en question la supposition que la transduction aux domaines optique ou 

acoustique est necessaire afln d'effectuer, sur des signaux electriques a tres large 

bande, des taches possibles grace a la dispersion. 

Les demonstrations innovatrices explorees par la presente these 

comprennent: 1) des transformations de Fourier passive en temps reel a l'aide de 

structures CEBG, ce qui permet des mesures dans le domaine temporel et le 

traitement base sur les frequences des signaux; 2) des systemes temporises a ULB 

accordables, capables de creer des delais de l'ordre de la nanoseconde 

continuellement ajustables et commandes en tension; 3) des systemes d'imagerie 

temporelle, pour lesquels nous demontrons un systeme de grossissement temporel 

5X permettant de convertir la bande passante sans distorsion; et 4) des resonateurs 

multifrequence concus pour transmettre certains canaux resonants dans une bande 

attenuee tres large. Chaque systeme demontre represente une solution simple et 

entierement electronique aux defis auxquels fait face la communaute travaillant 

avec des micro-ondes, dans des sujets aussi varies que la conversion de 

l'analogique au numerique, la communication a ULB et la generation de signaux 

a formes arbitraires. 
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CHAPTER 1 

Introduction 

A good scientist is a person with original ideas. 
A good engineer is a person who makes a design that works with as few original ideas as possible. 

-Freeman Dyson 

1.1 Motivation 

The phenomenon of chromatic dispersion, the understanding of which is of 

fundamental importance in the realm of optical communication, does not 

ordinarily inform the design of entirely electronic systems. This is primarily 

because while optical network engineers must grapple with the challenges of 

sending data through dispersive optical fibers, the chromatic dispersion of a 

typical electrical transmission line is, by comparison, a non-issue for most 

microwave engineers. Electronic systems do have a long history of interacting 

with dispersive transmission taking place in other wave-propagating media. 

Consider, for example, the chirped1 surface acoustic wave (SAW) structures (Fig. 

1.1a) widely employed in radar and pulse compression applications [1]; the 

chirped fiber Bragg gratings (FBGs) (Fig. 1.1b) employed in many microwave 

photonic systems [2]; or even less commonly known structures such as dispersive 

magnetostatic lines [3]. Clever electronic design has also been employed to 

perform dispersion compensation to correct for the degrading effect of optical 

fiber dispersion on long-haul optical links [4]. As it stands in native electrical 

media, however, strongly dispersive transmission lines spanning the microwave 

band are either relatively obscure (see, for example, some superconducting chirp 

filters [5]) or non-existent. This stands in stark contrast to the functional 

In this text, I will sometimes use the descriptive term "chirped" interchangeably with 
"dispersive" to indicate a structure that introduces non-linear phase behavior, although the former 
word often implies "by design" whereas the latter generally refers to the material phenomenon 
(e.g. a chirped filter to compensate for a dispersive optical fiber). In this work, "chirp" will also 
come to predominantly refer to the specific case of "linear frequency chirp" (quadratic phase 
filtering). 
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versatility of dispersive lines, as is evidenced by the vast body of work on chirped 

SAW and FBG structures, which are commonly employed to perform such 

diverse functions such as real-time spectral analysis [6]-[8], pulse shaping and 

tunable time-delays [9], and broadband filtering [10], or else form a key part of 

systems for spread-spectrum communication [11] and temporal imaging [12], to 

give only a few examples. 

Input 

(a) 

optical fiber cross-section 

Input 
impulse Cladding 

An An 

Core "I I t I I 1 t 1_ 

reflect A, 

MHtraacs 

reflect Aj 

(b) 

Fig. 1.1 Representations of (a) a chirped SAW structure on a piezoelectric substrate and (b) a 

chirped FBG in a standard optical fiber. 

Presently, an increasing number of radar and communications systems are 

targeting operation in the 3-20 GHz range with fractional bandwidths approaching 
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and sometimes exceeding 100%. These are now commonly referred to as ultra-

wideband (UWB) systems (see Section 1.1.1), and their development is 

accompanied by a need for equally broadband arbitrary waveform generators 

(AWG), high data-rate analog to digital converters (ADC), real-time spectrum 

analyzers, and a host of other components. Building a signal processing toolbox 

for UWB signals represents a compelling engineering challenge, and it is no 

surprise that many engineers seeking to deploy dispersion in their design 

strategies have turned to SAW- and photonics-based solutions. Unfortunately, 

SAW structures, apart from being characteristically very lossy, are generally 

limited by lithographical constraints to operating frequencies below 3 GHz and 

sub-GHz bandwidths without resorting to sophisticated and costly fabrication 

techniques [13], [14]. Magnetostatic solutions, although they can operate at GHz 

frequencies, are similarly very lossy and band-limited [15]. Photonics-based 

solutions have comfortable access to broadband, low-loss dispersion, and 

although vastly liberating in terms of bandwidth, they are frequently expensive 

and difficult to integrate with electronic systems. This highlights an obvious 

problem: there exists no suitably low-loss and broadband dispersive device native 

to the UWB frequency range that is convenient for integration to perform the 

kinds of functions outlined above [6]-[12]. 

This thesis investigates a structure that is well-positioned to fill this gap: the 

chirped electromagnetic bandgap (CEBG) transmission line (Fig. 1.2). As 

frequencies increase to the range that makes SAW structures too small for basic 

lithographic techniques, the decreasing signal wavelength invites the use of the 

planar metallo-dielectric periodic constructs known as electromagnetic bandgap 

(EBG) structures. EBGs have recently attracted a lot of research interest (see 

Chapter 2), and with the first demonstration of a chirped implementation of an 

EBG [16], highly dispersive structures in the UWB frequency regime become 

possible having extremely large fractional bandwidths (125% was demonstrated 

in [16]) and manageable insertion losses (~2-3 dB with inclusion of directional 

coupling, see Chapter 2). Furthermore, CEBGs are very simple to fabricate in 

very mature technologies such as microstrip and stripline, with the primary 
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drawback being their necessary length, which (depending on choice of substrate, 

target bandwidth and chirp) is of the order of tens of cm with the possibility of 

meandering. 

ground conductor (bottom layer) strip (top layer) 

Input 

J L 
iLi\_o u t p u t 

' ' " \ ' " " \ / , - , 

V . . ' 
50 Q 

A, Aj 

Ground-plane etched microstrjp CEBG 

Strip (top conductor) 

5 0 Q 

In-plane continuous microstrip CEBG 

Fig. 1.2 Representations of two CEBG-type designs - using circles patterned in the ground plane 

underneath a microstrip (top) and the other with perturbations directly in the microstrip center 

conductor (below). 

Table 1.1 helps to situate CEBG devices in comparison to other dispersive 

structures for different media and summarizes their overall capabilities. It 

becomes immediately evident in comparing CEBG structures to chirped-SAW 

designs (a highly popular radar component) that CEBGs represent a tradeoff in 

size (board-scale structures) and delay (nanosecond-scale instead of microseconds 

for SAW structures) for higher bandwidths and much lower losses. CEBGs yield 

a comparable delay performance to chirped FBGs and occupy similar sizes -

although FBGs become difficult to fabricate at lengths exceeding 10 cm. One 

particular figure of merit in dispersive delay lines is the time-bandwidth product 

(TBP), a common measure of dispersive line performance that accounts for the 

fact that the total time-delay associated with a chirped line is customarily linked 

in a tradeoff with its bandwidth. For CEBGs, the TBP is small in comparison to 

acoustic/magnetic methods (since they lack the large delays) and optical chirped 

FBGs (since they span microwave and not optical bandwidths). Despite this 

drawback, we will demonstrate that CEBGs are, by virtue of their broad 
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microwave bandwidths and simple fabrication, an attractive alternative to these 

devices. 

Table 1.1 
Typical performance values for chirped dispersive structures 

Chirped 

SAW 

Magneto-

statics 

Chirped 

FBG 

CEBG 

1 includes the r 

Medium 

Piezoelectric 

substrate 

Ferrite-layer 

stacks 

Optical fiber 

Dielectric 

substrate 

equired directiona 

Typ. 
Line 

Delay 
Tens 

of US 

100s 

ofns 

-1-2 

ns 

-1-4 

ns 

coupling 

Typ. 
Frequencies 
(Bandwidth) 

<3GHz 

(<1 GHz) 

2-12 GHz 

(<1 GHz) 

-100 THz 

(>500 GHz) 

-10 GHz 

TBP 

1000-

10,000 

-250 

1,000 

-30 

Typ. 
Insertion 

Losses 
>20dB 

15-40 dB, 

frequency 

dependent 

~2-3dB' 

- 2-3 dB1 

Scale 

A few 

sq. 

mm 

A few 

cm 

-1-15 

cm 

Tens 

of cm 

We will now briefly point to several key areas of research which motivated 

this work and in which the CEBG is poised to contribute. 

1.1.1 Ultra-Wideband Systems 

An emerging technology in the domain of wireless communication, UWB 

systems are popularly defined as those in which information is encoded in short-

time pulses occupying more than 500 MHz or 20% instantaneous bandwidth, 

while being of sufficiently low power spectral density to not interfere with legacy 

(narrowband, carrier-based) systems. The popularity of this technology was 

spurred in 2002 when the Federal Communications Commission in the United 

States de-licensed the use of the frequency band 3.1-10.6 GHz for the purposes of 

UWB, stipulating that the equivalent isotropic radiated power (EIRP) of UWB 

signals must not exceed -41.3 dBm/MHz [17]. Pulse-based UWB microwave 

technologies, both with and without signal carriers (Fig. 1.3), are now being 
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targeted for a broad range of scientific, industrial and military applications with 

end-use markets that can roughly be assigned into two broad categories: 

1) Short-distance low- and high-data-rate wireless applications such as 

wireless peripherals (e.g. monitors, DVD players) and data-transfers 

to/from mobile devices (e.g. audio players, digital cameras to printing 

equipment), in residential and industrial settings [17]-[20]. In this field, 

UWB systems are valued for having a high user capacity while being 

robust against multipath effects. 

2) Vehicular, biomedical and military imaging systems and radars, featuring 

high-precision resolution and asset localization, immunity to interference 

and noise, and "see-through-wall" imaging capabilities [21]-[23]. 

Signal processing tools and sub-systems in (and beyond) the FCC-specified 

band are presently the subject of increased research, and low-loss structures that 

can accommodate UWB technology are in high demand. The overlap in 

bandwidths of UWB systems and typical EBG structures makes EBGs 

particularly attractive as broadband filters, pulse-shapers, and in the case of the 

CEBGs presented here, as practical sources of dispersion as well. 

UWB pulses 
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Fig. 1.3 (Left) Example UWB pulses: a baseband monocycle, the first derivative of a Gaussian 

pulse (solid) and an UWB Gaussian pulse on a carrier (dashed); (Right) FCC-specified EIRP 

spectral mask for UWB systems. 

The applications in the following sections are all potential sub-systems of interest 

to UWB communication, but also stand on their own merits as signal processing 

tools enabled by dispersion. 
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1.1.2 Real-time Spectral Analysis 

Real-time spectral analysis captures the essential functions of an oscilloscope 

and a spectrum analyzer in a single device by making one-shot measurements of 

time-varying frequency content. The most straightforward way to do this is to 

map an incident signal's spectral characteristics directly into the time-domain 

through a real-time Fourier transformation (RTFT), and thus the frequency 

content can be directly monitored and processed using time-domain methods. 

Frequency is time-mapped: f = t/o 

fin M; wis 
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Fig. 1.4 Conceptual illustration of real-time Fourier transformation using dispersion, including 

restoring the signal via the inverse-Fourier transform. Note that the Fourier transforms shown are 

bandpass in nature (this will be the case for CEBGs). 

If a transmission line is sufficiently dispersive, any time-windowed input 

signal passing through the line will be re-ordered in time according to its 

frequency content [24], with a straightforward one-to-one correspondence 

between each time point 't' and each represented frequency 'f, according to f = 

t/c, where '<?' is the group delay slope (s/Hz) (see Section 2.1.2 for more detailed 

discussion). The transformed signal can be detected and traced using an 

oscilloscope (spectral analysis), or else be otherwise processed in the time-domain 

according to its frequency content. Frequency filtering, convolution and 

correlation functions can all be carried out in the time domain, with the possibility 
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of performing an inverse-Fourier operation on the result using a transmission line 

having the opposite sign of dispersion to restore the signal (Fig. 1.4). 

Dispersive structures for RTFT have been demonstrated in SAW and FBG 

technologies [25], [26]. Most of today's commercial spectral analyzers are based 

on digital processing and fast Fourier transform algorithms; state-of-the-art 

analyzers can display real-time instantaneous bandwidths in the hundreds of MHz 

(e.g. Tektronix RSA6100A) and are steadily improving. We will demonstrate in 

Chapter 2 that a CEBG transmission line can potentially perform very wide-

bandwidth RTFTs of limited resolution in a passive, analog fashion, making them 

potentially interesting tools for broadband real-time spectral analysis systems. 

1.1.3 Tunable Time-Delay Systems 

Broadband adjustable time-delay stages are important components for the 

operation of phased-array antennas (PAAs) [27], as well as in wireless UWB 

communication, where they have use in modulation/demodulation schemes based 

on pulse-position, and in UWB receivers and radars, where they make possible 

the synchronization (and in cases such as noise radar [28], correlation) of received 

pulses with locally generated references. The nominal characteristics of a delay 

stage for a UWB receiver are: small-area, low-loss, wideband (FCC mask), with a 

continuously adjustable delay excursion of up to 1 ns [29]. Many existing 

electronic schemes (discussed in Chapter 3) meet with success in some categories, 

however it is in achieving nanosecond-scale delays that a significant technical 

challenge emerges. Photonics-assisted techniques have demonstrated very 

broadband nanosecond-scale delay ranges [30] but typically necessitate 

inconvenient optical hardware. In Chapter 3, we will demonstrate a simple, fully-

electronic system using CEBGs for achieving a continuously tunable UWB delay 

on the order of nanoseconds. 

1.1.4 Analog-to-Digital Conversion 

Fast analog-to-digital conversion (ADC) is one of the cornerstone challenges 

in modern high-speed communication systems. In order to process analog signals 

using powerful digital signal processing techniques, the signal must first be 
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sampled in real-time at a sufficiently fast rate to capture the details of the input 

waveform, which becomes increasingly challenging as the bandwidth of the 

analog input enters the GHz range. Digital UWB radio applications can require 

ADC bandwidths on the order of 10 GHz, which is prohibitively difficult with 

conventional designs [31]. Aggressive modern ADC designs can push the input 

bandwidths with diminishing returns in resolution [32]. Parallel synchronous 

deployment of large numbers of ADCs is one strategy that has been adopted to 

compensate, although it becomes increasingly difficult to properly coordinate a 

large number of samplers [33]. 

The prospective role of dispersive devices in approaching this problem is 

evidenced by the possibility of time-stretching (temporally imaging) an analog 

waveform prior to the sampling phase (Fig 1.5). Time stretching effectively 

reduces the bandwidth of an input signal without introducing distortion, and has 

been proposed and demonstrated using dispersive photonic components for the 

purposes of ADC [34], [35]. In Chapter 4, we will propose and demonstrate, using 

CEBGs, the first fully-electronic implementation of such a time-stretching system 

in the GHz regime, with the potential for extension into a continuous system for 

cheaply and effectively increasing the effective sampling rate of ADC. 

( \ 10GS/S 
sampler 

. :,w<sj.i->» 

( \ 2GS/S 
sampler 

Time-Stretch 

can we use a slower sampler rate? 

Loss of information 

2GS/S 
sampler \J | \| [ 

Fig. 1.5 Use of a time-stretch block in analog-to-digital conversion permits slower, simpler 

sampling modules to be used to capture the details of fast waveforms. 
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1.1.5 Arbitrary Waveform Generation 

Another key challenge facing UWB communication lies in the generation of 

arbitrary user-specified UWB pulse-shapes [35]-[38]. Current commercial tools 

for electromagnetic arbitrary waveform generation (AWG) are limited to signal 

content up to 5 GHz (e.g. the Tektronix AWG7000); however, the development of 

practical, cost-effective techniques for the generation and processing of 

customized pulse-shapes with frequency content spanning the 3.1-10.6 GHz FCC 

mask for UWB communication is a crucial step for the deployment of pulse-based 

UWB systems. The optimal UWB pulse features are dictated by the targeted 

application and the impact of co-existence with other spectrum users. Specifically, 

orthogonal pulse-shapes are expected to generate a lot of interest. Numerous pulse 

designs for UWB applications have been proposed in the literature, each having 

unique advantages and ranges of application [36], [37]. 

Research in high-frequency pulse-shaping has focused on using photonics 

techniques where electrical UWB signals are processed in the optical domain 

using photonics components [38], [39]. Although this approach benefits from the 

extremely large bandwidths available in the optical domain, optical solutions are 

undesirable for microwave systems since they typically involve expensive and 

difficult-to-integrate optical hardware such as mode-locked laser sources, which 

are difficult to handle and operate. In Chapter 4, we will illustrate how a fully-

electronic time-compression technique using CEBGs could be used to generate an 

arbitrarily-shaped pulse by compressing in time (expanding in bandwidth) an 

existing, lower-frequency waveform as generated by an AWG unit. 

1.2 Thesis Objectives 

The main objective of this thesis is to provide experimental proof of the 

viability of CEBG structures in sub-systems intended for the applications outlined 

above by demonstrating the use of their dispersive properties, many of which 

involve the translation of existing systems employing photonic components into 

fully-electronic implementations. Among the demonstrations targeted are: 

1) the real-time Fourier transformation of an UWB signal 
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2) a continuously tunable time-delay system for UWB signals 

3) time-magnification and time-compression of UWB signals 

4) a multi-frequency resonant filter 

Since the CEBG has only recently been realized, a secondary objective is to 

explore CEBG design and denote the practical limitations of these devices in 

terms of operating bandwidth, device size, attainable dispersion levels and 

undesirable characteristics such as response ripple. To this end, we have 

simulated and fabricated many CEBG structures, exploring options for reducing 

device size (through meandering, superposition, and stacking techniques), choice 

of substrate, choice of technology (e.g. microstrip, stripline, coplanar waveguide) 

and apodization techniques. We explore a number of these parameters in the 

course of this work. 

Much of this work is conducted in an empirical manner since the EBG 

synthesis techniques developed in the literature focus predominantly on single-

frequency EBG structures rather than chirped implementations, which cannot be 

reduced to a single repeating unit cell to be subjected to the traditional analysis of 

periodic structures. Recent work on a general EBG synthesis tool has yielded a 

promising result which may be of practical use in future CEBG designs [40]. 

Chapter ^ 
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• Time domain processing 

Chapter 3 
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•Channelizers 
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Fig. 1.6 Applications of chirped electromagnetic bandgap structures & relevant thesis chapters. 
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1.3 Thesis Organization 

Each chapter in this thesis centers on a different application zone for CEBG 

structures (Fig. 1.6). The chapters begin by developing the application context for 

each area of research (with discussion of the relevant state-of-the-art and the 

literature), and then describe a relevant CEBG-implemented system 

demonstration. 

In Chapter 2 we present a general review of the literature on EBG structures 

for microwave systems, including the first demonstrated CEBG structure [16]. In 

addition, we present an exploration of the main empirical CEBG design equation, 

and we describe our methodology for simulation, fabrication and test of the 

CEBG structures in this thesis. Finally, we present a prototype CEBG spanning 

the bandwidth of 4-8 GHz and demonstrate its use in performing a real-time 

Fourier transformation. 

We describe in Chapter 3 the applications and design of tunable UWB time-

delay systems, including a demonstration using CEBGs to achieve a continuously 

tunable nanosecond-scale delay excursion for a signal having 4 GHz bandwidth. 

In Chapter 4, we briefly review the concept of temporal imaging in the 

context of the mathematical space-time duality, followed by a description of the 

areas of application of this technique. We describe and experimentally 

demonstrate an implementation of a fully-electronic system for the fivefold time-

magnification of an incident 0.6 ns, 8 GHz bandwidth signal, and we also 

demonstrate how similar time-compression and time-reversal systems can be 

implemented using the same techniques. 

In Chapter 5, we explore some alternative CEBG geometries, including 

special transmission-mode multi-frequency resonant filters created using 

superposition techniques. We also discuss and demonstrate stripline, coplanar 

waveguide, and other technology in which implementations of CEBGs are 

possible. 

Finally, in Chapter 6 we discuss the future direction of this line of research, 

focusing on how to extend the system demonstrations of the previous chapters 
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through parallel processing, and possible miniaturization approaches using sub-

wavelength structures and metamaterials. 

1.4 Original Contributions 

• First experimental demonstration of a real-time Fourier transformation 

usingaCEBG[41], [42]. 

• First design and experimental demonstration of an ultra-wideband 

tunable time-delay system using CEBG structures [43], [44]. 

• First design and simulation of a fully-electronic time-compression and 

reversal system for signal in the GHz regime [45]. 

• First design and experimental demonstration of a fully-electronic time-

magnification system for signals in the GHz regime [46], [47]. 

• Demonstration of the first chirped-Moire EBG in microstrip and 

comparison with phase-shifted techniques for inserting transmission 

channels [48], [49]. 

• First demonstrations of continuous-topology CEBGs in stripline and 

coplanar waveguide technologies. 

The journal articles and conference papers [41]-[49], including one Best 

Student Paper [46], that have resulted from this work show evidence of our 

original contributions to knowledge. 
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CHAPTER 2 

Chirped Electromagnetic Bandgap Structures 

In this chapter, we review the key developments that have brought bandgap 

structures from the domain of photonics towards practical integrated microwave 

structures. We introduce and situate the concept of a CEBG structure and outline 

our general design procedure for the works produced in this thesis. We also detail 

our first prototype CEBG structure and describe its application as a passive 

mechanism for real-time Fourier transformation. 

2.1 Review of the Literature 

2.1.1 Electromagnetic Bandgap Structures 

The origin of EBG structures is linked directly to the domain of photonics1, 

where it has long been well-understood that a spatially periodic perturbation 

(period 'A') of the refractive index n of a material supporting a traveling 

electromagnetic wave will strongly inhibit the propagation of a wavelength XB 

complicit with the Bragg condition (assuming normal incidence as illustrated in 

Fig. 2.1) [1]: 

A = ^ (2.1) 

In 

The 'bandgap' terminology originates from the study of semiconductor crystals 

where it described forbidden electron energy states, and has been adopted to 

describe a range of wavelengths in which wave propagation is inhibited by a 

periodic lattice or layer-stack, while wavelengths outside the gap (excepting 

harmonics) remain essentially transparent to it (Fig. 2.1). 

1 For this reason it is still common to hear them described as photonic bandgap or "PBG" 
structures, even though the fundamental concept applies more generally to electromagnetic waves 
of any type. 
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Fig. 2.1. Illustration of Bragg reflection and bandgap behavior for normal-incidence optical waves. 

This phenomenon was first explored in solid-state periodic dielectric 

structures [2] and (since Maxwell's equations can be scaled) the concept was 

adapted from optical frequencies to yield electronic microwave and mm-wave 

structures with only a few important distinctions from their optical counterparts 

aside from the change in the charge carrier. One such distinction is that practical 

periodic microwave structures have a drastically reduced number of periods; a 

microstrip EBG might have only a few periods, while FBGs frequently have 

periods numbering in the ten thousands. This is of necessity due to size 

constraints: for example, a 10 GHz signal in a substrate (er = 3.0) has a 

wavelength of about 1 cm, such that a periodic EBG would have to span several 

cm to be an effective reflector, making it "large" by electronics standards. 

However, even with relatively few periods, the reflectivities of EBG structures 

remain comparable to those of FBGs because they use strong impedance 

modulations2 (e.g. ±10%), whereas the modulation of the refractive index in most 

fiber gratings is usually extremely slight (e.g. ±0.005%). 

2 When implementing a metallo-dielectric EBG structure, the modulation is described in terms of 
the characteristic impedance Z0, generally about some standard value like 50 CI, rather than the 
index of refraction as in optical structures. Refraction index and impedance are related through the 
concept of permittivity s. 
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When it was recognized that bandgap structures could provide broader stop-

bands in transmission line than traditional tuned-stub approaches, metallo-

dielectric implementations of EBG structures emerged in 1-D, 2-D planar and 3-D 

configurations for a number of applications, including: suppressing undesired 

radiation in antennas [3]-[7], harmonic tuning in power amplifiers [8], ultra-

broadband filtering [9], spurious passband suppression in coupled-line bandpass 

filters and periodically-loaded waveguides [10]-[12], improving the conversion 

efficiency of mm-wave frequency multipliers [13], and as a component beneath 

high-speed circuits to suppress parallel-plate noise [14]. 

Fig. 2.2 Metallo-dielectric EBG structures. (Left) Microstrip with ground-plane EBG using etched 

circles (bottom: ground plane, top: center conductor), (right) ground plane of a 2-layer board used 

to demonstrate parallel-plate noise suppression in [14]. 

Microstrip lines, which support quasi-TEM modes in which some field 

components exist in air, are a desirable target technology for EBGs due to the 

ease with which they are designed, fabricated and integrated with other 

components on a printed circuit board (PCB). The first implementations of an 

EBG in a microstrip transmission line were carried out by drilling a pattern of 

micro-machined holes in the substrate [15], and thereafter the preferred method of 

simply etching circular holes in the conductive ground plane emerged (Fig. 2.3, 

left) [16], yielding deeper and wider stopbands than drilling methods and being 

much more well-suited to monolithic integration practices. Ground-plane etching 

does not occupy area on a main signal layer and can be introduced beneath 

existing circuits, including other filter structures [17]. 



Chapter 2 - Chirped Electromagnetic Bandgap Structures 22 

Center conductor, 

Xi ^ " * " "'" Ground plane metal 

Fig. 2.3 Representations of microstrip EBGs created by etching the ground plane in 2-D or 1-D. 

A large body of work developing EBGs was established predominantly by one 

group of researchers (Sorolla et al., as summarized in [18]) beginning with the 

realization that EBG structures could be made effectively 1-D in microstrip with 

virtually no drop in effectiveness due to strong field confinement (Fig. 2.3, right) 

[19] and could be designed effectively using the established models for the design 

of optical FBGs [20]-[23]. Coupled mode theory [24] is a powerful tool for 

synthesizing reflective geometries in this instance - it describes how the coupling 

coefficient3 K(Z) is tied to the physical geometry of the line along the z-axis. For a 

TEM-type transmission-line of characteristic impedance Z0(z), a few simple 

approximations lead to [23]: 

1 dZ0(z) 
K(Z) = 

2-Z0(z) dz 
(2.2) 

The coupling coefficient is directly tied to the frequency-response of any periodic 

structure. The relationship between physical geometry and frequency-response 

can be developed to yield effective synthesis techniques for EBG structures [25]. 

Research into optimizing EBG performance began with the addition of a 

tapering (apodization) window applied to the dimensions of the patterned circles 

(Fig. 2.4, left) [26]. The effect of tapering is to reduce the sidelobe levels in the 

frequency-response by suppressing undesirable long-path resonances of the 

Fabry-Perot type which arise from abrupt local impedance changes. In general, 

3 Coupling in this instance is restricted to the co- and counter-propagating fundamental modes 
(quasi-TEM) of the microstrip. 
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adding a tapering window will smooth the frequency response at the expense of 

diminishing the effective reflection bandwidth -unless more periods are added by 

making the structure longer to compensate. Detailed studies of the effect of 

various tapering functions on sidelobe levels, rejection, bandwidth and 

smoothness are presented in [27] and [28] which suggest that Kaiser windows are 

most effective at reducing sidelobe levels but require the greatest length 

compensation to preserve the bandwidth, whereas Gaussian windows require very 

little extra length to re-establish the 3-dB bandwidth and rejection level, but are 

not as effective at reducing sidelobe levels. 

Fig. 2.4 Improved microstrip EBGs illustrating tapering (left) and center-strip modulation (right). 

It was shown that microstrip EBGs could be made more compact through 

meandering geometries with minimal radiation and scattering loss effects [29], 

[30]. Instead of using discrete ground-plane circles, a more continuous "network-

topology" geometry was then proposed whereby sinusoidal patterns were 

employed to form a distributed impedance perturbation [31], [32] which could 

also be implemented in the center strip conductor rather than the ground plane by 

varying the width of the strip directly [31] (Fig. 2.4, right), permitting two-sided 

EBG patterning (although sinusoidal microstrips had been investigated much 

earlier [33], the theoretical tools of the time were limited to step-impedance 

analysis and there was little insight into bandgap-design). Frequency-tunable 

EBGs have also been implemented by periodically loading the line with varactor 

diodes and applying control voltages [34]. 

Several superstructure concepts from optical FBGs migrated quickly down to 

microwave frequencies for application with EBGs (although there is at least one 
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instance of ideas flowing the other way - it has been suggested that microwave 

EBGs could make excellent and cost-effective prototypes for FBGs by scaling the 

frequency response [35]). Some ideas translated from the photonic regime 

include: cascading identical EBGs (leaving an unmodulated gap or 'defect' 

between them) to create a defect-resonator in microstrip or coplanar waveguide 

[36], [37] or a line-defect waveguide on a PCB [38]; and cascading two different-

frequency EBGs to implement a bandpass filter between the two rejection 

stopbands [39]. It was subsequently demonstrated that with network-topology 

(continuous) EBGs the principle of superposition could be applied to co-locate 

two different EBGs in the same length of microstrip [40]. We will return to both 

defect-resonator and superimposed structures in Chapter 5. 

2.1.2 The Chirped EBG (CEBG) 

Prior to the introduction of chirp, most of the targeted applications of EBG 

structures were concerned with their amplitude response [3]-[13] with far less 

research interest being generated by their phase characteristics, which were shown 

to exhibit the same characteristic behaviors as optical FBGs: namely, a 

narrowband region of high dispersion near the band-edge and the (strictly 

theoretical) curiosity of exhibiting a "superluminal" phase velocity in the 

forbidden bandgap [41]. By contrast, a CEBG is a structure designed to achieve a 

particular dispersion for the reflected signal in its entire bandgap region. 

We must first define our terms as regards discussion of dispersion. We will 

restrict our discussion to structures designed to introduce first-order dispersion, 

which can be described mathematically as the imparting on a signal of a 

quadratic-phase (linear-frequency) characteristic in the frequency domain. 

In considering the S-parameters characterizing the frequency response of a 2-

port structure (such as a transmission line), the Sn response effectively describes 

the reflective behavior at the input port versus frequency, and consists of a 

magnitude |Sn(co)| and a phase term #(©). We define the group delay tg(co) and its 

derivative O(co): 
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Ts(0)) = 
d6(co) 

<D(ft>) - -
d20(o)) 

(2.3) 
dco v ' da>2 

Here, O(co) represents the rate of change of group delay with respect to frequency. 

As we restrict discussion to treating first-order dispersion and therefore structures 

exhibiting linear group delay (®(GO)-><£), and to facilitate a discussion of 

frequencies in Hertz, we will frequently make reference to the group delay slope: 

c = 27i® in units of s/Hz. This metric permits easy and intuitive understanding in 

the frequency vs. time plotting we will favor. 

A linearly-chirped EBG can be created by linearly varying the perturbation 

period A as A(z) along the length of line, resulting in a continuum of spatially 

distributed "local bandgaps": each location along the line corresponds to a 

uniquely reflecting Bragg wavelength. The result is a reflection-mode first-order 

dispersion in which each frequency travels a different distance down the line 

before reflecting. 

The first demonstration of a 1-D microstrip structure with such a non-uniform 

periodicity was implemented using ground-plane circle-etching [42] and 

subsequently in a network-topology using chirped sinusoidal modulation of the 

strip-width of the center conductor (Fig. 2.5) [43]. 

Fig. 2.5. Illustration of a network-topology linearly chirped EBG in microstrip line. 

Focusing on the latter demonstration, we turn now to the empirical design 

formula for the modulated line impedance Z0(z) proposed in [43], and 

subsequently employed for most of the designs in this work: 

Z0(z) = 50-exp A • W{z) • sin ' ^ + C.z>-CfL^ 

V \*J J 

(2.4) 

We must now dedicate some space to provide insight into (2.4). The general form 

of the expression (that of an exponentially-raised sinusoid) can be understood in 

reference to the coupling-coefficient equation (2.2): it is chosen to yield a purely 
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sinusoidal K(Z), which minimizes the presence of higher harmonics of the main 

resonant Bragg frequency in the spectral response in accordance with the coupled-

mode theory [23]. The modulated section of line is of length 'Z' from z = -L/2 to z 

= +L/2, beyond which a 50-iQ line termination is assumed. The period 'a0 ' 

corresponds to the angular frequency co0 at the midpoint along the line (z = 0), 

according to: 

c-n 

vV< 
(2.5) 

(o,-,lseff 

where eeff is the effective permittivity of the transmission line. Typically, L should 

be made an integer multiple of a0 to guarantee that the line terminates at z = ±L/2 

with 50-Q. impedance, thus preventing a local step-discontinuity at the endpoints 

(note that the added constant term -C(L/2)2 in the sinusoid ensures this proper 

matching at the ends of the line). It should be noted that since EBG designs can be 

made well into the GHz range, we have found that using a low-frequency 

effective permittivity eeff_DC for microstrip as in [43] is not always suitable in light 

of material dispersion. In this work, we employ the Kirschning-Jansen formula 

[44] to determine a dispersion-compensated design value for eeff at the center 

design frequency co0 based on a comparative study of dispersion formulae [45] 

and the moderate-valued substrate permittivities of our designs. 

Continuing to detail (2.4), the chirp parameter ' C (m"2) is a scalar chosen 

such that the locally reflected angular frequency (Bragg resonance) along the 

length of the line occurs linearly in z and can be described by [43]: 

a, (Z) = —±=-(—+ 2Cz) (2.6) 
2-^eeff a0 

The chirp parameter dictates the amount of dispersion introduced by the line and 

is related directly to the linear group delay slope a (s/Hz) according to: 

a = f- (2.7) 
C-c2 

The chirp is intimately related with the ultimate bandwidth and length of the final 

device - a higher, "faster" chirp parameter will, for a fixed length L, yield a 

device covering a broader bandwidth defined as \co(-L/2)-co(L/2)\ or, equivalently: 



Chapter 2 - Chirped Electromagnetic Bandgap Structures 27 

c-\C\-L 
Ao)= LL (2.8) 

y£eff 

The realized 3-dB bandwidth of the lines may be greater or smaller than this 

value, depending on tapering and modulation depth applied in (2.4) as described 

below. There exists a natural limit in selecting large chirp values (and therefore 

large bandwidths) assuming a fixed device length, since increasing the magnitude 

of the chirp will reduce the number of realized periodic perturbations for each 

frequency point, ergo reducing the reflectivity (by way of the coupling 

coefficient). Chirp can be made to be positively (up-chirp) or negatively (down-

chirp) valued. Most of the designs in this work feature negative chirp values - this 

is desirable in lossy substrates, since it results in higher (and, by extension, 

lossier) frequencies to reflect first before they can significantly attenuate in the 

microstrip4. For the same reason, a negative chirp can also reduce mode-

dispersion effects. 

The windowing function W(z) in (2.4) describes the apodization of the 

structure and determines, along with the scalar modifier 'A', the depth of the 

impedance modulation along the line. The choice of these parameters influences 

both the final 3-dB bandwidth of the bandgap structure as well as the sidelobe 

levels and group-delay ripple. In figures 2.6-2.7, we present simulation results 

obtained with Agilent's "method of moments" solver Momentum (see section 

2.2.1) for a CEBG having the following parameters: L = 94 mm, substrate er = 

9.41, substrate height = 1.27mm, a0 = L/22 = 4.27 mm, co0 = 12.9 GHz, eeff = 

7.357, C = -2000m"2. We employ a Gaussian windowing function as follows: 

W{z) = e 0 ^ --<z<+- (2.9) 

where 'G' controls the 'abruptness' of the window, and the 'a ' parameter is 

introduced to create asymmetry (this practice is useful to help support with greater 

reflectivities those frequencies towards the rear of the line, which have undergone 

more round-trip losses). We simulate with Momentum the frequency response of a 

4 Recall that both dielectric and conductor losses in a typical transmission line mode increase with 
frequency, although in these ranges the conductor losses are generally more important. 
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structure designed by equation (2.4) using A = 0.14 and beginning with a 

symmetric (a = 0) window having different window abruptness G = [0, 3, 6], 

serving to illustrate the effect of the tapering window on the frequency response. 

As shown in Fig. 2.6, apodization improves the linearity of the group delay and 

reduces the sidelobe levels of the Sn response at the expense of the 3-dB 

bandwidth. In Fig. 2.7, we remove the Gaussian window entirely (G = 0) and vary 

the 'A' parameter (depth of modulation), which can also be used to smooth the 

group-delay response but at the expense of decreasing the reflectivity of the 

overall structure. 
Effect of tapering window on |S111 & |S211 Effect of tapering window on S11 group delay 

8 9 10 11 12 13 14 15 16 17 
Freq. (GHz) 

8 9 10 11 12 13 14 15 16 17 
Freq. (GHz) 

Fig. 2.6. Effect of adding a Gaussian apodization window on |S11| (left, solid), |S21| (left, dash) 

and group delay (right) in a CEBG. Traces are for G=0 (blue), G=3 (green) and G=6 (red). 

Effect of modulation amplitude -on |S111 & |S211 Effect of amplitude modulation on S11 group delay 

8 9 10 11 12 13 14 15 16 
Freq. (GHz) 

9 10 11 12 13 14 15 16 17 18 
Freq. (GHz) 

Fig. 2.7. Effect of changing the depth of modulation on |S11| (left, solid), |S21| (left, dash) and 

group delay (right) in a CEBG. Traces are for A=0.14 (blue), A=0.09 (green) and A=0.05 (red), 

which represent impedance modulations (about 50 Q.) of 15%, 9.4% and 5.1%, respectively. 
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Once the impedance modulation Z0(z) is established using (2.4), creating an 

actual microstrip is a matter of using traditional microstrip synthesis equations 

[46] which, for width 'w(z)' to substrate thickness '/' ratios of less than 2, is: 

w(z) = J^;fi = ̂ £) &£-1(0.23 + Mi); ^ > < 2 (2.10) 
e2 - 2 60 V 2 fr +1 er t 

It is worth noting that when varying the strip-width one must ensure that the width 

never exceeds the region in which the synthesis equation is valid, and 

furthermore, does not become wide enough to potentially excite undesirable 

lateral modes. Also, while these equations suggest a fundamentally empirical 

design strategy, more rigorous synthesis equations are presently in development 

which can also be used to produce chirped EBGs with potentially optimized 

responses [25]. 

2.2 Methodology & Prototype Design 

2.2.1 Simulation Tools 

Simulations in this work were generally carried out using Agilent's 

Momentum software, which uses a "method of moments" (MoM) procedure to 

solve 2.5-D field problems (i.e. those consisting only of plane-layer stacks and 

vias). The MoM is a discretization process designed to break a complex surface 

down into a mesh of simpler geometries in order to produce and solve a matrix of 

equations for unknown surface currents under a chosen field excitation [47]. It is 

widely known to be faster than the more rigorous full-3D field solvers, such as 

Ansoft's HFSS (which was also trialed for our purposes). Despite this, simulation 

was occasionally a limiting factor in this work - meshing structures at high 

frequencies yields a prohibitive number of unknowns, and as a result long 

structures with frequencies above 20 GHz were generally avoided due to 

excessive simulation times and computer memory demands. 

2.2.2 Fabrication 

A prototype board (Fig. 2.8, left) was fabricated on a 96% alumina substrate 

supplied by Coorstek (1.27mm-thick ADS-96R, er = 9.41 & tan 8 = 7x10"4 at 10 
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GHz) and fully metallized on the back face with a gold-alloy while the top was 

etched with three traces - a 50-fi line, a single-frequency EBG tuned to 6 GHz 

and a CEBG covering the range of 4 to 8 GHz. The CEBG structure was designed 

using (2.4) and (2.10) with A = 0.4, L = 9.22 cm, a0 = 9.22 mm, C = -2600 m"2 

(for a group delay slope of a = -0.366 ns/GHz using a frequency-corrected seff of 

6.81) and a Gaussian window. The boards were mounted on customized 

aluminum baseplates using conductive epoxy and edge-connectorized by 

soldering to sub-miniature 'A' (SMA) connectors. 

Fig. 2.8. (Left) Photograph of the prototype board with three traces - the center trace is the CEBG. 

(Right) Simulated (dash) and measured (solid) data for the prototype, indicating |Sn| (left axis) 

and group delay (right axis) data which closely correlate. 

2.2.3 Characterization 

Finished designs were characterized using vector network analysis (VNA) 

equipment (Agilent's 20 GHz model 8720ES) and the results compared to 

simulation (Fig. 2.8, right). When the group delay is linearized in the target 

bandgap region by using MatLAB, the slope obtained is approximately -0.381 

ns/GHz in the bandgap region, which (if one goes by the -3-dB points) exists 

between 3.8 GHz and 8.2 GHz. Group delay compares favorably to the simulation 

target with the expected level of ripple present due to long-path resonances. The 

insertion loss5 of the device is measured at about 0.5 dB in the bandgap region 

5 In this work, since we are dealing with reflection-mode devices, the term "insertion loss" here 
takes on the meaning of accounting for all power that is not reflected, including transmission and 
resistive/radiative losses. 
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(although this does not include the external directional coupler which will be 

necessary to operate the device). 

2.3 Real-Time Fourier Transformation 

2.3.1 Background and Application 

As discussed in section 1.1.2, spectral analysis techniques built for measuring 

repetitive signal inputs can become inadequate when it comes to measuring time-

varying signals with instantaneous bandwidths in the GHz range. For this, one 

requires a real-time system in which the signal can be observed on a single-shot 

basis. This can be achieved by directly mapping a signal's frequency content into 

the time-domain in real-time - this is a real-time Fourier transformation (RTFT). 

This mapping operation is readily achieved by any filter having both the 

appropriate bandwidth and a sufficiently steep linear group delay slope to 

temporally order the frequency components of a signal. RTFT has been a familiar 

application zone for chirped SAW devices for some time [48], [49] with typical 

SAW-based RTFTs easily reaching bandwidths of hundreds of MHz [50] but 

having to resort to complex sub-micron fabrication techniques when reaching into 

the GHz range [51]. Chirped SAW devices also tend to have extremely high 

insertion losses, sometimes exceeding 25 dB [52], and do not have the capacity 

for smoothly varying impedance changes, being limited to one impedance step per 

half-wavelength, which has the effect of limiting their fractional bandwidth as 

well due to undesirable harmonic responses. Therefore, a niche frequency range 

exists for which the dispersive CEBG is well-suited. 

The mechanism behind RTFT can be understood according to the well-

documented duality between the concepts of spatial diffraction and temporal 

dispersion, which are governed by a similar set of parabolic differential equations 

[53], [54] resulting from a set of approximations to the general wave equation. In 

the spatial case of Fourier imaging, it is assumed that one has (i) a monochromatic 

beam that is (ii) initially paraxially-confined. In the temporal case, the 

assumptions require (i) a plane-wave ("monochromatic" in a spatial sense) that is 

(ii) spectrally-confined (band-limited); these sets of assumptions are 
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complementary [54]. The theory suggests that a sufficiently dispersive element 

can perform an RTFT on a time-windowed input signal in much the same manner 

as sufficient diffraction makes possible a spatial far-field Fourier image of a 

space-aperture 'Ax' a distance 'd' away, as illustrated in Fig. 2.9. The time-

window of the signal to be transformed must satisfy (corrected with the author's 

approval from [55], where a factor of 2 was accidentally omitted by the author): 

A;2 

4cr 
« 1 (2.11) 
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plane 
waves 
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Fig. 2.9. Representation of space-time duality in Fourier imaging (spatial and temporal domains) 

If satisfied, there is sufficiently strong dispersion such that each time-point 

in the dispersed signal is associated with only one frequency, and it can be shown 

[55] that for the time-windowed input signal s;(t) convolved with the dispersive 

device response, the output s0(t) is proportional to the Fourier transform (FT) of 

the input, scaled into the time domain: 

s0(t)ccFT(Si(t)) 2n-t (2.12) 

Only the magnitude can be recovered from the technique presented here (the 

output is phase-modulated by the CEBG), and it must be extracted from the 

envelope of the output signal (which is effectively a chirped signal). The 

frequency resolution of such an RTFT device can be approximated as the square 

root of the ratio of CEBG bandwidth to its total delay range [56], thus if the 

bandwidth must remain fixed and the resolution improved, a device must either be 

made longer or 'slower' (i.e. by raising the permittivity). 
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2.3.2 Demonstration 

The use of CEBG structures as passive RTFT tools was first proposed by Laso 

et al. [56], in which several simulations were presented to support the idea and a 

prototype was manufactured and characterized, although no direct RTFTs were 

observed experimentally. To completely demonstrate this idea, we applied a test 

signal which contained frequency content in the 4-8 GHz bandgap of our 

fabricated CEBG prototype [57], [58]. According to (2.11), a time-window of At 

« 1.2 ns satisfies the requirement for RTFT, although this restriction can be 

relaxed somewhat [55] and a time-window of-0.6 ns was deemed appropriate. 

Timefns) 
0.19 0.38 0.57 0.76 0.95 1.14 1.33 1.52 

TimeJns) 
.0 0-19 0.38 0.57 0.76 0,95 1.14.1.33 1.52 

4 4,5 5 5.5 6 6.5 7 7.5 8 
Frequency {GHz) 

Fig. 2.10. RTFT Example #1 - The spectra of 6-bit signals '010100' (left) and '100111' (right) as 

measured using a spectrum analyzer (dashed, frequency domain) and a CEBG microstrip (solid, 

time-domain). Results have been normalized in magnitude for clarity. 

At first, digital bit-signaling6 was chosen using a 12.5 Gbps Anritsu Pulse 

Pattern Generator (MP163B) to produce a pattern of 6 bits within the required 

time-window. The dispersed signals, of about 1.5 ns in length, contained only a 

few periods of signal content (a 4 - 8 GHz chirped signal) from which an 

envelope was extracted using interpolation in MatLAB . The results are presented 

in Fig. 2.10, in which the time-domain envelopes are compared directly to 

measurements taken with a spectrum analyzer (Anritsu's MS2668C). Even with 

6 The RTFT process is not limited to digital signals, but they were convenient for two reasons: (i) 
time-gating was simple to implement using long strings of zeros, and (ii) it was complicit with the 
limited system bandwidth and resolution. 
7 Such interpolation can be seen as a non-real-time "cheat", but in actual practice the advised 
procedure would be to perform peak-detection using a simple RC network, or else down-
conversion mixing using an appropriate linear frequency sweep to recover the envelope in real­
time. 
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poor system resolution (our design does not easily resolve elements spaced closer 

than 1 GHz), it can clearly be seen that the recovered temporal waveform closely 

follows the frequency content of the signal. 

Later measurements were taken using a longer CEBG design at somewhat 

higher frequencies (for an application in Chapter 3). This design was a meandered 

microstrip of 22 cm (see photo in Fig. 3.8) with a 3-dB measured bandwidth 

between 8 and 16 GHz and an approximately linear group delay slope of o = -

0.393 ns/GHz. We chose to test this line's RTFT response with a customized 4-

GHz-bandwidth pulse generated using a conventional impulse generator (the 

Picosecond Pulse Labs 3600D, which produces a periodic train of -7.5V, 70 ps 

impulses), and an EBG synthesis algorithm [25] which creates an EBG microstrip 

for a target impulse response8. The result was a pulse of about 0.6 ns occupying 

the frequency band between 3 and 7 GHz (Fig. 2.11), which we then upconverted 

by difference-frequency mixing (using a commercial, triple-balanced diode 

mixer) with a tunable local oscillator (LO) to produce a broadband signal falling 

within the bandgap of the CEBG design. In Fig. 2.12, we compare the 

(normalized) signal envelope as obtained in the time-domain (using the envelope 

function of the oscilloscope) with what a conventional spectrum analyzer yields 

(the response of the analyzer in the figure is consistent with the fact that this was a 

periodic input). As we tune the LO and vary the frequency content, it can be seen 

that there is a corresponding time-shift in the RTFT. 

Shaped UWB pulse Input Pulse (freq domain) 

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 
Time (ns) 

Fig. 2.11. (Left) A synthesized pulse used to demonstrate RTFT. This pulse was then mixed (up-

conversion) to situate its response in the bandgap of an 8-16 GHz CEBG. (Right) The frequency 

content of the pulse obtained using MatLAB. 

' In collaboration with I. Arnedo et al. 
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£ime (ns) 

10 11 12 13 14 
Freq (GHz) 

10 11 12 13 14 15 
Freq (GHz) 

Fig. 2.12. RTFT example #2 - RTFT of a 4-GHz bandwidth signal (Fig. 2.11), upconverted using 

an LO of 15.5 GHz (left) and 17.2 GHz (right). The difference-frequency product is presented. 

Time domain measurements (top axis, darker trace) of a CEBG-based RTFT using an 

oscilloscope's envelope-detection function are compared to actual spectrum analyzer results 

(bottom axis, lighter trace). 

2.3.3 Conclusions 

In this chapter we reviewed the development of bandgap structures in 

microstrip and discussed an empirical design procedure for the CEBG. A 

prototype was fabricated which served both to verify the accuracy of our 

simulations and measurement and also as a demonstrator unit for RTFT. We 

provided the first direct experimental demonstration of the RTFT capabilities of 

these structures as first proposed in [56]. 

Real-time processing for signals having bandwidths extending to 10 GHz and 

beyond remains a challenge for most commercial devices. The passive RTFT 

process shown here has the potential to be deployed in parallel (for a segmented, 

interleaved signal) to handle continuous-time operation as a spectrum analyzer, a 

facet which we hope to see explored further in future works and which we will 

return to in Chapter 6. 
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CHAPTER 3 

Tunable Time-Delay Systems 

In this chapter, we explore the potential role CEBG structures can play in 

achieving tunable time-delay for UWB microwave systems. We experimentally 

demonstrate how CEBG structures can be configured to yield continuously 

tunable delays of up to several nanoseconds for signals spanning several GHz of 

bandwidth. Such delays are greater than those achieved by many recently reported 

UWB electronic techniques, and the technique does not require inconvenient 

and/or expensive optical hardware, large banks of switched delay lines, or lossy 

acoustic/magnetostatic structures. 

3.1 Introduction 

3.1.1 Areas of Application 

Controllable time-delays are an essential component for a number of 

communications systems and are generally deployed wherever synchronous or 

time-sensitive transmission/detection schemes are necessary. For example, there 

is the traditional problem of using a phase-shifter to synchronize a local clock 

signal with an incoming data stream, a practice with a rich and varied history unto 

itself [1]. Here, however, we will differentiate this kind of simple phase-shifting 

of a periodic signal from our goal of "true time-delay" (TTD), which can be 

defined as 'distortionless time-delay for broadband signals'. The most basic TTD 

system is in fact just a standard length of transmission line, which (if properly 

designed for a given frequency regime) subjects an input signal to a fixed travel-

time regardless of the transmitting frequency. There exist many applications, as 

we will describe, for which a tunable TTD is highly desirable. We define an ideal, 

tunable TTD system as an all-pass, linear-phase device where the phase is 



Chapter 3 - Tunable Time-Delay Systems 44 

externally controlled by applied voltage (Fig. 3.1). Since it is intuitive that 

changing a length of coaxial cable or microstrip 'on-the-fly' is not practical, 

techniques for adjusting the delay of an UWB signal, nominally in a continuous 

fashion, are especially noteworthy. 

iV 

S(t-T(V)) 

Fig. 3.1. An ideal voltage-controlled TTD line. 

One of the primary motivators behind modern research into tunable TTD 

systems is in the field of phased-array antennas (PAA), in which closely-spaced 

antenna elements are fed by a common signal arriving with each element's input 

at some set phase-shift relative to its neighbor. The aggregate result of having 

many such elements is that the output beam can be directed out at a tunable "scan 

angle" because of constructive interference in direction of desired propagation 

and destructive interference elsewhere (Fig. 3.2, left) [2]. Tunability of the output 

direction is achieved by changing the relative phases of the signal for each 

antenna element. It is easily shown that ordinary phase-shifting is insufficient for 

PAA operation when the input signals vary in frequency, since the beam-direction 

is sensitive to input frequency, a phenomenon commonly referred to as "beam-

squinting". Research into tunable TTD schemes was spurred in large part by the 

goal of creating PAA systems with frequency-independent, configurable scan 

angles. 

Considering the growing interest in UWB communication (as discussed in 

Section 1.1.1) and broadband high-resolution radar, tunable UWB TTD systems 

have also been targeted for receiver synchronization and correlation-type 

operations. For example, the transmit-reference scheme proposed in [3] suggests 

that UWB pulses can be transmitted in pairs with a predefined delay between the 

first pulse and second. The first pulse acts as a reference, while the second is 

modulated. A UWB receiver would therefore need to correlate the second pulse 
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with a delayed copy of the first (reference) pulse to extract the data. As was 

observed in [4], the principal challenge associated with this (and other) design 

architecture is the need for a continuous-time UWB delay line. 

Broadside 

V V W W . -antenna elements 

A t A t A t A t A t A t *—delay units 

Broadband signal input 

Fig. 3.2. (Left) Conceptual illustrations of a phased-array antenna. (Right) A pulse-position 

modulation encoded sequence featuring eight frames of data. 
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Fig. 3.3. Schematic of a noise-based radar, which correlates a wide bandwidth of noise with a 

reflected response from a nearby object. 

Ideally, a delay stage intended for UWB receivers should offer continuously-

tunable delays of up to 1 ns without significant loss [5]. Adjustable delay, 

assuming it can be switched quickly enough, is also of potential use in UWB 

encoding schemes such as pulse-position modulation (Fig. 3.2, right), in which 

information is encoded in a series of pulses (together forming a data symbol) by 

varying the location of each pulse within a designated time frame [6]. Tunable 

time-delay systems also attract interest in certain broadband radar systems, since 

received reflections can sometimes only be properly correlated with a delayed 
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copy of the transmitted signal (e.g. the noise-based radar of Fig. 3.3 [7]) in a 

synchronized process in which the local copy must be properly timed. 

3.1.2 Existing Techniques 

Even when we restrict discussion to signals having GHz-order bandwidths, 

tunable electrical delay is, in principle, an easy thing to introduce. The most basic 

technique for variable TTD employs nothing more than a few switches and 

transmission lines of varying lengths, routing the signal through them as 

necessary (Fig. 3.4, left). This yields discrete values for system delay and usually 

consumes a large area. Alternatively, fine control for UWB delays on a single line 

has been established using non-linear transmission line (NLTL) techniques in 

which the capacitance of the line is adjusted by inserting voltage-controlled non­

linear elements (e.g. varactor diodes) [8]-[10]. These two strategies have also 

been combined in series to produce systems with large adjustable delays [11]. 

C\ 

'Ctrl 

Fig. 3.4. Depictions of switched-delay lines (left) and an NLDL delay scheme (right). 

Recent demonstrations of ultra-broadband tunable time-delay fall into a 

number of categories: There exist integrated circuit designs with both digital 

(quantized) [4] and analog [5] approaches; NLTL techniques based on varactors 

[8]-[ll]; metamaterials [12]; and a wide-variety of photonics-assisted techniques 

[13]-[19]. A brief summary of the reported capabilities of these systems is 

presented in table 3.1. Photonics techniques have been investigated in detail for 

PAA use because they are lightweight, resistant to EM-interference, and can 

easily accommodate any RP bandwidth of interest. Unfortunately, optical 
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solutions tend to involve expensive or difficult-to-integrate hardware: tunable 

laser sources, chirped fiber Bragg gratings and bandpass filters. Conversely, 

integrated solutions [4], [5] are very valuable for not consuming much area, but 

they provide only discretely tunable, short delays in the tens of picoseconds. 

NLTL techniques show promising performance, but are somewhat encumbered by 

thermal sensitivity and the requirement for relatively large applied voltages 

(~20V). An approach using composite right/left-handed (CRLH) transmission 

lines was recently demonstrated [12] which in fact used the very same strategy as 

our CEBG implementation (see next section), but was much more limited in 

operating bandwidth and featured delay-sensitive distortion that is not simple to 

correct. 

Table 3.1 
Comparison of existing tunable UWB TTD strategies 

Approach 

Switched Lines 

Photonic 

Components 

[13]-[19] 

Bipolar/CMOS 

Delay stages 

[4], [5] 

NLTL 

approaches 

[8]-[ll] 

Metamaterials 

(CRLH) 

[12] 

CEBG (this 

work) 

Device 

Scale 

Board-level (2-D) 

Bulk Components 

Integrated Circuit 

A few mm2 

Board-level (1-D) 

Board-level 

(1-D) 

Adjustable 

Excursion 

Discrete, ns-

scale delay if 

long board-

traces used 

Continuous, 

ns-scale 

60ps 

stages reported 

~100ps reported 

Continuous, ~3 

ns 

Continuous, 1-2 

ns 

Bandwidth 

Dictated by 

transmission 

line 

> 20 GHz 

reported 

~ 10 GHz 

reported 

-20 GHz 

reported 

<1 GHz 

~ 10 GHz 

Challenges 

Large planar area, 

discrete delays 

Optical hardware -

tough to integrate, 

costly 

Small, discrete 

delay values 

Temperature 

sensitive, large 

applied voltages 

Non-linear 

distortion difficult 

to correct. Very 

long traces. 

Long traces, 

broadband mixers 

& VCO required 
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3.2 Tunable TTD System 

3.2.1 Proposed Design 

The tunable TTD system we investigated is presented in Fig. 3.5 and is 

modeled on an earlier system in which the dispersive elements were chirped SAW 

structures [20]'. In the first step, an UWB input signal of bandwidth ACORF = ©2 -

CD] (©2 & coi are the extreme frequencies of the signal) is mixed with the output of 

a broadband voltage-controlled oscillator (VCO), hereafter referred to as the local 

oscillator (LO), of an adjustable frequency ©LO ± ACOLO/2. We then consider the 

difference-frequency mixing product, centered at an intermediate frequency (IF) 

OOIF = wLo - (G)2+CDI)/2, which is passed to the first dispersive transmission line 

(CEBG1). Because CEBGs are operated in reflection, broadband directional 

couplers are used to circulate the signal (we used commercially available 

broadband 4-port directional couplers from Pulsar Microwave, which exhibited 6-

8 dB coupling across very broad bandwidths). In the CEBG line, the signal 

reflects after traveling a distance down the line determined by COIF, which is 

controlled by adjusting the VCO. The round-trip time of the signal as it passes 

down and back up the CEBG line is therefore determined exclusively by the 

setting of a»Lo and the group delay slope of the line. The full tunable range of 

delay (the 'delay excursion') finally depends on the bandwidth of the VCO and 

the group delay slope of the dispersive line, according to: 

The reflected signal can then be reconverted to its original bandwidth through 

another mixing operation with the same LO and using appropriate filtering. At 

this point, we must examine what has become of the signal after reflection in 

CEBG1 (point 'A' in Fig. 3.5). The signal being delayed is broadband, so 

naturally, it will be dispersed when exposed to the broadband dispersive line, 

CEBG1, and thus it does not resemble the original signal. 

1 The referenced work achieved 30 \is delays for 10 MHz bandwidth signals. 
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Fig. 3.5. Schematic of the demonstrated tunable time-delay system. 

In an early experiment we (somewhat naively) assumed that to avoid having 

our signal distorted by the dispersion of the line, this technique was suitable only 

for narrowband signals (in which the bandwidth of the signal was much smaller 

than that of the CEBG) [21]. The data we obtained from a "simplified" system, 

where the output is evaluated at point 'A' in Fig. 3.5, is presented in Fig. 3.6 

because it is informative: a narrowband signal (a 2-ns long nearly sinusoidal pulse 

of 4 GHz) was mixed with an LO tuned between 7.5-12 GHz and delayed using 

the prototype CEBG described in Section 2.2.2. In observing the results, it 

becomes clear that as the LO is tuned the relative delay of the signal (see Fig. 3.6, 

right) is clearly experiencing the significant group-delay ripple of the prototype 

(Fig. 2.8) as a result of it being narrowband. A similar effect is observed in the 

metamaterial-based demonstration of [12], which used the same configuration but 

a composite left/right-handed transmission line which has a non-linear dispersion 

characteristic and is lacking in any dispersion-compensation (moreover, the 

transmission line of [12] was about 60 cm in length, approximately twice the size 

of the CEBG used here). 
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Fig. 3.6. Experimentally measured results for a simple "time-windowed sinusoid", considered as a 

narrowband input signal, for the "simplified" tunable time-delay system without dispersion 

compensation. (Left) Time-domairt oscilloscope measurements at the delay extremes (solid and 

dashed) which show rather poor amplitude variation in the response. (Right) Plotted points of 

system delay vs. intermediate frequency, show strong group-delay ripple for two identical CEBG 

boards (+ and o symbols from different measurements) with a 'linearized' average slope (solid 

trace) of-0.39 ns/GHz. 
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Fig. 3.7. Conceptual diagram of each step of the TTD system in the frequency and time domains. 

Each section of the x-axis represents a step between the components of the system, and the signal 

is given an orientation (solid ball) to show how difference-frequency mixing inverts the spectral 

components. The dashed arrows illustrate what happens as the local oscillator coLO is varied. After 

dispersion in CEBG1, the signal is spectrally ordered in time according to the group delay slope o, 

the accompanying translation in time has occured depending on the value of coL0. The down-

converted output signal, in the original bandwidth, must be "compressed" to remove the dispersion 

introduced by the first CEBG. 
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In order to have truly broadband TTD operation, the dispersion introduced by 

CEBG1 must be compensated. Fortunately, a second CEBG structure configured 

for the original signal bandwidth can be used for this operation by designing it 

with the exact same group delay slope as the first line. To see how this is so, we 

recall that the output mixing step causes an inversion of the chirp direction of the 

signal (i.e. a down-chirped signal becomes up-chirped when difference-frequency 

mixed against a sinusoid). A step-by-step illustration of this process in a 

frequency-vs.-time representation of the system is presented in Fig. 3.7, showing 

how the adjustment of LO in the frequency domain eventually results in a shift in 

the time-domain because of the frequency-ordering properties of the CEBG. The 

figure is broken down to show the signal distribution at five stages (input, after 

the first mixer, after CEBG1, after the second mixer, output of CEBG2). 

3.2.2 Simulation & Measurement Results 

In our demonstration of a tunable TTD system using CEBGs [22], [23], we 

selected the frequency range for the input as 3 to 7 GHz, and a large LO range 

from 14 to 18 GHz - resulting in a possible range of intermediate difference 

frequencies from 7 GHz (14-7) to 15 GHz (18-3). The choice of these frequencies 

was bounded by the simulation time required on the high-end and the reflectivity 

levels of the CEBGs on the low-end (below 3 GHz there would be very 

insufficient periods for good reflectivity). Two CEBG structures were designed 

on alumina substrate (1.27 mm thick, sr = 9.5, tan 5 = 0.0007) diced to 10x5 cm 

and having a target group delay slope of a = -0.4 ns/GHz. According to (3.1) this 

should yield adjustable time-delays of up to 1.6 ns. 

The 'CEBG1' structure was 21.6 cm in length and spanned 7 to 16 GHz (see 

Fig. 3.8 for a photograph), while the "baseband UWB" line 'CEBG2' was 14.8 

cm and spanned 3 to 7 GHz. Measured |Sn| and group delay responses are 

presented in Fig. 3.9 using a 20 GHz Agilent VNA (8703B) and the results 

compare favorably, with measured group delay slopes of -0.39 ns/GHz 
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(linearized) in both cases and only some slight added attenuation and delay in 

CEBG1, suspected to be caused by connectorization mismatch (Fig. 3.9). 

Fig. 3.8. (Left) Photograph of CEBG1. 

A test signal was generated using a 500 mV, 3 Gbps 13-bit train of pulses 

' 1010000010101' generated by an Anritsu Pulse Pattern Generator (MP1763B, 

having a rise time of 30 ps) run through a commercial broadband mixer (LO = 5 

GHz) to simulate an UWB waveform with frequency content concentrated 

between 3 and 7 GHz. The mixer additionally shaped the input signal (due to its 

bandpass response) - the measured system input is presented in Fig. 3.10 in 

envelope only (due to the mixing process having a random phase with respect to 

the digital sampling of the oscilloscope, which was timed according to the pulses 

and not the LO). 
CEBG1&2: |S11| (sim&meas) CEBG 1&2: Group Delay (sim vs. meas) 

Frequency (GHz) Frequency (GHz) 

Fig. 3.9. Comparison of simulated and measured |S11| (left) and group delay (right) for both 

CEBG structures in the tunable TTD experiment. CEBG1 (solid -measured, dash - simulation) 
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experienced slightly increased attenuation and delay levels, whereas that data for CEBG2 (solid • 

measured, dash - simulation) agrees well. 

Input to TTD system 
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Fig. 3.10. (Top) Measured input signal with 3-7 GHz content (envelope only). (Left) Simulation 

results assuming lossless quadratic-phase bandpass filters and ideal mixing. Three LO frequencies 

are used: 18.3 GHz (upper), 15.9 GHz (middle) and 13.8 GHz (lower). (Right) Measured results 

for the same LO frequencies using the realized CEBGs and commercial mixers/couplers. 

This signal was up- and down-converted using further commercial mixers and 

an LO generated by a local signal synthesizer was tuned by hand in the range 

from 13.8 to 18.3 GHz (AcoLO = 271-4.5 Grad/s), emulating the broadband VCO 

that the system would otherwise require (see Fig. 3.5). It was noted that 

frequencies above 18.3 GHz suffered from too much attenuation due to the limits 

of SMA connectors. A pair of 15-GHz-bandwidth, 15 dB amplifiers (Picosecond 

Pulse Labs #5867) was employed to compensate for losses incurred in mixing and 

directional coupling through an 8 and 6 dB coupler (for the first and second 

CEBG lines, respectively). The signal was detected with a high-frequency 

electrical sampling module (Tektronix 80E03) and the results are displayed in Fig. 

3.10 for three LO values including the extremes of delay. As can be seen, despite 

some elevated noise (as would be expected through two mixers), the UWB pulses 

are well preserved and the results compare favorably with simulations using ideal 

quadratic-phase filters and mixers (Fig. 3.10, left), although the measurements 
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show some additional noise contribution and LO leakage which can be attributed 

to the behavior of the mixers. The continuously tunable nature of the delay is 

stressed in Fig. 3.11, in which we slowly vary the LO and record the location of 

the first pulse to plot the delay, which matches extremely well with prediction. 

This close agreement is in stark contrast to Fig. 3.6, in which a narrowband signal 

was used - and confirms that the group delay ripple does not significantly hamper 

system performance provided the signal is sufficiently broadband. 

Delay vs. LO 
Tunable TTD Demonstration 

14 14.5 15 15.5 16 16.5 17 17.5 18 18.5 
LO Frequency (GHz) 

3 4 5 6 
Time (ns) 

Fig. 3.11 (Left) Simulated (solid) & measured (dash) tuned time delay, based on location of first 

pulse as the LO frequency is adjusted. The measured result is nearly linear with an average slope 

of -0.393 ns/GHz and shows excellent agreement with simulated data. (Right): (upper) A train of 

two test UWB impulses generated using an EBG synthesis tool and (lower) the corresponding 

measured time-delayed responses for LO = 17.5 GHz (solid) and 14.3 GHz (dash). 

A second UWB test signal was designed to allow its phase-information to be 

directly observed with the oscilloscope - it consisted of a shaped impulse with 

content in the 3-7 GHz range. This signal was generated by passing a -7.5 volt, 70 

ps impulse (generated by a Picosecond Pulse Labs 3600D) through a specially 

synthesized EBG microstrip designed using a recently-proposed synthesis 

algorithm for creating customized UWB pulse shapes [24]. The original signal 

and time-delayed outputs are presented (Fig. 3.11, right) for two LO frequency 

points (17.5 GHz and 14.3 GHz). 10-point averaging was used in the oscilloscope 

for clarity and to distinguish from some mixer LO-leakage in the down-

conversion step. 
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3.2.3 Conclusions 

We have demonstrated a working all-electronic continuously-tunable time-

delay system with a 1.6 ns delay excursion and a 4 GHz bandwidth. This is the 

first demonstration to use dispersive bandgap structures in microstrip for this 

purpose. In comparison to other aforementioned electronic techniques for UWB 

delay [4], [5], [8]-[ll], the chirped bandgap method provides larger, more 

continuous delays at the expense of long board traces and the power required to 

drive a local broadband oscillator. It is evident that any arrayed application of the 

system (e.g. for a PAA) would unfortunately require multiple CEBG lines (large 

area) and significant power consumption. On the other hand, deployment as part 

of a UWB base-station receiver or in a radar system would be straightforward. 

Optimizing this system for deployment would depend on the application being 

targeted, but some preliminary points can be made here. Solutions to potentially 

help reduce overall system size include: (i) recent demonstrations of very compact 

(~ 2 cm2) UWB 3-dB directional couplers in microstrip technology [25], or 

integrated into the CEBG itself; (ii) the possibility of superimposing the two 

CEBG structures to conserve space [26]; and (iii) stripline-based CEBGs with 

higher eeff, resulting in shorter structures. As regards signal level, an integrated 

UWB coupler could be significantly better than the commercial 6-dB and 8-dB 

couplers purchased for this demonstration, and active broadband mixers could be 

employed instead of simple diode-mixing to make amplifiers unnecessary. The 

authors suspect that the principal challenge associated with the deployment of this 

system would be the design of a broadband VCO with sufficient power to drive a 

pair of mixers, since the bandwidth of such a VCO is a determining factor of 

system delay based on (3.1). Ultra-broadband, high-power VCOs are seldom 

employed but have existed for some time -for example, a 9-to-18 GHz, 12 dBm 

VCO was demonstrated in [27] that would be suited for such an application. 
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CHAPTER 4 

Temporal Imaging Systems 

In this chapter, we describe an electronic system for the distortionless 

temporal imaging (magnification, compression, reversal) of microwave signals 

based on an analogy to spatial lens-based imaging systems. We compare current 

state-of-the-art temporal imaging systems employing photonics to one 

demonstrated for the first time here, a fully-electronic UWB time-stretching 

system, which makes use of CEBGs to provide the required broadband dispersion. 

We experimentally demonstrate a 5X time-magnification on a 0.6 ns time-

windowed signal having up to 8 GHz of bandwidth. We also present simulation 

data for similarly designed time-compression and time-reversal systems, and we 

discuss the practical limits of fully-electronic temporal imaging as compared to 

their optically-assisted counterparts. 

4.1 Introduction 

4.1.1 Definition and Applications 

Temporal imaging is an umbrella term used to describe a system in which an 

arbitrary time-limited signal is magnified, compressed and/or reversed in the 

time-domain without any distortion of the signal envelope, only a corresponding 

increase or decrease in amplitude in keeping with the conservation of energy (e.g. 

a magnified pulse which is longer in time will have correspondingly less 

amplitude). This operation can be understood as a bandwidth-converting step (not 

to be confused with single frequency-conversion operation of conventional 

mixing). Depictions of the three main application regimes of temporal imaging 

are presented in Fig. 4.1. 
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Although many possible clever uses for temporal imaging (TI) systems exist, 

such as for desensitizing optical transmission systems to fiber dispersion [1], the 

most common TI application zone is for overcoming the bandwidth or frequency-

limitations of existing signal generation and detection technology. Typically, 

either a received signal is too fast for existing detection equipment and needs to 

be slowed down, or else it is required to generate some signal waveform having 

frequency content exceeding the capabilities of existing waveform synthesizers, 

whether optical or microwave. 

The former application for signal detection motivates the need for "time-

magnification" systems to slow down fast incoming signal waveforms. TI 

strategies have yielded several all-optical time-magnification systems for such 

tasks as observing fast optical events [2] and for optical header preprocessing [3]. 

For microwave signals, one motivational goal for this technique is to perform 

high-data-rate analog-to-digital conversion (ADC) [4]. As discussed in Section 

1.1.4 (see references therein), modern digital sampling units struggle to keep up 

with signals spanning the kinds of bandwidths defined for UWB communication. 

Time-magnification can be deployed to convert a time-windowed input waveform 

into a range for which the sampler can satisfy the sampling criteria. The extension 

of the TI method for the ADC of continuous signals is also possible (see Chapter 

6). 

Time-Magnification 

Detect high-freq. waveforms; 
High data-rate A/D conversion 

amp. f~~ [ \ 

Jlrjj_^!_n_rii. 
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Fig. 4.1 Forms and applications of temporal imaging, along with examples of each (depicted for 

both digital pulse-based and analog waveforms) 
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Time-compression systems have generated some interest in the optical 

community for use in active optical pulse-compression schemes [5]. In the 

microwave regime, a time-compression stage could be added to the output of an 

arbitrary waveform generator (AWG) to compress the output and produce 

customized waveforms with frequency content beyond the capabilities of modern 

commercial AWG equipment (currently limited to about 5 GHz), as discussed in 

Section 1,1.5 (see references therein). This has important implications for creating 

the kinds of customized, orthogonal pulse-shapes expected to be targeted by 

UWB communication schemes for operation in high-traffic environments [6], [7]. 

Finally, the potential implementation of a time-reversal system for signals is 

perhaps less intuitively useful, but does have demonstrable applications in array 

antennas, acoustics and sonar, specifically for retroreflectors [8], and this function 

can be performed concurrently with either compression or magnification. 

We now provide some insight into the theory behind temporal imaging before 

describing system implementations. 

4.1.2 Theory of Temporal Imaging 

As mentioned in Section 2.3, there exists a well-documented duality between 

the spatial diffraction of a beam of light and the temporal dispersion of a pulse, 

[9], [10]. Through a series of complementary assumptions applied to the wave 

equation (monochromatic, paraxial rays in the spatial case and band-limited 

plane-waves in the temporal case), both can be described by a set of complex 

parabolic differential equations that are reminiscent of diffusion equations, as 

discussed in the seminal work of Kolner [11]. This similarity between diffraction 

and dispersion invites analogous diffraction-based systems from the spatial 

domain to be translated into the temporal domain, and vice-versa. One example 

already discussed in Chapter 2 is the real-time Fourier transformation. 

As recognized by Papoulis [10] and later developed by Kolner and Nazarathy 

[12] there exists the possibility of a time-domain dual to the common spatial lens, 

making possible the kinds of imaging systems in the time-domain that are 

fundamental to the field of optics. The action of this so-called 'time-lens' is the 
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dual of that of a thin lens in space - which is to say that since a spatial lens 

applies (to a first-order approximation) a quadratic-phase modulation in space to 

an incident wave (proportional to x2+y2 if one considers propagation in the z 

direction), a time-lens consists of an equivalent quadratic-phase modulation in 

time. For the space and time cases, the action of a lens is to multiply the incident 

wave by the phase factors d'p(x'y) or ^<p(t), respectively for space and time, where 

the phase terms are defined as: 

N k(x2 + v2) ,, N con -t2 

<t>{*,y)= 9 , m = -zj- (4.1) 

For the traditional spatial thin lens, the customary focal length / and spatial 

frequency k, which have analogues in the time-domain, being the "focal time" ./J 

and angular carrier frequency co0. The work of Kolner [11] provides a detailed 

one-to-one correspondence of terms such as focal length/time, f/#, imaging 

condition and magnification factor for the case of spatial and temporal imaging 

systems. Further analogies between spatial and temporal lens-based systems were 

investigated by Lohmann and Mendlovic, who proposed temporal filtering for 

convolution/correlation functions using 4-f imaging systems [13], and later 

Naulleau and Leith, who described incoherent temporal imaging [14]. Time lenses 

have been explored independently for a variety of applications in the optical 

domain [15]. 

We now turn to the basic problem of imaging an object, portrayed for both 

space and time in Fig. 4.2. In the spatial case, a conventional imaging system 

arrangement consists of an object at a distance d0 away from a lens. The presence 

of a diffractive medium (e.g. air), followed by the lens, and further diffraction, 

yields a focused exact image at some distance di according to the well-known 

imaging condition l/f= l/d0 + 1/du where/, the focal length of the lens, depends 

on its index of refraction and radii of curvature. The image formed experiences 

some magnification factor M that is the negative ratio of image and object 

distances: M = -d/d0 (the image is thus inverted for the convex lens pictured in 

Fig. 4.2) [16]. 
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Fig. 4.2. Illustration of spatial (top) and temporal (bottom) magnification systems. In the spatial 

system, d0 and dj are the object and image distances, respectively. Note: the spatial (x,y) object 

shown has no actual z-depth (2-D image), it is shown as an illustration. 

In the temporal case, we find the analogous imaging system to be the cascade 

of a dispersive line, followed by a time lens, and further dispersion. Provided a 

condition is satisfied (the 'temporal imaging condition', which we will discuss in 

a moment), a magnification factor M is realized that can be shown [11] to be the 

"ratio of output dispersion to input dispersion", where such amounts are the 

product of a dispersive medium's dispersion coefficient d2p/dco2 with the signal's 

path-length <f through the medium. This can be translated into our preferred units 

of group delay slope (a in ns/GHz) for our discussion of CEBG structures as M = 

-Oou/oinput (see Appendix A for closed-form analysis yielding this result closely 

following the derivation of Caputi [17], although it is recommended to read 

section 4.1.3 beforehand). In this context, \M\ > 1 indicates time-magnification 

while \M\ < 1 is time-compression, and M < 0 indicates a time-reversal which may 

be concurrent with either magnification or compression. As will be demonstrated 

in the next section, the condition for temporal imaging is defined, using our 

notation, as: 
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w 71 w output w input 

where OTL is the rate of the linear-frequency (quadratic-phase) sweep (hereafter 

referred to as the "reference frequency sweep") used for the time lens of the 

system (this term is equivalent to -(Ot/fr in Kolner's notation... our preference is 

to restrict discussion to group delay slopes as opposed to focal times and 

dispersion coefficients favored by Kolner) It is evident that the magnification and 

imaging conditions of both time and space imaging systems are duals. 

Just as a magnifying glass can only reveal the contents of a local spatial 

aperture over which it is centered, a temporal imaging system is limited to 

operating on a particular time-window At. This aperture is significant for several 

reasons. Firstly, the time-window serves to limit the input signal to the range of 

times over which the modulator comprising the time lens is principally quadratic 

[11], which depends on the mechanism chosen to generate the reference 

frequency sweep. Secondly, we must consider the limited frequency range of the 

output dispersion element (which, for large magnifications, must have a much 

steeper group delay slope than the input element and can be very bandwidth-

limited in a microwave implementation). Supposing a component of the input 

signal at some moment in time t is temporally in proper focus, a later sample of 

the input signal at t + At would be shifted to a different output frequency by the 

time lens process (a shift in time on a signal entering a time-lens becomes a 

corresponding shift in frequency). As a result, signal content outside some limited 

focusing aperture will appear attenuated and distorted, and if far enough outside 

the temporal window it will not appear at the output at all. We will return to these 

points with a measurement demonstration in Section 4.2.4. 

Temporal imaging systems are also subject to aberrations, much like spatial 

imaging systems. The treatment of dispersion revolves around a Taylor series 

expansion of the propagation constant (specifically, the second-order term 

d2fl/dco2) and assumes that higher-order terms are negligible, when in reality these 

terms contribute to aberrations. Similarly, the time-lens assumes an ideal 

quadratic phase modulation, and deviations from this will result in image 
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distortions. A detailed treatment of temporal imaging aberrations is presented in 

[18]. 

There is also the issue of temporal resolution for TI systems. Kolner [11] 

derives the minimum time feature that can be resolved in relation to the input 

temporal window, in which he demonstrates that the system output is actually a 

magnified/compressed replica of the input waveform convolved with the Fourier 

transform (in time) of the temporal aperture. It was shown that if a rectangular 

time-window of length x is assumed and the first zero of the corresponding output 

temporal sine function (Fourier of a rectangular time-window) is taken as a 

marker, a conservative estimate for the system input resolution is approximately: 

(4.3) 

r 

We will show later in demonstration that realized systems can perform better than 

this conservative estimate. We will now briefly explore the literature of temporal 

imaging demonstrations. 

4.1.3 Review of Existing Techniques 

Several simulated and experimental demonstrations of temporal imaging exist 

in the literature, and are categorized in Table 4.1 according to the nature of the 

input signal (optical, microwave) and the signal domains involved (electronic, 

photonic) in the implementation of the imaging system. 

Table 4.1 
Demonstrations of temporal imaging 

Reference 
[1] Sakano 

[2],[19] Bennett 
[3] Han 

[20],[211 Azafia 
[41, [81, [22] Coppinger 

[17] Caputi 
[this work] Schwartz 

Input Signal 

Optical 

Microwave 

Microwave 

Implementation 

Photonics 

Microwave-Photonic 

Microwave 

In the broadest sense, only two elements are necessary for temporal imaging: 

(i) a broadband dispersive medium, and (ii) a time lens. We have already 
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introduced a mechanism for dispersion for broadband electronic signals - the 

CEBG. What remains is to describe how to implement a broadband, electronic 

time lens (quadratic-phase modulation in time). The most obvious implementation 

is to mix the input signal with a flat-amplitude linear frequency sweep. The 

questions of how to generate a sufficiently broadband, fast frequency sweep, and 

the manner in which it should be mixed with the signal, represent two key 

implementation decisions for an UWB electronic temporal imaging system. 

Reviewing the literature briefly, the first experimental demonstration of time-

magnification is generally credited to the work of Caputi [17] in 1970 and was 

(until this work, and to the best of the author's knowledge) effectively the only 

all-electronic demonstration to ever be published. Caputi's simple demonstration 

of a 2X time-magnification system based on the principles of chirp radar 

unconsciously mirrored the configuration of a spatial imaging system (prior to a 

full understanding of time-lensing), a fact which went largely unnoticed at the 

time. Caputi's so-called "time-stretch" system is illustrated in a simplified, 

schematic form in Fig. 4.3. He used the limited dispersive networks of his day 

(333 kHz bandwidth, with group delay slopes of 50 us/MHz) and a simple 

electronic time lens: a conventional mixer and a VCO driven by a video saw-tooth 

generator, with a low-pass filter to isolate the difference-frequency product 

output. 

An input signal of carrier frequency f0, bandwidth Afj, and constrained to 

time-window Ati is passed through a dispersive element with linear group-delay 

of slope ai (ns/GHz). If this dispersion is sufficient to satisfy (2.11) then it is 

effectively a frequency-to-time mapping as in the case of RTFTs (see Section 2.3) 

and we can represent this signal as approximately a straight line in a frequency vs. 

time graph. 

The dispersed input signal is difference-frequency1 mixed against a linear 

frequency sweep (group-delay slope ai) centered at frequency fw- The sweep can 

1 It is possible to perform time-stretching using the sum-frequencies instead. It must be recognized 

that, unlike conventional modulation, modulation between two chirped signals yields very 

different upper- and lower-sidebands with very different group delay slopes and bandwidths. The 
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be generated by either an active (as in the experimental demonstration provided 

by Caputi) or passive process (as illustrated in Fig. 4.3, where the frequency 

sweep is generated by sending an impulse through a dispersive network, 

illustrated in the dashed bounding box). The passive mechanism for generating a 

reference sweep is a practical alternative to frequency-sweep generation if there 

are no active means of tuning an oscillator quickly enough or across a broad 

enough bandwidth -we shall choose this implementation strategy in the next 

section. 

j ^ - , ' ^ * * . - __.. Mixer c o m E [ ! ! ? s o r 
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Fig. 4.3 A simplified presentation of the time-stretching system realized by Caputi [17]. Digital bit 

pulses are shown as input and output samples with carriers hidden for illustrative purposes. Also 

shown is how the amplitude of the output (Aout) has been correspondingly reduced in the 

magnification. 

The time lens output has a reduced central frequency fout =f0 -fw, and a new 

group-delay slope (of1 - ai')'1. The signal bandwidth is effectively reduced in 

this step while the signal remains the same duration in time (Fig. 4.4). If the 

product signal is then compressed (i.e. dispersed by a CEBG with group delay 

slope 03 = -(of1 - of1)'1 ), the original input signal can be recovered from the 

signal envelope, stretched temporally by the magnification factor M = -03/01 and 

decision of which to design for rests upon the available operation bandwidth of the output 

dispersive network, as well as the choice of a magnifying or compressing system [32]. 
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reduced in amplitude by the same factor, respecting conservation of energy 

(assuming lossless mixing and dispersion operations). For design purposes, this 

means that for a given magnification ratio, the reference linear frequency sweep 

must satisfy the temporal imaging condition of (4.2): 

1 1 
— + — (4.4) 

'2 -1 °1 

This equality produces an exact, focused image. It should be noted that the output 

signal is effectively an amplitude-modulation on a chirped carrier corresponding 

to the difference-frequency band created in the mixing process (this is shown 

explicitly in the derivation of Appendix A). The desired signal must therefore be 

envelope-detected at the output - a process that is straightforward for optical 

implementations of temporal imaging, since the act of photo-detection is 

sufficient to remove the optical carrier frequencies while retaining a microwave 

signal envelope (one of the several advantages of photonic implementations). For 

an electronic implementation, it must either be peak-detected (easy) or 

demodulated with a second chirped modulator (somewhat more involved). 

after dispersion. 
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Fig. 4.4 A frequency vs. time representation of the time-lensing operation (as implemented by 

Caputi [17] and also in this work). The slopes illustrated on the left represent the signal (after 

dispersion) and reference frequency sweep, which are difference-frequency mixed, producing the 

output at the right. 
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Since Caputi's demonstration, the majority of time-lens and temporal imaging 

demonstrations (whether for signals that are optical in origin, or for microwave 

signals converted to the optical domain) have involved photonics [l]-[5], [8], 

[19]-[24]. The primary motivation for this is bandwidth, since optical systems 

enjoy significant advantages by having carrier frequencies many orders of 

magnitude greater than those of the microwave signal (see section 4.2.4), however 

at the time of this work it was the standard assumption that no sufficiently 

broadband dispersive electrical network even existed in the microwave regime to 

even enable UWB temporal imaging [22], [24]. 
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Fig. 4.5 Two optical approaches to temporal imaging. (Top) A purely photonic implementation 

[19]. A mode-locked Nd:YAG laser pump output is dispersed to yield the reference optical 

frequency sweep, while diffraction grating pairs are used on the optical input signal. Time lens 

mixing uses a nonlinear LiI03 crystal designed for 2" harmonic generation. (Bottom) A 

microwave-photonic TI system (microwave traces are dashed) [22]. Time-lens mixing of the RF 

input and frequency sweep (generated by dispersing the output of a mode-locked erbium-doped 

fiber laser -EDFL) An electro-optic LiNb03 modulator. The microwave signal input is not pre-

dispersed in this implementation. 

An all-optical arrangement (with optical inputs) for temporal imaging by 

Bennett [19] used optical diffraction grating pairs to introduce the necessary 

dispersion, and a nonlinear crystal to mix the signal (a 100 Gb/s optical word) 

with a linearly chirped pump pulse (Fig. 4.5, top) to both time-reverse and slow 

the signal down to 8.55Gb/s. The use of electro-optical (E-O) modulators as time-
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lenses was demonstrated in operation by using LiNb03 Mach-Zender phase 

modulators both to generate [5] and to measure [25] picosecond optical pulses. A 

microwave-input temporal imaging system was subsequently demonstrated by 

Coppinger [22] in which spools of fiber provided the dispersion and a 12 GHz 

bandwidth Mach-Zender E-0 modulator was used to obtain a magnification factor 

of 3.25. Coppinger made use of a mode-locked erbium-doped fiber laser to 

generate the chirped reference and spools containing several km of optical fiber 

for dispersion (Fig. 4.5, bottom). These electro-optic demonstrations of temporal 

imaging are noteworthy because they do not feature any dispersion applied to the 

input waveform - a fact which would normally bring about distortion were it not 

for the fact that the bandwidth of the chirped reference sweep is much greater than 

the signal bandwidth [21], [22]. We will elaborate on this specific advantage of 

photonics in temporal imaging systems in discussion in section 4.2.4. Table 4.2 

summarizes some of the experimental demonstrations of temporal imaging in the 

literature. 

Table 4.2 
Demonstrations of temporal imaging 

Ref 

[17] 
Caputi 

[21] 
Azana 

[2], [19] 
Bennett 

[8], [22] 
Coppinger 

[26], [27] 
this work 

Input 
Signal 

lOus, 
microwave 

150 ps, 
optical 

5.7 ps and 
40 ps, 
optical 

3.7 ns and 1 
ns, 

microwave 

1 ns, 
microwave 

Dispersion 

Cascaded 
all-pass 

networks 
Input: none. 

output: 
Dispersive 

optical fiber 

Diffraction 
grating pairs 

Input: none. 
Output: 

Dispersive 
optical fiber 

CEBG 
microstrips 

Time Lens; Ref. 
Sweep Source 

Electronic mixer; 
VCO 

LiNbCb E-0 
modulator; RF 
sinusoidal drive 

Nonlinear crystal; 
dispersed impulse 

E-0 modulator; 
dispersed impulse 

Analog multiplier; 
dispersed impulse 

Demonstrated 
Magnification 

2 

11.45 

103 and-11.7 

-1.85 and 3.25 

5 
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Optical solutions present a considerable challenge from an integration 

standpoint. Signal conversion to and from the optical domain necessitates electro-

optic modulation of some kind, and the referenced works frequently require large 

spools of optical fiber or costly and difficult-to-operate mode-locked laser 

sources. Naturally, a fully-electronic and easily integrated system that surpasses 

these obstacles is desirable. 

4.2 An Electronic Time-Magnification System 

4.2.1 Dispersion Elements 

We began our investigation into electronic TI with the design and 

demonstration of a 5X electronic time-magnification system [26], [27]. Our work 

closely followed the scheme proposed and demonstrated by Caputi (Fig. 4.3), and 

our main task was to make appropriate substitutions to bring this technique into 

the frequency range of UWB systems. 

We employed microstrip CEBG structures to achieve broadband dispersion 

networks at the signal input and output, which also required equally broadband 

directional couplers to collect the reflected signals. The choice of microstrip 

CEBGs gave us implicit frequency boundaries, since structures for reflection 

below 1 GHz become excessively long (requiring at least a few periods) and 

frequencies exceeding 20 GHz demanded too much computation time from our 

simulation software due to the complexity of the mesh used in analysis. Our input 

signal frequency range was ultimately selected as 2 to 10 GHz (coincidentally 

similar to the FCC spectral mask for UWB). The choice of 10 GHz as the upper 

frequency was closely tied to our chosen mechanism for generating the reference 

chirped frequency sweep: we purchased a -7.5 Volt, 70 ps impulse generator (the 

Picosecond Pulse Labs 3600, having usable frequency content out to 10 GHz) to 

be dispersed in a corresponding CEBG line, passively creating a local frequency 

sweep to be mixed with the input signal in the manner of Fig 4.3. Since this sweep 

featured a declining amplitude (the natural roll-off of an impulse's frequency 

content), it was expected to cause some distortion at the system output, however 
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since this represents an a priori source of distortion it was anticipated that this 

could easily be corrected for in post-processing. 

Since our target magnification factor was 5X, the 8 GHz input bandwidth 

would be reduced to about 1.5 GHz bandwidth at the output, and it would be at a 

lower center frequency -we set this frequency range to be 1 to 2.5 GHz. It was 

required to choose the group delay slope of the input CEBG judiciously, due to 

the necessary tradeoff between the final, realized lengths of the CEBG lines and 

the time-window over which the system magnification is effective. At the input, a 

choice of oi = -0.4 ns/GHz with a target magnification factor of M - -03/01 - 5 

forces the output dispersion CEBG to be designed for er? = +2 ns/GHz2. From 

(4.4) we must set the group delay slope for the reference frequency sweep to be a2 

- -0.5 ns/GHz - thus, an 8 GHz frequency sweep should occupy about 4 ns in 

time. The input signal, when dispersed, must be no longer than this reference 

sweep at most. Since the input group delay slope is -0.4 ns/GHz, we impose a 

time-window of about 1 ns on the system input. Note that according to the 

conservative estimate of (4.3) this already imposes a severe limit on the output 

resolution of the system, which will now at best resolve only a few time-elements 

(this, in turn, influenced our decision to use digital test inputs). 

Our designs for the input and reference-sweep microstrips both operated in the 

2-10 GHz band and were 28 cm (meandered) in length, while the output 

compressive network was designed for operation for the difference frequencies 1-

2.5 GHz and was 38 cm in order to have enough periods at these low frequencies 

to sustain some reflectivity. We fabricated these CEBG designs on Coorstek's 

ADS-96R alumina substrate (1.27 mm thickness, sr = 9.41, tan 8 = 0.0007 at 10 

GHz), mounted them on custom aluminum baseplates and end-connectorized 

them to SMA cables. In addition, each was paired with a commercial 6-dB 

directional coupler of the required bandwidth. Simulated and measured Sl l -

responses (magnitude and group delay) for each CEBG are presented in Fig. 4.6, 

2 This value is very steep for a CEBG and would normally require an extremely long structure. 

Fortunately, the bandwidth at this output is small (1.5 GHz) and so the structure remains a 

manageable length: 38 cm. 
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which were generally found to be in good agreement despite increased ripple in 

the measured responses (attributable in at least some part to end-connectorization 

impedance mismatching and fabrication tolerances). 
Input CEBG - S11 Response Reference Sweep CEBG - S11 Response 

Fig. 4.6. Simulated (dash) and measured (solid) Sll and group delay (reflected port) for each of 

the CEBG designs in the time-magnification demonstration: (Top-left) the input CEBG; (top-

right) the reference frequency-sweep CEBG and (bottom-left) the output compressive CEBG. In 

general, group-delay ripple and loss are somewhat higher in measurement due to end-

connectorization impedance mismatching. (Bottom-right) A photograph of the meandered CEBG 

for the reference frequency sweep. 

With the CEBGs fixed, we turn to the matter of the time-lens: the electronic 

mixing of the reference frequency sweep with the dispersed input signal. 

4.2.2 Electronic Time-Lens 

There are several options for performing mixing operations in the electronic 

domain, ranging from straightforward mixing with a single diode3 to complex, 

3 One potentially interesting time lens strategy involves using the dispersive network intended 

for the input signal to also generate the frequency sweep. This requires a slight pre-dispersion of 
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application-specific multiplier designs. The mechanism for the electronic time 

lens should reflect the nature of the reference frequency sweep, which we will 

refer to here for brevity as the local oscillator (LO) even though it is by no means 

the conventional, single-frequency high-power tone that is traditionally 

anticipated for this role in a conventional mixer. Our LO was a dispersed impulse 

taking the form of a low-power (~100mV), short-time (4 ns), chirped frequency 

sweep from 2 to 10 GHz (of diminishing amplitude towards the higher end), to be 

mixed with the input dispersed signal in the same frequency range. The output 

was expected to be in the range of 1 to 2.5 GHz, which partly overlaps the input 

range, indicating that feed-through of the inputs should be minimized as much as 

possible. Furthermore, the amplitude of the input signal after several directional 

coupling operations was a concern and it was desired to provide some 

amplification. To combine the benefits of an amplifier, mixer and difference-

frequency filter in one device, we opted to design our own custom broadband 

analog multiplier for this purpose. Although it is not the focus of this work and 

does not represent a novel design, we briefly summarize our design approach in 

Appendix B and here we present only the bare details. 

Our analog multiplier was designed in 0.5-micron SiGe BiCMOS technology 

and employed a differential Gilbert-cell architecture with predistortion circuitry, 

following recent broadband analog multiplier designs [28], [29]. A differential 

topology was chosen for the signal inputs for improved noise immunity and 

conversion gain. Input signals were brought on-chip using high-frequency probes 

from Cascade Microtech's Infinity™ series, while a difference-frequency, single-

ended output of 1-2.5 GHz was passed off-chip via wirebond through the test 

board. The design used a +3.3V supply and simple resistive input networks for 

broadband impedance matching since power consumption was not a concern for 

this proof-of-concept demonstration (LC ladder networks for broadband 

the input impulse, since a\ and o"2 differ only slightly in value for large magnifications according 

to (4.4). The reference can simply be summed with the signal and passed to a detector diode to 

perform the mixing. This has the added benefit of partially canceling some of the group delay 

ripple of the dispersive network [17]. 
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impedance matching would be recommended for a more optimized design). We 

realized a conversion gain of about +3dB with some gain roll-off for higher 

difference-frequency products. The output bondpad/wirebond, package and 

printed circuit board formed a low-pass filter (3-dB cutoff at about 3 GHz) to 

isolate the difference-frequency (the sum frequencies ranged from 4.5-20 GHz). 

4.2.3 Simulation and Measurement Results 

The final experimental setup is illustrated in Fig. 4.7. An external 15-dB 

broadband amplifier at the output of the multiplier stage assisted in compensating 

for the losses associated with directional coupling and the time-magnification 

process itself. 

— Picosecond Pulse ., 

Fig. 4.7 Experimental setup for 5X time-magnification demonstration. Inputs to the analog 

multiplier are marked with 'A' and displayed in Fig. 4.8. 

For test inputs, we chose to work with digital bit-signaling for the ease with 

which time-windowing could be applied using strings of zeros, and since this is 

complicit with our system's strict resolution limitations (see section 4.2.1). For 

example, a simple three-bit sequence '101' at 5 Gbps and 2-Volt amplitude, 
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generated differentially by our Anritsu MP1763B Pulse Pattern Generator (PPG), 

fit within the target time-window at 0.6 ns and was upconverted on a 5 GHz 

carrier using off-shelf diode mixers (most of the upconverted signal's bandwidth 

fell in a 5 GHz range, or about 100% fractional bandwidth). Differential bit-

sequences were padded with zeros to 64-bit length and were sent through a pair of 

identical microstrip CEBGs and couplers. The signal input and the reference 

impulse, after dispersion in their respective CEBGs, are shown in Fig. 4.8 as they 

were passed to the analog multiplier. We observe here that the amplitude of the 

dispersed reference impulse is nearly flat within the bandwidth of the input signal 

because only a portion of the full bandwidth was used in this example. 

Fig. 4.8. (Left) After being dispersed in their respective CEBG microstrips, this is a snapshot in 

time of both inputs to the analog multiplier (at point 'A' in Fig. 4.7): a digital '101' test input 

signal centered at 5 GHz (dash, black) and the impulse (solid, gray). These are the inputs to the 

multiplier; their timing with respect to each other determines the output frequency difference. 

(Right) Photograph of the packaged analog multiplier and microprobes. 

The impulse was triggered on a 1/64 clock output from the PPG. To ensure 

that the signal data and reference impulse arrived at the multiplier inputs properly 

synchronized, coarse timing adjustments were made by looking at the multiplier 

output for a non-zero product as different bits in the 64-bit stream were toggled. 

This method of synchronization was coarse (i.e. with a resolution of one bit or 

200 ps) but sufficient to demonstrate the temporal imaging principle in operation. 
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5X Electronic Time-Magnification 

Fig. 4.9. A three-bit '101' test input at 5 Gbps (top, shown from measurement before carrier 

modulation) and time-magnified outputs from simulation of the microstrips (middle) and from 

measurement (bottom) with a fivefold change in the x-axis scale. Outputs are normalized absolute 

values and have envelopes highlighted for visualization purposes 

The multiplier product was compressed by the final CEBG microstrip and 

measured using a Tektronix CSA8000 scope with a 20 GHz electrical sampling 

module. The measured system output is illustrated in Fig. 4.9 in comparison to the 

base-band '101' input, as well as simulated results obtained using MatLAB, the 

extracted microstrip S-parameters (using Agilent's Momentum) and ideal 

multiplication. No post-processing was applied to the measured signal, and the 

envelope is shown by interpolation (in MatLAB) for illustration purposes. A time-

scale factor of 5 has been applied to the time-axis of the normalized outputs to 

facilitate comparison with the input, and the '101' bit pattern is clearly 

distinguishable. The measured output amplitude was 140 mV. It is clear that some 

distortion has taken place which can be attributed to several sources, including the 

microstrip group-delay ripple, the non-flat frequency responses of the analog 

multiplier and reference impulse, contributions from mixer/multiplier noise 

(measurement only), and the effect of using single-sideband processing (i.e. 

difference-frequency only). Despite none of these elements being optimized, the 

result is a proof of principle that electronic temporal imaging is feasible in the 

GHz regime. 

It is important in a time-stretch system that the dispersed input signal arrives 

at the multiplier input at the same time as the reference frequency sweep to obtain 
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the correct difference-frequency. If part of the input signal is time-shifted away 

from the ideal timing scenario suggested by Fig. 4.4, two problems occur: a) there 

may be no component of the reference frequency sweep at the mixer input, or b) 

the mixer product will be frequency-shifted and fall outside the passband of the 

subsequent dispersive device. By keeping the reference pulse at a fixed time while 

advancing the input bit sequence in time, the demonstration system (0.6 ns 

window, '101' sequence) tolerates approximately 150 ps of temporal 

misalignment outside this window before one of the input' 1' bits becomes about 

50% attenuated, as shown in Fig. 4.10 by using MatLAB and measured S-

parameter data of the CEBGs to simulate time-delayed inputs. In an experimental 

observation of the same effect, we present in Fig. 4.10 a measured oscilloscope 

response to a 6 Gbps bit-pattern of'10101', which is 0.82 ns in length and is just 

outside the system's temporal aperture. As a result, one of the bits is out of focus, 

becoming broader and attenuated as a result. 

Effect of misalignment with time-aperture on TS system Measured TS output for 6 Gbps '10101' input 
0.015 

Ops 
60 ps 
100ps 

0.01i !"-'180ps 
g : I—260 ps 

ra l°?set -
ro 
"o 
> 0.005' 

3 4 5 
Time (ns) 

4 6 
Time (ns) 

Fig. 4.10 (Left) Temporal misalignment with the time-aperture results in degraded quality of 

signal envelope. A 150 ps misalignment outside of the 600 ps aperture results in degradation of 

detected bit-amplitude by over 50%. (Right) Measured system output for a 6 Gbps '10101' bit 

pattern of 0.82 ns. 

4.2.4 Discussion 

Here we will discuss several challenges associated with implementing this 

system entirely in the electrical domain, particularly when contrasted with optical 

implementations. Photonic systems enjoy several advantages owing to the fact 

that the optical carrier frequencies are several orders of magnitude greater than the 



Chapter 4 - Temporal Imaging Systems 79 

Screen 

RF input signal. As mentioned previously, this makes envelope detection at the 

output extremely simple since the act of photo-detection itself will remove the 

optical carrier. 

Of significant note is the capacity of 

a microwave-photonic implementation 

to be more easily configured for what is 

referred to in the literature as 

"simplified" temporal imaging or, 

alternatively, "photonic time-stretch" 

[22]-[24]. This refers to system in which 

the input dispersion is eliminated 

altogether, which is the equivalent (in 
Fig. 4.11 Illustration of the "shadow-

,. „ , r • ,r- j . , imaging terms) of reducing to zero the 
casting analogy for a simplified temporal ° ° ' ° 

imaging system distance between the object and the lens 

(i.e. no input diffraction), resulting in a non-focused image at the output. It has 

been shown that the distortion is negligible if, as described by Azana et ah, the 

bandwidth of the pulse at the output of the time lens is much larger than the input 

pulse bandwidth [21]. One popular interpretation of this configuration is 

"shadow-casting", as depicted in Fig. 4.11. 

In a response to our work [27], Conway et al. published a reply to elaborate 

on the distinction between the two situations, although his reply insisted that the 

simplified imaging system "does not employ phase-modulation or lensing of any 

kind" [30]. A studied glance at the two systems, presented in Fig. 4.12, shows that 

in fact the "simplified" system is performing the same kind of mixing of an input 

waveform against a linear-frequency chirp as the conventional system (i.e. 

quadratic phase-modulation). This is effectively the action of a time-lens. 

What is perhaps non-intuitive, given the "shadow-casting" analogy of Fig. 

4.11, is "what has happened to the (analogue of the) lens?" As we responded in 

our reply to Conway [31], the 'lens-like' property of quadratic-phase modulation 

is evident in the spherical wavefronts (quadratic phase in the x2 + y2 sense) 

emanating from the point source in Fig. 4.11 to illuminate the object, making the 
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situation analogous to that of a plane-wave input where the object is co-located 

with a lens. 

Signal Mixer Output 
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Fig. 4.12 An illustrated comparison of a conventional (top) and "simplified" (bottom) temporal 

imaging systems (optical traces are dashed). Both systems employ a quadratic-phase modulation 

in time, but in the simplified case the input has not been pre-dispersed. 

The simplified configuration of temporal imaging produces a less restrictive 

condition for imaging [21]: rather than having to balance an equality of three 

group delay slope values as in (4.4), the simplified system need only be designed 

such that: 

4, » 
Am2 

(4.5) 

where Aco is the bandwidth of the input signal and (f>t describes the chirp of the 

time lens assuming it is a quadratic-phase modulation of the form: 

m(t) = exp(j^-t2) (4.6) 

The temporal resolutions attainable by the simplified and regular implementations 

are also different, although which approach provides better resolution is largely a 

function of the target magnification and time window [21]. 

The problem with this simplified approach for electronic implementations is 

the requirement that the output bandwidth of the time-lens should be at least an 
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order of magnitude greater than the input bandwidth - which is not a very 

practical request, since even our demonstrated 8 GHz time-magnification system 

would necessitate an electronic analog multiplier (to say nothing of an impulse 

generator) capable of nearly 100 GHz of usable output bandwidth. 

As a final point of discussion, we would note that although our demonstration 

sufficed to show the concept at work, it would be desirable to improve both the 

time window and the system resolution. This is possible by increasing in 

magnitude the CEBG group delay slopes (ns/GHz), which in turn requires longer 

structures for a fixed bandwidth. A method of fine delay control for synchronizing 

the quadratic phase modulation would also be useful in "focusing" the system 

output. Also, considering the limitations of having only a few carrier periods both 

in the input and output, operation at higher frequencies (or using sum-frequencies 

in mixing) would make it easier to distinguish between the signal envelope and 

the carrier at the system output. 

4.3 Electronic Time-Compression and Reversal Systems 

4.3.1 Time-Compression 

Despite several recent microwave-photonic demonstrations of the "simplified" 

temporal imaging (i.e. no input dispersion) system for time-compression [5], [8], 

[20], there have been as of this writing no experimental demonstrations, in either 

the microwave or optical regime, of time-compression using the full dispersion-

lens-dispersion architecture. Time-compression would be an asset in arbitrary 

waveform generation (AWG) for broadband signals spanning several GHz, which 

can be useful in UWB communication schemes. As with the time-magnification 

system, the drawbacks of this process include a limited resolution, time-window, 

and an output signal that is modulated on a chirped carrier -although this last 

point may not be a drawback at all in the context of UWB communication in a 

dense environment: a correlating receiver could theoretically be designed to scan 

using a particular chirp to decode transmitted information. 

Let us consider as an example a system designed using CEBG tools and 

assuming that local impulse-generating equipment is limited to 10 GHz. Here, 
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because we seek a magnification factor of 0 < M < 1, we observe two things: 07 

and 03 must have the opposite sign (we seek a non-reversed image as before) and 

now also we require jcr3[ < |ov|. According to (4.4), we see that 02 must therefore 

have the opposite sign as 07 (i.e. the reference frequency sweep is a down-chirp if 

the input has been up-chirped) if we are to target the difference-frequency product 

of the time lens. However, for the sake of curiosity, let us consider a sum-

frequency system this time: this has the advantage of a system output with a high 

carrier frequency, making it easier to discriminate the envelope from the carrier. 

The switch to sum-frequencies has as a corollary in spatial imaging a switch in the 

curvature of the lens, resulting in a negative focal length/time - although as 

Kolner observes in [11] this does not imply the existence of a "virtual temporal 

image", but rather, a real image being formed by a negative lens: a situation that 

is not possible with physical lenses since there can be no available change in sign 

for the process of spatial diffraction. A detailed discussion of sum-frequency vs. 

difference-frequency temporal imaging is available in [32]. We express the 

temporal imaging condition for such a system by changing the sign of dispersion 

in the reference sweep: 

1 1 1 
= — + — (4.7) 

cr2 cr, cr3 

Beginning with a 1.45 ns base-band waveform (we use the pulsed '101' signal 

again as our test signal) which has approximately 1.5 GHz single-sided bandwidth 

(SSB), we seek a compressed waveform of 0.48 ns (a compression factor of 3 by 

setting M= 0.333). We will modulate the input on a carrier, which in turn means 

we will be handling a 3 GHz double-sided bandwidth (DSB) and converting this 

to a total 9 GHz bandwidth at the output. If we set 07 = -1 ns/GHz, this means our 

dispersed input will occupy approximately (1.4 ns + 3 GHz • 0/) = 4.4 ns in the 

time-domain. This also sets the other CEBG group delay slopes to 02 = -0.5 

ns/GHz (recall: in a sum-frequency compression system, 02 must share a sign with 

ai), and 03 = +0.333 ns/GHz. We propose the frequency scheme of Fig. 4.13, 

which establishes that the input RF signal is to be between 12 and 15 GHz to be 

compressed and upconverted to fit in the 16-to-25 GHz range. The difference 
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frequencies (5 to 8 GHz) are easily filtered with a high-pass network, and the 

CEBGs are all reasonable lengths (16.4 cm for the input and output networks, 

assuming a substrate seff of about 7.5). 

GHz GHz 

Slope: +1 GHz/ns 
CEBG:a 1 ns/GHz M j x e r 

• ( R F V I F 

Output 

CEBG: o, = +0.333 ns/GHz 

Slope: +2 GHz/ns 
CEBG: a, = -0.5 ns/GHz 

I 
Y 

At ~ 3 ns Time lens 

Fig. 4.13 Frequency vs. time representations of the signals in a practical 3X time-compression 

system, converting a 1.4 ns (1.5 GHz) input waveform into a 9 GHz (double-sideband) output. 
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Fig. 4.14. Schematic of the proposed 3X time-compression system, converting a 1.45 ns (1.5 GHz) 

input waveform into a 9 GHz (double-sideband) output. 
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The experimental setup for the proposed system takes the form of Fig. 4.14. 

Although not yet implemented experimentally, we have used MatLAB to predict 

the expected results of the system [33], showing the signals at each of the labeled 

points ('A', 'B' and 'C') and assuming ideal quadratic-phase CEBGs and mixing 

operations, as well as a flat-amplitude reference frequency sweep (DC-to-15 

GHz) generated by applying dispersion to a sine function, thus avoiding the 

frequency roll-off of a practical impulse for purposes of illustrating the concept. 

Spectrum of input signal at 'A' & reference sweep 
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Fig. 4.15. The input '101' signal to the time compression system at point 'A' in the schematic of 

figure 4.14. in the frequency (left) and time (right, normalized) domains. The spectrum of the 

reference frequency sweep, generated using an ideal sine pulse, is also shown (left, dash). 
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Fig. 4.16. (Left) The dispersed input and reference function at point 'B ' from Fig. 4.14, the inputs 

to the mixer. (Right) the output of the mixer in the frequency domain, with the sum-frequency 

range within a rectangular bandpass filter from 16-25 GHz. 
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System Output System Output - No HPF 
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Time (ns) 

1.2 

Fig. 4.17. (Left) System output at point ' C in Fig. 4.14. The '101' pattern remains evident but has 

lost some sharpness in the filtering process. (Right) The output if no high-pass filtering is applied 

after mixing: both sum and difference frequencies have contributed. 

In figure 4.15, we show the input waveform after up-conversion with the 13.5 

GHz carrier in both time and frequency domains, and it spans 1.45 ns. After the 

first dispersion element, the time-domain waveform is presented in Fig 4.16 

aligned with the reference frequency sweep. The product of these signals is shown 

in the frequency domain where sum and difference frequencies are evident and 

occupy different bandwidths. When the sum-frequency is band-passed and the 

difference-frequency rejected (using an ideal, rectangular bandpass filter), the 

output after the final dispersion is shown in Fig. 4.17 to be 0.53 ns in length -a 

time-compression factor of 2.8, just shy of the target of 3. The limited system 

resolution (which can only distinguish a few elements in the original window) still 

produces a recognizable '101' sequence, although the edges have clearly been 

rounded, highlighting the loss of detail. This is in part due to the limited 

bandwidth assumed to be available for the output CEBG. If the output CEBG 

were assumed to be an all-pass quadratic-phase modulator, the output is 

somewhat better at retaining the pulse shape (Fig. 4.17, right) since it makes use 

of the information in both sum and difference frequency outputs. 

4.3.2 Time-Reversal 

A simple change of dispersion slopes and frequency ranges is enough to 

modify the simulation to demonstrate microwave time-reversal, which is 
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potentially interesting for antenna arrays, acoustic and sonar [8]. Here we will 

target the difference-frequency and set M- -1 by choosing oi = -1 ns/GHz, 02 = -

0.5 ns/GHz and 03 =-\ ns/GHz, respecting the imaging condition (4.4). We use an 

input signal of 1.45 ns spanning 15-20 GHz and being non-symmetric: in this 

case, a '101' waveform where the second pulse is twice the amplitude of the first, 

as presented in Fig. 4.18. We assume the same 15 GHz reference frequency sweep 

is available. We can see in Fig. 4.19 the output signal has reversed in time, again 

both with and without an assumed bandpass filter from the final CEBG. The 

output frequency range here is from 8 to 13 GHz, although this is at the discretion 

of the designer. 
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Fig. 4.18. (Left) Frequecy-time representation of the time-lensing process for the time-reversal 

demonstration. (Right) The input signal for time-reversal. 
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Fig. 4.19. Time-reversed outputs both with (left) and without (right) the assumption of any output 

bandpass filtering. 
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4.3.3 Conclusions 

In this chapter, we have investigated the application of temporal imaging to 

systems that are exclusively electronic by handling dispersion using CEBG 

structures. We experimentally demonstrated the 5X time-magnification of a 0.6 ns 

time-windowed electronic input, and investigated the limitations of this technique, 

in particular as compares to photonics-assisted implementations. We also 

demonstrated how a similar time-compression system could be obtained using the 

same strategy. Temporal imaging systems for ultra-wideband waveforms with 

large fractional bandwidths are valuable for applications such as ADC and AWG, 

and purely electronic implementation could avoid the difficulties of expensive or 

inconvenient optical hardware associated with these functions. 
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CHAPTER 5 

Specialty CEBG Designs 

In this chapter, we briefly review how phase-shifts can be inserted into 

bandgap structures to create resonant transmission peaks within the stopband. We 

extend this idea to describe two techniques for using a CEBG as a multi-

frequency resonant filter, transmitting a few narrowband channels within the large 

stopband. In addition, we discuss the application of the concepts of CEBGs to 

other media besides microstrip - in particular, stripline and coplanar waveguides 

which are common microwave transmission lines. 

5.1 Multiple-Frequency Resonant CEBGs 

It is well-known that by breaking the periodicity of a bandgap structure (e.g. 

by inserting a local defect or phase-shift), a resonant transmission peak can be 

inserted within the bandgap as illustrated in Fig. 5.1. This has been demonstrated 

in fiber Bragg gratings [1] and more recently in microwave bandgap structures as 

well [2]-[5], where it has attracted attention for resonant antenna design [6]. The 

presence of this transmission peak can be understood from several points of view. 

The defect can be interpreted as a section of unperturbed transmission line 

between two reflectors (i.e. a Fabry-Perot cavity) resulting in a resonance 

associated with the length (in phase terms) of the cavity. In short, the resonator 

structure must satisfy: 

® rehires)+ ®refl2(fres) + 2-L-k(fres) = n-2x ( 5 . 1 ) 



Chapter 5 - Specialty CEBG Designs 92 

where 3>refi is the phase term introduced upon reflection from one of the 

resonators1, L is the length of the transmission line defect, k is the guided 

wavenumber and n is any integer. 

Center conductor 

peso' 
ISllKdB) 
!S21|(dB) 

Fig 5.1. (Left) Illustration of a phase-shift inserted in a ground-plane patterned microstrip EBG. 

(Right) Measurement data taken from [2] demonstrating a resonant cavity at 4.42 GHz. 

This interpretation is useful where discretely etched ground circles are 

concerned, but in a continuous (i.e. sinusoidal) grating there is no need to 

completely arrest the modulation to achieve this effect - inserting an abrupt local 

phase-shift is sufficient. In considering the coupled-mode theory, electromagnetic 

waves that experience Bragg-like reflection from a periodic structure effectively 

undergo a 7t/2 shift each time they reflect. If a direct % phase-shift is inserted in 

the sinusoidal modulation it will add to the existing % phase-shift experienced by 

twice-reflected waves at the resonant frequency, constructively supporting a 

(narrowband) propagating wave. 

By using different sizes, locations, and numbers of defects, it has been shown 

that multiple resonant channels can be created within the bandgap region [5]. A 

broad stopband with a few transmitting channels may find application as a 

channelizing filter in communications. The work of [5] relied on placing defects 

at various points along a single-frequency-tuned EBG based on ground-plan 

patterning. Another channelizer was demonstrated using defect-insertion include 

multi-path (branchy) topologies, wherein a microstrip line is divided into several 

An analysis of the frequency-dependence of this reflective phase-shift for metallodielectric 
periodic structures is available in [7]. 
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paths of differing lengths over an EBG-infused ground plane [8]. Unfortunately, 

the channels demonstrated in [5] and [8] exhibited generally poor performance: 

insertion losses in excess of 10 dB and stopband widths below 3 GHz. In the work 

of Kee et al. [9], a drop-filter structure was created wherein different channels 

could be isolated at dedicated ports. The drop-filter approach involves junctions 

along a microstrip, each leading to 1-D EBG structures interrupted by a chosen 

defect, thus passing a different channel down each branch. Naturally, this 

consumes significant board area for multi-channel operation since it requires a 

dedicated EBG for each dropped frequency. 

An extension of the defect-insertion technique is possible with chirped EBG 

structures in which we will demonstrate broader bandwidths, more channels and 

higher transmission peaks than previous demonstrations. 

5.1.1 Phase-Shifted CEBGs 

Instead of inserting different sizes of defects into a single-frequency EBG 

pattern, it is a simple matter to introduce the same kind of defect (a local TC phase-

shift in the transmission line perturbation) into a structure whose local period is 

continually evolving. We demonstrated that this approach dramatically improves 

channel transmission and stopband bandwidth while reducing the number of 

etching steps required to one, since the EBG is written in the conductor strip 

instead of the ground plane [10]. 

At any location zres along the structure, a resonant channel at the local 

frequency co(zres) = 2it/a0 + 2Czres can be obtained by adding a % phase-shift to the 

impedance modulation expression (2.4). Each inserted rc-shift thus corresponds to 

one local frequency2. Many channels can be inserted within a single chirped 

structure. A four-channel device is demonstrated in our work [10], where we used 

in (2.4) the design values of {A = 0.24, C = -1600 m"2, L = 18.9 cm,/0 = 7 GHz) 

and created the pattern on an alumina substrate. We placed four evenly-spaced n-

shifts along the length of line. The actual-size microstrip top conductor pattern is 

illustrated in Fig. 5.2, which clearly shows the four local phase-shifts. Simulated 

2 Other phase-shifts besides 7t may be used, the effect of which is to translate the resonance peak 
away from the local frequency. 
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(using MoM) and measured (using a VNA) |Sn| and IS21I responses are presented 

in Fig. 5.3, where we also included a structure missing the third phase-shift to 

show the absence of the corresponding channel. The results show a very close 

agreement, with an inter-channel spacing of about 1.1 GHz and insertion losses of 

about 2-3 dB in each channel. 

D 
Fig. 5.2. Four-channel phase-shifted microstrip, 18.9 cm long, with channels at 5.35 GHz, 6.45 

GHz, 7.5GHz and 8.6 GHz. The meandered shape of the structures was to fit a 10 cm etching 

process - this representation shown here is approximately actual size. 
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. |Sn| (grey) and |S2i| (black) data from simulation (dash) and measurement (solid) for 

EBG structures. (Left) Four evenly distributed local % phase-shifts (A = 0.24, C = -1600 

18.9 cm, f0 = 7 GHz). (Right) The same structure with one phase-shift removed. 

One standard figure of merit for a resonant channel is the Q factor, defined = 

as the ratio between the resonant frequency and the 3-dB bandwidth of the 

channel: Q = freJ^fuB- Our results suggest a Q value of about 50-60 for each 

channel (3-dB bandwidths of about 150 MHz). The depth of channel isolation (the 

difference between the transmission peak and the neighboring valley), varies from 

8 to 22 dB and generally improves towards the higher frequencies - this is 

characteristic of linear CEBG structures, which have fewer periods at low 

frequencies and therefore weakening reflectivity, although asymmetric tapering 

windows can offer some compensation for this effect. 
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5.1.2 Moire-Patterned CEBGs 

In the context of optical FBGs, fabrication difficulties surrounding the 

insertion of abrupt phase-shifts into gratings spurred the development of an 

alternative approach for generating local n phase-shifts: the chirped superposition 

or "Moire" structure [11]. Chirped Moire gratings in optical fiber attracted 

attention for applications in sensing [12], wavelength-division multiplexing and 

optical code-division multiple-access technologies [13]. 

It was recognized early on that EBGs in microstrip could be superimposed 

rather than concatenated to design for several frequency ranges in one structure 

[14]. Extending this, two sinusoidal patterns with the same chirp but different 

central frequencies can be superimposed. The resulting structure is also chirped 

and contains evenly-spaced crossover points or "beats", where the phase-shift 

naturally changes by n and achieves the same resonant transmission effect 

described in the previous section. We can implement this in microstrip by 

modifying (2.4) to feature two unique central (z = 0) periods a0i and a02 

corresponding to the central Bragg frequencies fol and f02 of two independent 

stopbands: 

Z0(z) = 50-exp sin (— + C-z)-z-C— + sin (— + C-z)-z-C— 
a0i 4 ; 

(5.2) 

If the two EBG periods are relatively close, the realized stopband will be slightly 

wider than that of each individual chirped pattern and will be spectrally centered 

between the two center Bragg frequencies. A 'fast' and 'slow' envelope can be 

identified: 

afas, = A 
1 1 
— + — 
(
01 « 0 2 

-1 

aslow = 2 
1 

« o ! 

1 
ao2 

(5.3) 

The slow-envelope asiow does not change along the length of the structure since the 

identical chirp in both CEBGs maintains the same frequency-difference - this is 

the beat frequency. The frequency-spacing between resonant transmission peaks 

is determined by: 

¥• 
^TCAS„, 

•C-a„ 
23rJem 

•C-
fl-t' a„ (5.4) 
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An illustration of a Moire structure with four "beats" is presented in Fig. 5.4, 

plotted using microstrip widths, and shown realized in Fig. 5.5. 

i i i i i i 
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Fig. 5.4. (Left) Frequency vs. position graph of two independent CEBGs with the same chirp but 

differing central frequencies. (Right) Illustration of the summation of the two CEBGs. Y-axis 

contains realized widths of microstrip on an alumina substrate. 

Fig. 5.5. Four-channel chirped Moire microstrip, 18.9 cm long, shown approximately actual size. 

The integer number of channels (beats) V obtained is dependent on the length of 

the structure: 

« = 2-int(— -J -) (5-J) 
2 aol-ao2 

Unlike the direct phase-shift insertion technique, these channels are by 

default evenly-spaced within the bandgap. We demonstrated in [10] some 

simulation and experimental results for a 4- and 6-channel Moire CEBG in 

microstrip that exhibited close agreement. The designs both used the values A = 

0.14 and C = -1718 m"2 in (5.2) and the same average center frequency but 

different spacing between f0i and f02- a four-channel device used central 

frequencies 6.12 and 7.96 GHz, whereas a six-channel implementation used 6.12 

GHz and 8.27 GHz, reducing the inter-channel frequency separation to 750 MHz 
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from 1 GHz. As shown in Fig. 5.6, this achieves a slightly broader but shallower 

rejection band than with the phase-shifting method, resulting in slightly reduced 

depth of isolation. The Q factor of the established channels varied from channel to 

channel, reaching as high as 100 for some but as low as 30 for others. There was 

also some variation in the transmission peak amplitude, which tended to reduce 

towards higher-frequencies where losses are higher, and the channel isolation, 

which worsened towards the lower frequencies where there were not as many 

periods. The channel isolation can be improved by increased the depth of 

modulation (as controlled by the A value) without significantly altering the 

transmission peaks, as shown in Fig. 5.7. 
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Fig. 5.6. (Left) Sll (grey) and S21 (black) data from simulation (dash) and measurement (solid) 

for a four-channel 18.9 cm Moire CEBG structure having f0l=6.43 GHz & fo2=7.96 GHz. (Right) 

data for the same structure having instead f0i=6.12 GHz, fo2=8.27 GHz, yielding six channels, 

although one exhibits poor isolation. 

We conclude by noting that while the local-phase-shift approach offers the 

flexibility of channel location since phase-shifts can be applied anywhere, the 

Moire method favors broader, shallower stopbands and exhibits a less rippled 

response due to smoother impedance profiles. Ultimately, both techniques yield 

far better insertion losses than previously reported bandgap-filter techniques for 

multi-frequency channelization [5], [8]. Design challenges include weighing the 

difficulty of longer structures not having sufficient channel isolation at low 

frequencies, and of having too much insertion loss at high frequencies due to 

increased conductor and dielectric losses. 
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Fig. 5.7. Six-channel structure simulated for different depths of modulation (corresponding 

min/max impedances and strip widths are shown in table). 

5.2 CEBGs in Other Media 

The demonstrations of this work have taken place exclusively in microstrip 

technology, primarily since it is simple to design, fabricate and connectorize. The 

principles of CEBG design, however, can be extended into any transmission line 

or waveguiding structure in which the characteristic impedance can be modulated 

to achieve a target coupling coefficient between forward and backward 

propagating modes. Transmission technologies that are popular in the microwave 

range include stripline, coplanar waveguide, ridge waveguide, coaxial line, and 

many more. Although it would be redundant to describe them all, a few are 

significant for the improvements they may offer in size and integration of future 

designs. 

5.2.1 Stripline 

As a quasi-TEM environment for waves, microstrip lines bear a significant 

portion of the propagating wave's field structure in the air, resulting in an 

effective permittivity seff that is lower than that of the substrate material. As 

expressed in (2.8), lower permittivities result in longer CEBG structures. By 

burying a CEBG in a stripline configuration (Fig. 5.8), a true TEM mode is 

supported using the material's intrinsic permittivity, and the corresponding 

structures will be both shorter and narrower in width, although more lossy than 

equivalent microstrip lines. 
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Fig. 5.8. (Top) Possible stripline CEBG implementations -a modulated strip width and a pattern of 

etched ground plane circle- with a front view of the conventional stripline E-field orientation. 

(Bottom) Side view cutaway of a stacked-stripline design with three CEBG lines, using 

microstrips at the top layer to bring the signal to the board edge. 

An innate advantage to stripline designs is that it they are stackable in a 

compact way, unlike microstrips, which much be spaced far apart to avoid 

crosstalk. In Fig. 5.8 a simple scheme is illustrated to fit three CEBG designs 

physically above each other in a seven-metal-layer process. The intervening 

ground planes ensure that crosstalk is absent between the lines, and the 

modulation can be written in the strip itself rather than the ground planes to 

isolate each bandgap pattern. The difficulty associated with this strategy is in 

switching layers: the discontinuities created by vias are inhospitable for ultra-

broadband design in the GHz range, and there is further risk of exciting undesired 

parallel-plate modes3. 

There exists very little research into stripline bandgap structures at the time of 

this writing and no practical demonstrations yet exist to the author's knowledge. 

Simulations have been conducted using finite-difference time-domain (FDTD) 

3 Ironically, 2-D EBGs have been proposed as a solution to suppress just such parallel plate modes 
in multi-layer designs [15]. 
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analysis on rectangular ground-plane etches and another approach, periodic 

partial-vias, were presented in [16]. Using the standard curve-fitting synthesis 

equations for stripline [17], we designed and simulated a stripline CEBG with a 

modulation in the strip-width. Included in our simulation were plated via through-

holes connecting the stripline CEBG to a 50-ohm microstrip on the top layer for 

the purposes of edge-connectorizing the final structure. Our simulation results, 

presented in Fig. 5.9, suggested fair performance as long as an array of ground-

bearing vias are used to encircle the main via - this is the "co-axial via" technique 

proposed in [18]. Our simulation assumed layers of 0.008" (0.2 mm) Rogers 4403 

material were used (sr = 3.5, tan 8 = 0.0027) and 1 oz metal layers of copper. 

Although we also fabricated the 10 cm stripline of this design, very poor matching 

between our edge-coupled SMA-type connectors and the microstrip mode of such 

a thin board resulted in extremely poor measurement results (even for a simple 

50-ohm stripline, reflectivity was very high across the band), leading us to suspect 

that a better connectorization strategy would be to use vertical coupled SMA 

connectors (whose pins would go directly into the vias) and forego the microstrip 

entirely, or else pursue a true edge-connected stripline by press-fitting the layers 

around a tab contact lead to an SMA. 
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Fig. 5.9. (Left) Simulation of a stripline CEBG |S11| (solid, left axis), |S21| (dash) and reflection-

mode S11 group delay (solid, right axis). (Right) Illustration of the microstrip-stripline junction 

with center via and ten supporting ground vias. 

5.2.2 Coplanar Waveguide 

Compared to stripline, significantly more research efforts have investigated 

coplanar waveguide (CPW) implementations of EBGs, which put the ground-
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plane on either side of a center conductor, making them extremely convenient for 

fabrication. CPW-oriented CEBG structures can also be made shorter than 

conventional microstrip implementations because the effective permittivity can be 

increased artificially using slow-wave design techniques [19]. Although many 

designs exist for creating good bandgap behavior by using clever resonator 

structures [20], it is not yet obvious how well these techniques might be extended 

to chirped structures, for which there is no consistent "unit-cell" since they are not 

strictly periodic. 

Using closed-form synthesis equations valid up to 20 GHz [21], we designed a 

simple CPW CEBG structure with a sinusoidal pattern that was 12.7 cm in length 

on a 0.6-mm-thick Rogers 4403 substrate by varying the center strip width while 

maintaining its distance to the accompanying ground planes. The results, 

presented in Fig 5.10 along with a photograph of the structure, show some 

agreement and proper bandgap behavior but a problematic amount of ripple in the 

measurement that is generally attributed to poor matching at the soldered SMA 

connections. Transitioning to and from various types of transmission line is 

obviously an art in and of itself, and optimizing it for broad bandwidths is likely 

to require new designs. 
CPW|S11|and|S21| 

Fig. 5.10. (Left) Simulation and measurement of a CPW CEBG |S11| (solid: simulation, dot: 

measurement) and |S21| (dash: simulation, dash-dot: measurement). (Right) Photograph of the 

CPW CEBG. 

5.2.3 Other Media 

Where high-frequency microwave and mm-wave applications are concerned, 

transmission lines suffer from increased losses and the problem of crosstalk in 
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densely populated environments. Waveguide-based interconnects in a circuit 

substrate are a popularly explored solution, and here EBG structures are also 

poised to make an impact. There is a growing interest in modifying rectangular 

waveguides with a periodic array of vertical conducting posts or vias to induce 

bandgap behavior [22], [23]. By periodically drilling and plating two "fences" of 

vias through a simple parallel-plate structure, a virtual metal sidewall is created 

along the fenced-in region in which a TEio mode can potentially propagate [24]. 

Work in this field is just beginning and it is anticipated that many novel designs 

will emerge in the next few years. 

5.2.4 Conclusions 

In this chapter we have seen demonstrations of how CEBGs can be used for 

their transmission properties as well: as multi-frequency channelizers. We 

presented demonstrations of 4- and 6-channel filters using two different 

techniques: defect-insertion and Moire patterning. We have also explored the 

potential for CEBGs to be developed in a wide variety of media of interest to the 

microwave and mm-wave community. 
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CHAPTER 6 

Conclusions 

6.1 Summary 

The CEBG structures proposed in this work represent in many ways an 

interdisciplinary breakthrough: the scaling of the concepts and applications of 

dispersive gratings in optical regime down to the microwave frequency range. 

They emerge at a time during which promising UWB systems are challenging RF 

designers to design for large fractional bandwidths in the GHz regime. As a tool 

for introducing broadband signal dispersion, CEBGs fill a gap in the frequency 

spectrum between the (predominantly) sub-GHz domain of chirped SAW 

structures and the THz domain of fiber-optics. The ease of fabrication and 

integration of CEBG structures in familiar technologies such as microstrip and 

stripline make them an attractive tool for signal processing techniques that can 

benefit from dispersion. 

In Chapter 1 we identified a number of sub-systems for which high-bandwidth 

processing poses a challenge: real-time spectral analysis, tunable time-delay, 

analog-to-digital conversion, and arbitrary waveform generation. After briefly 

reviewing the development of the CEBG structure in Chapter 2, we demonstrate 

how it (and by extension, dispersion) can be deployed to generate real-time 

Fourier transforms (Chapter 2), yield continuously tunable delays for broadband 

waveforms (Chapter 3), and produce temporally magnified and compressed 

replicas of signals for ADC and AWG applications (Chapter 4). We also 

discussed specialty CEBG designs for multi-frequency resonance, and 

investigated a variety of media in which CEBGs are feasible (Chapter 5). We 

summarize in Fig. 6.1 the work described in this thesis, the relevant publications, 

and the ultimate application of each demonstration. 
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Fig. 6.1 Summary of the work described in this thesis. Work in Chapter 5 on investigating the 

transfer of CEBG ideas to stripline and CPW structure is not included/ published at this time. 

6.2 Future Research 

Although many of the first-time demonstrations shown here were useful in 

proving the principles of operation, the optimization of these systems will require 

intensive research. Among the most significant obstacles to CEBG-oriented 

electronic systems are: (i) the scale of the devices themselves; (ii) the ripple of 

their responses (amplitude & group delay); (iii) losses associated with coupling 

reflected signals; and (iv) system resolution and aperture limitations. The issues 

associated with (ii) and (iii), while of interest, are not seriously limiting to 

functionality (even with dramatic group-delay ripple, we have seen in this work 

that signals of sufficient bandwidth tend to see mostly the first-order linearity). 

Furthermore, some very promising 3-dB couplers for UWB have recently been 

proposed in microstrip [10], addressing (iii). We will briefly explore some 

potential research directions addressing (i) and (iv). 
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6.2.1 Sub-Wavelength Structures 

One of the primary challenges associated with CEBGs is that, owing to the 

fact that they require a number of periods to build up a reflectivity, the structures 

involved tend to be prohibitively long for compact applications. The challenge 

inherent in trying to reduce the dimension of these structures is that, while it is 

relatively simple to build resonators that are sub-wavelength in scale, they tend to 

be inherently narrowband (e.g. consider the popular split-ring resonator or 'SRR' 

[11], [12]). Although resonators are inherently narrow-band structures, there 

remains the possibility that with clever design they can be employed to create 

wideband behaviors: for example, a bandpass filter with over 50% fractional 

bandwidth (7 GHz bandwidth) was recently demonstrated by using inter-coupled 

SRRs in a structure only 1.3 cm in length [13]. It is reasonable to assume that 

there exists a comparable bandstop arrangement of resonators, and it may further 

be possible to institute a discrete implementation of chirp in such a design simply 

by staggering the central resonant frequency in a linear fashion. Whether this is 

sufficient to yield a sufficiently linear group-delay response, or whether the ripple 

will be too severe, is likely to be a function of how well a continuous chirp can be 

introduced. 

In addition, there has been recent progress towards optical sub-wavelength 

gratings that exhibit bandgap behavior by using high-contrast index of refraction 

modulation in the perpendicular direction to the wave [14], [15]. Whether or not 

this concept can be usefully extended to operate in the microwave regime merits 

investigation. 

6.2.2 Deployment of CEBGs for Continuous-Time Operations 

In order to overcome the limitations of short time-windows for operations 

such as RTFT and temporal imaging, it is necessary to consider how systems 

involving continuous-time inputs can be developed to perform 'free-running' real­

time spectral analysis, and time-magnification and compression operations for 

ADC and AWG, respectively. Recent demonstrations have shown that this is 

feasible using photonics-assisted techniques in the context of ADC systems [16], 
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[17]. In these demonstrations, the continuous input signal was segmented and 

processed in a parallel manner. A technique referred to as "virtual time-gating" is 

proposed in [16] whereby the reference impulses which are dispersed and used to 

effect a time-lens are spaced out (after dispersion) to precisely the inter-pulse 

timing, and each one modulates a different segment of the original input pulse. 

Careful filtering can then be applied to distinguish the outputs belonging to each 

of the parallel channels, which can be separately digitized and then the overall 

digital signal reconstructed from the channels. 
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Fig. 6.2 Conceptual illustration of parallel continuous-time ADC using 3 channels, as described in 

[16]. 

It is of course of interest to see if such strategies can be adapted to the 

microwave regime. Parallel configurations requiring a large number of CEBGs 

would of course consume a lot of space; it is recommended that stacked stripline 

structures be explored for just this sort of application. 
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APPENDIX A 

Theory of Temporal Imaging 

In this appendix we present a brief mathematical treatment following the work 

of Caputi [1] in the context of microwave systems. Although a slightly different 

mathematical framework was laid out more recently by Kolner [2], we treat the 

original approach since it is more in keeping with our microwave interpretation of 

temporal imaging, and our system most closely mirrors Caputi's configuration. 

For the purposes of this analysis, we will use S(oo) to denote the Fourier transform 

of s(t). To begin, we consider a general complex input signal of the form: 

S{ty" ( 1) 

For reasons that will soon become clear, we now make the assumption that the 

input is on a carrier frequency of ©1+0)2, and that this frequency is greater than the 

single-sided bandwidth of s(t) (i.e. no aliasing in the up-conversion). We also 

rewrite the signal in a form that anticipates our treatment: 

We now create the first all-pass dispersive network, which is designed to 

introduce a group delay slope of om = 2n/(a+b) and whose phase response is 

centered at the carrier frequency of our signal. 

(co-{o)x +0)2)) 
H(o)) = exp(j -f—-f—) (3) 

-4(a + b) 
We invoke a mathematical form for the time-domain output of the 

convolution of a signal of form s(t)exp(j(co0t ± kt)) with the time-domain h(t) for 

a quadratic filter centered at co0 of form H(co) = exp(j(co-(o0) /±4k) [3], which 

results in the form: 
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J - S\2(a + ZOOexpjylO, + co2)t + {a + b)t2 ]} (4) 
V TV 4 

Where it is clear that we have used k = (a+b) and co0
 = CO1+CO2 and our motivation 

for the mathematical rewriting in (2) should be apparent. It should also be clear 

that we are now working with a time-scaled Fourier transform of the original 

signal, as expected from a dispersive filter. We now perform the time-lensing 

operation by mixing with a linear frequency sweep LO(t) (quadratic phase 

modulation in time with group delay slope OLO = 27i/a): 

LO{t) = 2cos{coxt + at2) (5) 

Taking the product of (4) and (5) and filtering for only the difference frequency, 

we find: 

a—S\2(a + b)t)exp{j[co2t + bt2 - y ] } (6) 
71 4 

The final step is to introduce the output dispersion element which is compressive 

[note the change of sign as compared to (3)], centered at the new carrier 

frequency 0)2 and has group delay slope -aout - 27t/b: 

H{co) = exp(y -f—) (7) 
4b 

The product that results has now undergone a double-Fourier transform: 

a±l Itsr(_2fe)exp[j(co2t + bt2)] 
71 \7l 

where the double Fourier-transform S (-2bt) can be expressed as: 

S* = jm\A)JQxp{-jT[2(a + b)A-2bt]}dTdA 

\m\X) • 2nS[2(a + b)X - 2bt]dA 

(8) 

J' 
(9) 

where 8 is the Dirac (delta) function. We can solve the integral of (9) using the 

change of variables |J = 2(a+b)A: 
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H M -)-27rS(ju-2br)- dM 

2(a + b) 2(a + b) 

71 s'{-^-) 
(10) 

(a + b) (a + bY 

Using this result in (8) we find that our output can be expressed as: 

'a + b b n ,, bt . r ., , ,M 

\\—, ns(~, -)exp[j(a2t + bt2)] 
n V n (a + b) (a + b) 

b ., bt N r ., ¥ 2, 
-s\ - ) e x p [ 7 ( ^ + ^ z ) ] 

a + b a + b (11) 
b , bt x . . . ,, 

,-5( - ) e x p [ y ( ^ + ̂  )] 
a + o <3 + o 

Where we have invoked (2) to restore our treatment to input signal s(t). If we 

define the magnification factor M as (a+b)/b it is easy to see that the envelope of 

the resulting chirped signal of (11) is: 

. t . 
(12) 

This result captures both the voltage amplitude-scaling factor and the time-scaling 

factor that has been applied to the input. If we rewrite M in terms of group delay 

slope, we have M= -oonllam, suggesting that tuning the ratio of output and input 

group delay slopes is a simple way to design the system magnification. 
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APPENDIX B 

Analog Multiplier 

In this appendix we briefly discuss the analog multiplier constructed for our 

demonstration of temporal imaging. This circuit, in conjunction with a reference 

frequency sweep, served as a time lens in our imaging demonstration. Our 

purpose in designing an analog multiplier was threefold: 

(i) To provide broadband conversion gain to offset other system losses 

(ii) To produce a faithful analog product at the output with minimal feed-

through and harmonics for two time-limited and chirped inputs 

(iii) To provide a low-pass output filter to isolate the difference-frequency 

output 

Although these functions could have been performed independently, we observed 

that they could be efficiently handled together by designing a custom-built analog 

multiplier. 

Our multiplier was based on a standard double-balanced Gilbert-cell 

architecture [1] with added predistortion circuitry. This architecture has 

previously been shown to be suitable for very broad operating bandwidths 

approaching 20 GHz by using judicious choice of impedance matching schemes 

[2], [3]. Our input range of frequencies (signal and reference sweep) was from 2 

to 10 GHz, with a difference-frequency output range from 0.5-2 GHz. We chose a 

differential multiplier topology to improve the conversion gain performance based 

on the availability of a differential broadband signal. Briefly, a basic double-

balanced Gilbert core with some emitter degeneration resistance is presented in 

Fig. B.l. Although we will forego detailed analysis here (this kind of circuit is 

extensively covered in the literature), it can be shown that the circuit of Fig. B.l 

yields a differential output of approximately: 
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V^ - Vn -2*± 70tanh(^7-)tanh(:
V2 

2VT 2Vr 
) (B.l) 

where VT is the thermal voltage. It is evident that for small-signal inputs, the tanh 

functions can be linearized and a term proportional to the direct product of the 

two inputs emerges (i.e. proportional to V1V2), which for sinusoidal inputs yields a 

sum- and difference-frequency term. Because we have control over the signal 

amplitude but were less certain about the amplitude of our eventual reference 

sweep (created using a dispersed impulse) we included a predistortion circuit to 

compensate for potentially larger inputs that would otherwise result in non-linear 

tanh-like behavior. 

• ;2lo 

Fig. B.l. Classical Gilbert cell arrangement for a double-balanced mixer 

The analog multiplier was fabricated in an available 0.5-micron SiGe 

BiCMOS technology (cutoff frequency fr = 47 GHz), although this was far from 

state-of-the-art even at the time. The design was exclusively created using bipolar 

transistors (since no logic was required and our current budget was not limited), 

although this choice was generally not critical and a CMOS-flavor design could 

just as easily have been deployed. All simulations and designs were carried out 

using the Cadence software suite. 

Our realized circuit is presented in Fig. B.2, through which we will refer to 

points 'A'- 'F' to discuss aspects of the design. We designed for a +3.3V supply 
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and used simple resistive networks for broadband impedance matching (point 'A') 

since power consumption was not a concern for this demonstration - although we 

acknowledge that it would have been vastly superior from both a noise and power 

perspective to institute a broadband LC-ladder type network instead as in other 

recent broadband multiplier demonstrations [2], [3]. Stage 'B' forms a simple 

current mirror that drives both stages of the circuit. 

Fig. B.2. Schematic of our Gilbert core 

To board 

Fig. B.3 Output diff-to-single-ended conversion and buffer with bondpad and wirebond 

Although a differential input signal was available, the reference frequency 

sweep was assumed to be a single-ended input since a differential impulse-

generator was not available. The function of the block depicted at points ' C and 

'D' was to produce a predistorted output proportional to the inverse-tanh of the 

input reference frequency sweep and therefore avoid potentially non-linear 
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behavior. Parts 'E' and 'F' formed the fundamental double-balanced Gilbert cell 

mixer and were driven differentially by VSig. This stage is followed by a 

differential-to-single-ended conversion step (Fig. B.3) and output buffer designed 

with the bondpad and wirebond to yield 50-Q output impedance for up to ~3 

GHz. 

After layout and extraction, the design yielded voltage conversion gains of 

about 2 V/V (relative to the signal input) for 100 mV input waveforms at the 

signal and reference sweep with a difference-frequency of 1 GHz, although a gain 

roll-off occurred that reduced this to 1.2 V/V when the difference-frequency 

increased to 2 GHz. The gain roll-off was steep but in fact was generally 

compensated for by the roll-off in amplitude of the reference frequency sweep 

itself (going from 300mV to 150mV as depicted in Fig. 4.8), which was of a 

similar slope but an inverse orientation (i.e. lower amplitude for the lower 

difference-frequency product, which occurred at the higher-end frequencies), 

giving us acceptable results without the need for post-processing. This auspicious 

result is a fortunate example of two undesired effects canceling each other's 

influence. 

The final design loosely occupied a 1mm2 area (shared with another design). 

The chip was wirebonded into a 24-pin ceramic flat package mounted on a simple 

test board (PCB-TF2) provided by the Canadian Microelectronics Corporation 

(CMC). Input signals were brought on-chip using high-frequency probes from 

Cascade Microtech's Infinity™ series, while a difference-frequency, single-ended 

output of 1-2.5 GHz was passed off-chip via wirebond through the test board to 

an SMA output. Sum-frequencies generated by the mixing process were 

inherently filtered by the combination of inductive wirebond, bondpad and the 

board itself (limited to ~3 GHz), which effectively acted a low-pass filter since 

the sum-frequencies spanned 4.5-20 GHz. The multiplier's functionality was 

verified with tone-inputs and yielded lower overall conversion gain than expected 

by approximately 2 dB (since the current draw was very close to the target, the 

authors suspect some external impedance mismatch - a design error occurred in 

which an output capacitor was omitted and an external bias-T network was 
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required). Despite this setback, difference-frequency outputs were clearly 

distinguishable for the target range of frequencies across the full range of input 

frequency combinations. 

Future designs could certainly be improved upon with regards to both 

conversion gain and flatness, particularly by incorporating some high-quality 

reactive components in design. Furthermore, no efforts were made here to 

minimize noise or to operate under any power/current constraints, which may be 

significant to practical implementations in the future. The author wishes to stress 

that this design served the purposes of a proof of principle demonstration of 

temporal imaging and does not itself represent a novel contribution. 
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