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ABSTRACT

Morphological and electrophysical properties of layer II neurons from the medial

entorhinal cortex were investigated in a rat brain slice preparation to enhance our

understanding ofthe role the entorhinal cortex plays in the gating of afferent stimuli to the

hippocampal formation.

Morphological characterization revealed that layer II projection neurons feU into

two distinct categories. 65% of neurons were identified as the stellate cells described

previously. The remaining 35% had, for the most, a pYfamidal-like morphology, and were

referred to as non-stellates.

Electrophysiological characterization revealed that stellates and non-stellates had

distinct electroresponsive properties. Notably, stellates, upon d.c. depolarization,

generated subthreshold, sinusoidal-like, membrane potential oscillations at a mean

frequency of 8.6 Hz and a 1-3 Hz repetitive bursting pattern, referred to as clustering.

Non-stellates, when d.c. depolarized, never generated subthreshold oscillations nor spike

elusters; instead they readily went into tonie firing.

Investigation of the main ionic mechanisms endowing stellates and non

stellates with their differential eleetroresponsiveness revealed that stellates exc1usively

possessed a fast, low threshold, 8a2+-sensitive outward rectifier, which, in interplay with

the persistent Na+ conductance, generated the membrane potential oscillations.

The cholinergic agonist carbachol caused a depolarization in both stellates and non

stellates, assoeiated with no change or a slight increase in apparent input resistanee. In

steUates, carbachol caused a decrease in the dominant frequency of the subthreshold

membrane potential oscillations from 9.2 to 6.3 Hz. In non-stellates, carbachol

transformed tonic firing into a slow voltage-dependent bursting discharge.

Investigation of the ionic mechanisms of the carbachol-induced depolarization in

stellates and non-steUates revealed that it resulted mainly from activation of a Ca2+
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dependent cationic conductance largely carried by Na+, mediated predominantly through

ml muscarinic receptor subtype activation.

Serotonin, in stellates, caused a variable response consisting of a hyperpolarization

and/or depolarization, associated with a decrease in apparent input resistance, while in

non-stellates, ooly the hyperpolarizing response was observed. In stellates, serotonin

increased the frequency of subthreshold oscillations from 8.5 to 14.0 Hz. In non-stellates,

serotonin did not affect spike-train adaptation nor the slow afterhyperpolarization

following the train of spikes while it reduced both in stellates.

These results attest to the presence, in layer II of the medial entorhinal cortex, of

two parallel information processing channels, both projecting to the hippocampal

formation, and differentially modulated by the cholinergie and serotoninergic systems. One

of these, the stellate channe~ is endowed with robust rhythmic properties whose

fundamental frequency can vary widely, depending on the relative tone of these two major

neurotransmitter systems.
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RESUME

Les propriétés morphologiques et electrophysiques des neurones de la couche II du

cortex entorhinal median ont été investiguées dans des tranches de rat en vue d'accroitre

notre comprehension du role que le cortex entorhinal pourrait jouer dans l'acheminement

des stimuli afférents à l'hippocampe.

L'analyse morphologique a révelé que les neurones principaux de la couche II

pouvaient etre rangés en deux categories distinctes. 65% des neurones étaient identiques

aux cellules stellées précedemment décrites. Les 35% restants possedaient, pour la plupart,

une morphologie pyramidale., et ont été classées comme cellules non-stellées.

L'analyse electrophysiologique a révélé que les cellules stellées et non-stellées

étaient characterisées par des réponses distinctes. Notamment, les stellées, après une

dépolarisation par injection maintenue de courant., pouvaient générer des oscillations

infraliminaires sinusoïdales du potentiel de la membrane à une fréquence moyenne de 8,6

Hz, et une décharge rythmique de potentiels d'action par salves, à une fréquence de 1 a 3

Hz, appelés "spike clusters". Les non-stellées., suivant une dépolarization maintenue, ne

produisaient jamais d'oscillations persistantes ni de 'tspike clustersll
, mais déchargeaient

régulierement de façon tonique.

L'investigation des principaux mécanismes ioniques dotant les cellules stellées et

non-stellées de leurs réponses differentielles a révélé que les stellées exclusivement

possédaient un courant rectificateur sortant, sensitif au Ba2+ et dependant du potential de

le membrane, activé sous le seuil d'activation des potentiaIs d'action, qui en action

reciproque avec la conductance Na+ persistente générait les oscillations de la membrane.

L'agoniste cholinergique carbachol a causé, chez les cellules stellées et non-stellées,

une dépolarization associée à aucune ou une légère augmentation de la résistance d'entrée

apparente. Chez les stellées, le carbachol a produit une baisse de la fréquence des

oscillations de la membrane de 9,2 a 6,3 Hz. Chez les non-stellées, le carbachol a

vu



(

(

transformé la décharge tonique en une lente décharge par salves dépendant du potentiel de

membrane.

L'investigation des mécanismes ioniques responsables de la dépolarization induite

par le carbachol chez les cellules stellées et non-stellées a révélé que cette dépolarization

résultait principalement de l'activation d'une conductance cationique dépendant du Ca2+ et

largement due a un flux de Na+, médiée principalement par l'activation du sous-type ml de

récepteurs muscariniques.

La sérotonine, chez les steUées a causé une réponse variable consistant en une

hyperpolarization et/ou dépolarization, associée à une diminution de la résistance d'entrée

apparente, alors que chez les non-stellées, uniquement la réponse hyperpolarizante a été

observée. Chez les stellées, la sérotonine a produit une hausse de la fréquence des

oscillations de la membrane de 8,5 a 14,0 Hz. Chez les non-steUées, la sérotonine n'a

affecté ni l'adaptation pendant un train ni l'après-hyperpolarization suivant un train de

potentiels d'action alors qu'elle a réduit les deux chez les stellées.

Ces resultats indiquent la présence, dans la couche II du cortex entorhinal median,

de deux voies parallèles pour le traitement de l'information afférente, tous deux projettant

à la formation hippocampale, et differentiellement modulés par les systèmes cholinergiques

et sérotoninergiques. Un de ces canaux, celui constitué par les cellules stellées, est doté de

propriétés rhytmiques robustes dont la fréquence propre pourrait largement varier,

dépendant de la tonicité relative de ces deux systèmes majeurs de neurotransmetteurs.
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PREFACE

This thesis exposes a series of experiments conducted to explore the intrinsic

mechanisms by which layer II neurons of the entorhinal cortex may contribute to

information processing within the medial temporal lobe. It is presented in accordance with

the guidelines for presentation of a doctoral thesis of the Faculty of Graduate Studies and

Research of McGill University. The material is organized into 6 chapters (Chap. U-VII)~

two ofwhich have been published (Chap. III and IV; J. Neurophysiol.), and two ofwhich

are in press (Chap.V and VI; J. Neurophysiol.), supplemented with a general introduction

(Chap. I) and a general conclusion (Chap. VIn). Chapters published or in press conform to

jourcal specifications. In accordance with the regulations for manuscript-based theses~ the

following quote is reproduced from Guide/ines for Thesis Preparation issued by the

Faculty ofGraduate Studies and Research:

Candidates have the option of including, as part of the thesis, the text of
one or more papers submitted or to be submitted for publication, or the
clearly-duplicated text of one or more published papers. These texts must
be bound as an integral part ofthe thesis.

If this option is chosen, connecting texts that provide logical bridges
between the different papers are mandatory. The thesis must be written in
such a way that it is more than a Mere collection of manuscripts; in other
words, results ofa series ofpapers must be integrated.

The thesis must still conform to all other requirements of the "Guidelines for
Thesis Preparation". The thesis must include: a Table of Contents, an abstract in
English and Frenc~ an introduction which clearly states the rationale and
objectives of the study, a review of the literature, a final conclusion and summary,
and a thorough bibliography or reference list.

Additional rnaterial must be provided where appropriate (e.g. in appendices) and
in sufficient detail to aIIow a clear and precise judgement to be made of the
importance and originality of the research reported in the thesis.

ln the case of manuscripts co-authored by the candidate and others, the candidate
is required to make an explicit statement in the thesis as to who contributed to
such work and to what extent. Supervisors must attest to the accuracy of such
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statements at the doctoral oral defense. Since the task of the examiners is made
more difficult in these cases, it is in the candidate's interest to make perfectly clear
the responsibilities ofall the authors of the co-authored papers.

In accordance with university regulations 1 hereby clearly state my original contribution to

the work presented in this thesis:

Chapter II entitled "Morphological characterization ofmedial entorhinal cortex layer II

nemons" is a short chapter which bas not been published. It describes the morphology of

layer II neurons as revealed by intraceUular staining with biocytin. Among the 34 cells

described and whose parameters were quantified, 6 were stained by Dr A. Alonso while he

was a post-doctoral fellow in Dr R. Llinàs laboratory. AlI the others were filled and stained

by myself

Chapter m entitled "Differential eleetroresponsiveness ofstellate and pyramidal-like cells

ofmedial entorhinal cortex layer II'' has been published in Journal ofNeurophysiology

(70: 128-143, 1993), and is co-authored by Dr A. Alonso and myself. It describes the

intrinsic electrophysiological properties oflayer II neurons. Most of the chapter deals with

the rhythrnic properties of stellate cells and these were determined by Dr Alonso while he

was a post-doctoral fellow in Dr R. Llinàs laboratory, and have been the subject ofa short

publication in Nature (342: 175-177, 1989). AlI the cells constituting the database for this

ehapter have, however, been characterized by myself:

Chapter IV entitled "Ionie mechanisms for the subthreshold oscillations and differential

ectroresponsiveness of medial entorhinal cortex layer II neurons" has been published in

JournalofNeurophysioiogy (70: 144-157, 1993), and is co-authored by myselfand Dr A.

Alonso. Chapter V entitled "Muscarinie modulation of the oscillatory and repetitive firing

properties ofentorhinal cortex layer II neurons", and chapter VI entitled "Ionie

meehanisms of musearinic depolarization in entorhinal cortex layer II neurons" are, to

date, in press in Journal ofNeurophysiology and are co-authored by myself and Dr A.

xi
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Alonso. AlI the experiments have been condueted and analyzed by mysel( under the

supervision ofDr Alonso.

Chapter VU entitled "Serotonergic modulation of intrinsic electroresponsiveness of

entorhinal cortex layer II neurons" is a short chapter which has not been published. AlI the

experiments have been condueted and analyzed by mysel( under the supervision ofDr

Alonso.
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ABBREVIATIONS

S-HT 5-hydroxytryptamine (serotonin)

AD Alzheimer's dementia

EC entorhinal cortex

EEG electroencephalographic

HF hippocampal formation

LEA lateral entorhinal area

LTP long term potentiation

MEA medial entorhinal area

PHR parahippocampal region

pp perforant path

REM rapid eye movement

Chapter 1
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Chapter 1

OVERVIEW

The entorhinal cortex lies at the core of the parahippocampal regio~ whic~

together with the adjacent hippocampal formatio~ constitutes an essential component of

the "limbic system". Though rather ill·defined in terms of its constituent elements, the

limbic system denotes a functional entity, historically tirst linked to olfaetory funetion,

then later to emotional behavior. Yet, for the past 30 years, the limbic system in general,

and the parahippocampal region and hippocampal fonnation in particular, have been

inextricably tied to human mnestic disorders. In addition to cognitive funetion evaluations

in amnesic humans, lesion studies in rodents and primates have lead to the formulation of a

"medial temporal lobe memory system", damage to which results in amnesia in humans and

learning irnpairments in animais. The contribution of the entorhinal cortex to such a

memory system is presently recognized as substantial; this agrees weIl with the emerging

notion of the central involvement of the entorhinal cortex in high-order cognitive

functions, underscored by the pathological changes targeting the entorhinal cortex in

conditions such as Alzheimer's dementia and schizophrenia.

The limbic system displays two features, synchronized rhythmic aetivity and

plasticity, commonly linked to the operations in which it is engaged. While plasticity is

certainly an attribute of most parts of the nervous syste~ Many elements of the limbic

syste~ particularly the entorhinal cortex and hippocampal formation, exhibit particularly

prominent plastic properties. These would be an essential prerequisite for any learning and

memory process. An unfortunate outcome of alterations in the funetional organization of

neuronal networks as occurs with plasticity, would be hyperexcitability, hence epilepsy.

Temporal lobe epilepsy, the MOst common epileptic conditio~ is increasing]y viewed as a

disorder involving predominantly pathological entorhinal-hippocampal interactions.

Epilepsy, in addition, implies SYfichronous activity. The limbic system can easilyachieve

synchrony as seen from its electrographic activity. The most salient EEG activity recorded
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Chapter l

over the limbic system in MOst mammals is the theta rhythm; this rhythm is particularly

prominent in the hippocampus and entorhinal cortex. Though the functional significance of

theta is still the subject of debate, the occurence of synchronized aetivity in the theta

frequency range has been associated, at the cellular level, with states of hightened

plasticity. Irrespective of the particular role attributed to theta rhythmicity, its occurrence

shouid be viewed within the broader issue of the funetion of temporal correlation in neural

activity.

The entorhinaI cortex is intimately interrelated with the adjacent hippocampai

formation. The superticial layers of the entorhinai cortex, via the perforant path, massively

project to the hippocampal formation., the output of which is largely redirected to the deep

layers of the entorhinal cortex. Since cortical aff'erents to the superficial layers arise from

widespread sensory association areas, and since cortical efferents of the deep layers

remarkably reciprocate those input channels, the entorhinal cortex has been viewed as the

gateway to neocortical information flowing to and from the hippocampus. Implicitly, it

was assumed that the entorhinal cortex acted as a simple relay station: it would funnel

multimodal sensory rnateriai to the hippocampal formation considered THE processing

power house of the limbic system, and redistribute back, to presumed memory storage

sites in the neocortex, the result of hippocampal computations. The outcome of such an

assumption for our understanding of the entorhinai cortex was a wealth of anatomicai

details in regard to connectivity, coupled to a dearth of physiologicai data in regard to

intrinsic information processing.

The present work was undertaken within the framework of c1arifying the singular

contribution of the entorhinai cortex to information processing and integration within the

temporal limbic system. The focus was placed on the intrinsic properties of layer II

neurons since these are the cells of origin of the major component of the perforant path.

The findings are viewed in terms of their contribution to synchronized rhythmic activity

and plasticity.
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Chapter 1

ANATOMIe ORGANIZATION

DEFINITION

The entorhinal cortex (EC) is an integral component of the limbic forebrain. The

term "limbic" was tirst used by Broca in 1878 to refer ta the ring of structures encircling

the base of the cerebral hemispheres (cf Lopes da Silva et al. 1990). Limbic cortex,

following Brocals definitio~ includes the subcallosal, cingulate and parahippocampal gyri,

and the underlYing hippocampal fonnation, structures he proposed were related to

olfaction. The tenninology "limbic system" was introduced by MacLean (1952) ta

emphasize that the limbic cortex and its interconnected subcortical components constituted

a single functional entity subserving emotional behavior. Later definitions have varied

according to authors (cf. Kôtter and Meyer 1992). In the present worle, following

MacLean (1952), the limbic system is taken to comprise, in addition to the limbic cortex,

the mammillary bodies of the hypothalamus, the anterior nuclei of the thalamus, the septal

nuclei, the preoptic area, the amygdala, and the nucleus accumbens.

Sorne authors (Amaral 1987; Insausti 1993) regard the EC as a component of the

hippocampal formation (HF). Here, following Witter et al. (1989), it is considered that the

EC forms the core of the parahippocampal region (pHR); the HF comprises the dentate

gyrus, the hippocampus proper, and the subiculum, while the presubiculum and

parasubiculum would compose the limbic belt of the PHR. The perirhinal cortex is

included in the paralimbic belt of the PHR. In this context, "limbic" and "paralimbic" refer

to the cytoarchitectural subdivisions described in Lapes da Silva (1990).

The EC, fonning Brodmanls area 28, is bordered laterally by the perirhinal cortex,

medially by the parasubiculum, rostrally by the piriform (olfaetory) cortex and amygdaloid

complex, and caudally by the posterior part of the parahippocampal gyms (Fig. 1). This

last area, in monkeys is comprised of areas TF and TH of Von Bonin and Bailey, and in

rats has recently been referred ta as postrhinal (Burwell et al. 1995).
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Chapter 1

CYTOARCHrfECruRE

The EC belongs to the transitional mesocortex designated as periallocortex. It thus

exhibits hybrid characteristics between isocortex and archicortex. In all mammals the basic

architectural plan is the same (Insausti 1993; Witter et al. 1989): superficiallayers, lumped

into an external principal lamina with isocortical characteristics (Solodkin and Van Hoesen

1996), are separated from deep tayers, lumped into an internaI principal lamina with

allocortical characteristics, by a cell free or cell poor statum, the lamina dissecans. Ramon

y Cajal (1901-1902) first distinguished a 6-layer scheme. While this is widely agreed upon,

differences arise in the naming of the deep layers. The following laminar organization

follows Lorente de Nais (1933) description:

- layer 1 is relatively free of neurons and contains a dense band of transversely oriented

fibers

- layer II is prominent and consists mainly of stellate cells, whic~ in Many species and

specially in primates, are clustered into cell islands

- layer mis made up ofmedium sized pyramidal cells

- layer IV forros a dense band of large pyramidal cells. This layer is sharply separated from

layer III by the lamina dissecans

- layer V has a stratified appearance and at sorne levels two sublayers can be distinguished.

It is made of small pyramidal cells with arched recurrent axons

- layer VI is c1early multilayered. It is made up of Many different morphological types of

cells.

Across species, from rat ta monkey to hum~ a trend towards a more developed

EC in both number ofneurons and larninar organization can be seen (Insausti 1993).

Although the preceding scheme applies to a1l portions of the EC, sorne local

ditrerences are apparent. The most common subdivision of the EC is iota a lateral (LEA)

and a medial (MEA) entorhinal area (rat: Blackstad 1956; monkey: Van Hoesen and

Pandya 1975), with the provision that, in the monkey, these subdivisions faIl on a rostral to
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caudal axis instead of a lateraI to mediaI as in the rat. The LEA has a clearly demarcated

layer II relative to the MEA, while the MEA is charaeterized by a clearly delineated lamina

dissecans. In addition to cytoarchitectonics, the LEA and MEA differ according to

hodological criteria.

CIRCUITRY

The most detailed information concerning connections of the EC is derived from

studies in the rat. However, available materiaI from the cat and recent studies in the

monkey point to a similar organization in all three species. Fig. 2 summarizes in schematic

form the connections of the EC as described in the following paragraphs.

Cortical connections

Afferents. The EC receives input from a variety of cortical domains. In the rat and cat, a

large input arises direetly from the olfaetory areas, and terminates, throughout the LEA

and l\1EA, in layer 1 and the superficial part of layer II (Haberly and Price 1978; Room et

al. 1984). In the monkey, olfactory input is restricted to the rostral EC, however the

laminar distribution is the same as for rats and cats (Witter 1993).

The second prominent input cornes from the paralimbic portion of the PHR, the

perirhinal cortex. This projection distributes to restricted portions of both LEA and l\1EA,

with terminations preferentially in the superficiaIlayers (rat: Witter 1993; cat: Witter et al.

1986; monkey: Suzuki and Amara! 1994). The perirhinal cortex itselfreceives converging

input from widespread cortical domains, conveying unimodal and multimodaI sensory

information (rat: Burwell et al. 1995; cat: Room and Groenewegen 1986a; monkey: Jones

and Powell 1970). In the monkey, the EC receives additional direct input from severaI

multimodal cortical assocation areas, in particular from the superior temporal gyms

(Insausti et al. 1987a). This projection terminates in layer 1and II (Amara! et al. 1983).
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The third major input originates from the limbic portion of the P~ the

presubiculum and parasubiculum. In all species studied, the presubicular projection

terminates exclusively in the MEA, in layers l and ID, while the parasubicular projection

distn"butes exclusively to layer II, in both the LEA and the MEA (reviewed in Witter

1993). In~ the presubiculum and parasubiculum receive sensory input (visual and

visuomotor), either directly from primary sensory (Vogt and Miller 1983) and parietal

association areas (Seltzer and Van Hoesen 1979), or indirectly through the claustrum

(Witter and Groenewegen 1986).

Lastly, a group of projections arises trom non-parahippocampal limbic and

paralimbic cortices: (cf Lapes da Silva et al. 1990), including the anterior and posterior

cingulate which project to the LEA and MEA respectively, the insular cortex and parts of

the orbitofrontal cortex (reviewed in Witter et al. 1989). These tenninate in the deep layers

ofthe EC.

Efferents. Cortical efferents of the EC largely reciprocate its cortical inputs (reviewed in:

(Witter 1993; Witter et al. 1989). Major output is directed to the olfaetory areas (Luskin

and Priee 1983) and perirhinal cortex (Witter et al. 1986); these projections arise in the

LEA, predominantly from cells in layers II, III and IV. Weaker projections, arising mainIy

from cells in layer IV, go ta the orbitofrontal and pre- and para-subiculum. An important

issue actively investigated during the last 15 years is whether the EC directly projects to

the neocortex. Studies have demonstrated projections from the EC to the temporal cortex

in the monkey and rat (Kosel et al. 1982), and even ta the entire cortical mande in the rat

(Swanson and Kôhler 1986), projections originating mainly from cells in layer IV of the

LEA

Hippocamal formation connections

Perforant path projections. It has been known, since Ramon y Cajal (1901-1902) that, via

the perforant path (PP), a prominent EC output is directed to the dentate gyms of the HF.
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Organization of the pp exhibits two major charaeteristics~ which have been analyzed in the

most detail in the rat.

The tirst charaeteristic is topographical organization. It is such that a lateral to

medial gradient in the EC corresponds to a septal to temporal gradient in the HF (Ruth et

al. 1982). The projection is not entirely specifie since small parts of the EC project to at

least 25% ofthe longitudinal axis of the HF (Amara! and Witter 1989).

The second characteristic concerns ceUs of origine It is weIl known that the pp

originates almost exclusively from cells in layers II and ID (Steward and Scoville 1976)~

with a minor component from cells in layers IV-VI (Kahler 1985; Deller et aL 1996). The

major component of the pp is tram layer II ta the dentate gyms and fields CA3/CA2, with

fibers distributing over the full transverse extent of these hippocampal domains (Steward

1976). Axons from the LEA terminate in the outer one third of the stratum moleculare and

stratum lacunosum moleculare, while those from the MEA terminate in the midclle third of

these layers. The projection from layer III is ta field CA1 and the subiculum. In contrast to

that from layer II, this projection is much more restrieted along the transverse extent of the

recipient hippocampal fields (Steward 1976). In the monkey~ a comparable organization

for the pp has been confirmed, except that no marked difference in the terminal fields of

the LEA and MEA pp projections from layer II has been deteeted (Witter and Amaral

1991).

Hippocampal formation projections. The non-fornical output of the HF is mostly direeted

to the EC. Hippocampo-entorhinal projections originate from the subiculum and CAl, and

tenninate in layer IV ofthe EC, over its full transverse extent (Swanson and Cowan 1977).

The MEA receives and additional projection directed to the superficial layers I-m.

Comparable results have been reported in the monkey (Saunders and Rosene 1988).
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Subeortical connections

Summary. The EC receives input from a large number of subcortical nuclei (reviewed in

Witter et al. 1989). These comprise~ with decreasing importance: the media! septal

complex ofthe basal forebrain, basolateral and lateral nuclei of the amygdal~ endopiriform

nucleus of the claustrum, supramamillary and tuberomammiUary nuclei of the

hypothalamus~ nucleus reuniens and nucleus centralis medialis of the thalamus~ and ventral

tegmental area, raphe nuclei~ and locus coeruleus of the brainstem. The EC reciprocates

most of those inputs~ either ta the same nuclei or ta related nuclei in the same structure

they originated from. Inputs that are not reciprocated are the midline and intralaminar

thalamie and brainstem projections which ean be said to form part of a general cortical

afferent system that modulates various brain states. In additio~ the EC sends a non

reciproeated projection to the ventral and dorsal striaturn of the basal ganglia. In what

follows~ septal and raphe projections to the EC will be considered in detail.

Seplal cholinergie innervation of the EC. The medial septal complex (medial septal

nucleus and nucleus of the diagonal band) sends a prominent projection to the EC (rat:

Alonso and Kôhler 1984; cat: Room and Groenewegen 1986b; monkey: Insausti et al.

1987b). A1though acetylcholine is the major transmitter conveyed by this projectio~ it is

recognized that part of it is not cholinergie (Alonso and Kahler 1984) but GABAergic

(Kahler et al. 1984). The subsequent aecount will concentrate on the cholinergie

innervation of the EC, which forms part of a larger system arising from magnocellular

neurons in the basal forebrain and supplying the entire cortical mande with a cholinergie

input.

Cholinergie innervation of the EC has been extensively investigated in many

species~ ineluding rat (Alonso and Kahler 1984)~ cat (Kimura et al. 198 I)~ monkey

(Alonso and Amaral 1995) and human (de Lacalle et al. 1994). The general laminar

distribution of cholinergie fibers and terminais was similar in the different species

considered, and consisted of two distinct bands, one in layer II~ and another in layer IV.
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Relative innervation densities, however, differed between primates and the small mammals:

in the rat and cat, the densest tenninal field was over layer IV, while in primates the

highest density of fiber labeling was in layer II. Layer II innervation in primates was not

uniform; in the human brain, cell islands were more densily stained than the intervening cell

sparse zones, while the opposite was true in the monkey.

Raphe serotoninergic innervation. Raphe projections to the EC arise from the dorsal

raphe nucleus and the nucleus centralis superior (Room and Groenewegen 1986b). Not all

raphe cells projecting to the EC contain serotonin (Kôhler and Steinbusch 1982). In the rat

(Kahler et al. 1981) serotoninergic (5-HT) fibers were found oriented both parallel and

transverse to the longitudinal axis of the EC, in a grid-like arrangement. S-HT innervation

was diffuse over aU layers, however it became more pronounced over layers II and III,

specially at ventrallevels. A dense tenninal plexus was observed in layer II of the MEA at

the most ventrallevels, and in layer III of the LEA.

Intrinsic connections

Intrinsic connections within the EC have been extensively studied in the rat (Kôhler

1986; Kôhler 1988).

MEA. Striking differences exist between the superficial and deep Iayers of the MEA in

tenns ofthe course and divergence of their projections. Layer II has horizontal projections

that innervate most of layer II. These intralaminar projections imply the existence of long

horizontal (associational and commissural) connections between ceUs Iocated relatively far

apart within layer II. Horizontal projections of layer III are more restricted than those of

layer II, but both layers II and III send a prominent, longitudinally directed projection,

from dorsal to more ventral levels. The ventral parts of the f\.ŒA layer II are thus

massively innervated from every part a10ng the longitudinal axis of the EC. The deep

layers have highly divergent projections; most of their axons ascend throughout the
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longitudinal axis of the MEA to innervate all superficial layers, as well as to project to the

LEA. Layer IV is the major source ofthis divergent projection.

LEA. In contrast, the LEA exhibits relatively sparse projections to the MEA. These

originate in the deep layers and projeet to the deep layers of the l\1EA. Similarly to the

pattern observed in the MEA, deep layers of the LEA send vertically oriented projections

to the superficial layers. AlI layers of the LEA, but particularly layers II, ID and IV send

numerous projections by a lateral route, running past the lateraI border of the LEA, to the

piriform and perirhinal cortices.

FuNCnONAL CONSIDERATIONS

The anatomical organization of the EC suggests the following funetional

implications. In an species studied, the superficial layers of the EC would gate, via the PP,

cortical input to the HF. Comparative studies suggest that there is a correlation between

the increase in size of the neocortex and the extent of its projections to the EC (Insausti

1993). Thus in the rat, in which olfactory domains occupy a large portion of the cortical

mande, the EC bas strong connections with these areas. Other sensory modalities

communicate indirectly with the EC, through the paralimbic and limbic belt of the PHR.

By contrast, in the monkey, olfaetory input to the EC is reduced, and the weil developed

and well differentiated multimodal association cortices project direetly to the EC. Intrinsic

connections within the EC would enable the output of the HF, directed to the deep layers

of the EC, to monitor its input at the level of the superficiallayers. Cholinergic innervation

of the superficiai layers, which in humans is particularly dense, would further modulate this

cortical tlow. Considering that the output of the EC remarkably reciprocates an of its input

cbannels, the outcome of this circuitry is thus a cortico-entorhino-hippocampal loop in

which the EC is in a strategic position to control information flow. Whether the EC is a

simple relay station or an active component generating a combined representation of

incoming stimuli (Witter et al. 1989) bas yet to be precisely detennined.
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PHYSIOLOGY

In contrast to the wealth of knowledge about anatomical organizatio~

physiological data on the EC is still fragmentary. Most data about the electrophysiology of

the EC was obtained in vivo by means of field recordings of slow activity and unit activity;

synaptic properties were mainly investigated in relation to the connection with the HF.

Contrary to the situation in the HF, no systematic attempt has been made to understand

the specific electroresponsive characteristics of neurons in the EC.

SYNAPTIC PROPERTIES

Analysis of sensory input reaching the EC is particuiarly well documented for the

olfactory modality. Stimulation of olfactory areas leads to charaeteristic field evoked

potentials whose amplitude corresponds to the density of terminations of the olfactory

input (rat: Vaysettes-Courchay and Clugnet 1982; cat: Boeijinga and Van Oroen 1984).

Inputs from the olfactory bulb and piriform cortex induce increases in the firing rate of EC

units most ofwhich lie in layer II. Beside olfaetory stimuli, a large number of units respond

to auditory, gustatory, and somasthetic modalities, although with long latencies

(Vaysettes-Courchay and Sessler 1983).

Amygdalar inputs to the EC have also been physiologically demonstrated (Colino

and Fernândez de Molina 1986; Finch et al. 1986). These were excitatory, followed by a

longer latency inhibitio~ and observed mostly in cells of layers II and Ill. Spontaneous

discharges occurring in the amygdala during certain EEG-synchronized states were

recorded in the EC as sharp, large amplitude population events which were abolished with

amygdalar lesions (paré et al. 1995).

Entorhino-hippocampal connections were investigated with the most detail.

Topographically org8.nized, reciprocal excitatory connections between the superficial

layers of the EC and the subiculum were demonstrated (Van Oroen and Lopes da Silva
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1986). After subicular stimulatio~ the response in the superficiallayers of the EC foUowed

that in the deep layers, suggesting relay of subicular inputs trom deep to superficial layers

by intrinsic EC circuitry (Bartesaghi et al. 1989). Synaptic responses in the deep layers

consisted of prolonged NMDA mediated depolarizations (Jones 1987). Functional

connectivity of the entire entorhino-hippocampo-entorhinal loop was studied in guinea

pigs. In response to lateral olfaetory tract stimulatio~ reverberant activation of the

entorhino-hippocampo-entorhinal circuit was often observed. Thus, following a single

volley, a sequential activation that arose in the EC, reactivated the EC after having

travelled through the hippocampal circuit (de Curtis et al. 1991). Input-output relations

constructed from responses simultaneously recorded trom different stations along the loop

suggested that the whole loop is designed to operate in an explosive manner (Bartesaghi et

al. 1995).

The EC, similarly to the HF, exhibits particularly prominent plastic properties in its

neuronal networks. Long term potentiation (LTP), the most extensively studied form of

synaptic plasticity, was discovered in the pp projection to the dentate gyms (Bliss and

Lemo 1973). LTP has been demonstrated in the projections tram the amygdala to the EC

(Racine et al. 1983), trom the claustrum to the EC (Wilhite et al. 1986), and from the

piriform cortex to the EC (de Curtis and Llinâs 1993). In this last instance, LTP induction

was NMDA dependent, as in the hippocampus; LTP expression, however, exhibited both

NMDA and non-NMDA components. In addition to classical, Hebbian-like LTP, neurons

of layer II can exhibit a non-Hebbian form of LTP (Alonso et al. 1990) implemented by

postsynaptic subthreshold rhythmic membrane potential manipulations not paired to

presynaptic activation.
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RHYTHMIc ACTIVITY

The EC exhibits several types of eleetroencephalographic (EEG) activities common

to the entire limbic cortex. Of these, the theta rhythm has been the most intensely

analyzed, since it is the most prominent electrographic aetivity recorded from the

hippocampus of most mammals. According to the human EEG terminology, theta lies

within the 4-7 Hz frequency band, however, in lower mammals, hippocampal theta, also

referred to as RSA (rhythmic slow aetivity; Vanderwolf 1988) may extend up to 10-12 Hz

(Lopes da Silva et al. 1990). The EC also exhibits fast aetivity, higher than 20 Hz. This

fast aetivity bas been referred to as beta and meant to cover the frequency range from 20

to 70 Hz (Leung 1992). More recently, the tenn gamma has been introduced to refer to

the range from 30-100 Hz (Eeckman and Freeman 1990) or 40-100 Hz (Bragin et al.

1995). Here, the finer points of the EEG terminology will be ignored and designate the

field activity with a frequency above 20 Hz as fast aetivity. In addition to fast and slow

activity, the EC displays the transients referred to as hippocampal sharp waves.

Theta rhythm

General characteristics. Theta is generally associated with the HF, however it has been

recorded in other limbic areas, namely the EC and cingulate cortex (Leung and Borst

1987). Other structures of the limbic system participate in theta rhythmicity: discharges at

theta frequency have been recorded from the supramammillary nuclei (Kocsis and Vertes

1994), the mammillary bodies (Kocsis and Vertes 1994; Komisaruk 1970; Green and

Arduini 1954), the anterior thalamus (Mignard et al. 1987), and the posterior

hypothalamus (Bland et al. 1995). The litterature concerning theta rhythm is fonnidahle.

Yet, there is still no general agreement (Bland and Colom 1993; Lopes da Silva et al.

1990; Vmogradova 1995; Vanderwolf 1988) on: 1) its origin, whether it is controUed by a

single pacemaker or arises from coupling of multiple oscillators in different structures, 2)

its cellular generation, since the state of neuronal elements during theta has not been
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unequivocally determined, and 3) its relevance for information processing in the br~

given the diversity of behavioral aspects - motivatio~ attentio~ leaming and memory,

motor aetivity - with which it has been correlated.

The following would be the most IlconsensuaI Il account of the limbic theta rhythm.

In rodents and carnivores, the behaviorai correlate of theta is exploratory behavior and

rapid eye movement (REM) sleep. Theta is strictly dependent on an intact septal area

(petsche et al. 1962; Stewart and Fox 1990) within which a population of neurons

discharge rhYtlunically in phase with the hippocampal rhythm (Gaztelu and Buno 1982).

Cholinergie and GABAergic afferents from septal "pacemaker" neurons (Alonso et al.

1996) would play distinct and complementary raies in theta generation (Stewart and Fox

1990). Theta is modulated by ascending fibers from the brainstem that influence the septal

pacemaker (Vertes 1982). Limbic cortex neurons need not he considered simple passive

followers of the septal pacemaker; the idea that local mechanisms May aIso contribute to

theta bas prompted the study of "thetalike" field potential waveforms in hippocampal

(Konopacki et al. 1992a) and entorhinal (Konopacki et al. 1992b) brain slices, and intrinsic

rhythmic activity in lirnbic neurons (Alonso and Llinâs 1989; Alonso and Llinâs 1992). It

seems certain that different network and cellular mechanisms underlie theta generation in

different Iimbic areas.

The occurrence of theta in primates is still a point of controversy. In monkeys,

theta homologous, but not identical, to that of rodents has been recorded (Stewart and Fox

1991), while in humans, spectral analysis was necessary to demonstrate theta in the

hippocampus of epileptic patients (ArnoIds et al. 1980). In this last study, the theta rhythm

was reported to be modulated with processing of a cognitive task as well as with the type

ofbehavior commonly described in lower mammals.

Theta in the EC. After hippocampal theta, EC theta is the most prominent within limbic

system structures. Locally generated theta in the EC has been recorded in freely movings

rats (Mitchell and Ranck 1980) and cats (Boeijinga and Lopes da Silva 1988). The
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generator for this aetivity was centered on layer II of the EC (Alonso and Garcia-Austt

1987a). Rhythmic units, most of them located in layer II, were detectecL that firerl in a

constant phase relationship with, but not at every cycle ot: the field theta rhythm (Alonso

and Garcia-Austt 1987b). Neuronal sources of EC theta seem therefore located in the

superficial layers and mostly in layer II. A comparison of EC and hippocampal theta

(Dickson et al. 1994) demonstrated that EC theta activity was produced coïncidently and

coherently with that of the HF, and was affected by the same sensory and pharmacologie

manipulations. EC and HF theta rhythms would thus be promoted in a parallel fashion

from a eommon source.

Theto and synaptic plasticity. Speculation about the possible role of theta in memory

encoding bas led to investigate its relationship to synaptic plasticity. Patterned stimulation,

consisting of a short train of high frequency pulses delivered at an interpulse frequency of

5 Hz, a charaeteristic theta frequency, was found to preferentially induce LTP in the

hippocampus (Larson et al. 1986) and in the pp pathway to the dentate gyrus (Greenstein

et al. 1988). Other forms of synaptic plasticity were also preferentially induced at theta

frequency stimulation (Christie and Abraham 1992; Larson et al. 1993). A different,

though perhaps more interestin& link between theta and plasticity was drawn when it was

realized that, during theta in vivo (pavlides et al. 1988), and "thetalike" slow activity in

vitro (Huerta and Lisman 1996), sYDaptic plasticity was increased, and different portions of

the theta oscillation were associated with different plastic states.

Fast activity

Fast rhythms in the brain, described more than 50 years aga (reviewed in Bressler

1990), are presently under intense scrutiny. In mammals they have always been associated

with increased alertness (Steriade et al. 1990); in humans they have been proposed as the

necessary correlate of consciousness (Llinâs and Paré 1991). Most commonly recorded

over primary sensory and motor cortîces (reviewed in Jefferys et al. 1996) in response to
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optimal stimuli in animals and humans (reviewed in Steriade et al. 1996), they are also

present during REM sleep. Fast rhythms likewise occur in the HF (Bragin et al. 1995;

Leung 1992) and EC (Boeijinga and Lopes da Silva 1988; Charpak et al. 1992; Eeckman

and Freeman 1990), where they coexist with theta.

In the EC, fast aetivity coherent with that of the olfaetory areas was observed over

the LEA (Boeijinga and Lopes da Silva 1988). Depth profiles indicated that it was

generated locally, in layer II. Other studies suggested that EC fast aetivity is linked to that

of the HF (Charpak et al. 1992). In faet, the largest power fast activity in the HF, found in

the dentate gyms, was found to be mainly driven by entorhinal input (Bragin et al. 1995).

Since in the HF of behaving animals fast activity was modulated by the slow theta

rhythm and covaried with it in several respects (Bragin et al. 1995), this suggests that fast

rhythmic activity nested within oscillations of the slow rhythm could be an important

aspect of limbic cortex processing related to memory storage as proposed in a recent

neural network model (Lisman and Idiart 1995).

Sharp waves

Sharp wave aetivity May appear in the HF when the EEG is characterized by

irregular aetivity, during consumatory behaviors and slow wave sleep (Buzsàki 1986). The

sharp wave is a transient, large amplitude field potential lasting from 40 ta 100 ms,

recorded throughout stratum radiatum of CA1, in response ta a population burst in CAJ.

It is associated with a 200 Hz oscillatory field potentiai (ripple) recorded within stratum

pyramidale of CAL It was recently shown (Chrobak and Buzsàki 1996) that high

frequency ripples were also observed throughout the hippocampo-entorhinai output

pathway. In the EC, ripples were associated with entorhinal sharp waves, suggesting a

synchronized field potential in the apical dendrites of layer IV-VI neurons reflecting the

hippocampal sharp wave related discharge of CA1 and subicular neurons that synapse in

this region. Synchronization of the circuitry associated with each sharp wave bUTst is
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suggested to play a fundamental role in the memory consolidation process (Chrobak and

Buzsàki 1996) thought to occur mainly during sleep periods (Skaggs and McNaughton

1996; Wùson and McNaughton 1994).

FUNCTIONAL ASPECTS WITH EMPHASIS ON THE HUMAN EC

MEMORY

Attaching a single, specific funetion to the EC has been notoriously difficult. The

reason probably lies in the fact that the EC functions in close unity with the adjacent

structures of the medial temporal lobe, namely the HF and other components of the PHR..

Ever since the description, in 1957, by Scoville and Milner (Scoville and Milner 1957), of

the induction of a profound arnnesic syndrome following bilateral removal of the medial

temporal lobe in patient H. M., studies have sought to determine exaetly which component

of the medial temporal lobe would be the critical one in mediating human declarative

memory function. For over 30 years attention was mostly focused on the hippocampus;

yet, only 10 years aga was it established that a lesion confined ta the hippocampus was

sufficient to result in amnesia in patient R. B. (Zola-Morgan et al. 1986). However, R. B.'s

amnesia was mild compared to H. M.'s. So although the hippocampus appears critical,

other structures within the medial temporal lobe must aIso contribute ta human memory

function.

During the past 10 years, lesion studies in monkeys have tried to ascertain the

contribution of each component of the medial temporal lobe to memory (Alvarez et al.

1995; Leonard et al. 1995; Meunier et al. 1993; Suzuki et al. 1993; Zola-Morgan et al.

1989; Zola-Morgan et al. 1993; Zola-Morgan et al. 1994). Lesions confined to the

hippocampus produced mild memory impairments. These increased when the adjacent

cortex of the PHR was included in the lesion, and deficit severity correlated with the locus
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and extent of cortical damage within the PHR. Lesions confined to the PHR without

involvement of the hippocampus resulted in severe memory impairment. The conclusion

was reached that each of the cortical regions of the PHR (the entorhinél4 perirhinal and

posterior parahippocampal areas) make qualitatively different and important contributions

to memory function and that information need not reach the hippocampus itself for sorne

memory storage to ocCur.

Compared to a complete lesion of the medial temporal lobe (HF+PHR), bilateral

lesions of the EC produced a transient, mild memory impairment in a visual recognition

task (Leonard et al. 1995; Meunier et al. 1993), which was, however, more severe than

that due to pure hippocampallesions (Alvarez et al. 1995). It has been argued by Vnek et

al. (1995) that the delayed-nonmatching-to-sample tests used in monkey studies are simply

a measure of acquisition (leaming) and not of long term retention (memory), and therefore

cannot assess the equivalent of human amnesia. Following these principles, it was found

that rats with lesions of the EC (Levisohn and Isacson 1991) or with disruption of

entorhino-hippocampal connections (Vnek et al. 1995) demonstrated close to normal

performance in the acquisition of various visual discrimination tasks, but severe deficits in

retaining these tasks over a 2 week interval. In line with the preceding, in a PET study

designed to measure visual associative recaU (recognition of a eue picture and subsequent

recall of a paired associate from long term memory), the human entorhinal cortex and

presubiculum were found to be selectively activated (Klingberg et al. 1994). The

involvement of the EC in associative memory agrees weIl with the observation that, in the

early stages of Alzheimers disease which selectively target the EC, deficits in associative

retrieval occur (Parasuraman and Martin 1994). More general1y, this could explain the

proposed role of the medial temporal lobe memory system in memory consolidation.

Alvarez and Squire (1994) have proposed that, during consolidation, the Medial temporal

lobe memory system is required to establish and maintain associations between the multiple

neocortical representations that together constitute a complete memory.
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EPILEPSY

Temporal lobe epilepsy is the most comman human epileptic condition. Analysis of

spontaneous seizures has revealed that sorne syndromes of medial temporal lobe epilepsy

involve complex interactions between entorhinal and hippocampal regions (Spencer and

Spencer 1994a) and that the hippocampus does not act alone 1n the genesis of temporal

lobe epilepsy (Spencer and Spencer 1994b). In many patients, onset of ietal events could

first he recorded in the EC, which could explain why successful seizure control was

dependent on EC resection (Feindel et al. 1996).

A number of animal models of epilepsy (Nagao et al. 1996; Paré et al. 1992) have

suggested a role for the closed hippocampal-entorhinal loop in shaping hippocampal

epileptic discbarges. Sustained, reverberant loop activity in the hippocampal entorhinal

circuit was found to be the central event in the organization ofepileptic discharges.

DEMENTIA AND SCHIZOPHRENIA

Dernentia and schizophrenia might be considered diseases "of the most

uniquely human portions of the brainll (Ross and Pearlson 1996). Both those pathologie

conditions exhibit temporal lobe abnormalitites, expressed mostly in the EC.

In Alzheimer's Dementia (AD) the EC shows gross morphological changes; it is

markedly atrophied in a high percentage of cases (Van Hoesen et al. 1991), probably in

correlation with the massive neuronal loss from the superficial layers. In AD, changes in

the EC are an invariant and early feature of the pathology. Although extensive and variable

cortical areas are ultimately affected, the EC remains the most heavily damaged of ail

cortical areas. The most dominant type of pathology in AD is the neurofibrillary tangle;

neurons in layer II of the EC are heavily invested by neurofibrillary tangles and massively

die, while other layers of the EC, such as layer IV, are affected to a much lesser extent. A

profound loss (up to 60%) of layer II neurons has been detected in individual exhibiting

very mild AD (Gamez-Isla et al. 1996). That layer II neurons of the EC are the tirst to be

21



(

Chapter l

touched by tangle formation has been shown recently (Braak and Braak 1991). In the

initial stage of AD, severe deposition of neurofibrillary tangles in layer II coupled to a

surprisingly small number of changes in both hippocampaI formation and isocortex were

observed. Sïnce the early memory changes in AD are characterized by confusion and an

inability to recall new and changing daily episodes, the disfunctionaIity of layer II can be

viewed as the structural basis for these early memory impairments (Van Hoesen et al.

1991).

Parkinson's disease, progressive supranuclear paisy, and Huntington's disease ail

involve various subcortical nuclei pathologies. In the severe forms, personality changes

and dementia are observed. It is interesting that, in these diseases, cortical changes

restricted to the EC are ooly seen in demented individuals exhibiting overt cognitive

decline (Braak and Braak 1992). While in Parkinson's disease and progressive supranuclear

paisy, neurofibrillary tangle related destruction of layer II takes place, in Huntington's

disease, the deep layers are the most affected.

In schizophrenia, temporal lobe atrophy is sometimes observed. More often, :MRI

studies reveal smaller parahippocampal areas. Schizophrenie brains exhibit atypical

cytoarchiteeture of the EC, with disorganization mostly apparent in the superficial layers.

Clusters of layer II neurons are poorly formed and located heterotypically, deep in layer li

(Arnold et al. 1991). This abnonnal architecture most likely results from faulty neuronal

migration due to altered brain development (Ross and Pearlson 1996). It is proposed that

this structural defect will induce the EC to operate abnonnally and cause inappropriate

retroactivation of fragmentary experience with commensurate impairment of reality testing

(Arnold et al. 1991).
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OBJECTIVES OF THE PRESENT STUDY

From what precedes it is seen that the EC has been studied in greatest detail from

an anatomie point of view. EC physiology has most1y been investigated as it relates to the

adjacent hippocampal formation. The aim of the present work is thus to initiate the

understanding of thç intrinsic mechanisms used by the EC for information processing. The

specifie objective is to determine the funetional - eleetrophysiologieal and morphologieaI 

properties of layer II neurons, the eells of origin of the PP, which as seen from the

preceeding account of normal and pathologicaI function, play a pivotaI role in neoeortical

hippocampal interactions. This study will deal exclusively with neurons in the l\ŒA.

Using an in vitro rat brain sliee preparation, the following will be detennined by

intracellular reeordings from layer II neurons:

- intrinsie electroresponsive properties

- morphologieal characteristics and relation to electrophysiologieal types

- ionic mechanisms that endow layer II neurons with their basie electroresponsive

properties

- modulation of eleetroresponsive properties by the two major neurotransmitter systems,

the cholinergie and serotoninergie.

It is hoped that understanding the funetional organization of layer II neurons will

elarify the unique contribution of the EC to information processing within the limbie

system.
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Figure 1. Lateral view of the rat brain showing the borders of the EC. Rs, rhinal sulcus;

Pir, piriform cortex; EC, entorhinal cortex (area 28); PC, perirhinal cortex (rostral areas 35

and 36); PoC, postrhinal cortex (caudal areas 35 and 36). Definitions of perirhinal and

postrhinal cortices follow Burwell et al. (1995).

39



(

(

~ EC- PC
::.:.~;: : PoC.-..

Adapted trom Burwell et al. (1995), p. 393



(

(

Chapter 1

Figure 2. Major connections of the EC with emphasis on the cortico-entorhino

hippocampal loop. Arnong subcortical afferents, only those from the septal complex and

raphe nuclei are shown. See text for details.
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pp perforant path

SC stellate cell
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INTRODUCTION

The pathway between the entorhinal cortex (EC) and hippocampal formation (HF)

was described as early as the beginning of the century by Ramon y Cajal (1901-1902) who

dubbed it the perforant path (PP) since it perforated all cortical layers in the region of the

presubicu1um and subiculum while ascending trom the entorhina! area to the dentate gyms.

Much later studies showed that axons of layer II neurons contributing ta the PP - which

comprise the vast majority of PP fibers - extend ipsilaterally to the dentate gyms and regio

inferior of the hippocampus, with those from the media! entorhinal cortex (MEC)

tenninating at mid proxima-distal dendritic segments, and those from the lateral entorhinal

cortex (LEe) terminating at distal segments, as determined in the rat (Hjorth-Simonsen

and Jeune 1972; Steward 1976; Steward and Scoville 1976). However, unequivocal

identification of neurons oforigin ofthe PP was not possible until the development of fine

fonns of retrograde transport material capable of giving Golgi-type resolution of cell

bodies and dendrites (Schwartz and Coleman 1981).

The classical studies of the EC (Lorente de No 1933; Ramon y Cajal 1901-1902),

using Golgi labelling, had described severa! types of ceUs in layer II. Only one type was

identified as hippocampally projecting with "long-axon cylinders projeeting to the white

matter". This was the spiny "steUate cell" of Ramon y Cajal or "star cell" of Lorente de No

which was so abundant in layer II that the latter termed this layer the "star cell layer".

Other neuronal types in layer II were described as having "short axon cylinders Il and

included various spindle-like and multipolar neurons, and interestingly enough, pyramidal

cells found in lower layer II. More recently, Schwartz and Coleman (1981) using a fine

fonn of the retrogradely transported produet horseradish peroxidase (HRP) established

that layer II neurons contributing ta the PP were of severa! kinds, including pyramids,

stellates, fusiforms, and horizontal tripolar and bipolar cells. Interestingly, they noted that

the proportion of the differently labelled cell types was strikingly different between the
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MEC and LEC. Inasmuch as retrogradely transported HRP does not stain the entire

dendritic tree, subsequent studies, using in vivo intracelluJar injection of HRP (Lingenhôhl

and Finch 1991) or neurobiotin (Tarnamaki and Nojyo 1993), or combined retrograde

tracing and intracellular injection of Lucifer Yellow (Gerrnroth et al. 1989a; Germroth et

al. 1991; Schwerdtfeger et al. 1990) attempted to retine the morphological identification of

the neuronal types contributing to the PP.

With the recognition that layer II neurons are involved in several neurological and

neuropsychiatrie disorders (summarized in Chap. n, renewed interest was sparked in the

various cell types of layer II, specially in primates, with emphasis on ultrastruetural

morphology (Goldenberg et al. 1995) and histochemical (Beall and Lewis 1992; Carboni et

al. 1990; Peterson et al. 1996) or metabolic identity (Hevner and Wong-Riley 1992;

Solodkin and Van Hoesen 1996). Interestingly, comparative studies between primates and

nonprimates revealed that few interspecies differences in the dendritic geometry was

encountered in the EC, while a lot of differences were demonstrated in the hippocampus

proper (Belichenko 1993).

The present series of experiments was undertaken to bridge the gap between

cellular morphology and physiology of layer II neurons of the ~C. The tracer biocytin

(Horikawa and Armstrong 1988) was used because it affords - in a Golgi-like manner 

complete labelling of dendritic domains and fine features such as dendritic spines and axan

collaterals, while still allawing complete electrophysiological characterization of labelled

neurons. It was found that the two electophysiologically different types encountered in

layer n of the l\1EC, were, in addition, morphologically distinct. The following chapter

deals with the electroresponsive properties of the two classes of neurons, while this

chapter describes in detail the morphological characteristics ofeach class.
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METHOOS

Brain slices were derived from male Wistar rats (125-250 g.) using the following

procedure. After Nembutal (30 mgIKg) anesthesia, rats were transcarcardially perfused

with cold (6-10 OC) oxygenated Ringer solution for one minute to eliminate red blood cells

that obscure neuronal morphology demonstrated by peroxidase histochemistry. Rats were

then decapitated, the brain was rapidly removed, and a block of tissue containing the

retrohippocampal region was g1ued to a plexiglass support and placed in cold oxygenated

Ringer. Horizontal slices were sectioned at 350 J.1m using a vibratome, then allowed to

recover in incubation chambers for at least two hours, in Ringer solution at room

temperature.

At the time of recording, a single slice was transferred to a submerged recording

chamber, held in place with small silver wires, and perfused with normal oxygenated

Ringer at 35±1 oC. Slices consisted of the EC, medial and lateral, the HF and portions of

the perirhinal cortex. Layer II of the MEC was visually identified as a distinct dark band

extending from the parasubiculum to the transition zone with the LEC (Fig. 1), as defined

by Blackstad (Blackstad 1956).

Intracellular glass electrodes were filled with a 2% biocytin (Sigma) solution in 3 M

potassium acetate or 3 M potassium chloride (tip resistance 100-200 MO). Cells were

labeled by running the protocol for electrophysiological charaeterization (see Chapter III),

which required at least 30 minutes of stable impalement. Following injections, slices were

fixed in 4% paraformaldehyde in a potassium phosphate buffer solution (KPBS) for 2

hours, then transferred to a 30% sucrose solution and left overnight.

Slices were sectioned at 50-100 flm with a freezing microtome, washed severaI

rimes in KPBS, then incubated for 2 hours in a 1% Triton X-I00 and an avidin-biotin

horeseradish-peroxidase complex (Veetastain Elite ABC kit, Veetor Laboratories).

FoUowing several washes in KPBS, sections were reacted with diaminobenzidine (DAB,
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Sigma; 0.1% DAB70.003% hydrogen peroxide in KPBS)7 mounted on slides7 dehydrated

and covered.

Intracellularly stained neurons with their entire dendritic arborization and axonal

projections were reconstrueted by camera lucida 2-dimensional tracing at a 500 X

magnification. Morphometric analysis was done automaticaUy by the Biocom software

system (Biocom 2007 France) from thin slices visualized on a monitor screen.

Morphometric parameters included perimeter7 surface ar~ long and short dimension of

neuronal somata, and diameter of proximal processes. Extent of dendritic fields was

estimated from the camera lucida reconstructions.

Solutions. Ringer solution consisted of (in mM): 124 NaCl; 5 KCI; 1.2 KH2P04;

2.4 CaCI2; 2.6 MgS04; 26 NaHC03 ; and la glucose. pH was adjusted to 7.4 by

saturating with 95% 02 and 5% CO2. KPBS consisted of (in mM): 50 K2HP04; 50

KH2P04. pH adjusted to 7.2-7.4.

RESULTS

The results described here are based on 34 biocytin-injected neurons in layer II of

the MEC (Fig. 1)7 in which detailed electrophysiological characterization was performed.

As described in the following chapter, these cells feU into two categories as defined on the

basis of their electroresponsive properties. One category included those neurons (n=22)

that exhibited sustained, sinusoidal like, subthreshold membrane potential oscillations

around -54 mV, and a pronounced slow voltage peak (Fig. 2A) that detennined early

firing upon current pulse injection from rest. The other category included those neurons

(n=12) that never developed sustained subthreshold oscillatory activity and which

displayed a slowly rising ramp potential (Fig. 2B) that culminated with the generation of an

action potential at a long latency upon current pulse injection fom reste Neurons in the tirst

and second category will be referred to temporarily as Type 1 and Type II neurons.
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Intracellular labelling revealed that Type 1 and Type II neurons belonged to clearly distinct

morphological classesywhose attributes will be described in detail in the remaining texte

TYPE 1NEURONS

AlI Type 1 neurons (22/34) were identified morphologically as the stellate cells of

Ramon y Cajal (1901-1902), on the basis of soma shape and dendritic tree. The cell body

within layer II was preferentially located in the superficial (towards the pia; n=10) or

middle (n=9) third; only 3 neurons were located in the deepest third oflayer II (Figs 3~ 4,

7).

The soma shape was ovoid or trapezoid, with elongation always oriented

perpendicular to the pia! surface (Fig. 7); sorne circular outlines were encountered (n=3).

The average somatic dimensions were 23.0±4.4 ~m (n=22; range 16-30 Jlm) by 12.9±2.2

(n=22; range 10-16 Jlm).

The majority ofneurons had 5 (n=16) or 6 (n=3) thick primary dendrites. Usually,

the primary dendrites arising from the top (pial) surface (2 or 3) where the thickest,

reaching 5.6-7.5 ~m as measured at the base, white the lower dendrites were thinner (2.3

4.5 Ilm) (Figs 3, 4, 7). Occasionnaly, primary dendrites were ofuniform thickness (5.0-5.9

Jlm) and these belonged to perikarya located ooly in the superficial third of layer II.

Among the 3 neurons encountered in the deep third of layer II, 2 had one prirnary dendrite

substantially thicker than the rest, rising vertically before branching into two secondary

dendrites, weIl below the boundary between layers 1 and II (Figs 4, 7 far right). Dendrites

tapered sIowly, and still appeared relatively thick far trom the soma (Figs 5~ SB). They

were commonly very sinuous and unduIatoryy sometimes forming spirals (Fig. 3B). When

dendrites thinned down they becarne beaded, and this was seen mostly on distal lower

dendrites.

Primary dendrites emerged most frequently trom the top and bottom poles of the

cell, giving neurons a bi-tufted appearance after multiple branching. When dendrites
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originated from the sides of the cell, they mostly curved upwards, coursing obliquely in

layer 1 towards the pial surface. Upper, superticially directed dendrites, were very long and

diverged widely, fonning a V-shaped dendritic domain in which the distal processes

frequently reached the pia! surface and could run parallel to it (Figs 3A, 4). The medio

lateral expanse (distance between the two most diverging dendrites) of the upper dendritic

field ranged from 310 to 720 J,lm (average: 497±154 J,lm; 0=20). Lower dendrites were

also widely divergent and extended over the superficial part of layer ID; since, however,

they were shorter than the upper ones, the medio-lateral expanse of the lower dendritic

field was, for each cell, about halfthat of the upper one (Figs 3A., 4) and ranged from 120

to 350 J.lm (average: 231±69 Jlm; n=20). Because few dendrites arose from the sides of the

cell (and when they did they bent upwards, or more rarely, downwards), the densest

dendritic coverage did not occur in the bulk of layer II. The full dendritic domain thus

appeared bitriangular with the soma sitting on the apices.

Dendritic spines were abundant and evenly distributed throughout the dendritic

tree. Spines had a delicate appearance with a distinct head and a long and very thin stalk

(Figs SB, SC). Dendrites most frequently ended with a bouquet of 3-6 spines with a stalk

typically longer than the rest (Fig. SE). In addition to spines, a few thin and long dendritic

appendages were observed in most cells (Fig. 5D).

In 16 of the cells, the axon was seen coursing radially down towards the angular

bundIe, and, in 12 of those cells, the origin could be visualized. The axon arose from a

primary dendrite, close ta the soma (Figs 4, 6A., 7), except in one instance where the axon

appeared ta emerge from the base of the cell (Fig. 3A). The axon was relatively thick, as

measured about 40 Ilm away from the soma (1.4±0.2 J,lm; 0=10), and was generally

smooth, rarely beaded. The axon followed a very straight course and in most cases (0=9)

could be traced ta the deep Iayers CVNI). In two other neurons the axon could be seen

entering the angular bundie and giving off a branch in the subiculum. Within its initial 200

400 J,lm (deep layer II/superficial layer Ill), the axon always gave off several (3-5) very

50



c

(

Chapter fi

thin recurrent coUaterals that bent upwards and branched repeateadly, forming a delicate

net over the entice dendritic domain of the labeled ceU (Fig. 6A). Sorne of the ascending

branches extended a1so beyond the dendritic field, mediallyand laterally, in layers II and 1

(Fig. 6C). In addition, the axon gave off a few (1-3) collaterals in deep layer ID and layers

IV-VI (Fig. 6B). Axon collaterals were always beaded, with evenly distributed round

swellings, and frequent1y terminated in a flower-like manner, with severa! long appendages

capped by boutons.

TYPE nNEURONS.

None of the labelled type II ceUs (n=12) had a stellate morphology. Il ofthem had

a pyramidal-like appearance, while the remaining neuron was classified as a horizontal

tripolar cell. The cell body of the pyramidal-like neurons was preferentially located in the

deepest third oflayer II (n=6); ooly 3 neurons were encountered in the middle third, and 2

in the superticial third of the layer (Figs 8A, Il). The tripolar cell was located superficially

in layer II (Figs IDA, Il far right). The following deaIs with the pyramidal-like neurons

while a description of the horizontal tripolar cell will be left to the end.

The soma shape of the pyramidal-like neurons was ovoid or triangular, with

elongation oriented perperdicularly to the pial surface (n=9) or oblique to it (n=2). The

average somatic dimensions were 2D.8±3.9 Jlffi (n=11; range 16-26 flm) by 11.1±2.0 flm

(n=11; range 8-15 Jlm). The majority ofcells (n=7) had one prominent thick (4.3±1.5 flm)

apical dendrite that branched at or above the border with layer 1 (Fig. 8). The apical

dendrite rose vertically, except for the 2 ceUs with perikarya oriented oblique to the pial

surface, in which the apical dendrite (as weIl as the whole dendritic tree) had an oblique

orientation (Fig. 9A). In faet, these 2 ceUs were perfectly identical to the previous ones

except that they were tilted. Secondary branches ta this apical dendrite were aImost

perpendicular to it (Figs 8, 9A, 9B). The remaining ceUs (n=4) had two thick apical

dendrites rising vertically prarallel to each other or diverging slightly. One of these two
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apical dendrites always advanced further in layer 1, and branched more profusely, than the

other (Fig 9C). In ail neurons, the basal dendrites were thin, relatively short and straight,

and commonly beaded distally; they arose aU around the soma and branched extensively,

thus forming a basal skirt surrounding the soma (Figs 8, 9A, 9C).

In aIl pyramidal-like cells, very few superficial dendrites reached the pia! surface,

and basal dendrites were confined to the most superficiai portion of layer ID. The medio

lateral expanse of the upper dendritic field ranged from 100 to 360 J.lrn (average 184±75

Ilm; n=Il) and was thus about one third of that of Type 1 neurons. The lower dendritic

field was equivalent in extent to the upper one (average 185±35 Ilm; n=ll). The overall

dendritic domain had thus a reetangular appearance (obliquely oriented for the tilted ceUs)

with the soma sitting towards the base.

ln general, ceUs were more densily covered with dendritic spines than Type l

neurons (Figs 8B, 9B, 9D). Spines were particularly dense on the apical dendrite and sorne

cells were so heavily populated with spines that these aImost completely concealed the

dendritic trunk. Spines appeared to have a shorter stalk and a larger head than those of

Type 1neurons (Figs 9B and 0).

In 5 neurons the axon could be visualized, and in those 5 cells, always originated

from the soma (Fig. Il). The axon was relatively tbin (0.6±O.2 Ilm; n=5) and srnooth. The

axon followed a sinuous route before it took a radial course towards the angular bundle.

The tortuosity was particularly evident in the dorso-ventral extent since, in 4 out of the 5

neurons, the axon was frequently lost from the horizontal plane containing the soma and

the main dendritic field, and reappeared 100-150 Jlm above or below. In one neuron, the

axon was seen penetrating the angular bundle, and in 2 other cells, could be followed

down to layer VI. Axon coUaterals branched repeateadly, giving off very thin and beaded

fibers that had a similar aspect and distribution to those ohserved in Type 1 neurons.

The horizontal tripo/ar ce/Jo This ceU had a distincly different appearance from the

pyramidal-like neurons. It was very elongated (26 by 12 Jlm), with elongation paraIlel to
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the pial surface (Fig. 10A). It had 3 primary dendrites, with the 2 emerging from the laterai

poles much thicker than the remaining one emerging from the basal pole (Fig. Il, far

right). The dendritic field of this cell was aImost circular with a diarneter of 230 Ilm, and

extended mainly over layer II and the bottom part of layer 1. Dendrites were very heavily

populated with short spines capped with a thick head (Fig. 10C). The axon (0.8 Ilm)

originated from the soma (Figs 10A, lOB, Il far right) and could be traced to deep layer

ill. Axonai collateraiisation was extensive; beaded collaterals ascended and descended to

cover layers l, II and m (Fig. 10C), medially extending as far as the parasubiculum.

DISCUSSION

The results described show that layer II neurons of the MEC, classified into Type 1

or Type II neurons on the basis of their electroresponsive properties, could also be

distinguished according to their morphologicai characteristics. Type 1 neurons were

morphologically homogenous and were ail aIike to the spiny stellate ceIls described by

Ramon y Cajal (1901-1902) and Lorente de No (1933). Type II neurons appeared less

homogenous morphologically, and consisted of pyrarnidal-Iike neurons and a horizontal

tripolar cell. Both Type 1 and Type II neurons were principal neurons since the axon could

be seen projecting ta the angular bundle. From now on, in view of the c1ear-cut

morphologicai differences between the two types of eleetrophysiologically defined classes,

Type 1 neurons will be referred to as stellate cells (SCs), and Type II neurons as non

stellate cells (non-SCs).

SCs and non-SCs were found to constitute 65% and 35% of sampled neurons

respectively. Schwartz and Coleman (1981), in a study of retrogradely labeled neurons,

report a figure of81% for the steIIate morphology in layer II of the MEC. The discrepancy

might reflect, in the present study, a selective vulnerability to impalement of ses versus

non-SCs. With regard to the non-SCs, the identification of a single tripolar ceU (3% of
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sampled neurons) agrees weil with the figure of 2% reported by the same authors for this

type ofceU.

STELLATE CELLS

The features most clearly distinguishing SCs from the pYramidal-like non-SCs were

the presence, in SCs, of multiple, thic~ primary dendrites and of a widely diverging

dendritic tree. In additio~ the axon in SCs was consistently observed to emerge from a

primary dendrite, a feature never observed in the non-SCs. Consistent with Schwartz and

Coleman's (1981) observation that the cell body orientation and dendritic tree of layer II

MEC stellate cells were, in general, different from those of LEC stellate cells, the SCs

described here were perfectly identical ta stellate cells described elsewhere in the l\ŒC

(Lingenhohl and Finch 1991; Schwartz and Coleman 1981; Tarnamaki and Nojyo 1993)

but slightly different trom those reported for the LEC (Carboni et al. 1990; Gerrnroth et al.

1989a; Germroth et al. 1991; Lingenhôhl and Finch 1991).

SCs were preferentially located superficially in layer II (14% only in the bottom

third) while non-ses were preferentially located towards the bottom of layer II (17°-lc» ooly

in the superficial third for pyramidal-Iike cells). For the SCs located towards the bottom of

layer II and exhibiting a thick vertical dendrite (thus superficially resembling pyramidal

ceUs), these could still be distinguished from the non-SCs since the "apical" dendrite

branched weIl below the layer IIlayer II boundary, and secondary branches diverged widely

as in aIl other SCs.

The dendritic tree of ses was very charaeteristic, diverging widely to reach its

maximum medio-Iateral expanse (up to more than 700 flm) in the most superficial portions

of layer L in agreement with Tamamaki and Nojyo (1993). The charaeteristics of the

dendrite branching were such that the densest dendritic coverage did not occur in the bulk

of layer II, but in layer 1 for the upper dendritic field, and in the superficial portion of layer

III for the lower dendritic field.
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Dendritic spines of SCs appeared more complex than those of non-SCs~ in

agreement with the ultrastrueturai study of Germroth et al. (1991). The dendritic

appendages observed in most SCs were aIso reported in stellate cells described by

Lingenhôhl and Finch (1991) and suggested to represent tranSYnaptically stained axonai

processes.

In SCs, the axon, which charaeteristically arase from a primary dendrite~ had a

diameter more than double that of the non-SCs. As reported in this study~ axonal branches

in the subicul~ and axonal collaterals extending over all layers but mostly over the

superficial ones, have been described for stellate cells in the MEC (Lingenhôh1 and Finch

1991; Tamamaki and Nojyo 1993).

NON-STELLATE CELLS

Pyramidal-like cel/s. These cells had a classical pyramidal morphology, or slight

variants of it. Layer II pyramids~ as described in this study and observed by others

(Carboni et al. 1990; Gerrnroth et al. 1989a; Gerrnroth et aL 1991; Schwartz and Coleman

1981) have a short apical dendritic shaft that bifurcates close to (but always above) the

border with layer 1. In the few cells charaeterized by 2 apical dendrites, the upper and

basal dendritic trees were similar to those with a single apical dendrite. As to the obliquely

oriented pyramidal cells, these have been noted in layer m as weIl as layer II (Carboni et

al. 1990).

Horizontal fripolar cel/. In addition to stellate cells and pyramidallike cells, other

spiny and sparsely spiny neuronal types have been described in layer II including fusiform,

horizontal and multipolar neurons (Germroth et al. 1989a; Gennroth et al. 1989b;

Schwartz and Coleman 1981). The spiny horizontal tripolar cell described here is identical

to the horizontal tripolar cell reported in Schwartz and Coleman (1981). The horizontal

tripolar cell of Schwartz and Coleman has been classified as a type of stellate cell (second

type of stellate cell of Germroth et al. 1989a). In the present study, a constellation of
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features, including the horizontal orientation of the soma., the dendritic tree, and the axon

emerging from the base of the soma., cIearly distinguish this type of cell from the described

SCs.

FuNCnONAL CONSIDERATIONS

Both SCs and non-SCs may collect input from layers 1, II and III. However, SCs

appear to do so from a much larger medio-Iateral expanse of the EC than non-SCs. While

SCs cao integrate input trom a large horizontal band reaching its maximum extent in

superficial layer 1, non-SCs integrate input from a horizontally restrieted vertical column

(oblique column for the oblique pyramidal-like cells). SCs as weIl as non-SCs have

extrinsic axons projecting outside the EC. In addition, they are also charaeterized by

extensive recurrent axon collateralization and therefore substantially contribute to the local

intrinsic circuitry. This dual feature makes them function both as local circuit and

projection neurons. As already suggested (Germroth et al. 1991), this may be a

widespread, and hence funetionally significant feature of principal neurons, since it has

been described in other cortical areas (Gabbott et al. 1987). However, in layer II of the

MEC, it appears that long, horizontal connections between ceUs located relatively far apart

are particularly prominent (Kahler 1986). Asymmetric synapses of layer II spiny neurons

on dendritic spines within the local surrounding (Gerrnroth et al. (991) imply that local

excitatory connections with other excitatory neurons are established. Considering that the

vast majority ofMEC layer II neurons (the SCs) are intrinsic oscillators in the subthreshold

range (described in detail in chapter III), recurrent connections would rapidly generate and

amplify a synchronous oscillatory wave triggered by a relatively small original input (Kônig

et al. 1992; Williams 1992). As discussed later in this worle, this could have far reaching

implications for information processing within the EC.

In addition to electrophysiological and morphological heterogeneity, layer II

neurons display a high degree of chemical diversity {Beall and Lewis 1992; Solodkin and
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Van Hoesen 1996), which bas been proposed to underlie the selective targeting of

neuronal populations in the various neuropsychiatirc disorders atTecting layer II. In an EC

layer II neuronal degeneration model, glutamatergic calbindin-positive neurons in layer II

were found to be selectively resistant to axotomy-induced death (peterson et ai. 1996),

with calbindin-positivity detected in pyramidal and other non-stellate types (Beall and

Lewis 1992). Cell islands in primate layer II, where stellate cells are selectively c1ustered

(Carboni et al 1990), were found to be darkly reactive to staining for CYt0chrome oxydase

(Hevner and Wong-Riley 1992), an enzyme cIosely related to the level of functional

activity in neuronal pathways (Wong-Riley 1989). It is therefore tempting to speculate that

the intrinsic electroresponsive properties of SCs, and particularly their ability to generate

sustained rhythmic behavior, exert a high metabolic demand which might lead to selective

degeneration because ses do not seem to posess the protective mechanins that non-Ses

are endowed with.
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Figure 1. Horizontal section of the retrohippocampaI area in a rat brain. ~C, medial

entorhinal cortex; LEe, lateraI entorhinal cortex; PAR, parasubiculum; PRE,

presubiculum; PERI, perirhinal cortex. Layer II of the MEC is shown in grey.
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Figure 2. Charaeteristic eleetroresponsive properties of Type 1 (A) and Type II neurons

(B). A: subthreshold rhythmic membrane potential oscillations exhibited by a Type l

neuron in response to d.c current (0.31 nA) injection (top). In another Type l neuro~

voltage response to a subthreshold depolarizing current pulse (0.23 nA). Note the sagging

of the membrane potentiaI, which determines that a Type 1 neuron will always tire early

during the pulse, at the peak of the voltage response (bottom). B: in a Type II neuron d.C

current injection (0.21 nA) does not elicit any rhythmic aetivity (top). In the same Type II

neuron, voltage response to a subthreshold depolarizing current pulse (0.17 nA). The

membrane potential charges slowly in a ramp-like manner (bottom), which determines that

a Type II neuron will tire late during the pulse.
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Figure 3. Type 1 neuron exhibiting the typical stellate morphology. A: camera lucida

reconstruction of cell la. Note the multiple thick primary dendrites, the widely diverging

upper and lower dendritic trees, with superficially direeted dendrites reaching the topmost

portion of layer 1. Cell la was located in the superficiai third of layer II and its axon

(arrows) appeared to emerge from the base of the soma. Axon trunetated.

B: photomicrograph of cell la showing the slowly tapering, long and sinuous dendrites,

and the thick axon (arrow) emanating from the base of the cell.
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Figure 4. Camera lucida reconstruction of a Type 1 neuron (cell lb) located in the deep

third of layer II. Note the short "apical" dendrite which branches weli below the border

with layer L Secondary dendrites then diverge widely as in other Type 1neurons. The axon

(large and small arrows) emerges from a thin dendrite Il J,lrn away from the soma. Axon

truncated.
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Figure S. Dendrites of Type 1 neurons. A: photomierograph of eell le. B: detail of cell le

showing thiek dendrites covered witrh evenly distributed spines. C: detail of dendrite of

eell le showing spines with a long and thin stalk and a distinct head (arrows). D: dendritie

appendage (arrow) in eell le. E: bouquet of long spines (arrows) terminating a dendrite in

eell le. Calibration bar in C applies aIso to D and E.
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Figure 6. Axon collaterals in Type 1 neurons. A: photomicrograph of lower dendritic field

in cell Id showing beaded axon collaterals branching at right angles from the axon

(arrow), and covering the dendritic field with a delicate net. B: Detail showing a collateral

emerging from the axon in layer IV. C: beaded coUaterals in layer II extending beyond the

dendritic field.
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Figure 7. Camera lucida reconstructions of 4 Type 1 neurons (cells le, If: 1& and lb)

showing details of soma shape, proximal processes (truncated; axon in red) and location

within layer II. Note the multiple thick primary dendrites that emerge preferentially from

the top and bottom poles of the cells, and the axon that emerges from a primary dendrite.

Cell Th (far right), located in the deep third of layer II and characterized by a thick

vertically rising dendrite, was attributed a stellate morphology because of its dendritic tree

which was similar to that of cell lb in Fig. 4.
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Figure 8. Type fi neuron exhibiting the typical pyramidal morphology. A: camera lucida

reconstruction of cell na. Note the thick apical dendrite branching above the border with

layer 1.. the thin basal dendrites arising radially from the soma., and the limited extent of the

upper dendritic tree. The axon (arrows) emerges from the base of the soma., and branches

in layer III. Axon trucated. B: photomicrograph of cell lIa. The apical dendrite is heavily

populated with spines (arrows).
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Figure 9. Other pyramidal-like morphologies of Type II neurons. A: photomierograph of

an obliquely oriented pYramidal-lïke neuron (cell lIb). B: detail of cell lIb showing apical

dendrite eovered with short spines (arrow). C: photomicrograph of a pyramidal-like

neuron (cell Ile) with 2 apical dendrites. Note that ooly one of them extends to layer 1.

D: detail of eell Ile showing dendrites densely covered with short spines (arrows).
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Figure 10. Type II neuron exhibiting a horizontal-cell morphology. A: camera lucida

reconstruction of the horizontal tripolar neuron (cell IId). Note the orientation of the cell

body with elongation para1Iel to the pia! surface, the triangular soma shape with dendrites

emerging from the apices, and the axon arising from the base of the soma (arrow). Axon

truncated. B: photomicrograph of cell IId showing axon collaterals arising from the axon

(arrow) and extending over the lower dendritic field. C: detail ofcell IId showing dendrites

very heavily covered with short spines.
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Figure Il. Camera lucida reconstructions of the 4 Type II neurons shown previously (cells

lIa, lIb, Ile and IId) showing detaiIs of soma shape, proximal proeesses (truneated; axon in

red) and location within layer II. Note that in the obliquely oriented pyramidal cell (lIb) the

axon runs perpendicular to the pia! surface and does not follow the oblique orientation of

the cell.
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ABBREVIATIONS

AHP Afterhyperpolarization

OS Depolarization induced sag

DAP Depolarizing afterpotential

EC Entorhinal cortex

HS Hyperpolarization induced sag

ISI Interspike interval

MEC Medial entorhinal cortex

NS Number of spikes

SC Stellate cell
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SUMMARY AND CONCLUSIONS

1. The electroresponsive properties of neurons from layer II of the rat medial

entorhinal cortex (MEC) were studied by intracellular recording under current clamp in an

in vitro brain slice preparation. From a total of 184 cells that fulfilled our criteria for

recording stability, rn·o groups of projection neurons were distinguished on the basis of

their intrinsic biophysical properties and morphological charaeteristics (demonstrated by

intracellular biocytin injection; n=34).

2. Stellate cells (Ses) were the most abundant (690~). They were highly

electroresponsive and minimal changes (1-3 mV) of membrane potential generated an

active response. Subthreshold depolarizing or hyperpolarizing current pulse injection

always caused the membrane potential to attain an early peak and then sag to a lower level.

Depolarization-induced "sags" were larger and determined early firing in all cells. The

voltage-current relationship of SCs was markedly non-linear demonstrating robust inward

rectification in the hyperpolarizing and depolarizing range.

3. SCs generated persistent rhythmic subthreshold voltage oscillations upon d. c.

depolarization positive to -60rnV. The mean frequency of the oscillations was 8.6Hz (theta

range) at a membrane potential of - -55mV at which level occasional single spiking also

occurred. At slightly more positive potentials, a striking 1-3Hz repetitive bursting pattern

emerged. This consisted of non-adapting trains of spikes ("clusters") interspersed with

subthreshold oscillations which had a Mean frequency of21.7Hz (beta range).

4. Non-stellate cells (39%; mostly pyramidal-like) displayed time-dependent

inward rectification, which was less pronounced than that of ses, and minimal

depolarization-induced sags. Upon threshold depolarization, firing was always preceded by

a slowly rising ramp depolarization and thus occurred with a long delay. Inward

rectification in the depolarizing range was very pronounced. However, non-SCs did not

generate persistent rhythmic subthreshold oscillatory activity nor spike clusters.
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5. Of the electrophysiological parameters quantified, spike threshold, spike

duration, depolarizing afterpotential amplitude and apparent membrane time constant

demonstrated statistically significant differences between SCs and non-SCs.

6. The repetitive firing properties in response to square current pulses of short

duration «500ms) were also different between SCs and non-SCs. First, most SCs

displayed a bilinear f-I relationship for only the tirst inter-spike interval, while most non

SCs displayed a bilinear relationship for aIl intervals. Second, SCs had a rnuch steeper

primary f-I slope for early intervals than non-Ses. Finally, SCs displayed more pronounced

and faster spike frequency adaptation than non-Ses. Moreover, current pulse triggered

spike trains were followed by an afterhyperpolarization of larger amplitude and more

complex waveform in the SCs than in the non-SCs.

7. Changes in spike trajectory during CUITent-pulse triggered spike trains also

followed a different pattern in SCs and non-SCs. In SCs, the action potential duration

increased during the fust three spikes and then progressively decreased to the initial value,

aIthough pronounced adaptation continued. Non-SCs behaved more similarly to other

cortical neurons with a progressive increase in spike duration during the adapting train.

8. Thus, fundamental differences exist in the intrinsic electrophysiological

architecture of SCs and non-Ses and therefore in the way these neurons transduce

synaptic input into spike output towards the hippocampal formation via the perforant path.

Accordingly, two parallel channels of information processing with different integrative

properties may exist in layer II of the MEC. The SC channel would constitute a highly

rhythmic processing system with striking pace-maker properties that may participate in the

generation oftheta and/or beta rhythmicities in the limbic system.
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INTRODUCTION

There is at present a rapidly growing interest in understanding the functional

significance of the entorhinal cortex (EC). This interest has been largely motivated by

anatomical studies demonstrating that the EC occupies a central position in the limbic

forebrain by provicling bi-directional interconnections for the hippocampal formation with

the rest of the cerebral cortex (Amara! 1987). Animal experimentation and clinical

observations in humans have demonstrated that the neocortical-hippocampal-neocortica!

circuit is fundamental in sorne forms of memory (Milner 1970; Murray and Mishkin 1986;

Squire and Zola-Morgan 1983; Van Hoesen 1982). Indeed~ sorne aspects of memory

irnpairment in Alzheimer's patients have been attributed to damage of the EC which is the

earliest and most severely damaged of all cortical areas in this disease (Braak and Braak

1991; Van Hoesen et al. 1991). Focus in understanding EC physiology is also of great

interest because this area expresses a high degree of syoaptic plasticity which May relate

not only to learning and memory but also to epileptogenesis (Alonso et al. 1990). Several

electrophysiological investigations in animais and humans have indeed pointed out that the

EC May play a crucial role in temporal lobe epilepsy (Jones and Heinemann 1988; Jones

and Lambert 1990; Paré et ai. 1992; Rutecki et al. 1989; Stanton et al. 1987).

Via a remarkable cascade of cortico-cortical projections (Amaral et al. 1983;

Insausti et al. 1987a; Jones and Powell 1970; Room and Groenewegen 1986a; Van Hoesen

and Pandya 1975), input from the entire cortical mande converges upon the superficial

layers (II and llI) of the EC which are also targets of important subcortical limbic centers

(particularly the amygdala) (lnsausti et al. 1987b; Krettek and Price 1974; Room and

Groenewegen 1986b). In tum, EC layers II and III are the origin of the perforant path

which constitutes the major cortical afferent projection to the hippocampal formation

(Ramon y Cajal 1902) . In fact, neurons from layer TI are actually those which give rise to

the most prominent component of the perforant path which terminates primarily on the
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molecular layer of the dentate gyrus and also on the stratum lacunosum-moleculare of

CAJ (Schwartz and Coleman 1981; Steward 1976; Steward and Scoville 1976).

SurpriSinglY7 in spite of ail anatomical evidence indicating that neurons from EC layer II

occuPY a key position for the gating of afferent hippocampal infonnation, very little is

known about their electrophysiological charaeteristics (Alonso and Garcia-Austt 1987b;

Finch et al. 1988), which would ultimately be responsible for the activity of perforant path

fibers under physiological conditions. Perhaps the reason is that they were regarded as

simple relay neurons without important processing capabilities since, on anatomical

grounds, the importance of the EC bas been viewed as that of an "interface" between the

hippocampal fonnation and neocortex (c.f, Amaral et al. 1987).

Here we report investigations on the intrinsic electroresponsiveness of projection

neurons from layer II of the medial subdivision of the EC in a rat brain slice preparation.

The medial EC (MEC) was primarily selected as it is better known electrophysiologically

than the lateral EC (Alonso and Garcia-Austt 1987~b; Jones and Heinemann 1988; Quirk

et al. 1992). The results indicate that neurons trom layer II play a more dynamic

computational role in the transduction of afferent input towards the hippocampal

formation than previously thought. Two morphologically distinct groups of MEC layer II

projection neurons displayed different non-lînear membrane properties. We propose that

the two groups ofneurons indeed represent two parallel input channels to the hippocampal

formation. Stellate cells of EC layer II possess a particularly rich intrinsic excitability that

endows them with striking oscillatory properties that May implement synchronizing

mechanisms in the limbic forebrain. Sorne of the ionic mechanisms underlying the

differential electroresponsiveness between stellate cells (SCs) and non-steUate cells

(non-SCs) will be presented in the accompanying paper (Klink and Alonso 1992b). Sorne

of the material presented in these papers has been previously published as preliminary

reports (Alonso and KIink 1991; Alonso and Llinâs 19897 1990).
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METRons

Brain slices were derived from male Wistar rats (125-200 g) following standard

procedures. Briefly, after Nembutal (30mgIKg) or ether anesthesia animais were

decapitated, the brain was rapidly removed and a block of tissue containing the

retrohippocamapl region was placed in a cold (6-1DOC) oxygenated Ringer solution (see

below). Horizontal slices (350llm) were cut using a vibratome and then allowed to recover

at room temperature for at least 2 hours in oxygenated incubation chambers. For

recording, a single slice was transferred to a recording chamber, submerged at 35 ± 1°C

and superfused with a solution containing (in mM) 124 NaCI; 5 KCI; 1.2 KH2P04; 2.4

CaCI2; 2.6 MgS04; 26 NaHC03; and ID glucose. pH was adjusted to 7.4 by saturating

with 95% 02 and 5% COZ. Slices normalIy consisted of the EC (medial and Iateral), the

hippocampal formation and portions of the perirhinal cortex. Layer II of the media! EC

was easily visually identified by transillumination as a distinct dense band of cells extending

from the parasubiculum to the transition zone with the IateraI EC, as defined by Blackstad

(1956). Intracellular glass eleetrodes were filled with 2-3M potassium acetate (tip

resistance 40-120 Mn), 2-3M potassium chloride (40-80 Mn) or 1-2% biocytin in 2-3M

potassium acetate (lOO-ZOO Mn). Signais were amplified (Axaclamp 2A used in bridge

mode), digitized (Neuro-Corder), visualized on line on a digital storage oscilloscope

(Tektronix) as weIl as stored on videotape for subsequent analysis on a 386-based

computer. Slices with neurons filled with biocytin were fixed in 4% paraformaldehyde in

30% sucrase and then sectioned at 50-100J.1m with a freezing microtome. Sections were

incubated for 2 hours in 1% Triton X-IOO and Avidin-biotin-horseradish peroxidase

(Vector) complex. After washing severa! tintes in potassium phosphate buffer solution

(KPBS), sections were reacted with DAB (0.1%, 0.003% hydrogen peroxide) in KPBS,

mounted on slides, dehydrated and covered. Intracellularly stained neurons were drawn

with the help of a camera lucida, and dimensions were measured by the Biocom software
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system. Electrophysiological parameters were measured as foUows: apparent input

resistance was measured at the peak of the voltage deflection foUowing a 0.1nA

hyperpolarizing pulse from rest. The time constant was taken as the tirne to reach 63% of

the peak voltage deflection for a O. 1nA hyperpolarizing pulse. The hyperpolarization

induced sag (HS) was the percent change in membrane potential during decay from peak

to steady state following a hyperpolarizing pulse which caused a peak voltage deflection of

about 20 mY. The depolarization-induced sag (OS) was the percent change in membrane

potential from peak to steady state after a threshold depolarizing pulse (measurement

taken when no action potentiai was fired) • which generally caused a peak voltage

deflection of 8-15 mV. The maximum spike latency was the maximum latency to firing

that could be induced following finely graded depolarizing constant current pulses of

300-500 ms. Spike duration was measured at threshold, and spike amplitude and fast and

medium ARP amplitudes were measured relative to threshold. The amplitude of the

depolarizing afterpotentiai (DAP) was measured from the peak of the fast AHP to the

depolarizing peak. Medium and slow spike train ARP amplitudes were measured from

base-line potentiai to peak. The rhythrnic character of the subthreshold oscillations and its

dominant frequency were estimated by computing the autocorrelation function and power

spectra ot: typicaIly, 3-6 sec segments of subthreshold intracelluIar data digitized at 1

3Khz. Rhyhtmic membrane potentiai oscillations contributed to rhythmic autocorrelograms

and to a spectral peak at the dominant oscillatory frequency. Parameter means were tested

for differences according to the two-tailed Student t-test, at a significance level of0.001.

The data base for the resuIts presented in this and the following paper comprised

184 nemons recorded from layer II of the MEC held for at least 15 min with a minimum

resting potentiai of -55 mV, an input resistance of at least 15 Mn and an action potential

of at Ieast 60 mY (threshold to peak) when recorded with K-acetate or KCI-only

containing electrodes (no differences were observed in the eiectrophysiologicai

characteristics ofthe ceUs using either type ofelectrode).
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RESULTS

Two categories of neurons were defined on the basis of their electrical membrane

properties. One category included those cells (69%
) which developed sustained rhythmic

subthreshold oscillatory activity upon d.c. depolarization and a very pronounced "sag"

response following an early voltage peak upon subthreshold outward current pulse

injection (Stafstrom et al. 1984b). This sag response (hereafter called "depolarization

induced sag"; DS) always detennined early firing upon threshold depolarizations. The

neurons trom the fust group also displayed pronounced sag responses to inward CUITent

pulses (hyperpolarization-induced sags; HS).

The other category ofcells inc1uded ail those neurons (3 1%) which did not develop

a sustained rhY1hmic subthreshold oscillatory activity and which always displayed delayed

firing upon threshold depolarizations. These neurons aIways presented weak or no-sag

responses to subthreshold current pulse injection.

With regard to the morphology7 a totaI of 34 neurons were intracellularly injected

with biocytin after determining the effects of intracellular current injection. This

intracellular labeling technique (Horikawa and Annstrong 1988) afforded a detailed

morphological investigation of these neurons which will be reported in full elsewhere

(Klink and Alonso, in preparation). However, it is relevant to mention here that ail those

cells that belonged eleetrophysiologically to the tirst group were identified

morphologicallyas stellate cells (n=22). As is the case for the cell illustrated in figure lA,

this identification was made mainly on the basis of the spiny dendritic tree formed by

multiple, roughly equally sized, primary dendrites. It was aIso very characteristic of these

neurons that after a few branchings their long upper dendrites run aver layer 1 forming an

extensive dendritic domain that spreads medially and laterally to usually cover about one

halfofthe medio-Iateral extent ofthe media! entorhinal cortex. The averaged largest soma

diameter of the stellate cells was 23.0 ± 4.4 J.lm (mean ± SD) and the maximal medio-
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lateral expanse of the upper dendritic field was 497± 154 ~m. None of the 12 biocytin

labeled non-SCs had stellate morphology. As the cell shown in figure IB~ eleven of the

non-SCs were classified as pyrarraidal-like cells and one as a horizontal multipolar cell. The

averaged largest soma diameter ofthese neurons was 21.9 Jlm ± 4.3 ~m and the maximal

medio-Iaterai expanse of the upper dendritic field was 184 ± 7S Jlm which was highly

significantly smaller from that of the ses. Axons of both SCs and non-ses could be

traced nmning radiaIly down to the angular bundle~ thus allowing the identification ofboth

groups ofneurons as projection cells (not shown) (Schwartz and Coleman 1981).

(Fig. 1 near here)

Severa! electrophysiologicai properties including voltage-current (V-1) relations~

membrane rime constants~ action potential wave fo~ repetitive firing properties and

afterhyperpolarizations were analyzed to characterize SCs and non-Ses. The mean value

of severaI membrane parameters for the two groups is given in Table 1. We will now

describe in parallel their differential eleetroresponsiveness.

(Table 1 near here)

SUBTHRESHOLO RESPONSES TO CURRENT PULSES

Ste//ate cel/s. In aIl ses recorded~ the voltage response to subthreshold constant current

pulses exhibited pronounced time- and voltage-dependence (Fig. 2). In faet~ as shown in

figure 2A, all subthreshold current pulses in either the depolarizing or hyperpolarizing

direction caused the membrane potential to attain an early peak (Vp) and then decay (sag)

to a lower level (Vs). In figure 2C this non-linear membrane behavior can be observed in

more detail for the responses evoked by the smaIlest amplitude current pulses applied to

the cell in figure 2A that have been plotted at an expanded voltage scale. Note that even

voltage changes ofonly 2-3 IDV displayed a marked "sag".

(Fig. 2 near here)
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We quantified the sag responses for both close-to-threshold depolarizing (8-15mV

peak amplitude) and hyperpolarizing (20mV) pulses as the percent change in membrane

potential from Vp to Vs. In all ses tested (n=49) the DS was larger (57 ± 17%) than the

HS (JO ± 7%). The development of a very pronounced DS determined that upon

threshold depolarization firing always occurred with a relatively short latency (42 ± 17 ms)

and at the peak ofthe voltage response.

In correlation with the time dependence of the voltage response to subthreshold

current pulse injection, on tennination of the pulse, the membrane response always

transiently overshot the resting level (Fig.2A and D). The amplitude of the rebound

potential was dependent on the amplitude of the voltage response during the current pulse.

Figure 2D illustrates rebound potentials to inward current pulses of increasing amplitude

from figure 2A at an expanded voltage and time scale. Note the pronounced increase in

the amplitude and rate of rise of the rebound potentials (which nonetheless had a similar

duration) to increasing levels ofhyperpolarization. Following moderate hyperpolarizations

(5-10mV), the rebound potentials always reached firing threshold. Stronger

hyperpolarizations always elicited burst firing (doublets of spikes) at the end of the current

pulse (Fig. 20, dots).

The V-1 relationship for the cell in figure 2A is depicted graphically in figure 2B.

The graph illustrates the plots of both the "peak" and "steady state" voltage (measured

towards the end of the current pulse) versus injected current. As in this case, in all ses

both peak and steady-state V-I plots displayed a marked concavity over the whole range,

the rectification being greater at both the positive and negative ends of the plots. Thus,

ses exhibit inward rectification in both subthreshold depolarizing and hyperpolarizing

directions. In fact, inward rectification becomes very apparent when comparing the

amplitude of the voltage response (particularly at the peak) evoked by a depolarizing

current pulse ta that evoked by an equal hyperpolarizing current pulse which was always
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smaller (Fig. 2C). Since the V-1 curve of SCs is markedly non-lïnear, the cells' input

resistance (Ri) is strongly voltage-dependent (Klink and Alonso 1992b).

(Fig. 3 near here)

Non-ste/late cells. The voltage responses of non-SCs to the injection of constant current

pulses presented clear differences to those displayed by ses. As is the case in the cell

illustrated in figure 3~ sags in response to hyperpolarizing current pulses developed in all

but one of the non-SCs recorded, though this time-dependent membrane behavior was less

prominent (sag percentage of 17 ± 8%, n=26) than that displayed by SCs. The difference

in the HS percentage between the two groups of neurons was statistically significant (two

tailed t-test, p<O.OOl). The amplitude of the HS was not, however, a clear cut distinction

between SCs and non-SCs as sorne SCs displayed HSs the magnitude ofwhich overlapped

with those ofthe non-SCs (Fig. 8).

Any non-SC could, however, be easily distinguished fram a SC by its voltage

responses to subthreshold outward current pulses. For a small outward current, an

electrotonic potential with a smooth charging trajectory and no or small sag response was

always observed. For slightly larger outward CUITent injections, the initial eleetrotonic

potential was followed by a slowly rising ramp potential that usually culminated with the

generation of an action potential at a relatively long latency (Fig. 3C). Thus, with respect

to the voltage responses to CUITent pulses, the main distinctive characteristics of SCs

versus non-Ses were: a) their much smaller DSs (maximum sag percentage=lO ± 9%;

Table 1 and Fig. 7A); and b) the presence of delayed firing upon threshold depolarization.

The DS was, in fact, smaller for ail non-SCs with respect to any SC (Fig. 7A). AIso, the

maximum spike latency to firing upon threshold depolarization was larger in all non-SCs

(180 ± 67ms) with respect to any SC.

In non-SCs, the membrane potential always transiently overshot the resting level at

the break of hyperpolarizing current pulses. However, these rebound responses were less

prominent than those observed in SCs. Even following large hyperpolarizations, in most

94



<

(

Chapter III

non-ses the rebound potentials failed to reach firing threshold and, when they did, bUTst

firing (which occurred in the ses, Fig 2) was never generated. In additio~ when

prominent rebound was observed, spikes did not arise from the early peak of the rebound

potential but after a delay from the top of a plateau depolarization triggered by the initial

rebound (Fig. 3D, arrow).

The peak and steady-state V-1 plots of non-SCs demonstrated inward rectification

in bath the hyperpolarizing and depolarizing direction (Fig. 38), hyperpolarizing inward

rectification being, however, less pronounced than in SCs.

(Fig. 4 near here)

SUBTHRESHOLO OSCILLATIONS AND SPIKE "CLUSTERS"

Ste/Jale cel/s. The most remarkable electrophysiological characteristic of ses was their

ability to generate a persistent rhythmic subthreshold oscillatory activity when these cells

were depolarized positive to about -60 mV. The development of this oscillatory

phenomenon by a SC upon increasing levels of d.c. depolarization is illustrated in

figure 4A At the resting level (-64 mV), the membrane potential did not display any

rhythmic oscillation. At a membrane potential of -58 mV (0.28nA level), a very low

amplitude sinusoidal-like membrane potential oscillation initially emerged. With further

depolarizatio~ the membrane potential oscillation became more apparent (0.36 and

0.47nA levels) increasing in amplitude, and firing could then eventually oceur at the peak

of sorne of the oscillatory waves. The autocorrelogram in Fig. 4B c1early demonstrates the

rhythmic character of the subthreshold oscillation at a frequency of about 8Hz. Rhythmic

autocorrelograms of the subthreshold membrane potential behaviour were obtained in all

ses investigated. At the most prominent oscillatory level (about -55 mV), the mean

amplitude of the oscillation was 2.6 ± 0.5 mV (range 0.5-9.7 mV; 0=49). As ilIustrated

graphically in Fig. 4C, it was a consistent observation that the amplitude of the oscillation
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first grew with d.c. depolarization reaching a maximum at about -55mV and then

decreased at more positive membrane potential leveIs.

(Fig. 5 near here)

It was aIso a characteristic feature of aIl SCs that constant current depolarization

did not readily induce tonic firing. Instead, when these cells were depolarized positive to

the membrane potential level dominated by the subthreshold oscillations, a low-frequency

(1-3Hz) repetitive bursting (nclusteringn) pattern aIways emerged. The tendency to the

formation of "clusters" of spikes can be observed for the highest depolarizing level

illustrated in figure 4. The development of this cIustering phenomenon is ilIustrated in

more detail for a different neuron in figure 5. As the cell is depolarized from its most

prominent oscillatory level (Fig. 5A), a conspicuous tendency to fonn of clusters of spikes

in short trains of action potentiais separated by subthreshold oscillations developed

(Fig. 5B). Furtber depolarizing current injection did not readily induce tonic firing, but a

more prominent repetitive clustering pattern (Fig. SC) with an increase in both the number

of spikes per cluster and the intra-cluster firing frequency, as weil as an increase in the

frequency of the subthreshold oscillations (0). Note aIso in Fig. SC and D that the spike

clusters were not followed by a slow afterhyperpolarization. It was also a peculiarity of

d.c. -driven spike clusters that the spike and interspike membrane potentiai trajectories

remained unchanged (Fig. SF and G) with the exception of minor, rather random,

fluctuations in the interspike interval. In ail SCs tested, rather strong d.c. depolarizations

(O.6-1.0nA) aIways induced tonic firing with occasional spike failures (Fig. 6).

(Fig. 6 near here)

The plot shown in Fig. 5F illustrates that the relationship between subthreshold

oscillation frequency and membrane potential was not lînear. The oscillation underwent a

small increase in frequency in the voltage range of -60 to -55 mV, where no or occasionai

spikes were triggered by the oscillations, but then displayed a pronounced increase at more

positive membrane potential levels. This frequency increase was coincident with the
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pronounced development of the clustering pattern. The frequency of the subthreshold

oscillations measured at the most prominent voltage oscillatory level (with no or

occasional firing) ranged from 5.5-14.5 Hz (mean 8.6 ± 2.1 Hz; n=49). The frequency of

the oscillation almast doubled (21.7 ± 2.7 Hz; 0=7) during the inter-cluster intervals at

more depolarized potentials.

(Fig. 7 near here)

Non-ste/lote cel/s. The voltage response of non-SCs to constant current injection was

clearly distinct to that of SCs. Upon d.c. depolarization, non-SC cells never displayed the

charaeteristic spike-clustering phenomenon of the SCs, but readily went into tonic firing

(Fig. 7). With regard to the subthreshold voltage behaviour, though sorne membrane

potential oscillations of low frequency (2-6Hz) and amplitude could also be observed in

these neurons (Fig. 7, O.18nA) they never displayed a rhythmic character, as assessed by

the non-rhytbmic autocorrelograms (Fig. 7, right panel).

GENERAL ELECTROPHYSICAL PARAMETERS

The SCs and non-SCs were aIso different according to several basic

electrophysiologicaI parameters (Table 1). The histograms presented in Fig. 8 illustrate the

distributions of those membrane parameters that demonstrated statistically significant

differences (two-tailed t-test, p<O.OOI) between the two groups of neurons. As aIready

mentioned, both DS and HS percentages were larger in the SCs than in the non-Ses

(Fig.8A and B). In addition, action potential duration was shortest and the spike arose

from a more negative membrane potential level in ses as compared to non-SCs (Fig. 8C

and D).

(Fig.8 near here)

As shown in Fig. 8E, the action potential of SCs (upper trace) and non-SCs (lower

trace) was followed by both a fast afterhyperpolarization (AHP) and a medium AHP. In

addition, a distinctive depolarizing afterpotential (DAP) was present in the large majority
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of SCs (86%) and in most non-SCs (54%). We did not detect a statistically significant

difference in the peak amplitude ofeither the fast or medium AHP between the two groups

ofneurons. However, the DAP (when measurable) was significantly larger in SCs than in

non-Ses (Fig. 8F).

Resting membrane potential and apparent input resistance did not vary with cellular

type. However, the apparent membrane time constant was found to be significantly

shorter in SCs than in non-SCs (Fig. 8G).

REPETITIVE FIRING

In order to further compare the current sensitivity between SCs and non-SCs, the

firing properties of twenty-two ses and eleven non-SCs ta the injection of 150-500ms

square outward current pulses were examined in detail.

(Fig. 9 near here)

Ste//ate celis. The firing behavior of ses to outward CUITent steps of increasing amplitude

is illustrated in Fig. 9. Larger CUITent steps always resulted in faster tiring rates and tiring

frequency always markedly decreased with time (adapted) (Fig. 9A). In most cells (80%),

for CUITent pulses of 0.4-0.8~ firing ceased after 100-200 ms of pulse onset (Fig. 9~

middle trace). However, when our standard pulse duration was eventually increased, the

cells always resumed the repetitive "c1uster" pattern described above.

Frequency CUITent (f-n plots were constructed for early and late interspike

intervals (ISIs) (Fig. 9B). AIl f-I plots showed a continuously graded increase in firing

frequency with increasing CUITent intensity. With respect to the tirst rSI, the f-I relation

was bilinear in most cells (95%). In contrast, the f-I relation for the second and

subsequent intervals was simply linear in most cells (range: 75-90% trom second to eighth

ISI) and bilinear in the rest. For bilinear f-I relations, the slope of the primary linear

segment was steeper than that of the secondary segment. For the first ISI, the mean
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primary f-I curve slope was 338.8 ± 121.9 Hz/nA. The mean secondary f-I slope sharply

decreased by 60% to 138.6 ± 56.8 HzJoA.

Retlecting the strong adaptation of ses, the f-I slope for the second ISI was

140.7 ± 39.9 Hz/nA, much smaUer than that of the tirst ISI (Fig. 9B). In faet, the ratio of

tirst to second ISI f-I slope was 2.5 ± 0.6 (range: 1.6-3.9). The f-I slope for the third [SI

was 82.8 ± 19.7 HzJnA with a corresponding ratio of second to third ISI f-I slope of

1.7 ± 0.2. The f-1 slope for subsequent intervals declined at an increasingly smaller rate

particularly after the sixth ISI (Fig. 9B).

In order to further characterize adaptation, plots of instantaneous firing rate versus

time were also constructed (Fig. 9D). For small current steps of 0.2-0.4 nA the decline in

firing rate was regular (Fig. 9D, triangles). However, for larger current steps there was a

distinct break in the firing rate decline with tîme. During the first three or four intervals,

firing rate displayed a fast logarithmic decrease with time, while during subsequent

intervals the decrease in firing rate was slower and best fitted by an exponential curve with

a mean time constant of 456 ± 240 ms (Fig. 9D, squares). For current steps larger than

0.4 nA there were thus two phases of adaptation, an initial fast and a late slow one. The

slow phase began at 51 ± 14 ms after pulse onset for current steps of0.5-1.0 nA.

We also approached the charaeterization of input-output relations by plotting the

number ofspikes (NS) for a given outward current pulse versus current intensity (Fig. 9C).

The strong adaptation (that frequently led to cessation of firing) of most ses caused this

plot ta present an initial and a late segment with a linear NSII relation separated by a

plateau ofno increase in NS with current.

(Fig. 10 near here)

Non-ste//ale cel/s. The firing behavior of non-SCs to outward current steps is illustrated

in Fig. 10. Firing rate increased with larger current steps and, as compared to SCs, non

ses showed ooly moderate levels of adaptation (Fig. 10A). In most neurons, the f-I

relation was bilinear for the tirst ISI (91%) as weil as, in contrast to ses, for subsequent
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ISIs (range: 91-62% trom second to eighth ISI) (Fig. lOB). For the tirst ISI, the Mean

primary f-I slope was 196.2 ± 64.2 HzJnA, much smal1er (58%) than that of SCs. In

addition, the ratio offust to second ISIs was 1.4 ± 0.2 (range: 1.1-1.8) also much smal1er

(56%) than that of SCs, which retlects a smaller degree of adaptation in non-SCs. This

caused the f-I slope for late intervals to be in the same range as that of ses (Fig. 98 and

Fig. lOB).

The firing-rate adaptation curves of non-SCs (Fig. 100) were similar in shape to

those of ses with a monophasic decay for small current steps (0.2-0.5nA) and a biphasic

first logarithmic then exponential decay for larger current steps. However, there were

significant quantitative differences between the two cell types. The slow exponential phase

began at 83 ± 15 ms (for current steps ofO.5-1nA) much later than in ses. Moreover, the

Mean tinte constant of the exponential decline was 2.0 ± 1.0 sec, about four times larger

!han in SCs.

The plot of number of spikes per current step for non-SCs (Fig. 10C) never

displayed the above-described plateau of most ses (Fig. 9C) thus making it possible to

further establish the distinction in firing behavior between the !Wo neuronal cel1 groups.

SPIIŒ PARAMETERS DURING REPETITIVE FIR..ING

We mentioned above that ses and non-SCs differ in certain spike parameters such

as spike threshold and spike duration. In addition, during current pulse-driven repetitive

firing these parameters varied differential1y in each cell type.

(Fig. Il near here)

Ste//ate cel/s. A conspicuous and remarkable charaeteristic of these neurons was that

spike duration progressively increased for the initial three spikes and then always

decreased toward values close to that of the fust spike (Fig. lIB and Cl. Similarly, the

peak amplitude of the singie-spike AHP was also related to the previous activity of the

celle The first AHP was aIways deeper than the second and then the AHP amplitude
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increased again (concomitantly with the decrease in spike duration) to reach values always

larger than those of the first AHP (Fig. IlA and B). In addition, the spike threshold

aIways increased progressively during the current pulse. This increase was rather

substantial, reaching 7-10 mV for current steps of 1.0 nA.

Non-ste/late cel/s. The spike duration increased during the initial 3-5 spikes and then, in

contrast to ses, remained rather constant (never decreased) for subsequent spikes during

the current pulse (Fig. 12B and Cl. The AHP amplitude had an inverse relationship to

spike duration, being largest for the fust spike and remaining rather constant after the

3rd-5th spikes (Fig. 12A and B). As in SCs, the spike threshold progressively increased

during the current pulse, though this increase was smaller (only 2-5 mV for current steps

of 1.0 nA) than in SCs.

(Fig. 12 near here)

SPIKE-1RAIN AFTERHYPERPOLARIZATION

The characteristic AHP that followed a current-pulse triggered spike train in both

SCs and non-SCs is shown in Fig. 13A and B, respeetively. In both types of neuron, the

spike-train AHP consisted of a medium- (asterisk) and a slow-duration component.

However, the amplitude of both components was typically larger in SCs than in non-SCs

(Fig. 13C and D). In addition, the total duration of the spike-train AHP was also

significantly larger in ses (2.42 ± 1.1 sec; n=35) than in non-SCs (0.96 ± 0.37 sec; n=19),

as measured for current steps of 0.5-0.7 nA. Finally, in SCs, the retum of the membrane

potential toward the resting level during the slow AHP was distinetly biphasic (Fig. 13A,

arrowhead) indicating two different phases of slow repolarization.

(Fig. 13 near here)
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DISCUSSION

Knowledge of the basic electrophysiological properties of MEC layer II neurons is

essential to assess the charaeteristics~ and degree~ of the transduction process performed in

this key cortical layer. Our data demonstrate the presence of two electrophysiologically

different populations of MEC layer il projection neurons~ both displaying a rich intrinsic

electroresponsiveness. This richness was particularly manifest in the most abundant cell

type shown by intracellular labeling to correspond morphologically to the stellate cells

typical of EC layer il (Alonso and Llinâs 1989; Gerrnroth et al. 1989; Ram6n y Cajal

1902). Non-SCs, the majority of which displayed a pyramidal-like morphology, behaved

in a manner electrophysiologically similar to other regular-spiking cortical neurons

(Connors and Gutnick 1990; Connors et al. 1982; McCormick et al. 1985; Stafstrom et al.

1984a).

UNIQUENESS OF STELLATE CELL ELECTRORESPONSIVENESS AND MAIN DIFFERENCES FROM

NON-STELLATE CELLS.

ses demonstrated a complex set of electroresponsive properties that caused

minimal changes of membrane potential in the subthreshold range to generate an active

response. Subthreshold outward current pulse injection always caused the membrane

potential ta attain a conspicuous early peak and then sag to a lower level. AIso, a very

pronounced time-dependent inward rectifying response was observed following inward

current injection. The voltage versus injected current relationship of the ses was thus

markedly non-Hnear and demonstrated pronounced inward rectification during polarization

on either side of the membrane potential. Further aspects of this membrane behavior and

its underlying ionic mechanisms will be presented and discussed in the accompanying paper

(KIink and Alonso 1992b). Yet it seems appropriate to mention here that although in

general the above properties are not exclusive of the SCs and have been described and

102



(

(

Chapterill

analyzed in detail in other cortical (Halliwell and Adams 1982; Hoston et al. 1979; Spain et

al. 1987; Stafstrom et al. 1984b) and subcortical (Kamondi and Reiner 1991; McCormick

and Pape 1990; Osmanovic and Shefuer 1987; Yarom and Llinâs 1987) neurons~ it appears

to us that the SCs are among those in which a time-dependent inward rectifier bas the

most pronounced effects on the membrane potential.

The most distinctive electrophysiological signature of the SCs was the presence of

rhythmic subthreshold oscillatory activity in the theta or beta range of frequencies

depending on the membrane potential. That this was a self-sustained intrinsic membrane

phenomenon was indicated by the characteristics of its voltage dependence. Subthreshold

oscillations were not present at the resting potentiaL or below~ and gradually developed~

growing in amplitude and frequency when the cells were depolarized positive to -60 mV.

In addition, this intrinsic oscillatory phenomenon, as opposed to that in many other brain

neurons (Llinas 1988)~ is not Ca2+-dependent but depends instead upon the activation of

a persistent Na-conductance (Alonso and Llinas 1989; Klink and Alonso 1992a).

Subthreshold oscillations of the membrane potential with a high degree of rhythmicity

similar to those of the EC SCs have aIso been described in other cortical (Llinas et al.

1991; Silva et ai. 1991) and subcortical structures (Steriade et al. 1991; Deschenes et al~

1992) and shown to be both Na+- and Ca2+-dependent in layer V neocortical neurons

pyramidal cells (Sîlvaet al. 1991) and at least Na+-dependent in layer IV sparsely spinous

intemeurons (LIinâs et al. 1991). Also~ hippocampal pYramidal cells display subthreshold

oscillations of low and rather variable frequency and amplitude (Lanthorn et al. 1984;

MacVicar 1985) similar to the EC layer II non-SCs.

Another striking characteristic of the ses was their ability to generate upon d.c.

depolarization a repetitive bursting pattern which consisted ofnon- (or minimally) adapting

trains of action potentials (spike "clusters") separated by subthreshold oscillations and not

followed by an apparent slow ARP. Sirnilar complex periodic patterns have been

previously described in experimental and modeling studies of several oscillatory systems
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(Guevara 1987, 1991; Guevara et al. 1987; Guttman and Bambill 1970; Holden et al.

1982) but not, to our knowledge, in CNS neurons. The emergence of this spike cIustering

phenomenon may be explained, at Ieast partially, by the entrainment of regular spiking by

the subthreshold oscillations and thus coupling of two, otherwise independent, oscillators

(subthreshold oscillations and rhythmic spiking). It is aIso apparent that once spike

threshold is reached by a particular pacemaker wave, the probability of a subsequent firing

is increased by the larger rebound oscillation triggered by the fust spike AHP.

Furthennore, factors such as the spiking-dependent build-up of an outward current (which

nonetheless causes no measurable etfect on the spike trajectory) may contribute to

establish the duration of the spike clusters and the inter-cluster interval. The cIustering

behavior of the SCs is, however, radically ditferent trom that previously described in other

"bursting" cortical (Connors and Gutnick 1990; Connors et al. 1982; Wong and Prince

1981) or subcortical neurons (Alonso and Llinâs 1992; Avanzini et al. 1989; Gerber et al.

1989; Jahnsen and Llinâs 1984; Khateb et al. 1992; Wilcox et al. 1988). In these, firing

frequency changes drastically during the bUTst which is always followed by a pronounced

long-lasting AHP. Nonetheless, the repetitive spike "clustering" pattern associated with

subthreshold oscillations is not an exclusive property of entorhinal neurons in the CNS. A

preliminary electrophysiological study of basal forebrain non-cholinergie neurons has also

revealed that the most striking intrinsic property of these cells is their ability to develop 40

Hz rhYtlunic subthreshold membrane potential oscillations associated with rhythmically

repeating spike "clusters" at theta frequency (MühIethaler et al. 1992).

The above-described characteristics distinguish ses trom non-SCs. The latter

group displayed a less pronounced time-dependent inward rectification and, most

distinctively, smalI or no depolarization-induced sags. Indeed, in the non-SC firing upon

threshold current-pulse depolarization always occurred with a much longer delay than in

the ses and was preceded by a slowly rising plateau depolarization. In addition, non-SCs

did not generate a persistent rhythmic subthreshold oscillatory activity, nor did they
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develop the spike clustering phenomenon of the SCs. Howevery membrane potential

oscillations of low and rather variable frequency and amplitude, very much like those

reported in CAl hippocampal pyramidal neurons (Lanthom et al. 1984; MacVicar 1985)y

were also generated by the non-SCs.

OTHER ELECTROPHYSICAL PROPERTIES

The two groups of neurons were also found to differ in severa! other

electrophysiological properties.

The SC action potential was rather fast (1.27 ms at the base) and foUowed by three

charaeteristic afterpotentials: a fast- and a medium-duration ARP separated by an ADP.

These are, qualitatively, common properties of other cortical projection neurons (Connors

and Gutnick 1990; Schwindt et al. 1988b; Wong and Prince 1981) and were aIso present in

non-Ses. However, the action potentiaI of the non-SCs was slower and the ADP was less

manifest (or absent) than that of the SCs. These differences probably arise because of

different mechanisms underlying action potential repolarization in SCs and non-Ses as

shown in the accompanying paper (Klink and Alonso 1992b).

The analysis of firing frequency versus injected current relationship also made it

possible ta differentiate between SCs and non-SCs. Firstywhereas most SCs displayed a

bilinear f-I relation for the tirst ISI and simply linear for subsequent ISIs, most non-SCs

displayed a bilinear relation at aIl times. As in other cortical neurons (Lorenzon and

Foehring 1992; Stafstrom et al. 1984a), in both SCs and non-SCs, the secondary range

was always the shalIowest. Second and more noticeable, SCs had a much steeper f-I slope

for early intervals than non-SCs. This implies that the SCs had an early higher gain in the

transduction of sYDaptic input into impulse firing. On the other hand, SCs displayed a

more pronounced and faster spike frequency adaptation than non-SCs. This adaptation

was associated with a longer duration, larger amplitude and more complex wave form

slow AHP than in the non-SCs. Adaptation and slow AHP are related events which have
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been described in cortically projecting neurons and to which multiple voltage-and 000

voltage-dependent ionic conductances have been shown to contribute (Constanti and Sim

1987; Lancaster and Adams 1986; Madison and Nicoll 1984; Schwindt et al. 1988a). The

differences in adaptation and slow ARP between SCs and non-SCs must then relate to

fundamental differences in the mechanisms underlying repetitive firing in the cell groups.

The complexity of the intrinsic electroresponsiveness of the SCs was aIso

manifested by the changes in spike trajectory during puIse-triggered spike trains. Spike

frequency adaptation in other CNS neurons appears correlated with a spike broadening

that leads to an increase in Ca2+ entry and the activation of slow Ca2+-dependent K+

current (Bourque and Renaud 1985; Lancaster and Nicoll 1987; Llinâs and Alonso 1992;

Schwindt et al. 1992; Schwindt et al. 1988a). An increase in spike duration indeed took

place in the SCs for the three initial spikes during a train. However, later spikes a1ways

displayed a pronounced progressive decrease in duration while adaptation still proceeded.

AIso, in spite of this decrease, SC spike trains were followed by a much more prominent

slow ARP than non-SC spike trains whic~ on the other hand, never displayed a spike

duration decrease. The decrease displayed by the SCs is a striking phenomenon not

previously described, to our knowledge, in other neurons.

FUNCTIONAL llvlPLICATIONS

Though stellate cells are the most common cell type in MEC layer II giving rise to

perforant path fibers upon the dentate gyms, previous anatomical studies had already

demonstrated that other lvŒC layer II non-SCs (mainly pyramidal-like neurons) a1so

contribute to this projection (Schwartz and Coleman 1981). Our data demonstrate that

SCs and non-SCs have indeed very different intrinsic electroresponsiveness that thus

renders the two groups of neurons clearly distinct with regard to input-output relations.

This, therefore, suggests the existence in MEC layer II of two parallel channels for

information processing, each possessing different integrative properties. The SCs channel
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constitutes a highly rhythmic processmg system with striking pacemaker properties

(further discussed below). Interestingly preliminary results indicate that SCs and non-SCs

may also be differentially modulated by cholinergie and serotoninergic inputs (Alonso and

Klink 1991; Klink and Alonso 1992a). The similaritiesldissirnilarities of these neurons'

targets and the physiological actions upon them remains to be detennined. Equally

interesting is whether there is a differential segregation of isoconical inputs upon SCs and

non-SCs as well as the SYnaptic interactions between the two groups of cells.

The presence of subthreshold theta-like rhythmicity in ses brings up the issue of

the limbic theta rhythm and the role of oscillations in entorhinal cortex funetion. Though

the theta rhythm has been extensively investigated in the hippocampus, to the point of

being most frequently generically referred to as "hippocampalIl theta rhythm, theta rhythm

is also characteristic of other limbie structures. In fact, the entire circuit of Papez

participates in theta rhythmicity. A prominent theta activity is present in the mammillary

bodies (Komisaruk 1970; Mignard et al. 1987), anterior thalamus (Mignard et al. 1987)

and cingulate cortex (HoIsheirner 1982; Leung and Borst 1987), but is primarily seen in

the EC. The presence oftheta waves in the EC was tirst reported thirty years ago (Adey

et al. 1957, 1960; Holmes and Adey 1960) and in 1980 a local generator of theta rhythm

was shown to exist in the dorsomedial aspect of the EC (Mitchell and Ranek 1980). More

recently, Alonso and Garcia-Austt (1987a,b) extended this result to the full extent of the

EC and demonstrated that rhythmie single-unit aetivity is present mainly in the superficial

layers and primarily in layer II. In this last study, it was actuaIly round that most theta cells

in layer II display a unique firing pattern consisting of spikes or brief bursts separated by

silent intervals of variable duration, though always an integer multiple of the theta rhythm

period. This firing pattern is thus consistent with the underlying pacemaker mechanism

being the intrinsic subthreshold oscillations typical of the ses. Synchronization, in order

ta give rise to rhythmic population activity such as that present in vivo, may be

implemented in the local network via the net of recurrent axonal collaterals that the SCs
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demonstrate (Alonso and Llinàs 1989; Lingenhôl and Finch 1991). We have never

observed, however, evidence of spontaneous rhythmic population activity in the EC slice

under our normal recording conditions. Since it bas been shown that the emergence of the

limbic theta rhythm needs of an intact medial septal complex of the basal forebrain

(Mitchell et al. 1982; Stewart and Fox 1990) neuromodulatory influences from this

subcortical area may be essential in order to tune the entorhinal local network into an

oscillatory mode.

Our present resuIts have also shown that SCs can intrinsically generate, in addition

to theta-like subthreshold oscillations, a low-frequency repetitive bursting pattern

consisting of non-accommodating spike trains (clusters) separated by beta frequency

subthreshold oscillations. This phenomenon may thereby also relate to the simultaoeous

generation of slow (Iow-frequency beta) and fast (beta) rhythmic population activities

which the pioneer studies of Stumpf (1965) already demonstrated ta coexist in

hippocampal cortices. The repetitive bursting frequency of the SCs in vitro falls, however,

just below theta frequencies and the interburst subthreshold oscillations are actually within

the low beta range. In the intact animaL however, under the influence of neuromodulatory

systems these frequencies may both be increased. In support of this hypothesis we have

recently observed that serotonin does indeed increase the frequency of both the spike

clusters (4-5Hz) and the subthreshold oscillations (up to 40Hz) (Klink and Alonso 1992a).

With regard ta the functional role of oscillations, theta bursting rhythmicity in the

limbic system is widely believed to underlie synaptic plasticity (Greenstein et al. 1988;

Larson and Lynch 1986) and thus relate to learning and memory (Doyère and Laroche

1992). Alonso, de Curtis and Llinas (1990) also recently showed that subthreshold

oscillation of the membrane potential in ses cao lead ta a non-Hebbian-type of long-tenn

enhancement of synaptic efficacy. They then proposed that prominent oscillations and

plasticity of ses may actually serve to enhance resonance in networks sa that neuronal
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aggregates are created that tire rhythmicaIly. In pathological situations tbis could

eventually lead to epileptogenesis.

FinallY7 oscillations in EC layer II may be fundamental to coordinate the processing

of incoming information from the cortical mantle. The oscillatory behavior of the EC SCs

may uItimately implement a synchronizing mechanism by which the activity patterns of the

multiple inputs from sensory and association cartices and the limbic system that converge

onto these neurons may be temporarily coordinated for its transmission to the hippocampal

processing machinery. In the light of the established role of the EC in memory (Gauthier et

al. 1982; Levisohn and Isacson 1991; Mishkin 1982; Murray and Mishkin 1986)7 it seems

appropriate to mention that this coordination appears essentiai ta establish the

conjunctional relations between distributed features of a particular event that may be

fundamental in the acquisition of memory.
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Table 1. Electrophysiological parameters of stellate (SC) and non-steUate (non-SC) cells

ofmedial entorhinal cortex layer II.

Values are Mean ± sn for fony nine and twenty six representative ses and non-SCs,

respectively. Vr: resting membrane potential; Ri: apparent input resistance; Tau: apparent

membrane time constant; Sp Th: spike threshold; Sp Dur: spike duration; fAHP and

mAHP: fast and medium AHP amplitude, respectively; DAP: depolarizing after potential;

Vm Ose: membrane potential of most prominent oscillatory aetivity; Freq Ose: frequency

ofoscillations measured at Vm Ose; Amp Ose: Mean amplitude of oscillations measured at

Vm Ose; Hs% and DS%: hyperpolarization-induced and depolarization-induced sag

percentage, respectively; MSL: maximum spike latency. See ~THODS section for details

on measurements.
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mV Hz mV ms

~

SC -62.4t3.1 36t9 B.5t2.4 -50.9t2.4 1.27tO.22 10.4t2.6 10.7t3.1 1.1 t1.0 -5S.6t2.1 8.6t2.1 2.6tO.5 30t7 57t17 42t17
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Figure 1. Morphology of media! entorhinal cortex layer II neurons. A and B: camera

lucida reconstructions of a stellate and a non-stellate (pyramidal-like) cell from media!

entorhinal cortex layer II, respeetively.
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Figure 2. Voltage-current relationship of steUate cells. A: responses to injection of

depolarizing and hyperpolarizing current pulses applied from the resting membrane

potentiaI (-64mV). Vp signais the early peak of the voltage responses which then "sag"

towards a steady state level (Vs). B: plots of membrane potentiai (Vm) vs. amplitude of

CUITent pulse from the cell in A. Filled circles plot levels of Vm at the peak of the voltage

response. Filled triangles plot levels ofVm at steady state (measurements towards the end

of the current pulse). Note that both plots are concave over the whole range, thus

dernonstrating inward rectification in both the hyperpolarizing and depolarizing direction.

C: Voltage responses to low amplitude subthreshold depolarizing and hyperpolarizing

current pulses taken from A and plotted at an expanded voltage scale. Note that minimal

voltage changes evoke an active membrane response (sag). D: detail of the rebound

responses to hyperpolarizing pulses of increasing amplitude trom A plotted at an expanded

voltage scale. Note that the largest hyperpolarization elicits burst firing (dots).
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Figure 3. VoItage-current reIationship of non-stellate cells. A: responses to injection of

depoIarizing and hyperpolarizing current pulses applied from the resting membrane

potential (-64 rnY). B: plots of membrane potentiai (Vm) vs. amplitude of current pulse

from the cell in A FiIled circles plot levels of Vm at the peak of the voltage response.

Filled triangles plot Ievels of Vm at steady state (measurements towards the end of the

current pulse). C: Voltage responses from a different cell to low amplitude depolarizing

and hyperpolarizing current pulses. Note the absence of depolarization-induced sag and

the slowly rising ramp potential evoked by the largest depolarizing pulse. D: rebound

responses to hyperpolarizing pulses of increasing amplitude. Note that the largest rebound

potentials can trigger a plateau depolarization and spiking (arrowhead).
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Figure 4. Stellate cell subthreshold rhythmic voltage oscillations. A: development of

oscillations with increasing levels of depolarization. Note that at rest (0 ~ Vm=-64mV)

no membrane potential oscillations are present but they clearly develop with CUITent

injection of 0.28 nA (Vm=-S8mV). B: autocorrelogram for the 0.36 nA current injection

level (Vm=-5S mV) demonstrating clear rhythmicity at a dominant frequency of 8.3 Hz.

The dotted line on the autocorrelogram indicates 0 level. C: graphic representation of the

average amplitude of the subthreshold oscillations plotted against membrane potential

(Vm) from four different neurons.
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Figure 5. Spike "c1usters" and subthreshold oscillations in the stellate cells. A-C: spiking

and subthreshold oscillations at three different levels of depolarizing constant current

injection. Note the emergence of spike clusters in B and the development of a repetitive

bursting pattern in C. Note aIso that bursts are separated by subthreshold oscillations and

are not followed by a slow ARP. D: short epochs trom A and C (bottom dotted lines) at

an expanded time and voltage scale. Note the higher frequency of the subthreshold

oscillations during inter-burst intervaIs (upper trace) as compared to those interspersed

with single spiking (lower trace). E: superimposition of the four action potentiaIs from the

labeled burst in C (upper thick line) aligned with respect to their peaks. Note the regularity

of the spike (inset) and interspike trajectories. The filled circle in E and C signais the

second spike of the burst. F: graphic representation of the frequency of the subthreshold

oscillations plotted against membrane potential (Vm) in four different neurons. Note the

non-linearity of this relationship with a rapid increase in frequency at potentials positive to

about -55mV. G: graphic representation of the duration of the intra-hurst inter-spike

intervals as a funetion of the inter-spike interval number for ten consecutive bursts of 3-4

spikes fonn the same cell in A-E.
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Figure 6. Tonic firing in the steUate celIs evoked by depolarizing constant current

injection. A: subthreshold oscillations and occasional spikes at a membane potential of

about -54 mV. B: tonie firing with a spike failure (arrow) with current injection of 0.64

nA
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Figure 7. Subthreshold membrane voltage behavior of non-stellate cells upon d.c.

depolarization. Note the absence of both the persistent rhythmic subthreshold oscillatory

aetivity, as indicated by the non rhythmic autocorrelogram ta the right, and the spike

clusters typical of the stellate cells (Fig. 4).
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Figure 8. Electrophysiological parameters that vary between stellate and non-stellate cells

(SC and non-SC, respectively). Distributions: depolarization-induced sag percentages (A,

DS%); hyperpolarization-induced sag percentages (B, HS%); spike duration CC, SpDur);

spike threshold (D, SpThr); depolarizing after potential amplitude (F, DAP); apparent

membrane time-constant (G, Tau). E: spike afterpotentials in stellate (upper trace) and

non-stellate (lower trace) cells. Action potentials truncated. fAHP, fast

afterhyperpolarization; DAP, depolarizing afterpotential; mAHP, medium

afterhyperpolarization.
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Figure 9. Firing frequency versus injected current in steUate ceUs. A: increased firing

frequency response to injection of constant current pulses of increasing amplitude (1eft to

right). B: plot offiring frequency versus injeeted current (f-I relation) for early (1~2~ and 3)

and late (6 and 8) inter-spike intervals (ISIs). C: plot of the number of spikes evoked by

220ms current pulses as a function of the amplitude of the pulses. D: plot of instantaneous

firing rate versus time for two different steps of injeeted current. The lines represent the

best-fits for the fast (logarithmic fit) and slow (exponential fit) phases ofadaptation.
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Figure 10. Firing frequency versus injeeted CUITent in non-stellate cells. A: increased firing

frequency response to injection of constant current pulses of increasing amplitude (1efi to

right). B: plot offiring frequency versus injected current (f-I relation) for early (1,2, and 3)

and late (6 and 8) inter-spike intervals (ISIs). C: plot of the number of spikes evoked by a

240ms CUITent pulse as a funetion of the amplitude of the pulse. D: plot of instantaneous

firing rate versus time for two different steps of injeeted current. The lines represent the

best-fits for the fast (logarithmic fit) and slow (exponential fit) phases ofadaptation.
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Figure 11. Spike and interspike trajectories during current-pulse triggered spike-trains in

stellate cells. A: spike train triggered by a 230ms current pulse of 0.6 nA. B:

superimposition of the fir~ second, third and sixth spike of the train in A. The traces have

been offset to match spike thresholds. C: plots of spike duration versus spike number

during individual trains evoked by current pulses of increasing amplitude. Note the clear

decrease in spike duration for the tate spikes of the train at ail current intensities.
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Figure 12. Spike and interspike trajectories during CUITent-pulse triggered spike-trains in

non-stellate cells. A: spike train triggered by a 230ms current pulse of 0.6 nA. B:

superimposition of the first, second, third and sixth spike of the train in A. The traces have

been offset to match spike thresholds. C: plots of spike duration versus spike number

during individual trains evoked by current pulses of increasing amplitude. Note that, as

opposed to the stellate cells (Fig. 10), the spike duration never decreased during the train

at any current intensity.
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Figure 13. Characteristics of the AHP following current-pulse triggered spike-trains in

stellate and non-stellate cells. A and B: AHP following a 1nA current pulse in a stellate and

a non-stellate ceIL respectively. A medium duration (asterisk) and a slow AHP component

are present in bath types of neurons. Note that in spite of the shorter pulse applied ta the

steUate ceU the ARP amplitude was larger than that of the non-stellate ceU. AIso the

stellate cell slow ARP was distinetively biphasic (arrowhead). C and D: Plots of medium

AHP peak amplitude (C) and slow ARP peak amplitude (0) for bath steUate (filled

diamonds) and non-stellate (filled squares) cells.
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IONIC MECHANISMS FOR THE SUBTHRESHOLD OSCILLATIONS

AND DIFFERENTIAL ELECTRORESPONSIVENESS OF MEDIAL

ENTORHINAL CORTEX LAVER fi NEURONS
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EC Entorhinal cortex

MEC Medial entorhinal cortex

TTX Tetrodotoxin

8NaP Persistent low-threshold sodium conductance

TEA Tetraethylammonium

SC Stellate cell
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SUMMARY AND CONCLUSIONS

1. Layer II of the Medial entorhinal cortex is comprised of two

electrophysiologically and morphologically distinct types of projection neurons: stellate

cells (SCs) which are distinguished by rhythmic subthreshold oscillatory activity and non

stellate cells (non-SCs). The ionic mechanisms underlying their differentiai

electroresponsiveness, particularly in the subthreshold range of membrane potentials, was

investigated in an Ifin vitro" slice preparation.

2. In both, SCs and non-SCs, the apparent membrane input resistance was

markedly voltage-dependent, respectively decreasing or increasing at hyperpolarized or

subthreshold depolarized potentiallevels. Thus, the neurons displayed inward rectification

in the hyperpolarizing and depolarizing range.

3. In the depolarizing range, inward rectification was blocked by tetrodotoxin

(TTX, 1J.LM) in both types of neurons and thus shown to depend on the presence of a

persistent low-threshold Na+-conductance (8Nap). However, in the presence of TTX,

pronounced outward rectification became manifest in the subthreshold depolarizing range

ofmembrane potentials (positive to -60mV) in the SCs but not in the non-SCs.

4. The rhythmic subthreshold membrane potential oscillations which were present

only in the SCs were abolished by TTX and not by Ca2+-conductance block with Cd2+ or

C0 2+. Subthreshold oscillations thus rely on the activation of voltage-gated Na+, and not

Ca2+, conductances. The Ca2+-conductance block aIso had no effect on the subthreshold

outward rectification.

5. Prominent time-dependent inward rectification in the hyperpolarizing range in

the SCs persisted after Na+- and Ca2+-conductance block. This rectification was not

affected by Ba2+ (1mM), but was blocked by Cs+ (l-4mM). Therefore, it is most probably

generated by a hyperpolarization activated cationic current (Q-like current). However, the
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Q-like current appears to play no major roIe in the generation of subthreshold rhythmic

membrane potential oscillations since these persisted in the presence ofCs+.

6. On the other band, in the SCs, the fast, sustained, outward rectification that

strongly developed (after Na+-conduetance block) at the oscillatory voltage lever was not

affeeted by Cs+ but was blocked by Ba2+ (ImM). Barium was aIso effective in blocking

the subthreshold membrane potential oscillations.

7. In the non-SCs, which do not generate subthreshold rhythmic membrane

potential oscillations nor manifest subthreshold outward rectification in TT~ Ca2+

conductance block abolished spike repolarization and caused the development of long

lasting Na+-dependent plateau potentials at a high suprathreshold voltage level. At tbis

leve~ where prominent delayed rectification is present, the Na+ plateaus sustained

rhythmic membrane potential oscillations. In the SCs, Ca2+-conductance block caused

ooly a spike broadening at the base and blocked the fast afterhyperpolarization.

8. The results provide further evidence that the different electroresponsiveness of

SCs vs non-SCs rests to a large extent in a different expression of ionic conductances in

their respective neuronal membranes. With regard to the distinct rhythmic subthreshold

oscillations present ooly in the SCs, the data suggest that their mechanism of generation

relies on the interplay of~ap and a subthreshold outward rectifying K+-conductance.
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INTRODUCTION

A substantial amount of in vitro neurophysiological investigations over the last 15

years have demonstrated a previously unexpected, rich electrophysiological diversity of

CNS neurons in both subcortical or cortical structures (Connors and Gutnick 1990; Llimis

1988). Mammalian brain neurons indeed possess a great variety of voltage-gated ionic

conductances which depending upon relative prominence and somatodendritic location

shape their individual electroresponsiveness and thus the way they process information. In

certain brain areas, electrophysiological diversity even appears to exceed that of

morphology (Alonso and Llinâs 1992).

In line with the above, the study of the general eleetrophysiological characteristics

of Medial entorhinal cortex (MEC) layer II neurons reported in the accompanying paper

(Alonso and Klink 1992) demonstrated the presence in this key cortical layer of two

groups of projection neurons that were morphologically identified as stellate and non

stellate celIs and which displayed clearly distinct intrinsic eleetroresponsiveness. Among

multiple differeoces in their non-linear input-output relations, the mos! striking was the

ability of the stellate cells (SCs) to generate rhythmic voltage oscillations in the

subthreshold range of membrane potentials. In the present study, we have investigated

with conventional cUITent-clamp and pharmacological techniques sorne of the ionic

mechanisms underlying the differential electroresponsiveness of ses and non-ses. In

particular, we have placed special emphasis on those mechanisms responsible for the oon

linearity of the membrane in the subthreshold range of membrane potentials and thus for

subthreshold voltage oscillations. While in other brain neurons, these oscillations generally

rely on the activation of voltage-dependent Ca2+-conductances, our results demonstrate

that subthreshold membrane potential oscillations in the ses depend on the activation of a

low-threshold persistent Na+-conductance (8NaP). Evidence is a1so presented that the
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interplay of<8NaP) and a delayed K+ rectifier is necessary and sufficient for the generation

of rhYtlunic subthreshold oscillatory activity.

METRons

The materials and methods used for the preparation of EC slices and for recording

the cells were similar to those described in the accompanying paper (Alonso and Klink

1992). The control Ringer solution contained (in mM) : 124 NaCI; 5 KCI; 1.2 KH2P04;

2.4 CaC12; 2.6 MgS04; 26 NaHC03; and 10 glucose. pH was adjusted to 7.4 by

saturating with 95% 02 and 5% C02. In experiments where the effeets of Cd2+, Co2+ or

Ba2+ were tested, phosphate and sulfate were omitted to avoid precipitation and divalent

cations were maintained at a normal concentration by adjusting the Mg+ concentration. In

order to black Na+-conductances, tetrodotoxin (TTX, 1flM) was routinely used, though in

sorne experiments the lidocaine derivative QX314 (Strichartz 1973) was applied internally

(25-100 nM in pipette) or the NaCI and NaHC03 were substituted with choline Cl and

choline Re03 on an equirnolar basis. In sorne experiments extracellular cesium was

applied at a concentration of 1-4~ tetraethylammonium (TEA) at 10-20 mM, carbachol

at 15-30 flM and EGTA at 0.5 mM.

Extracellular stimulation was implemented by the use of a twisted Teflon-coated

wire pair placed on the molecular layer of the EC 0.5 mm laterally to the recording

electrode and connected to an isolation unit.
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RESULTS

NA+-DEPENDENT INWARD RECTIFICATION AND SUBTIIRESHOLD OSCilLATIONS

As described in the accompanying paper (Alonso and Klink 1992), bath stellate

cells (SCs) and non-stellate cells (non-SCs) trom medial entorhinal cortex (MEC) layer II

display a non-linear voltage-current (Vrn relationship that exhibits inward rectification in

bath the hyperpolarizing and subthreshold depolarizing direction. Thus, in bath groups of

neurons, the apparent input resistance (Ri), which was estimated from the peak voltage

response ta the injection of small hyperpolarizing current pulses, was round to decrease or

increase when the resting membrane potential was shifted with constant current injection in

the hyperpolarizing or depolarizing direction, respectively (Fig. 1A1 and BI).

(Fig. 1 near here)

It bas been shown in other cortical (Connors et al. 1982; Spain et al. 1987;

Stafstrom et al. 1982) or subcortical neurons (Llinâs and Alonso 1992) that an Ri increase

in the subtbreshold range may be due to the presence of a persistent low-threshold Na+

conductance <8NaP), similar to that round in cerebellar Purkinje cells (Llïnas and Sugimori

1980}, and blocked by TTX. In order to investigate the contribution of 8NaP ta inward

rectification in SCs and non-Ses, we constructed Ri versus voltage (Ri-V) plots before

and after application ofTTX (illm) (Fig. lA2 and B2). In both SCs and non-Ses, inward

rectification in the depolarizing direction was totally and selectively abolished by TTX. As

a consequence, depolarizing inward rectification that at tirst glance might be viewed as a

conductance decrease (apparent membrane resistance increase), appears in fact ta retlect

the regenerative nature ofan inward Na+ current.

Analysis of the steady-state Ri-V relationship in TTX made it possible to further

differentiate the electroresponsiveness of ses versus non-SCs (Alonso and Klink 1992).

While at potentials between -60 and -SO mV Ri progressively decreased in the SCs (thus

depolarizing inward rectification in normal Ringer reversed to outward rectification in
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TT){; see below), this was never the case in the non-SCs (Fig. IA2 and B2). A linear fit to

the Ri-V plot in TTX between -60 and -50 mV gave a negative sIope of -0.57 ± 0.16

M.QImV (mean ± SD, 0=6) for the SCs, significantly different (two-tailed Student-t-test;

P<O.OOI) from the non-SCs positive sIope of 0.71 ± 0.15 M.QImV (n=6).

As presented in the accompanYing paper (Alonso and Klink 1992), perhaps the

most striking electrophysiologicai charaeteristic of the ses is their ability to generate a

self-sustained rhythmic oscillatory activity that develops below firing threshold for the fast

Na+ spike. Non-Ses aIso display subthreshold oscillations of the membrane potentiaI, but

these are of lower frequency and non-rhythmic. Blockage of voltage-dependent Na+

conductances with TTX (IJ.1m) completely abolished the subthreshold oscillations in both

populations ofneurons (0=50; Fig. le), as did replacing the extracellular Na+ by choline

(n=2) or the intracellular injection of the lidocaine derivative QX314 (0=10) (Connors and

Prince 1982; Stafstrom et ai. 1985) (not shown).

EFFECTS OF CA2+-CHANNEL BLacK ON SUBTHRESHOLD OSCILLATIONS AND SPIKE

AFfERPOTENTIALS

(Fig. 2 near here)

That activation of a Na+ conductance (not Ca2+) is necessary for rhythmic

subthreshold membrane potential oscillations in the SCs is shown for a typical neuron in

Fig. 2. Panel A illustrates the charaeteristic subthreshold oscillatory aetivity and spike

"clustering" phenomenon (Alonso and Klink 1992) that were elicited by membrane

depolarization to about -54 mV. Note in B that during Ca2+-conduetance block, after 14

min superfusion with 2mM c02+-1OOJ.1M Cd2+ in a low-Ca2+ medium, prominent

rhythmic subthreshold oscillations and sorne spike "clustering" still persisted. The upper

insets in Fig. 2A and B demonstrate that synaptic transmission was actually blocked within

7 min after switching to the modified solution. Panel C further iIlustrates that Ca2+

conductance block was aIse accompanied by a broadening of the base of the spike and the
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coincident abolition of the fast component of the afterhyperpolarization. No change was

observed, however, in the initial repolarizing phase of the action potential (Fig. 2e, inset).

In all SCs tested, rhythmic subthreshold oscillations persisted during superfusion with

Cd2+ (IOO-2001lM) and/or c02+ (1mM) in a low-Ca2+ (O-0.6mM) medium (n=12) as

weil as with a Ca2+-free medium with O.5mM EGTA (n=2). The ceUs were maintained in

such modified solutions for periods that ranged trom 8 to 40 min. As in the cell shown in

Fig. 2, the frequency of the subthreshold oscillations after Ca2+-conductance block aIways

decreased by 15-40%. It was also a consistent observation that after Ca2+ -conductance

block rhythmic subthreshold oscillatory activity always emerged accompanied by low

frequency spiking. In addition, though the spike Ilclustering" phenomenon could still be

observed (Fig. 2B), the ceUs were much more easily driven by d.c. depolarization into

tonic firing than in normal Ringer. In sorne cells (n=2), the spike broadening and

concomitant depolarizing afterpotential could cause firing in duplets. Ca2+-independent

subthreshold oscillations and spiking were always abolished (n=4) with TTX (1~M) and

were thus dependent on the activation ofvoltage-gated Na+ conductances.

(Fig. 3 near here)

The effects of Ca2+-conductance block with Cd2+- and/or Co2+-containing

solutions on the rather irregular subthreshold oscillatory activity and spike afterpotentials

of the non-SCs were also investigated (n=8) (Fig. 3). These experiments facilitated

another clear-cut distinction between SCs and non-SCs. In Fig. 3A, a non-SC was held at

about -52 mV where sorne low-threshold membrane potential oscillations (rather apparent

for this type of EC layer II neuron) and spiking were generated. Following 10 min

superfusion with 200flM Cd2+ in a Ca2+-free solution the irregular subthreshold

oscillations were largely, though not completely, abolished (Fig.3B). However, as can be

clearly noticed in Fig. 3B, the most striking and distinct effect of Ca2+-conductance block

on the non-SCs was the complete abolition of the spike afterhyperpolarization and

coincident substitution of single spike firing with plateau depolarizations. The depolarizing

158



(

(

ChapterIV

event present in Fig. 3B is illustrated in more detail at an expanded rime seale in Fig. 3C.

The event is initiated by rapidly inactivating action potentials that give way to low

amplitude rhythmic membrane potential oscillations riding on a slowly decaying plateau

depolarization. The plateau terminates with an increase in the amplitude of the membrane

potential oscillations and finaIly, with an abrupt repolarization followed by a slow

afterhyperpolarization. In Fig. 3D, in a different neuron from Fig. 3A to C, a simiIar

plateau potential is generated after Ca2+-conductance block by current pulse injection

from -60 mV. Note the protracted duration of the plateau that largely outlasts the current

pulse. Note also that the plateau sustains high frequency (50Hz) rhythmie membrane

potential oscillations. SimiIar resuIts were observed in ail non-SCs tested as in Fig. 3

(n=10). Ca2+-independent plateau potentials and slow prepotentials were aIways

abolished by TTX (1J.lM) (n=3). Na+-dependent plateau potentiais similar to those shown

in Fig. 3 were also obtained in the ses but ooly after reduction of K+ conductances with

tetraethylammonium (TEA) (10-40mM) (n=3). As in other CNS neurons (French and

Gage 1985; Huguenard et al. 1989; Stafstrom et al. 1985), the persistent Na+ current

present in the SCs and non-SCs shows very tittie voltage dependant inactivation.

NA+- AND CA2+-INDEPENDENT SUBTHP.ESHOLD RECTIFICATION

(Fig. 4 near here)

We reported in the accompanying paper (Alonso and Klink 1992) that EC layer II

SCs display a very prominent hyperpoIarization-aetivated time-dependent inward

rectification. In addition, as advanced above (Fig. 1), subthreshold (non-transient)

outward rectification aIso becomes manifest in the 1-V relationship of ses after

Na+-conductance block with. TTX. That conspicuous outward rectification develops at

the oscillatory voltage Ievel in these neurons is i1Iustrated in more detail in Fig. 4. Fig. 4A

and B illustrate the voltage responses of a SC to inwardloutward current pulse injection

from a membrane potential of -63 mV in control Ringer (A) and after Na+- and
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Ca2+-conductance block with TTX (O.5f!M) and c02+ (2mM) (B). Note that the

prominent time-dependent rectifYing responses typically evoked in the SCs by

hyperpolarization persisted after Na+-Ca2+-conductance block, as did the associated sag

responses at the break of the current pulses. However, the TTX-Co2+ solution

completely abolished inward rectification in the depolarizing direction and demonstrated

the presence of Na+- and Ca2+-independent subthreshold outward rectification. This

result is better illustrated in Fig. 4C where the steady-state VII relationships (measurement

at the end ofthe current pulse) from Fig. 4A and B have been plotted superimposed. Note

that the tum-up on the positive end of the control VII plot (squares) has been selectively

affeeted by the Na+-Ca2+-conduetance block (triangles). In faet, as shown in detail in

Fig.4D (enlargernent from Fig.4C), the TTX-C0 2+ VII plot shows a tum-down that

gradually develops at potentials positive to about -60 rnV, thus demonstrating an increase

in slope conduct3-1'lce and outward rectification in the subthreshold range of membrane

potentials. The straight line in Fig. 4D represents a linear regression fit to TTX-Co2+

values between -60 and -70 mV. The above result was observed in ail SCs tested as in

Fig. 4 (n=12).

(Fig. 5 near here)

The effects of Na+-Ca2+-conduetance block on the voltage responses to

inward/outward current pulses of the non-SCs were also investigated (Fig. SA and B)

(n=6). As in the SCs, such block aIso seleetively abolished inward rectification in the

depolarizing direction (Fig. SC and Cl. However, in contrast to the SCs, the steady-state

VfI relationship of the non-SCs under these conditions did not display outward

rectification at potentials negative to about -45 mV (Fig. 5D). Prominent outward

rectification did, however, develop at more positive potentials (Fig. SC).

Thus, the SCs which generate prominent rhythmic subthreshold oscillatory activity

a1so display a prominent time-dependent inward rectification and a marked outward

rectification (Na+- and Ca2+-conductance-independent) that strongly develops at the
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oscillatory voltage Ievei. On the other han<L non-SCs, with rather fragile and irregular

subthreshold oscillations, display a much less prominent time-dependent inward

rectification than the SCs (Fig. 5) (Alonso and Klink 1992) and no (non-transient) outward

rectification m the subthreshold range of membrane potentials after

Na+-Ca2+-conductance block.

EFFECTS OF Cs+ AND BA2+ ON STELLATE-eELL SUBTHRESHOLD RECTIFICATION AND

OSCILLATIONS

In many electroresponsive cells, time-dependent inward rectification is generated

bya cationic conductance to both Na+ and K+ that is blocked by extracellular Cs+ and not

affected by Ba2+ (DiFrancesco 1981, 1986; HaIliwell and Adams 1982; Mayer and

Westbrook 1983; McCormick and Pape 1990; Spain et al. 1987; Yanaghihara and Irisawa

1980). In the brain, a hyperpolarization-activated cationic current was first explored in

hippocampal pyramids and tenned IQ (HalIiwell and Adams 1982).

(Fig. 6 near here)

The effects of Cs+ and Ba2+ on the VII relationship of the SCs suggest that these

neurons also have a Q-like current (Fig. 6 and 7). Fig. 6A and B illustrate the voltage

responses of a SC to inward/outward current pulse injection before (A) and 10 min after

addition ofCs+ (1mM) to a TTX- (1~ and C02+-containing perfusate (8). Cs+ largely

abolished the time-dependent sag responses to the current pulses as well as the transient

resting potential overshoots that followed (Fig. 6B). As a consequence, in the presence of

Cs+ the VfI relationship demonstrated a linear membrane behavior at potentials negative to

about -60 mV (Fig.6C). On the other hand, Cs+ had no effect on the subthreshold

depolarizing outward rectification. Note in Fig. 6B that in the presence of Cs+ the voltage

responses (positive to -60 mV) to outward current pulses became clearly smaller than

those evoked by equal inward current pulses. Subthreshold outward rectification after

Q-like current black is more clearly illustrated in Fig. 6D (VfI enlargement from C) which

161



(

(

Chapter IV

demonstrates that in the presence of Cs+, the VII relationship still displayed a clear tum

down at potentials positive to -60 mV.

(Fig. 7 near here)

Consistent with a Q-like current underlYing time-dependent inward rectification in

SCs were the results of bath application of Ba2+ (1mM). As illustrated in Fig. 7A and B~

Ba2+ abolished neither the time-dependent sag responses to subthreshold current pulse

injection nor the associated membrane potential overshoots at the break of the pulses.

However, Ba2+, in contrast to Cs+, blocked subthreshold outward rectification (Fig. 7C

to F). Note in Fig. 7C and D, that the typical turn-down at the positive end of the steady

state VII plot in TTX-C02+ (squares) reverses (tums up) after 7 min superfusion with

Ba2+ (triangles). It is possible that such effect may have been caused by the block of an

M-current which may be activated negative to -50 mV and which is sensitive to Ba2+

(Halliwell and Adams 1982). However, this seems unlikely since the blocking action of

Ba2+ on outward rectification below -50 mV was aIso manifested on the "instantaneous"

VII relationship (Fig. 7E and F), an observation that appears inconsistent with the slow

time course of an M-current. Similar results were observed in all cells tested as in Fig. 6

or in TTX-only-containing solutions (n=6). Arguing against a significant contribution of

an M-current to outward rectification below -60 mV was the result of bath application of

the muscarinic agonist carbachol (15-60~M) which produced no detectable effect on

subthreshold outward rectification (Fig. 8A and B) (n=5). Carbachol did, however, have

other multiple direct actions on the SCs' electroresponsiveness that will be reported in

detail elsewhere (Alonso and Klink 1991; Klink and Alonso, in preparation).

(Fig. 8 near here)

A Q-like current active at the resting membrane potential may contribute to the

generation of rhythmic membrane potential oscillations as demonstrated in thalamic

neurons (McCormick and Pape 1990; Soltesz et al. 1991) and proposed for the ses
(Alonso and Llinas 1989). That a Q-like current is active at the resting membrane
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potential of the SCs was indicated by the finding that extracellular Cs+ aIways: a) caused

a membrane hyperpolarization (1-5mV) and b) largely abolished the time-dependent

hyperpolarizing sag responses observed upon subthreshold depolarizations from the resting

potential as well as the associated afterpotentials (Fig.6A and B; see a1so Fig.9C).

However, ifa Q-like CUITent is indeed essential for the generation of rhythmic subthreshold

oscillations, Cs+ should completely abolish the oscillations. The effects of Cs+ in nonnal

Ringer solution are illustrated in Fig. 9. Panels A and B illustrate the voltage responses to

current pulses in normal Ringer and 10 min after changing to a 3mM Cs+ containing

solution. Cs+ largely blocked the time-dependent sags to CUITent pulse injection. Note,

however, that in spite of the Q-like current block, a robust, transient, rebound potential

followed the largest hyperpolarizing current pulse (Fig. 98, arrow). This regenerative

event was dependent upon the activation ofa low-threshold Na+ conductance since it was

abolished with TTX (l~ (Fig. 9C). Nonetheless, larger hyperpolarizations aIso revealed

a distinct Ca2+-dependent rebound event (not shown). Fig. 9F illustrates that Cs+ aIso

increased the spike duration (inset), blocked the fast afterhyperpolarization (arrow), and

reduced the amplitude and increased the duration of the medium afterhyperpolarization.

Finally, Fig.9E illustrates that, in spitt.: of aIl the above actions, subthreshold oscillatory

activity persisted in the presence of Cs+, though its rhythmic character was less

pronounced. The frequency of the oscillation was aIso reduced from about 9 to 6 Hz.

Simi1ar results were observed in aIl cells tested as in Fig. 9 (n=10).

(Fig. 9 near here)

After Na+-conductance block in SCs, the presence in the VII relationship of

sustained outward rectification that markedly develops at the oscillatory voltage level

suggests that the oscillatory mechanism May, in faet, require the interplay ofa ~ap and an

outward-rectifying K+ conductance. Indeed, non-SCs which, like SCs, show ~ap but,

unlike SCs, do not display subthreshold outward rectification in rrx, are not capable of

generating rhythmic subthreshold oscillatory aetivity (Alonso and Klink 1992). However,
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after Ca2+-conductance block non-SCs did generate low-amplitude Na+-dependent

rhythrnic membrane potential oscillations at a high suprathreshold voltage (Fig. 3) where a

Ifclassical" delayed rectifier must be powerfully activated (Fig. 5).

(Fig. 10 near here)

That the mechanism underlYing subthreshold outward rectification appears

necessary for rhythmic subthreshold oscillations in the ses is shown in Fig. 10. Panels A

and B illustrate the subthreshold membrane potential behavior of a SC held at about

-54 mV in normal Ringer solution (A) and 8 min after Ba2+ superfusion (B). Note that

Ba2+, which blacks subthreshold outward rectification (Fig. 7), completely abolished the

rhythrnic subthreshold oscillatory activity. Sorne slow prepotentials, similar to those

displayed by the non-SCs in normal Ringer, could still be cbserved in Ba2+ (Fig. lOB,

arrows). Fig. 10C (inset) shows that Ba2+ aIso caused the development of a pronounced

shoulder on the repolarizing phase of the action potential which was, nevertheless,

followed by a deep and relatively fast AHP. SïmiIar results were observed in ail cells tested

as in Fig. 10 (n=7). In addition to Ba2+, we als" tested the effects of TEA (10-30mM),

another classical delayed rectifier blocker (Castle et al. 1989). Similarly ta Ba2+, TEA aIso

abolished the subthreshold oscillations and blocked subthreshold outward rectification

(n=5). In additio~ after Ca2+-conductance black, it caused the development of

Na+-dependent plateau events similar to those of the non-Ses (which did not require

Ca2+-independent K+-conductance reduction). On the other hand, rhythmic subthreshold

oscillations persisted in the presence of carbachol ( 15-60J!M), which did not black

subthreshold outward rectification (Fig. 8).
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DISCUSSION

In the accompanying paper two electrophysiologically and morphologically distinct

classes of MEC layer II projection neurons were described using a brain slice preparation

(Alonso and Klink 1992). SCs and non-SCs (mostly pyramidal-like) displayed a

differential set of electroresponsive properties, the most striking distinction being the

generation of rhythmic subthreshold oscillatory aetivity by the ses. The present results

suggest that the interplay between a low-threshold persistent Na+ conductance and a

subthreshold outward rectifying K+ conductance is necessary and sufficient for the

generation of rhythmic subthreshold oscillations by the SCs.

The anaIysis of the voltage-current relations of both SCs and non-SCs

demonstrated a pronounced inward rectification in the depolarizing direction that, in both

cell types, was found to be dependent on the activation of a subthreshold non-inaetivating

Na+ conductance. A TTX-sensitive persistent Na+ current has previously been described

in many other mammalian brain neurons and plays a role as a pacemaker element in

sustaining a repetitive tonie discharge (Llinâs and Alonso 1992; Stafstrom et al. 1984).

Such seems to be an important function for 8Nap in the non-SCs, which readily develop

rhythmic firing upon small depolarizations from the resting potential (Alonso and KIink

1992). However, in the ses, other currents, notably a subthreshold outward rectifier,

come ioto play to restrict the maintenance of tonic firing by 8NaP. These currents

determine the generation of8Nap-driven low-amplitude subthreshold oscillations.

Our experiments in low-Ca2+-, Cd2+- and/or Co2+-containing solutions

demonstrate that the persistent rhythmic subthreshold oscillations of the SCs are

independent of the activation of Ca2+ conductances. Also, the typical "spike-clustering"

phenomenon of these neurons was not abolished, though it was significantly diminished by

Ca2+-conductance block. These observations are in sharp contrast to those in many other

neurons ofthe brain where subthreshold oscillations rely on the activation of low-threshold
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voltage-gated Ca2+-conductances and, most frequently, the Ca2+-dependent K+

conductance that usually follows (Alonso and Llinas 1992; Avanzini et ai. 1989; Llinas and

Yarom 1981; Wong and Prince 1981). The frequency decrease that Ca2+-conductance

block had on the SCs subthreshold oscillations May have been caused by a differential

effect of divalent cations on the gating properties of the Na+-channel involved in the

oscillations (Armstrong and Cota 1990; Hille 1992). Na+-dependent, Ca2+-independent

subthreshold oscillations which are rather irregular and resemble those of SCs and non

SCs have aIso been described in hippocampal pyramidal ceUs (MacVicar 1985), where they

have also been referred to as slow prepotentials (Lanthorn et al. 1984; MacVicar 1985).

ses aIso displayed similar slow prepotentials following abolition of the persistent rhythmic

subthreshold oscillations by Ba2+ or TEA. In principle, the presence of a slowly

inactivating component in 8NaP (Alonso and Llinas 1989; Huguenard et al. 1988) May

explain these events.

A second characteristic of the SC VII relationship is the presence of a very robust

time-dependent inward rectification that becomes evident in the voltage recordings as large

depolarizing sags back toward rest during hyperpolarizing current pulses (Alonso and

Klink 1992). Such a phenomenon has been described in Many other electroresponsive celIs

and shown to be generated by a mixed cationic current carried by bath Na+ and K+

(Angstadt and Calabrese 1989; Bader and Bertrand 1984; Bobker and Williams 1989;

DiFrancesco 1981, 1986; Halliwell and Adams 1982; Kamondi and Reiner 1991; Mayer

and Westbrook 1983; McCormick and Pape 1990; Spain et ai. 1987; Yanaghihara and

Irisawa 1980). This current (variable referred to as IQ, IH, If and JAR.> activates slowly

with hyperpolarization and aIso deactivates slowly. SeveraI of its properties including

threshold, rime course and reversai potentiaI, appear to differ between different cell types,

however. As in a1l those cells exhibiting a Q-like CUITent, we found in the ses that time

dependent inward rectification persisted during Na+- and Ca2+-conductance block, was

not affected by Ba2+ and could be blocked by Cs+.
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It has previously been proposed that the deactivationlactivation of a Q-like current

may, in conjunction with 8Nap, be fundamental to the generation of rhythmic subthreshold

osciIlatory activity by the SCs (Alonso and LIinâs 1989). Consistent with a Q-like current

contribution to the development of rhythmic subthreshold oscillations was the finding that

Cs+ substantially reduced the frequency of the oscillations and aIso decreased their

rhythmicity. However, persistent rhythmic subthreshold oscillatory activity continued in

the presence ofCs+, thus indicating that a Q-like CUITent is not essential for the generation

of rhythmic subthreshold oscillations by the SCs.

Another salient non-Iinear membrane property m the subthreshold range of

membrane potentials was evident in the ses, but not in the non-Ses, after

Na+-conductance block. The study of the VfI relationship in this condition revealed a

pronounced, fast, sustained outward rectification that strongly developed at the oscillatory

voltage level (about -55mV). This rectification was not Ca2+-dependent, was not affeeted

by Cs+ (2mM) and carbachol (15-60J.1M), but was blocked by Ba2+ (ImM). The above

results suggest that subthreshold outward rectification may be generated in the SCs by a

"low-threshold" type of delayed rectifier (Dubois 1983) sensitive to Ba2+ like the slow M

current (Constanti et al. 1981; HaIliwell and Adams 1982) but of faster activation than the

M-current. Given the extraordinary diversity and ubiquity of K+ channels recently

reviewed by Rudy (1988) and Adams and Nonner (1989), it seems reasonable to

hypothesize that SCs express a specific subtype of K+ current that is optimal for the

individual cellis activity profile and which may or may not be expressed in other brain

neurons. In this respect, a transient, rapidly activating but very slowly inactivating K+

current bas recently been described by Spain et al (1991a) in large neocortical pyramidal

cells and proposed to resuit from the opening of two channel types, an inactïvating type

and a non-inactivating type (Spain et al. 1991b). Interestingly these pyramidal cells, also

possess a prominent 8Nap (Stafstrom et al. 1985) and in Fig. ID of Spain et al (1991a)

clear rhythmic low-amplitude membrane potential oscillations can be seen during the slow
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rise of the membrane potential toward threshold which is caused by the prominent

activation of the transient outward current. The same phenomenon occurs in

tuberomammillary neurons (Fig. 1; Llinâs and Alonso 1992) which also possess prominent

8Nap and slowly inactivating outward current (Kamondi and Reiner 1991; Llinas and

Alonso 1992). We propose that an important function for the conductance underlying

subthreshold outward rectification in the SCs is that of generatin& in reciprocity with

8Nap, rhythmic subthreshold oscillations. Indeed~ those agents (Ba2+, TEA) that blocked

subthreshold outward rectification also abolished the oscillations. The development of

sustainecL low-amplitude, membrane potential oscillations may depend on a fine-tuning of

specific biophysical properties of INap and outward rectifYing K+ current compounded by

the electrotonic characteristics of the cells.

A recent whole-cell patch-clamp study of acutely dissociated cells from superficial

layers of the EC has provided evidence for prominent sustained outward K+ currents in

neurons potentially identified as steUate cells (Eder et al. 1991). It is difficult to

comparatively discuss this report, however, since a tirne-dependent inward rectifier (typicaI

of the SCs) was not present in the dissociated cells investigated~ nor was mention made of

a persistent Na+ current.

The present results have aIso allowed an insight ioto the mechanisms responsible

for action potential repolarization in MEC layer II neurons and permitted a further clear

eut distinction between ses and non-SCs on this basis. In the SCs, a delayed rectifier,

rather than a Ca2+-dependent K+ conduetance~ dominated the initial (1/3 ta 1/2)

repolarizing phase of the action potential. Nonetheless, Ca2+ entry during the spike's

falIing phase (Llinâs et al. 1981) could aetivate a fast Ca2+-dependent K+ conductance

since Ca2+-conductance black caused a broadening of the base of the spike and abolished

the fast-ARP (Lancaster and Nicoll 1987; Spain et al. 1991a; Storm 1987). On the other

band, in the non-Ses Ca2+-conductance block abolished single spiking leading ta the

development of long-lasting 8Nap-dependent plateau potentials at a high suprathreshold
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voltage level. Thus, in the non-SCs action potential repolarization seems entirely

dependent on the activation of a fast Ca2+-dependent K+ conductance. Indeed, in

comparison to other cells in the CNS (LIinâs and Alonso, 1992; 80urque et al. 1985;

Dekin and Getting 1987; Spain et al. 1991a; Storm 1987; Yarom et al. 1985 ) non-SCs

appear to be the most dependent on Ca2+ influx for spike repolarization. Na+-dependent

plateau potentials, similar to those observed in the non-SCs after Ca2+-conductance block,

have aise been reported in other cortical (Stafstrom et al. 1985) or subcortical neurons

(LIinâs and Alonso 1992) possessing 8Nap. However, in these cells, as well as in the EC

SCs, the generation of high-voltage Na+ plateau required reduction of voltage-gated

K+ conductances with TEA.

With regard to the SCs' fast AHP, the results a1so demonstrate that extracellular

Cs+ abolished the fast ARP suggesting a Cs+ block of the Ca2+-dependent K conductance

underlying the fast ARP. On the other hand, 8a2+ caused the development of a

pronounced shouIder on the failing phase of the SCSI spike. This shoulder was probably

due to the conjoint action of severa! factors including a better permeation of8a2+ through

the Ca2+ channels opened by the spike depolarization, the inability of 8a2+ to activate

Ca2+-dependent conductances and the Ba2+ block of outward rectifying K+ currents (at

least the subthreshold outward rectifier). Nevertheless, the 8a2+ shoulder was followed by

a deep and fast ARP which may have been primarily produced by the same

Ca2+-dependent conductance that produced the fast ARP in normal Ringer.

FuNCTIONAL IMPLICATIONS

The results have provided further evidence that the differences in the

electroresponsive behavior between SCs and non-SCs rely to a large extent on a

differential set of ionic conductances in each of the two neuronal types. Modulation of

such conductances by neurotransmitters as a function of behavioral state may additionally

differentiate the processing capabilities of the two groups of neurons that we hypothesize
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constitute two parallel channels of information for the hippocampal formation (Alonso and

KIink 1992). IndeecL preliminary results suggest that under cholinergic modulation by

basal forebrain inputs (Alonso and Kahler 1984) the differences in the firing behavior

between ses and non-SCs may be enhanced (Alonso and Klink 1991).

The study ofEC electrophysiology is a subject ofgreat interest because of the role

ofthis structure in temporal lobe epilepsy (Alonso et al. 1990; Jones and Heinemann 1988;

Jones and Lambert 1990; Paré et al. 1992). The faet that action potential repoiarization in

the non-Ses appears ta rely entirely on the activation of a Ca2+-dependent K+ current

(and not a delayed rectifier), and taking into account that this type of current is a frequent

target for neuromodulation (Rudy 1988), suggests that the non-SCs may be primed for

bursting epileptogenic behavior (facilitated by 8NaP)' On the other hand, prominent

outward currents appear to set a rigid control upon the SCSi electroresponsiveness to

avoid hyperexcitability. In this respect, a robust delayed K+ current appears to counteract

the persistent Na+ current and prominent slow outward currents generate large amplitude

and long-lasting hyperpolarizations after high-frequency spike trains in the SCs but not in

the non-Ses (Alonso and Klink 1992). Since the ses are the most abundant cell group in

layer II, they integrate a large convergence of excitatory inputs from multiple cortical and

subcortical structures that are directed towards the hippocampus (see Lopes da Silva et al.

1990 and Witter et al. 1989 for review) and play a critical role in both Hebbian and non

Hebbian enhancement of synaptic strength (Alonso et al. 1990), it is not surprising that a

rigid control is imposed upon their electroresponsiviness in arder to prevent an excessive

tendency towards epileptogenesis in such a nodal point of the temporal lobe.

We have discussed in the accompanying paper the functional implications of

intrinsic voltage oscillations in the ses and their possible contribution to the generation of

limbic theta rhythm. Interestingly, multiple subsets of neurons that occupy key anatomical

positions in the limbic network display a striking pacemaker autorhythmicity. This is the

case for the EC SCs, for medial mammillary body neurons (Alonso and Llinas 1992) and
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for basal forebrain cholinergic (Khateb et al. 1992) and non-cholinergic (Mühlethaler et al.

1992) cells. However, the biophysical mechanisms underlying such rhythmicities are

different in each of the neuronal populations. Obviously, each group of neurons possesses

a particular biophysical identity, largely determined by a differential expression of ionic

conductances, to comply with the functions of the local network. On the other hand,

however, such identity is remarkably weIl lImolded ll to allow for the development of an

overall limbic rhythmicity that requires the synaptic interaction of multiple, otherwise

independent, oscillators.
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Figure 1. Apparent input resistance versus voltage relationship in stellate (A 1 and A2) and

non-steUate (BI and B2) cells. Al and BI: voltage responses to a hyperpolarizing

constant current pulse (-0.15 and -0.1 ~ respectively) applied at a depolarized (top) and

hyperpolarized (bottom) membrane potentiallevel. A2 and B2: from the same neurons~

plot of the apparent input resistance (Ri) as a funetion of membrane potential in control

Ringer solution (filled circ1es) and in the presence of IJ.LM TTX (open circles). Note that

Na+-conductance block abolished depolarizing inward rectification in both type of neurons

and revealed subthreshold outward rectification in the steUate cell exclusively. Cl and C2:

block of subthreshold membrane oscillations with TTX in ses. The subthreshold

membrane oscillations in control (Cl) are totally abolished in TTX 1 IJ,M (C2). Spikes

have been truncated..
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Chapter IV

Figure 2. Effects of Ca2+-conductance black on the stellate cell subthreshold oscillations

and spike afterpotentials. A and B: subthreshold oscillatory properties of a stellate cell

held at - -54mV before and after Ca2+-conductance block with a Co2+-Cd2+ containing

solution (14min). The top traces in A and B demonstrate synaptic transmission block by

the manipulation (Vm=-68 mV). Note that subthreshold oscillations persist after Ca2+

conductance black. C: superimpased spikes from the same neuron before and after Ca2+

conductance black. Note the broadening of the spike at the base (inset) and the block of

the fast component ofthe afterhyperpolarization.
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Chapter IV

Figure 3. Effects of Ca2+-conductance block on the non-SCs subthreshold voltage

behavior and spike afterpotentials. A and B: membrane-voltage behavior of a non-stellate

cell held at - -52 mV in control Ringer (A) and after Ca2+-conduetance block with a

Ca2+-free 200J,1M Cd2+ solution (B). Note that the irregular subthreshold osciUatory

activity is largely eliminated by the Cd2+ solution. Spike repolarization is, however,

completely abolished. C: plateau potential from B at an expanded time scale. D. in a

different ceU, after Ca2+-conductance block a short duration depolarizing current pulse

triggers a protracted plateau that outlasts the current pulse and sustains rhythmic

membrane potential oscillations (as that in Cl.
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Chapter IV

Figure 4. SteUate-cell subthreshold outward rectification persisted after Ca2+

conductance block. A and B: voltage responses to the injection of depolarizing and

hyperolarizing CUITent pulses in control Ringer (A) and after Na+-and Ca2+-conductance

block with TTX (1 flM) and Co2+ (2mM). C: from the same cell, plot of membrane

potential (Vm) vs. amplitude of current pulse before (filled squares) and after Na+-Ca2+

conductance block. D: enlargement of boxed area in C. In this and the following figures,

unless otherwise specified, voltage measurements were taken towards the end of the

current pulse and the straight line represents a linear regression fit to test solution values

between -60 and -70mV. Note the progressive increase in slope conductance at potentials

positive to -60mV (subthreshold outward rectification) in the TTX-Co2 + solution.
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Chapter IV

Figure 5. Effect of Na+-Ca2+-conductance block on the non-stellate cell voltage-current

relationship. A and B: voltage responses to the injection ofdepolarizing and hyperolarizing

current pulses in control Ringer (A) and after Na+·and Ca2+-conductance block with TTX

(IJlM) and Co2+ (2mM). C: from the same cell, plot of membrane potential (Vm) vs.

amplitude of current pulse before (filled squares) and after Na+·Ca2+-conduetance block.

D: enlargement of boxed area in C. Note that, similarly to stellate cells, Na+·Ca2+

conductance block abolished depolarizing inward rectification. On the other hand, as

opposed to steUate cells, subthreshold outward rectification was not manifested in the

voltage-current relationship after Na+-Ca2+-conductance block.
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Chapter IV

Figure 6. Cs+ blocks time dependent inward rectification. A and B: voltage responses to

the injection of depolarizing and hyperolarizing current pulses before (A) and 10 min after

the addition ofCs+ (lmM) (B) to a TTX + C02+ solution. C: from the same celL plot of

Vm vs. amplitude of current puise before (filled squares) and during Cs+ (filled triangles).

D: enlargement of boxed area in C. Note that Cs+ selectively abolished time-dependent

inward rectification.
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Chapter IV

Figure 7. Ba2+ blocks subthreshold outward rectification. A and B: voltage responses to

the injection of depolarizing and hyperolarizing current pulses before (A) and 7 min after

the addition ofBa2+ (1mM) (B) to a TTX +c02+ solution. C and E: from the same cell~

plot of steady state (C) and peak (E) Vm vs. amplitude of current pulse before (filled

squares) and during Ba2+ (fiIled triangles). D and F : enlargements of boxed areas in C

and D, respectively. Note that Ba2+ had no effeet on time-dependent inward rectification

but blocked the outward rectification that is manifested below -SOmV in both the steady

state (C and D) and peak CE and F) voltage-CUITent relations.
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Figure 8. Subthreshold outward rectification persists in the presence of carbachol (CCh).

A and B: voltage responses to the injection of depolarizing and hyperolarizing current

pulses before (A) and Il min after the addition of CCh (30J!M) to a TTX containing

solution. C: trom the same cell, plot of Vm vs. amplitude of current pulse before (filled

squares) and during CCh (fi1led triangles). D: enlargement of boxed area in C. Note that

subthreshold outward rectification was unaffected by CCh.
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Chapter IV

Figure 9. Stellate cells rhythmic membrane potential oscillations persist after Q-like

current black by Cs+. A, B and C: voltage responses to the injection of depolarizing and

hyperolarizing current pulses in normal Ringer (A), 10 min after changing to a 3mM Cs+

containing solution (B) and 4 min after further addition of TTX (1 JlM) ta black Na+

conductances (C). Note that a very pronounced Na+-dependent depolarizing rebound

potential (B, arrow) persisted after Q-like current block by Cs+. D and E: from the same

ce~ subthreshold oscillatory properties at - -53mV before (D) and after Q-like current

black by Cs+ (E). F: superimposed spikes from the same neuron before and after Q-like

current block. Note the broadening of the spike (inset) and the block ofthe fast component

of the afterhyperpolarization.
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Figure 10. Ba2+ blocks the stellate cells subthreshold rhythmic membrane potential

oscillations. A and B: subthreshold voltage behavior of a stellate cell held at - -54mV

before (A) and during Ba2+ (1mM) superfusion (B). Note the complete block of the

rhythmic membrane potential oscillations by Ba 2+ though sorne slow prepotentials can

still be observed (arrows).C: superimposed spikes from the same neuron before and during

Ba2+ superfusion. Note the development of a pronounced shoulder on the falling phase of

the spike.
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ADP after depolararizing potential

ARP after hyperpolarizing potential

CCh carbachol

EC entorhinal cortex

f-I firing frequency vs injected current

f-t firing frequency vs time

rvlEC middle entorhinal cortex

non-SC non-steUate

sAHP slow after hyperpolarizing potential

Sn-I spike number vs injected current

SC steUate
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SUMMARY AND CONCLUSIONS

1. Cholinergic modulation of the electroresponsive properties of the two

electrophysiologically and morphologically distinct classes of projection

neurons in layer II of the rat medial entorhinal cortex (rdEC), the steUate cells

(Ses) and non-stellate ceUs (non-SCs), were studied by intraceUular recording

under current clamp in an in vitro brain slice preparation.

2. In both SCs (n=34) and non-SCs (n=26), muscarinic receptor activation with

CCh (10-50 JlM) caused membrane depolarization which in most cases (83%)

was not associated with a measurable change in apparent input resistance at the

resting potential. CCh-induced depolarization as weil as aIl other modulatory

actions were fully blocked by atropine (300 nM).

3. In SCs, the CCh-induced membrane depolarization was associated with

subthreshold membrane potential oscillations and "spike-c1uster" discharge

which are typically expressed by these celIs upon depolarization (Alonso and

Klink 1993). CCh, however, caused a decrease of the dominant frequency of

the subthreshold membrane potential oscillations ftom 9.2±1.1 Hz to 6.3±1.1

Hz, as weil as a decrease of the intia-cluster firing frequency from 18.1±1.7 Hz

to 13.6±1.3 Hz (c1usters of 3-5 spikes). In addition, the spike-c1uster discharge

was less robust and the cells tended to shift inta tonic firing during Ceh. CCh

a1so strongly reduced the robust spike-frequency adaptation exhibited by the

SCs in response to depolarizing current pulses and the slow

afterhyperpolarizing potential (sARP) that follows the spike train.

4. In ses, CCh selectively reduced a tetrodotoxin-sensitive slow potential that

developed in response to subthreshold depolarizing current pulses and at the

break ofhyperpolarizing current pulses.

202



(

(

Chapter V

5. In both SCs and non-SCs, CCh produced conspicuous changes on the single

spike afterpotentials and the action potential waveform itself. First, in ail

neurons, the fast AHP was largely reduced (by 37±12% in SCs and 26±15% in

non-SCs) without any measurable effect on the medium duration AHP. Second,

in most SCs (88%) and in aIl non-SCs, CCh decreased spike amplitude (by

8.9±2.8% in SCs and 18.6±9.5% in non-SCs) and rate ofrise (by 24.4±7.7% in

SCs and 40.0±12.6% in non-SCs). These CCh-induced changes in the action

potential upstroke in SCs and non-SCs and reduetion of the Na+-dependent

subthreshold potential in SCs, may be due to modulation of a voltage

dependent Na+ conductance by CCh.

6. In contrast to SCs, in non-SCs, CCh drastically affeeted firing behavior by

promoting the development ofvoltage-dependent, long duration (1-5 see) slow

bursts of action potentials which, in most cases (62%), could repeat

rhythmically at slow frequencies (0.2-0.5 Hz). Also, the slow AHP that

typically follows current-pulse triggered trains of spikes was substituted by

long-lasting plateau post-depolarizations that sustained firing.

7. Whereas CCh abolished the sAHP in both SCs and non-SCs, the membrane

permeant anologs of cAMP, 8-CPT-cAMP and 8-bromo-cAMP abolished the

sAHP in SCs, but not in non-SCs. Similarly, the monoamine serotonin was

effective in blocking the sAHP in SCs but not in non-Ses.

8. The data demonstrate that cholinergie modulation further differentiates the

intrinsic electroresponsiveness of ses and non-SCs. This differentiation gives

further support to the presence of two parallel processing systems in EC layer

II (Alonso and Klink 1993) with distinct synaptic modulation that could thereby

differentially influence their hippocampal targets. The results also point to an

important role for the cholinergic system in tuning oscillatory dynamics in the

entorhinal network.
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INTRODUCTION

The entorhinal cortex (EC) is crucially located within the parahippocampal regio~

providing bi-directional connections between the neocortex and the hippocampal

formation (Witter et al. 1989). Studies of cortical connectivity have shawn that the

superficial layers (TI and III) of the EC receive convergent inputs from a variety of

associational cortices and that this convergent information is then funneled to the

hippocampal formation via the perforant path (lnsausti et al. 1987; Ramon y Cajal 1902).

In tum, the hippocampal formation feeds back onto the deep layers of the EC which give

rise to projections that remarkably reciprocate the input channels. Neuropsychological

studies in rats~ monkeys and humans (Alvarez and Squire 1994; Squire 1992) have

demonstrated a role of the neocortical-hippocampai-neocorticai circuitry in high order

cognitive processes, particularly in learning and memory. The parahippocampal region and

hippocampal formation together form the medial temporal lobe memory system that is

primarily involved in the early stages of declarative memory formation. The central

involvement of the EC in human cognition is underscored by the pathological changes

targeting the superficial EC layers in conditions such as Alzheimer's disease (Braak and

Braak 1991; Van Hoesen et al. 1991) and sehizophrenia (Arnold et al. 1991).

Acetylcholine is critically involved in promoting cortical activation and plasticity

(Dunnett and Fibiger 1993; Wmkler et al. 1995). Cholinergie innervation of the cerebral

cortex originates almost exclusively from a continuum of cells located in the basal

forebrain (Amaral and Kurz 1985; Rye et al. 1984; Shute and Lewis 1967), and the

discovery that these cholinergie neurons degenerate in Alzheimer's disease (Geula and

Mesulam 1994; Price 1986) has suggested that they play an important role in mechanisms

oflearning and memory (Dunnett and Fibiger 1993). In the EC, basal forebrain cholinergie

afferent fibers densely innervate layer II in the rat (Alonso and Kôhler 1984), primate
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(Alonso and Amaral 1995) and human (De Lacalle et al. 1994). It is the layer II EC cells

which give rise to the most prominent component of the perforant path which activates the

intrinsic hippocampal circuitry (Steward 1976; Witter and Groenewegen 1984). In the EC

layer II and several hippocampal subfields, the activation of the cholinergie system during

various wake states and REM sleep promotes the development of a very prominent

rhythrnic population activity known as the "theta rhythm" (Alonso and Garcia-Austt 1987;

Bland 1986; Dickson et al. 1994; Mitchell and Ranck 1980; Mitchell et al. 1982). The

theta rhythm has been suggested ta be instrumental in implementing synaptic plasticity

(Huerta and Lisman 1993; Huerta and Lisman 1996; Larson and LYnch 1986), a basic

mechanisrn for learning.

It has been proposed that the EC might achieve its memory functions through

synchronizing mechanisms (Damasio 1990) by which the activity patterns of the multiple

cortical inputs that converge upon EC neurons May be temporally coordinated for the

production of a memory representation (Alonso and Klink 1993). SYQchronization and

temporal coordination of neuronal population activity can best he produced via intrinsic

osciUatory mechanisms in sorne of the network elements (Kônig et al. 1995; Lampl and

Yarom 1993; Llinàs et al. 1991). Interestingly, the electrophysiological study of medial

EC (MEC) layer II neurons (Alonso and Klink 1993; Alonso and Llinàs 1989; Klink and

Alonso 1993) demonstrated that the most abundant MEC layer II cell type, the stellate

cells, display robust intrinsic rhythmicity.

The present study focuses on the analysis of cholinergic actions on oscillatory and

repetitive firing properties in MEC layer fi neurons, as a step in understanding the cellular

basis ofcholinergie involvement in rhythmic population activities and leaming and mernory

in the EC. It has been shown, in Many cortical regions, that muscarinic receptor activation

produces a long lasting depolarization and enhancement of the intrinsic excitability of

principal neurons (Kmjevic 1993) and also regulates synaptic transmission (Cox et al.

1994; Hasselmo and Bower 1992). The present study demonstrates profound and
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differential neuromodulatory actions of muscarinic receptor activation on steUate and

pyramidal-Iike ceUs of EC layer II that coUectively May facilitate network oscillations and

bursts of activity. The results also support the view that two parallel channels of

information processing with different integrative properties exist in layer II of the MEC

(Alonso and Klink 1993). Part of this work has already been published in abstract form

(Klink and Alonso 1992).

METRons

Brain slices (350 JlM) were derived trom male Long-Evans rats (150-250 g)

following standard procedures. Dissection methods, recording procedures and intracellular

staining methods have been described in detail elsewhere (Alonso and KIink 1993). Briefly,

after Nembutal (30mgIKg) anesthesia animals were decapitated, the brain was rapidly

removed and a block of tissue containing the retrohippocampal region was placed in a coId

(6-10°C) oxygenated Ringer solution (see below). Horizontal slices (350Jlm) were cut

using a vibratome and then allowed to recover at room temperature for at least 2 hours in

oxygenated incubation chambers. For recording, a single slice was transferred to a

recording chamber, submerged at 35 ± 1°C and superfused with a solution containing (in

mM) 124 NaCI; 5 KCl; 1.2 KH2P04; 2.4 CaCI2; 2.6 MgS04; 26 NaHC03 ; and 10

glucose. pH was adjusted to 7.4 by saturating with 95% 02 and 5% C02. Intracellular

glass electrodes were filled with 2-3 M potassium acetate (tip resistance 40-120 Mn),

2-3M potassium chloride (40-80 Mn) or 1-2% biocytin in 2-3 M potassium acetate

(100-200 Mn). Histochemical procedures foUowed for biocytin revealing were as

described elsewhere (Alonso and K1ink 1993). In order to block Na+ conductances

tetrodotoxin (TTX, IJ,JM) was used. Carbachol (CCh, 10-50 1lM) was added to control or

TTX Ringer and bath applied for variable periods of time ranging from 30 seconds to the

entire duration of the experiment. In some experiments, 5-Hydroxytryptamine (5-HT; 30
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J1M), 8-(4-Chlorophenylthio)-adenosine-cyclic monophosphate (8-CPT-cAMP, 100-300

J1M) or 8-Bromo-adenosine-cyclic-monophosphate (8-Bromo-cAMP; 1 mM) were bath

applied to compare with CCh actions. Atropine (300 nM; to block muscarinic responses)

was superfused for 20 minutes before test applications of CCh. AlI drugs were purehased

from Sigma except for TTX (Calbioehem).

Electrophysiologjcal parameters were measured as foUows: action potential

waveform was quantified in normal Ringer and during CCh by eliciting a single spike from

the control resting membrane potential in response to a threshold current pulse; spike

amplitude and fast AHP were measured relative to threshold; spike rate of rise was taken

as spike amplitude divided by duration from threshold to peak. The dominant frequency of

subthreshold membrane potential oscillations was estimated by computing power spectra

of 3 s long traces digitized at 3 kHz. The area under input-output relation plots was

calculated by integrating the corresponding curves using the graphies and data analysis

package OriginTM. Data are given as mean ± standard deviation. Statistieal signifieance

was tested according ta the one or two-tailed Student t test.

RESULTS

The present study is based on a database of 60 neurons from layer il of the MEC,

recorded for at least 30 minutes in stable conditions and tested with bath applications of

the cholinergie agonist carbaehol (CCh). 10 of these neurons were a1so intracellularly

injected with bioCYtin for morphologie eharaeterization. In control Ringer, ail neurons had

a resting membrane potential negative ta -55mV, an input resistance larger than 15 Mn,

and a spike amplitude larger than 60 mV. As previously found (Alonso and Klink 1993),

neurons feU into two distinct eleetrophysiological and morphological categories, the

stellate (SCs; n=34) and the non-stellate cells (non-SCs; n=26), whose main characteristics

are summarized in Fig. 1. In briet: SCs have multiple primary dendrites and a widely
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branching upper dendritic tree (Fig. 1A. top). Their subthreshold voltage responses to

current pulses are markedly non-linear, exhibiting pronounced time-dependent rectification

in both the depoIarizing and hyperpolarizing direction (Fig. lB, top). The most remarkable

electrophysiological charaeteristic of SCs is their ability ta generate subthreshold,

sinusoidal-like, membrane potential oscillations which reach their maximal amplitude and

have a frequency of about 8 Hz at - -54mV (Fig. lC, top and Fig. 3A). Upon d.c.

depolarization, tonic firing is not readily induced in SCs. Instead, a 1-3 Hz repetitive

bursting pattern, constituted by non-adapting spike clusters, emerges (Fig. 4A). Non-SCs

have, in their majority, a pyramidal-like morphology, with one or two major apical

dendrites and a profuse basal dendritic tree (Fig. lA, bottom). Their responses to current

pulses are easily distinguished from those of SCs by a less pronounced time-dependent

rectification and delayed firing upon threshold depolarization (Fig. lB, bottom).

Moreover, non-SCs never exhibit persistent rhythmic subthreshold oscillations nor spike

clusters and, when d.c.depolarized, readily go into tonie firing (Fig. lC, bottom).

Fig. 1 near here

CCh (ID-50 JlM) applied at rest (SCs:-61.6 ± 2.2 mV; non-SCs:-63.2 ± 3.6 mY) in

normal Ringer (n=52) caused membrane depolarization in MOst SCs (27/29) and in ail non

SCs (23). This depolarization was large enough to reach firing threshold in 7/29 SCs and

in 5/23 non-SCs. CCh applied during Na+-conductance black with TTX (IJ.lM)

depolarized aU SCs and non-SCs (n=46). No statistically significant ditference (p > 0.1)

was found in the magnitude of a 30 JlM CCh induced depolarization between SCs (4.3 ±

2.7 mV; n=24) and non-Ses (3.7 ± 1.8 mV; n=18). In a large majority ofneurons (50/60),

the CCh-induced depolarization was not accompanied by a measurable change in apparent

input resistance at the control resting membrane potential (e. g. Fig. 2). In the remaining

neurons, the apparent input resistance increased by 19.7 ± 6.4%. Again, there was no

significant difference between SCs and non-SCs with regard ta the magnitude of the input
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resistance increase (5Cs:18.5 ± 5.3%, n=6; non-SCs:21.2 ± 9.2%, n=4). The CCh induced

depolarization as weIl as aIl other CCh neuromodulatory actions on EC layer II neurons

did not develop in the presence ofatropine (300 nM; n=5, not shown), therefore indicating

their Mediation through muscarinic receptors.

Fig. 2 near here

STELLATE CELLS: OSCD..LATORY PROPERTIES

As iIlustrated in Figs. 2 and 3, the depolarizing action of CCh brought the

membrane potential of the SCs to within the voltage range where subthreshold oscillations

develop. It was a consistent observation that during CCh the voltage threshold for the

ocurrence of subthreshold oscillations was shifted by about 1-3 mV in the negative

direction (Fig. 3A). More notably, in ail SCs, CCh substantially decreased the frequency of

the subthreshold oscillations by - 30%. Similarly to the case illustrated in Fig. 3A and B,

the mean frequency of the subthreshold oscillations in control Ringer was 9.2 ± 1.0 Hz

(measured at -53.5 ± 0.8 mV; n=26) and it decreased to 6.3 ± 1.1 Hz (measured at -55.2 ±

1.3 mV) during CCh application.

Fig.3 near here

The discharge in repetitive spike-clusters typical of the SCs was aIso affected by

CCh. Essentially, as in the typical case illustrated in Fig. 4A and B, the phenomenon of

spike-clusters was less robust during CCh in the sense that the eells switched more readily

from cluster discharge ioto tonie firing upon membrane depolarization. Concomitant with

the CCh-induced decrease in the frequency of the subthreshold oscillations described

above, there was a parallel decrease in the instantaneous intra-cluster firing frequency (Fig.

4C). While the instantaneous intra-eluster firing frequency for c1usters of 3-5 spikes

averaged 18.1 ± 1.7 Hz in control, it decreased to 13.6 ± 1.3 Hz in CCh (n=6).

Fig. 4 near here
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STELLATE CELLS: SPIIŒ-1RAIN AND ACTION POTENTIAL PROFERTIES

In SCs, the trains of spikes evoked by depolarizing current steps exhibit

pronounced adaptation which, for large current pulses (> 0.5 nA), leads to cessation of

firing 100-200 ms after pulse onset (Alonso and Klink 1993). This adaptation is primarily

caused by the build up of a Ca21--dependent slow AHP (Klink and Alonso 1993). We

consistently observed that CCh application markedly reduced the spike-train adaptation

evoked by 250-350 ms depolarizing current pulses, which caused repetitive firing to be

present for the entire duration of the pulse (Fig. SA). Concomitant with the adaptation

black, CCh also abolished the slow AHP (sARP) following the current-pulse triggered

spike-trains (Fig. SB) without affeeting a medium duration AHP (*).

Fig. 5 near here

The actions of CCh on the SCs input-output relationships were investigated in

detail by analyzing plots of instantaneous firing frequency versus injeeted current (j./; Fig.

6A), instantaneous tiring frequency as a function of time after anset of the current pulse (f

t; Fig. 6B) and number of spikes as a function of injected current (Sn-/; Fig. 6C), in control

and CCh containing Ringer (n=8). In control, all SCs displayed a bilinear f-I relationship

for the tirst interspike interval (lSI), and simply linear for subsequent ISIs (Fig. 6A).

During CCh, in most SCs (1/8), the first ISI f-/ relationship became linear, but its average

slope (340.3 ± 202.1 Hz/nA) was not significantly different from that of the primary

segment of the controlf-I relationship (362.4 ± 97.1 Hz/nA). This means that CCh did not

significantly increase firing frequency at the begining of the current pulse. In faet, on

average, the slope of the f-/ relationship for the 2nd-4th ISIs was not significantly affected

by CCh; it could slightly decrease in sorne cells (Fig. 6A) or increase in others. CCh

induced increases in firing frequency (reflecting block of adaptation) were, however,

always present after the 4th ISI and were particularly manifest for large current amplitudes.

This CCh action was especially apparent when comparing the f-t plots in control and CCh.
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Fig. 6B depiets a typicaI.ft plot for a 1.0 nA current pulse in control (~ and CCh (A)

demonstrating that CCh only had an obvious etfect on adaptation after the 4th ISI. Note in

fact that during CCh (A) the cell fired at a constant rate for the second half of the cument

pu1se~ while in control ~~ firing frequency monotonically decreased and the cell ceased

firing after about 125 ms ofpulse onset.

It has been shown that changes in the area under the S,,-/ curve represent a good

quantitative estimate of changes in adaptation (Barkai and Hasselmo 1994). Fig. 6C

illustrates the S,,-/ plot for the same cell as in Fig. 6A and B and demonstrates that~ for

each current step, the cell fired more spikes in CCh (.A) than in control (~~ especiallyat

high stimulus intensities. The same was observed in ail neurons tested (n=8). Integration of

the S,,-/ curves gave corresponding S,,-I areas for control and CCh. On average~ CCh

largely increased the Sn-I value by 88.8%~ from 5.4 ± 1.9 to 9.7 ± 2.8 spikes per

pulsexnA.

Fig. 6 near here

CCh also produced c1ear modulatory effects on the single spike afterpotentials and

the action potential waveform itself (Fig. 7). In SCs, the action potential is followed by

both a fast AHP (Fig. 7A, Â) and a medium AHP (Fig. 7A, *) separated by a depolarizing

after-potential (Alonso and Klink 1993). As in the case shawn in Fig. 7A, in ail SCs, CCh

reduced the fast AHP (by 37 ± 12%; n=22) without affeeting the medium ARP, and in

56% of SCs, the depolarizing after potential was no longer manifest in CCh. Fig. 7B

shows in detail the alteration in action potential waveform that was typically produced by

CCh. It can be observed that CCh produced a small positive shift in spike threshold~ and

decreased spike amplitude~ rate of rise and rate of repolarization. While reduction in fast

AHP and rate of repolarization may be explained by CCh block of repolarizing potassium

conductances (Hille 1992), the other changes cannot be ascribed to this mechanism. We

have thus quantified these changes. In 88% of neurons (n=22)~ CCh increased the spike
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threshold by about ImV, decreased spike amplitude by 8.9 ± 2.8% and decreased spike

rate of rise by 24.4 ± 7.7%. In the remaining 12% of neurons only the above mentioned

decrease in fast ARP and a concomittant decrease in rate of repolarization were observed.

Fig. 7 near here

STELLATE CELLS: SUBTHRESHOLD NA+-DEPENDENT POTENTIALS

SCs exhibit pronouced "sags" in membrane potential in response to low amplitude

hyperpolarizing and, particularly, depolarizing current pulses applied from rest «Alonso

and Klink 1993); this paper Fig. 8). We demonstrated in a previous study that while the

hyperpolarization-induced sag response is primarily generated by an Ih-like current, the

depolarization-induced sag and anodal-break potentials are largely due to Na+

conductance activation (Klink and Alonso 1993). Given the above described modulatory

actions of CCh on the Na+-dependent action potential and subthreshold oscillations, we

aIso investigated whether CCh modulated the subthreshold time-dependent voltage

responses to current pulses. Fig. 8A ( "Control") illustrates a prominent slow depolarizing

potential followed by a sag to a lower level in response to a 0.1 nA current pulse (top),

and a hyperpolarization-induced sag and associated rebound potentiaI in response to a -0.4

nA current pulse (bottom). Remarkably, during perfusion with CCh (30 ~M) the slow

depolarization-induced potential was largely reduced while the hyperpolarization-induced

sag was not significantly affected (Fig. 8A, "CCh 30 J1M" and "Control + CCh"). The CCh

block ofthe slow depolarizing potential completely recovered following washout (Fig. 8A,

"Washout"). This result, which was observed in ail neurons tested (n=18), may be

explained by a CCh block of a voltage-dependent Na+-current. Consistent with this idea,

CCh produced no detectable action on the subthreshold time-dependent responses to

depolarizing (Fig. 8B) or smal1 hyperpolarizing (not shown) current pulses during Na+

conductance block with TTX (n=6). Interestingly, in most cases we ohserved that the CCh
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reduction of the Na+-dependent subthreshold responses developed before any measurable

steady membrane potential depolarization took place.

Fig. 8 near here

NON-STELLATE CELLS: OSCILLATORY PROPERTIES

In contrast to SCs, non-SCs do not display rhythmic subthreshold membrane

potential oscillations and when d.c. depolarized, readily go ioto tonic firing (Figs. 1C and

10). This typical regular spiking was drastically affected by CCh. Remarkably, in most

non-SCs (16/26), bath application of CCh induced a voltage-dependent repetitive bursting

discharge which could emerge either spontaneously, by the direct depolarizing action of

CCh, or upon additional current injection. The bursts typically consisted of long-duration

clusters of spikes with an accelerando-decelerando pattern separated by a silent interval

with little hyperpolarization. We considered that a cell displayed a repetitive bursting

discharge when, every time that it was depolarized to about -55 mV, a sequence ofat least

three slow bursts emerged. The CCh concentrations required ta evoke this bursting

response were relatively low, usually in the range of 10-30 ~. A typical example is

illustrated in Fig. 9. In this neuron, bath application of CCh caused a small (- 4mV)

membrane depolarization ta about -60 mV (panel A). From this initial CCh resting level,

application of a 0.1 nA short current pulse fired the cell and triggered a regenerative slow

bursting pattern sustained by a very long-lasting (- lmin) depolarizing after-potential

(panel A, traces within the rectangle expanded in panel B). Individual bursts lasted for 2 to

5 s and repeated every - 6 s. Once the membrane potential retumed to the resting CCh

level further minimal d.c. depolarization (panel A, horizontal arrows) resumed the slow

bursting activity which then became self-sustained. Panel C illustrates the initial burst from

B (rectangle) at an expanded time base and demonstrates that the burst considerably

outlasted the duration of the pulse with firing frequency peaking towards the end of the

pulse (at -114 Hz). Subsequent spontaneous bursts, though not stereotyped, were rather
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consistent in pattern in tenns of firing frequency and burst duration. As in this case, in ail

other non-SCs, CCh spontaneous bursts were always initiated by a ramp-like

depolarization that triggered spiking at a gradually accelarating frequency which peaked

towards the end of the burst, to then decrease rapidly with an abrupt membrane

repolarization. For any given ceU and membrane potential, individual burst durations and

inter-buest intervals could vary considerably (up to -100%), however. In those non-SCs

that did not display a repetitive bursting sequence during CCh (10/26), low amplitude

current pulses that reached threshold nonetheless triggered a long lasting burst riding on a

plateau depolarization. CCh-triggered post depolarizations and plateau potentials were

also observed in all non-SCs tested in the presence of TTX (l1lM; n=18) (Fig. 9D), thus

indicating that this phenomenon does not depend on the activation of the persistent Na-t

current that theses neurons possess (Klink and Alonso 1993)

Fig. 9 near here

The ability of CCh to switch the firing pattern of the non-SCs from regular spiking

to rhythmic bursting, and the voltage-dependence of the bursting mode is further

demonstrated in Fig. 10. Panel A illustrates the typical regular discharge of a non-SC in

control Ringer at different levels of membrane potential depolarization and panel B

ilIustrates the actions of d.c. membrane depolarization upon the CCh induced bursting

discharge in the same neuron. Note that membrane depolarization first decreased the

bursting frequency and increased the duration of the bursts (level 0.09), and then gradually

switched the firing pattern into rhythmic single spiking (0.10 and 0.11 levels). For

comparison note that level 0.30 nA in panel A (control) and level 0.11 in panel B (CCh)

correspond to approxirnately the same Mean firing frequency (- 15Hz; note different time

scale).

Fig. 10 near here
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NON-STELLATE CELLS: ACTION POTENTIAL PROPERTIES

As in the SCs, the action potential in non-SCs is followed by a fast AHP and a

medium AHP (Alonso and Klink 1993). Similarly to the SCs, in ail non-SCs examined

(n=15), CCh reduced the fast AHP by 26±15% without affecting the medium ARP. Also,

as in the SCs, in non-SCs CCh-induced changes in action potential waveform were

manifeste CCh increased threshold by about 1 mV, and decreased amplitude by 18.6±9.5%

and rate of rise by 40.0±12.6%. The CCh induced reduction in action potentiaI amplitude

and rate of rise was larger than that observed in SCs but the difference did not reach

statistical significance (p>0.001).

IN NON-STELLAlE CELLS 1lŒ sAHP IS NOT MODULATED VIA cAMP

The finding that CCh promotes long lasting post-depolarizations raises the question

whether muscarinic activation unmasks an after depolarizing potential (ADP) or whether it

induces it. If in addition ta a slow Ca2+-dependent K+ current (Ik(AHP», a slow inward

current is aIso significantly activated during the sAHP, the reversai potential for the sAHP

(EAHP) should be different from the K+ equilibrium potentiai (E0. We estimated EAHP in

both SCs and non-SCs by evoking trains of spikes at different membrane potentiaIs. The

estimated EAHP was approximately the same in SCs and nonSCs (-95 mV, 0=2 and -94

mV, n=3, respectively) and this approximates the expected EK for the extracellular K+

concentration used in our experiments. This observation suggest that an inward curent

does not significantly overlap with the sARP.

We also considered that ifCCh unmasks a ADP by blocking the sAHP, then other

agents that block the sARP should, in principle, also promote post-depolarization and

bursting activity in non-SCs. In addition to acetylcholine, monoamines are aIso known ta

efficiently block the sAHP in hippocampal pyramidal cells and other brain neurons

(McCormick and Williamson 1989; Nicoll 1988). However, while in hippocampal

pyramidal cells, modulation of the sAHP by acetylcholine involves the Ca2
+-Calmodulin
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Kinase II pathway (Müller et al. 1992), modulation of the sAHP by monoamines (including

serotonin, norepinephrine, histamine and dopamine) is mediated via cAMP-dependent

protein kinase (Pedarzani and Storm 1993; Pedarzani and Storm 1995). For this reaso~

we examined whether membrane penneant anologs of cAAIP could bloek the sAHP

without unmasking any ADP. To our surprise, bath application of 8-CPT-cAMP (n=4; Fig

1I~ left two panels) and 8-Bromo-cAMP (0=2; not shown) did not affect the sARP or

spike-train adaptation (insets) in non-Ses. Consistent with this observatio~ we aIso found

that serotonin had no effect on the non-SCs sARP (Fig. II~ right two panels; n=6), while

still causing membrane hyperpolarization via a direct action (not shown). On the other

hand, sirnilarly to what was observed in other neurons, 8-CPT-cAMP (n=4; Fig. lIB, left

two panels), 5-HT (n=4; Fig lIB, right two panels) and 8-Bromo-c~ (n=l; not

shown), always greatly reduced spike adaptation (insets) and totally abolished the sAHP in

ses. This resuit demonstrates that SCs and non-Ses are not ooly different with regard to

their basic electrophysiology and morphology (Alonso and Klink 1993), but also with

respect to their pharmacology and metabolism.

Fig. 11 near here

DISCUSSION

The intent of the present study was to evaluate the possible cholinergie modulation

of the intrinsic excitable properties of neurons from layer II of the MEC. Our findings

demonstrate that the firing characteristics of the two types of projection neurons present in

this crucial cortical layer, the SCs and the non-Ses, are prominently yet differentially

influenced by CCh. Whereas muscarinic receptor activation modulated in a rather subtie

manner the subthreshold membrane voltage oscillations and spike c1usters typical of the

SCs, muscarinic actions were very robust on the non-SCs and could transfonn their

regular tonie firing ioto a slow repetitive bursting discharge. In addition, our data also
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demonstrate that SCs and non-SCs differ not ooly with regard to their electrophysiology

and morphology, as previously reported (Alonso and Klink 1993; Klink and Alonso 1993),

but also with respect to their metabolism since, for example, the sARP can be modulated

by cAMP-dependent protein kinase in SCs, but oot io non-SCs.

In spite of the differential effects 00 firing pattern, CCh application (30 J.LM)

produced, via direct muscarinic receptor activation, a modest membrane depolarization of

similar amplitude (- 4 mV) in bath SCs and non-SCs. This issue is discussed in detail in an

accompanying manuscript (Klink and Alonso 1996) where we provide evideoce that the

mechanism underlying the CCh induced depolarization largely relies 00 the activation of a

voltage and Ca2
+-dependent non-specifie cationic conductance in both SCs and non-SCs.

MUSCARINIC ACTIONS ON SCs

Muscarinic receptor activation facilitated the development of oscillatory aetivity in

SCs by depolarizing the membrane potential to within the voltage range where the

characteristic Na+-dependent subthreshold membrane potentiaJ oscillations of these

neurons develop. That subthreshold oscillations persisted during relatively high

concentrations of CCh (30-50 )lM) clearly indicates that a classical M-current is not

essential for their generation (Gutfreund et al. 1995; Klink and Alonso 1993). Membrane

potential depolarization and development of subthreshold 5-10 Hz (theta-like; (Alonso and

Lüoàs 1989» oscillations in the ses by muscarinic receptor activation is consistent with

the weIl established role of the basal forebrain cholinergie system in promoting theta

rhythmicity in hippocampal and entorhinal cortices (Alonso and Garcia-Austt 1987; Green

and Arduini 1954). We observed that while the subthreshold oscillatory frequency of the

SCs is about 9 Hz when d.c.depolarized in control conditions, the frequency of the

spontaneous subthreshold oscillations decreased to about 6 Hz during CCh. This

frequency decrease agrees with the low frequency range of the cholinergic-dependent theta

rhY!hm (Bland 1986). In neocorticai neurons, however, muscarinic receptor activation
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appears to facilitate the frequency of Na+-dependent intrinsic subthrebold oscillations

(Metherate et al. 1992). It may be that in the neocortex the cholinergie system is biased to

promote high frequency (gamma range) oscillatory aetivity that constitutes the 50 calle<!

low-voltage fast activity typical of cortical activation (Alonso et al. 1996; Buzsàki et al.

1988; Vanderwolf 1988). In a similar manner as different ionic conductances in different

neurons may determine the same pattern of activity (Alonso and Llinàs 1992; Alonso and

Llinàs 1989), the same modulatory system (in this case cholinergic) in different neurons

and networks (archi- and periallocortex v.s. neocortex) may weU produce distinct patterns

ofactivity.

The phenomenon of spike clustering in SCs persisted, although diminished, during

CCh superfusion. This result is somewhat paradoxical since we observed that, as described

in many other cortical neurons (Constanti and Sim 1987; Cox et ai. 1994; Hasselmo and

Bower 1992; Lancaster and NicoU 1987; Madison and Nicoll 1984; McCormick and

Prince 1986; Schwindt et al. 1988; Tseng and Haberly 1989), muscarinic receptor

activation blocked adaptation and the Ca2
+-dependent sAHP following current-pulse

triggered spike trains. The observation is consistent, however, with our previous finding

that spike-clusters aIso remain during Ca2+-conductance block (Klink and Alonso 1993)

and suggests that while the sARP contributes to cluster generatio~ it is not an essential

factor.

Our analysis of the SCs input/output relationship as assessed by 250-350 ms

current pulse injection produced similar results to those previously reported in other

cortical neurons (Barkai and Hasselmo 1994). CCh bad no, or a small effect, on the initial

firing rates (upt to -4th ISI) but the block of adaptation at later times resulted in a

substantial increase in the total number of spikes per current pulse. In no case did we

observe, however, an aceleration in firing frequency or the production of an after

depolarization, as occurred in the non-Ses (discussed below). In a recent biophysical

model of rat piriform cortex, sirnulated cholinergie black of adaptation bas been shown to
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implement an appropriate dynamic for learning within the network (Barkai et al. 1994;

Liljenstrôm and Hasselmo 1995). In the case of the EC, this mechanism May also work and

operate in conjunction with the cholinergie facilitation ofoscillations.

Muscarinic receptor activation produced manifest modulatory actions on the action

potential waveform of the SCs, and aIso equivalent effects on the action potential of the

non-SCs. The most obvious effect of CCh was the block of the fast AHP with a

concomitant broadening of the spike at the base and decrease in the action potential rate of

repolarization. In addition, CCh also decreased the rate of rise and amplitude of the action

potential. Such conspicuous cholinergie modulatory actions on the action potential do not

appear to occur in neocortical neurons (Cox et al. 1994; McConnick and Prince 1986). In

hippocampal pyramidal cells, one early study (Segal 1982) reported a decrease in a fast

AHP by CCh, but this observation was not repeated (Benardo and Prince 1982; Lancaster

and Nicoll 1987). However, in a recent study reevaluating cholinergie modulation of the

action potential in hippocampal neurons (Figenschou et al. 1996), results identical to ours

have been reported, namely positive shift in threshold, increase in spike duration, and

reduction in spike amplitude and rate of rise.

We have previously demonstrated that the fast AHP in EC layer II neurons is

generated by a Ca2
+-dependent K+ conductance (~(Ca) (Klink and Alonso 1993». Since it

is weU known that in many neurons muscarinic agonists can depress Ca2
+ currents (Allen

and Brown 1993; Berhein et al. 1991; Gihwiler and Brown 1987; Howe and Surmeier

1995), it seems Iikely that the fast AHP black May be an indirect result of Ca2
+-current

reduction by CCh. Altematively, it May also be that muscarinic receptor activation can

directly modulate a fast 8k(ca) (Figenschou et al. 1996).

Ofparticular interest was the observed consistent decrease in the spike's amplitude

and rate of rise by CCh. This result may be explained by a reduction in the Na+

conduetance(s) underlyjng action potential generation since the slope of the rising phase of

the action potential is directly related to the instantaneous depolarizing current density.
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Consistent with this interpretation was also the observed decrease by CCh of the slow

Na+-dependent subthreshold potentials to current pulses (slow depoIaring potential and
2+ +

anodal break potential; Fig. 8). It has been shown thaty like voltage gated Ca and K
+

channelsy Na channels cao be targets for neuromodulation (Cohen-Armon et al. 1989;

Gershon et al. 1992; Li et al. 1992; Li et al. 1993). In faety recent studies described a

decrease in peak Na+ current by CCh in acutely isolated neostriatal neurons (Howe and

Surmeier 1994) and hippocampal neurons (Cantrell et al. 1996). Regarding the possible

mechanism of action of CCh on the Na+ currenty it is weIl known that in maoy cells
2+

muscarinic receptor stimulation can increase intracellular [Ca ] via inositol triphosphate
2+

mediated mobilization ofCa from intraceIIular stores (Berridge 1993)y and it has recently
2+ +

been shown that an increase in intracellular [Ca ] can decrease total Na current by
+

reducing the fraction of Na channels available for activation (Bulatko and Greeff 1995).

Muscarinic modulation of the voltage-gated Na+-conductances in ses may also be related

to the observed changes in the frequency of the Na+-dependent subthreshold oscillations

by CCh.

INDUCTION OF REPETITIVE BURSTING IN NON-SCS

Muscarinic receptor activation had a profound action on the firing pattern of the

non-SCs. While in control conditions current-pulse triggered spike trains displayed

moderate adaptation and were followed by a sAHP, during muscarinic activatio~ firing

frequency accelerated during the train and the sAHP was substituted by a prolonged post

depolarization that could sustain robust burst firing. In additio~ during muscarinic

activatio~ d.c depolarization could induce a repetitive bursting sequence in Most cases.

Sînce the slow bursting oscillations produced by CCh were voltage-dependent, being

blocked by hyperpolarization and changing in frequency to become inactivated with

depolarizatio~ the underlying mechanism must be intrinsic to the cells and not SYDaptically

mediated. We did not test whether muscarinic activation could trigger slow afterpotentials
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and bursting aetivity during Ca2
+-conductance bloc~ since in non-SCs spike repolarization

is for the most Ca2
+-dependent and these neurons possess a robust non-inactivating Na+

conductance. In consequence, in non-SCs, Ca2
+-conductance black results by itself in the

production of robust Na+-dependent post-depolarizations (Klink and Alonso 1993).

However, we observed that during TTX-sensitive Na+ conductance bloc~ CCh a1ways

produced the development of prolonged post-depolarizations that could sustain Ca2+_

spiking. In an aceompanying paper (KIink and Alonso 1996), we provide further evidenee

that the CCh induced depolarization and slow post-depolarizations are, in fact, largely

mediated by a Ca2
+-dependent non-specifie cationic current. We thus propose that CCh

induees bursting by blocking Ik(AHP) and aetivating a Ca2+-dependent non-specifie cationie

current which sustains a regenerative proeess once the intracellular Ca2+ concentration

rises over a certain threshold. Consistent with this interpretation is the faet that slow bursts

during CCh could be triggered by the firing of one or a few Na+-spikes which a1low Ca2
+

entry (KIink and Alonso 1993). Cholinergie induction of a slow post-depolarization has

aIso been described in other cortical neurons and similarly attributed, in most cases, to the

cholinergie activation ofan inward non-specifie cationie current (Andrade 1991; Caeser et

al. 1993; Hasuo and Gallagher 1990; Schwindt et al. 1988). In EC layer II non-SCs,

however, the phenomenon appears to be more robust than in other brain neurons, giving

rise to a very prominent slow repetitive bursting activity.

In hippocampal pyramidal cells in slices, CCh application (~ SOJ,1M) can induee

synchronized oscillatory bursting at 4-10 Hz (MaeViear and Tse 1989) or, during block of

ionotropic glutamatergic and GABAergic transmission, very slow (0.002-0.05 Hz) long

lasting (8-30 s) repetitive bursts (Bianchi and Wong 1994). In contrast to the results

presented in the present study, CCh induced hippocampal bursts are synaptically mediated.

In a few experiments «10%), however, we did observe a transient synaptically mediated

rhythmic population activity of EC neurons at the begining of the CCh perfusion. We have

recently found that this epileptic-like activity develops with nearly every CCh application
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and has a persistent character when using an interface slice-chamber. The properties and

basis of this network oscillation are currently under investigation (Dickson and Alonso

1995).

THE cAMP PATHWAY MODULATES THE sAHP IN SCs BUT NOT INNON-SCS

We found that in the SCs the sAHP couId efficiently be blocked by bath application

of the cAMP membrane permeant analogs 8-CPT-cAMP and 8-Bromo-cAMP or by the

classical monoamine serotonin, as typically observed in other neurons ((pedarzani and

Stonn 1993) and references therein). However, interestingly and to our surprise, in the

non-SCs none of these agents had any etrect on the spike-tTequency adaptation or the

sAHP. It thus appears that in the non-SCs the signaling cAMP pathway is not operative

for sAHP ion channel modulation. To our knowledge, this apparent inefficiency of the

cAMP pathway has not been reported in any other neuronal type. For the moment, we can

only speculate that the EC layer II network appears to be specifically designed so that

activation of the cholinergie and not of any monoaminergic system can induce bursting

activity. Considering the nodal location of EC layer II within the temporal lobe, and given

that non-SCs passes robust voltage-gated slow inward currents and lack, in contrast to

SCs, pronounced Ca2+-independent repolarizing K+ currents (Klink and Alonso 1993), it

does make sense that few neurotransmitters may block the Ca2+-dependent sAHP in non

SCs in order to prevent the production of paroxysmal-Iike depolarizations and

epileptogenic activity. The ascending cholinergie system appears thus specifically suited to

switch the EC network into an oscillatory bursting mode, and at the cost of risking the

production ofepileptic activity (Dickson and Alonso 1995).

FuNCnONAL IMPLICATIONS

The present study has demonstrated that muscarinic receptor activation exerts a

profound and ditrerential modulatory action on the two morphologically and
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electrophysiologically distinct projection cell types in EC layer II, the SCs and the non

ses. We have further demonstrated that the non-SCs" unlike any other CNS neuron

studied so far to our knowledge" do not have their sAHP modulated via the cAMP

messanger pathway. These data add further support to the existence oftwo parallel output

systems of information in EC layer II that could act very differently upon their

hippocampal targets.

The function of the EC has to be understood from its position as an interface

between the hippocampus and the neocortex and considering the established role of the

neocortical-hippocampal-neocortical circuit in memory function. Neurons in EC layer II

are particularly important in this (declarative) memory system since polysensory

information from multiple cortical association areas converges upon them and their output

represents the almost exclusive source of sensory information to the hippocampus

(Insausti et al. 1987; Ramon y Cajal 1902). The basal forebrain cholinergie system" which

plays a role in memory (Dunnett and Fibiger 1993; Winkler et al. 1995), densely innervates

EC layer II neurons. ElectrophysiologicaUy" at the macroscopic level, activation of the

cholinergie system produces theta rhYthm in the EC and hippocampus, and rhythmic theta

related events appear to influence memory mechanisms and function (Huerta and Lisman

1993; Huerta and Lisman 1996; Winson 1978). In the EC layer II, the genesis of the theta

rhythm appears also to be directly related to the rhythmic subthreshold oscillations of the

SCs (Alonso and Garcia-Austt 1987; Alonso and Llinàs 1989).

Lampl and Yarom (1993) recently showed that subthreshold membrane potential

oscillations can operate as powerful gynchronizing devices in a frequency dependent

manner. Hopfield has a1so recently shawn (Hopfield 1995) that a network of neurons

having subthreshold membrane potential oscillations can exquisitely encode information by

using action potential timing with respect to an ongoing collective oscillatory pattern. The

muscarinic induction of intrinsic oscillations and modulation ofoscillatory frequency in the

EC SCs might thus be of crucial importance in setting the proper temporal dynamics for
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the coordination of the multiple cortical inputs that converge upon these neurons and for

the ultimate generation ofsensory representations within me hippocampal region.
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Figure 1. Basic morphological and electroresponsive properties of MEC layer II neurons.

A: camera lucida reconstruction of a stellate cell (SC; top) and a non-stellate cell (non-SC;

bottom). B: Voltage-current relationships in SCs (top) and non-Ses (bottom). Note the

pronounced time-dependent rectification in response to inward and outward CUITent pulses

in the SC and delayed firing in the non-SC. C: Membrane voltage behavior upon close ta

rheobase d.c. depolarization in a SC (top) and non-SC (bottom). Note the robust

subthreshold sinusoidal-like membrane potential oscillations in the SC.
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Figure 2. DepoIarizing response of SCs to cholinergie receptor activation. A: CCh 30 J.lM,

applied at rest for the duration indicated by bar, depolarized the membrane potential to the

subthreshoId oscillatory voltage IeveI, without measurable change in apparent input

resistance at the control resting Ievei. B: Traces at an expanded time scaie taken at the time

points indicated by smaii arrows in A. Before CCh application (left), the cell fired at the

anodai break from a resting membrane potential of -59 mV.
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Figure 3. CCh decreases the frequency of the SCs subtreshold oscillations. A:

subthreshold membrane oscillations at different levels ofd.c. polarization in control Ringer

(left) and during CCh (right). B. Power spectral plots oftopmost traces in A; CCh reduced

the dominant frequency of subthreshold membrane potential oscillations fram 10Hz to 6

Hz.
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Figure 4. CCh modulates spike-clusters. A: in control Ringer, a SC exhibits the typical

spike clustering phenomenon upon d.c. depolarization. Note that even with injection of

0.54 nA (top) tonic firing was not induced and clustering was still prominent. B: CC~ 30

Il~ depolarized the cell to a level where spike-clusters develop (0.00 nA, middle), and

further minor manual d.C. depolarization induces tonic discharge (0.07 nA, top). C: Plots

of instantaneous intra-cluster firing frequency vs interspike interval number, for a series of

clusters of 3-5 spikes in control (left) and CCh (right). Control plot corresponds to the

topmost trace in A (0.54 nA); CCh plot corresponds to the middle trace in B (0.00 nA).
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Figure 5. CCh action on SCs spike train adaptation and sARP. A: Spike trains evoked by

a 1.0 nA current pulse in control (left) and during CCh (right). Note the cessation of firing

towards the end of the pulse in control as compared to the regular dischargue during CCh.

B: control (left) and CCh (middle) traces from A at a condensed time scale. and

superimposition (right) ; CCh block selectively the sARP without affecting the medium

AHP(*).
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Figure 6. CCh actions on SCs input-output relations. A: instantaneous firing frequency vs

injeeted current (j-l) in control (left) and CCh (right). For the first ISI, the bilinear f-l

relation in control became simply linear in CCh without a significant change in mean slope;

for second and third ISIs~ f-l slopes were slightly smaller in CCh and were increased for

latter ISIs. B: Instantaneous firing rate vs time (j-I) for a 240 ms pulse of 1.0 nA in control

(-> and during CCh (.). CCh had oruy a clear effeet on adaptation after SOms of pulse

onset. Dotted lines are double exponential fits ta data points. C: Spike number vs injected

current (Sn-/). CCh (.) increased spike numbers at ail injected current intensities with a

more pronounced effect at higher amplitudes. Ail plots taken from the same cell.
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Figure 7. CCh actions on SCs action potential and afterpotentials. A: CCh reduced the

fast AHP (.) without affeeting the medium AHP (*). Insets show action potential at an

expanded time seale. B: In another SC, details on action potential waveform. CCh raised

firing threshold by -1 mV, reduced amplitude by - 10% and reduced spike rate of rise by

- 30%. Superimposition "control + CCh" shows CCh trace delimited by arrows.
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Figure 8. CCh blocks a TTX-sensitive subthreshold potential in SCs. A: Voltage

responses to low amplitude subthreshold depolarizing (upper row) and hyperpolarizing

(lower row) current pulses in control, during CCh (30 Jl.M) and washout. Note (control +

CCh superimposition, rightmost panels) that CCh selectively blocked a voltage "sag"

response triggered by depolarization and the rebound potential at the break of the

hyperpolarizing current pulse. B: in another SC, the depolarization-induced sag response

suppressed by CCh (top 3 panels) is also fully blocked by TTX (bottom panel, left);

addition ofCCh to TTX (bottom panel, middle) did not affect the voltage responses to the

current pulses.
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Figure 9. CCh promotes bursting in non-SCs. A: CCh (30 1lM) depolarized the cell by-4

mV without measurable change in apparent input resistance at the control resting level.

Application of a 230 ms.. 0.1 nA depolarizing pulse (vertical arrow under current trace)

triggered a transient slow repetitive bursting behavior which could be switched on

permanently by further d.c. depolarization. B: enlarged boxed area in A; triggered bursts

were sustained by a long lasting (50 s) plateau potential; individual bursts lasted for 2-5 s

and occurred - every 6 s. C: enlarged boxed area in B; the initial burst considerably

outlasted the duration of the current pulse. D: Afterpotentials to current pulse

depolarization in normal Ringer (left panel), in the presence of CCh ooly (30 Il~ middle

panel) and in the presence ofCCh (30 JlM) and TTX (1 1lM) to block NaT-conductances

(right panel).
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Figure 10. Voltage-dependenee of CCh-indueed bursting pattern. A: in a non-SC, in

normal Ringer, increasing levels of d.c. depolarization (bottom to top) elicited tonie firing

at corresponding increasing frequencies. B: in the same neuron, CCh (30 1lM) caused

bursting discharge in a voltage-dependent manner. Bursting ean be tumed off by d.c

hyperpolarization (not shown) or by substantial d.c. depolarization (upper panel, 0.11 nA).
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Figure Il. The slow ARP can be modulated via the cAMP second messenger pathway in

SCs, but not in non-ses. A: in non-Ses neither 8ePT-cAMP, 300 ~M (leftmost two

panels), nor the monoamine 5-HT, 30 ~M (rightmost two panels), affect the sARP or

spike train adaptation (insets). B: in SCs, SCPT-cAMP, 200 J.lM (leftmost two panels) and

S-HT (rightmost two panels) block the sARP and adaptation (insets). In ail cases, the

sARP was evoked by generating a train of 27 spikes at 70 Hz with 2 ms suprathreshold

current pulses. The spike-trains in the insets were generated by depolarizing constant

current pulses. In bath SCs and non-SCs, SHT caused a -2 mV hyperpolarization (not

shown).

256



~ ~

A Non-Stellate
Control 8CPT cAMP 300 fJM Control 5HT 30 J,lM

5HT 30 IJM

J1'-- _

Control

r- W'" .. LI""-1 "'\-'~

__L--__

-59mV

8CPT cAMP 200 IJM

----
B Stella6~ntrol

-57 mV"'""f'-' -'" ._...._. _.- .._~

-62 mV - ...- _..- .-:::JwJlo-:' ......... "....

- VI/ 1/v

~
-61 mV .-, ..... --.. ~..- ._"-----

110mv
100 ms

Ismv

-- _� _ ___ __ 11.0 nA
-

1 s



(

c

CHAPTERVI

IONIC MECHANISMS OF MUSCARINIC DEPOLARIZATION

IN ENTORHINAL CORTEX LAVER II NEURONS

Ruby K1ink and Angel Alonso



( ABBREVIATIONS

Chapter VI

(

ADP

AHP

CCh

InsP3

MEC

Rin-Vm

SC

V-I

after-depolarizing potential

after-hyperpolarizing potential

carbachol

inositol triphosphate

middle entorhinal cortex

slope input resistance-membrane potential

stellate cell

voltage-current

259



(

(

ChapterVI

SUMMARY AND CONCLUSIONS

1. Cholinergie muscarinic depolarizîng mechanisms in medial entorhinal cortex (MEC)

layer II principal neurons were investigated in tissue slices in vitro by means of

intracellular recording under current clamp and pressure-pulse applications ofcarbachol

(CCh).

2. In normal Ringer solution, CCh triggered membrane voltage depolarizations that, for

any given dose, were of similar magnitude in both the stellate ceUs (SCs) and non-SCs.

However, during voltage-gated Na+ conductance block with tetrodotoxin (TTX, 1~,

CCh depolarizations were much larger (2-5 fold) in non-SCs than in SCs. Also, in non

SCs, in these conditions, CCh depolarizations could be accompanied by spike-like large

amplitude membrane voltage oscillations at a slow frequency (0.02-0.2 Hz).

3. Subthreshold CCh depolarizing responses were greatly potentiated in amplitude and

duration when paired to a short (5-10 s) manual d.c. depolarization that triggered cell

firing. In TTX-containing Ringer, CCh depolarizations were also potentiated by brief

d.c. depolarizations positive to -50 mV to allo\v Ca2
+ influx and the magnitude of the

potentiation was -3.5 times larger in non-Ses than in SCs.

4. In both SCs and non-SCs, the voltage-current relations (V-Is) were similarly affected by

CCh which caused a shift to the left of the steady state V-Is over the entire voltage

range explored (-40 to -95 mV). A plot of slope input resistance vs membrane potential

(Rin-Vm) revealed, however, a CCh-induced increase in apparent slope input

resistance at potentials positive to - - 70 mV, and a decrease, or occasionally no

change, in slope input resistance below - -70 mV. Potentiated CCh responses by Ca2
+

influx demonstrated a selective increase in slope input resistance at potentials positive

to - -75 mV in relation to the non-potentiated responses.

5. K+ conductance block with Ba2+ (1 mM), TEA+ (5-20 mM), or intracellular injection of

Cs+ (3M), neither abolished CCh depolarizing responses nor resulted in any
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qualitatively distinct effect of CCh on the V-1 relations. CCh depolarizations were also

undiminished by block of the time-dependent inward rectifier lb with extracellular Cs+

(2 mM) alone or in combination with K+ conductance block.

6. CCh depolarizing responses were abolished during Ca2+ conductance block by

superfusion with Iow Ca+ (0.5 mM) solutions containing Cd2+ (200 J,LM), C0 2+ (2 mM)

or Mn2+ (4 mM), as weil as by intracellular Ca2
+ chelation with BAPTA (200 mM). The

depolarization was not affected by pharmacological block of ionotropic and

metabotropic g1utaminergic transmission.

7. During superfusion with strophanthidin (20-60 JLM), a reversible Na+-K+-ATPase

inhibitor, CCh triggered Iarger depolarizing responses. On the other hand, when NaCI

was replaced by an equimolar amount of N-methyl-D-g1ucamine, CCh depolarizing

responses were largely diminished.

8. CCh depolarizing responses were fully antagonized by pirenzepine at concentrations of

0.8 JLM, whereas p-F-HHSiD (5 J.1M) and himbacine (13 J.lM) were oruy effective

antagonists at 5-10 rold larger concentrations.

9. It is concluded that despite the differential modulatory effect of CCh on the SCs and

non-SCs firing behavior (Klink and Alonso 1996), the same mechanism underlies the

CCh triggered depolarization in bath types of cells. Our data are consistent with the

CCh-triggered depolarization being mediated primarily by ml receptor activation of a

Ca2+-dependent cationic conductance largely permeable to Na+. Activation of this

conductance is greatly potentiated in a voltage dependent manner by activity triggering

Ca2+ influx. This property implements a Hebbian-like mechanism whereby muscarinic

receptor activation May oruy be translated into substantial membrane depolarization if

coupled to post-synaptic cell activity. Such a mechanism could be highly significant in

light of the key raIe of EC layer II in learning and memory as weIl as in pathologies

such as temporal lobe epilepsy and Alzheimer's dementia.
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INTRODUCTION

Acetylcholine, via muscarinic receptors, is known to exert profound control over

the excitability of Many CNS neurons by modulating multiple ionic channels. In cortical

neurons, excitatory actions of muscarinie agonists have been attributed to suppression of

severa! K+ currents (see Krnjevic 1993 for recent review). These include the voltage and

time dependent M-current (lw, the slow Ca2+-activated K+ current (IAHP), the fast

transient outward current (lA>, and a resting "Ieak" conductance. However, it has been

frequently recognized that block of K+ conductances ean not account for all depolarizing

actions ofmuscarinic receptor activation in CNS neurons. Membrane conductance changes

observed in hippocampal pyramidal cells during muscarinie depolarization led to the

postulate of cholinergie activation of a cationic conductance (Benson et al. 1988; Segal

1982). AIso, the muscarinic induction of a slow after-depolarizing potential (ADP) in

hippocampal (Benardo and Prince 1982; Caeser et al. 1993; Gâhwiler and Dreifuss 1982;

Fraser and MacVicar 1996) and neocortical (Andrade 1991; Schwindt et al. 1988)

pYramidal cells has been attributed to the cholinergie potentiation of a Ca2+-aetivated

nonspecific cationic conductance. Moreover, it is weil known that in mammalian smooth

muscle cells, muscarinic receptor activation causes membrane depolarization by acting

primarily on a non-selective cationic conductance which is potentiated by a rise in

intracellular Ca2+ concentration (Benham et al. 1985; Inoue and Isenberg 1990b; Pacaud

and Bolton 1991)

In an accompanyjng paper (Klink and Alonso 1996), we described the modulatory

action of muscarinic receptor activation on the intrinsic excitability of the two

electrophysiologically and morphologically distinct types of projection neurons in layer fi

of the medial entorhinal cortex (MEC), the stellate cells (SCs) and the non-stellate cells

(non-SCs) (Alonso and Klink 1993). Bath application of the cholinergie agonist carbachol

(CCh), acting via atropine sensitive receptors, was found to depolarize both SCs and non-
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SCs while differentially modulating their oscillatory and firing behavior. In non-SCs, in

particuIar, firing was drastically modified with induction of a slow rhythmic bursting

pattern ostensibly driven by a TTX-insensitive plateau potential.

The present work aims at elucidating the principal ionic mechanism generating the

CCh-induced depolarization in EC layer II neurons. In particular, the induction of slow

TTX-insensitive plateau potentials in non-Ses led us to examine whether activation of a

Ca2+-dependent cationic conductance plays a role in cholinergic depolarization, and if 50,

through which pharmacological subtype ofmuscarinic receptor.

METHOnS

The materials and methods used for the preparation of EC slices and recording are

as those described in the accompanying and previous papers (Alonso and Klink 1993;

KIink and Alonso 1996) with the exception that in the present experiments an interface

recording chamber was used. The normal Ringer solution contained (in mM): NaCI 124;

KCI5; KH2P04 1.2; CaCl2 2.4; MgS04 2.6; NaHC03 26; glucose 10. pH was adjusted to

7.4 by saturating with 95% Or 5% CO2. In experiments where the effects ofCd2+, C0 2+,

Mn2
+ or Ba2+ were tested, phosphate and sulfate were omitted to avoid precipitation and

divalent cations were maintained at a nonnal concentration by adjusting the Mg2+

concentration. In order to block Na+-conductances, tetrodotoxin (TTX, 1J,1m) was

routinely used. N-methyl-D-Glucamine (NMDG) Ringer consisted of normal Ringer or

TTX Ringer in which NaCI (124 mM) was substituted with NMDG (124 mM). Carbachol

(CCh; 10 mM dissolved in bath solution) was delivered by pressure pulse (15-20 psi)

applications ofvariable duration (5-1000 ms) through a patch pipette (tip diameter 2 J.lM)

positioned in close proximitiy to the entry point of the recording electrode. The muscarinic

antagonists atropine, pirenzepine, himbacine and p-F-HHSiD were bath applied at the

specified concentrations for exaetly 20 minutes at a rate of 2 mI/min prior to CCh test
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applications. Antagonists were tested at the following concentations (1lM), in the given

order: atropine, 0.2, 0.3; pirenzepine, 0.3, 1.3, 0.6, 1.0, 0.8; himbacine, 1.5, 13.0, 10.0; p

F-IffiSiD, 2.5, 7.5, 5.0, 4.0. We estimated the "minimal" antagonist concentration

necessary to inhibit the CCh response as that concentration that reduced the response to

Iess than 10% of control. 2-amino-5-phosphonovaleric acid (AP-5; 100 J.lM), 6-cyano-7

nitroquinoxaline-2,3-dione (CNQX; 10 1lM), a-methyl-4-carboxyphenylglycine (MCPG;

500 J.1M), strophanthidin (20-60 flM), were bath applied for at least 20 minutes before test

applications of CCh. The apparent slope input resistance of the ceUs was estimated trom

the first derivative (using OriginTM analysis package) ofvoltage-current relationship (V-n

plots constructed trom the membrane voltage responses to square current pulses.

Strophanthidin, atropine, and AP-S were purchased trom Sigma, pirenzepine and

p-F-HHSiO from RBI, CNQX and MCPG from Tocris Cookson and himbacine was a

generous gift from W.C. Taylor, Australia.

Data are given as Mean ± standard deviation. Significance was tested according to

the one or two-tailed Student t test.
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RESULTS

The present study is based on intracellular recordings from 79 neurons in layer II of

the htŒC to which pressure pulse applications of the cholinergie agonist CCh were

delivered. At the CCh application intervals used in this study (~5 min), multiple test pulses

could be delivered to the same neuron without any observable desensitization of the CCh

response. Recording selection criteria were as described in the preceeding paper (Klink

and -Alonso 1996). Neurons fell into the two previously described morphological and

electrophysiological classes (Alonso and Klink 1993), the SCs (Vrest=-62.8±2.2 mV;

n=37, 3 of which were morphologically identified) and non-SCs (Vrest=-63.6±2.0 mV;

n=42, 4 ofwhich were morphologically identified).

CHARACTERISTICS OF 1HE DEPOLARIZATION

In control Ringer, pulse applications of CCh (5-600 ms; n=48) resulted in

membrane potential depolarizing responses of similar characteristics in SCs and non-SCs

(Fig. lA). For any gÏven neuron, the amplitude and duration of the depolarization

increased with increasing CCh pulse durations and typically consisted of a fast rising and a

slow decaying phase (Fig. lB).

(Fig. 1 near here)

In TTX containing Ringer, however, CCh applications (5-1000 ms; n=49) resulted

in membrane potential depolarizations of apparent larger amplitude and duration in non

SCs than in SCs (Fig. 2A). A1so, in non-Ses exclusively, CCh frequently triggered

(n=l 1/30) an initial spike-like response followed by a plateau potential (Fig. 2A, right). In

addition, in sorne non-SCs (n=6/30) the initial spike-Iike response repeated for a few

cycles (2-5) at a slow frequency (0.02-0.2 Hz) (Fig. 2B). This oscillatory phenomenon

appeared to he cell specifie and relatively dose independent. For any given non-SC that

displayed the oscillatory response to CCh, increased doses ofCCh increased the frequency
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of the oscillation but not the number of cycles (Fig. 2C). With regard to the amplitude of

the CCh depolarizations, in those non-SCs that did not display an initiai spike-like

response CCh, depolarizations averaged 10.5±11.3 mV (n=13; pulse duration of 372±309

ms), and in those non-SCs that displayed spike-Iike potentials the plateau phase averaged

10.2±4.2 mV (0=11; pulse duratioo of 194±184 ms). In ses, CCh depolarizations were

smalIer, averaging 4.3±2.1 mV (pulse duration of222±216 ms; 0=19).

(Fig. 2 near here)

In an accompanying paper, we have shown that bath applications of CCh bloc~ in

both SCs and non-SCs, the sAHP that follows a train of spikes and, in non-SCs

particularly, promote the development of robust depolarizing afterpotentiais. Similarly,

when CCh pulse-triggered subthreshold depolarizations were coupled to an additional brief

(1-10 s) manuaI d.c. depolarization that elicited spiking, the magnitude of the CCh

depolarizîng response was largely enhanced in non-SCs and aIso, though to a lesser degree

(see below), in SCs. This potentiation phenomenon was observed in all neurons tested

(n=16; 9 SCs and 5 non SCs) and is ilIustrated for a typical non-SC in Fig. 3. Panel A

shows a 4 mV depolarization that lasted for - 4 min in response to a 500 ms CCh pulse.

Panel B shows, in a subsequent CCh application of equal duration, tbat a manual d.c.

depolarization that triggered cell tiring applied at the peak of the initial response induced a

bi-stable state in which the cell continued to tire for a very prolonged period of time. This

additionai plateau depolarization could not be cut short by hyperpolarizing the membrane

potentiai to the initial resting potentiai (Fig. 3B *). AIso, note that neither during the initial

subthreshold (A) nor the potentiated suprathreshold (B) depolarization, did the apparent

input resistance significantly change (see below).

(Fig. 3 near here)

During Na+ conduetancp. block with TTX, the magnitude of CCh pulse

depoIarizations was also greatly potentiated by superimposing a brief manuai d.c.

depolarization to about 40rnV (n=17) (Fig. 4). It became apparent that during TTX the
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phenomenon was far more prominent in non-SCs than in SCs, and this was related to the

ease by which Ca2
+ spiking (Fig. 4B, .) was triggered in non-SCs vs SCs. In ses, initial

CCh depolarizations of2.6±1.2 mV increased by 2.2±1.8 mV (- 100%; n=8) after -la s

manual d.c. depolarizations positive to -50 mV. In non-SCs, initial CCh depolarizations of

2.1±1.4 mV increased by 7.0±3.9 mV (- 350%; n=9) after similar manual d.c.

depolarizations.

(Fig. 4 near here)

VOLTAGE-CURRENT RELATIONSHIPS

As in the case iIlustrated in Fig. 3, in MOst neurons tested (17/22) the CCh

triggered depolarization was not associated with a measurable change in apparent input

resistance (Ri) at resting membrane potential , and in the other cells ooly a minor increase

in ~ (8.4±3.6%) was observed. To assess conductance changes more fuIly, voltage

current (V-n relationships estimated before and during CCh depolarizations were

compared. Since layer n neurons possess the time-dependent hyperpolarization-activated

inward rectifier lb (Klink and Alonso 1993), both peak and steady' state V-1 plots were

construeted from the voltage responses to inward and outward current steps (Fig. 4).

Fig. 5 depiets for a SC (A) and a non-SC (B) typical peak (Ieft column) and steady

state (right column) V-I plots construeted before (filled symbols) and during CCh

triggered depolarization (open symbols). The V-I relations of SCs and non-Ses, while

differing with regard to the range and magnitude of inward and outward rectification

(Klink and Alonso 1993), were similarly affected by CCh . In aIl neurons tested (n=12),

CCh induced a shift to the left of the steady-state V-Is over the entire voltage range

explored (-40 to -95 mY) (Fig. 5, right). This shift was, however, larger at potentials

positive to -- -70 rnV. With respect to the peak V-Is (Fig.5, left), CCh induced an overall

increase in their slope with convergence of the V-Is at -80 to -90 mV. To mie out that

these observations were caused by spurious effeets due to the mode ofapplication of CCh,
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we constructed V-Is foUowing bath applications of CCh (n=5), and exact1y the same

pattern was observed.

To better detect the changes in the slope of the V-Is induced by CCh, which retlect

CCh's actions on the membrane apparent input resistance, we estimated the ficst derivative

of the control and CCh V-I plots (see methods) and constructed plots of slope input

resistance vs membrane potential (Rin-Vm; n=12; Fig. 5 A and B, insets). In ail cases,

comparison ofcontrol and CCh peak Rin-Vm plots demonstrated an overall increase in the

slope input resistance at potentials positive to - -75 mV and no significant change at more

negative voltages. With respect to the steady-state Rin-Vm plots, in ail cases, these also

demonstrated an increase in the siope input resistance at potentials positive to - -70 mV,

but, in most cases (8/12 neurons), a decrease at more negative voltages.

(Fig. 5 neac here)

Given the potentiation of the CCh responses by membrane depolarization (and thus

Ca2
+ influx; Fig. 4), it appeared of interest to look for possible differences in the V-I

relationships of non-potentiated (e.g. Fig. 4A) vs potentiated (e.g. Fig. 4B) CCh

depolarizations. As in the case ilIustrated in Fig. 6 A and B (same neuron as in Fig. 4), in

ail neurons tested (n=4), the potentiated steady state V-Is (crossed circles) demonstrated a

selective increase in slope with respect to the CCh non-potentiated V-Is (open circles) at

potentials positive to - -75mV (Fig. 6, left). This voltage-dependent enhancement was

more clearly manifested when comparing the CCh non-potentiated and potentiated Rîn

Vm plots (Fig. 6B).

(Fig. 6 neac here)

Several mechanisms could be responsible for the leftward shifts in the V-I

relationships induced by CCh such as: a) stimulation of an electrogenic pump or ion

exchanger; b) changes in a distant dendritic conductance; c) compound actions ofopposite

direction in different conductances; or d) changes in a conductance with a positive reversai
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potential weU out of the range explored. In the following sections we describe

experiments aimed to distinguish between these various possibilities.

EFFECT OF VARIOUS ION CHANNEL BLOCKERS

In hippocampal pyramidal cells, inhibition of a "leak" K+ conductance seems to be

the main mechanisrn underlying the cholinergie depolarization observed at rest (Kmjevic

1993), and the K+-channel blockers TEA+ and 8a2+ have been shown to abolish the CCh

induced depolarization (Benson et al. 1988). Neither TEA+ (5-20 mM; n=7) nor 8a2+ (1

mM; n=3) (not shown) diminished the CCh responses in MEC layer II neurons thus

suggesting that a mechanism other than K+-conductance block May be primarily

responsible for muscarinic dependent depolarization in EC layer II neurons.

To give stronger support to the above hypothesis, we aIso tested whether a more

powerful block of K+ conductances by intracellular injection of Cs+ ions would black or

affect the V-1 charaeteristics of the CCh depolarizing response. In an initial set of

experiments we performed intracellular injections of Cs+ aIone (3M; n=4), or in

combination with extracellular Ba2+ perfusion (ImM; n=3) to maximize "leak" K+

conductance block. As in the case illustrated in Fig 7~ under either of the above

experimental conditions, short CCh pulse applications (100 ms top; 40 ms bottom) a1ways

resulted in very robust membrane depolarizations in aIl SCs and non-SCs tested (n=7).

Moreover, the changes in the V-I relations induced by CCh in Cs+ injected neurons (Fig.

7B) were qualitatively the same as those observed in neurons recorded with K+ containing

electrodes and described in detail above. It thus appears that in MEC layer II neurons (SCs

and non-SCs) K+ conductances do not play an important role in the CCh depolarizing

response.
(Fig. 7 near here)

As mentioned above, CCh frequently, though not always, induced a small decrease

in the steady-state slope resistance at potentials negative to - -70rnV (Fig. 5 and Fig. SA
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and B, left panels). This could be caused by a CCh enhancement of the time-dependent

inward rectifier (ItJ that EC layer II neurons posses (Klink and Alonso 1993). Indeed, CCh

application during exclusive lb block with extracellular Cs+(2mM; n=3) did not cause any

decrease in slope resistance at negative voltages (Fig. 8B, right panel), though CCh still

produced membrane depolarizations (6.3±2.4 mV) undiminished from those in control

(6.0±2.8 mV), and a parallel shift in the V-I relation (Fig. 8A, right panel; n=3). CCh was

also effective in causing robust membrane depolarization and a parallel shift in the V-I

relation during combined K+-channel black with intracellular Cs+ (3M) and extracellular

Ba2
+ (1mM), and lb block with extracellular Cs+ (3mM; n=6) (Fig. SC and D). Under

these pharmacological conditions the CCh-induced membrane depolarization can not be

ascribed to a combined lb enhancement and K+-conductance block by CCh

(Fig. S near here)

CA2+ DEPENDENCE

The data presented above indicate that in MEC layer II SCs and non-SCs, CCh

induced depolarizations and associated changes on V-I relations do not result from major

CCh actions on K+ conductances. We then tested for the possible Ca2
+ dependence of the

CCh depolarizations by pulse applyjng the drug during Ca2
+ conductance block with

inorganic Ca2
+ channel blockers. As in the case illustrated in Fig. 9~ superfusion with low

Ca2
+ solutions (0.5mM) containing either Cd2

+ (n=4) , C02
+ (n=2) or Mn2

+ (n=3) largely

abolished (from S.0±4.5 mV to 1.1±1.2 mV) the depolarizing response ta CCh in both SCs

(0=4) and non-SCs (n=5). This was true for both the direct depolarizing effect as weIl as

the post-depolarization (potentiated response) following d.c. membrane depolarization

(note the current trace in Fig. 9A). This result suggests that Ca2
+-entry and a possible rise

in intracellular Ca2
+ concentration «(Ca2+]m) may be responsible for the CCh induced

depolarization. To test this possibility we performed CCh applications in neurons recorded

with electrodes containing the Ca2
+ chelator BAPTA (200 mM). As illustrated in Fig. 98,
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40-50 min following impalement, the depolarizing responses to CCh were abolished in aIl

cells (Fig. 98, 42') (n=2 SC and 3 non-SCs) with the exception of minimal effects

triggered when the CCh dose was highly increased (Fig. 98, 48'). However, this residual

CCh action could not be potentiated by d.c. depolarization. These data suggests that

muscarinic receptor activation in MEC layer II neurons causes membrane depolarization

by activating a depolarizing conductance and that this activation is dependent upon

[Ca2+]in. To further eliminate the unlikely possibility that blockade of the CCh responses by

Ca2+-channel blockers results from block of TTX-insensitive presynaptic cholinergie

receptor-mediated release ofa depolarizing neurotransmitter, we applied CCh during block

ofionotropie and metabotropic glutamate receptors. A mixture of AP-S (100 J.lM), CNQX

(10 }lM) and MCPG (500 J.LM) had no effect on the CCh induced depolarizing responses

(n=3; not shown).

(Fig. 9 near here)

INVESTIGATION OF nIE ELECTROGENIC NA+-K+-ATPASE PillviP MECHANISM

The parallei shift in V-I relationships caused by CCh could be due to an activated

ionic flux through an electrogenic pump or exchange mechanis~ thereby affecting

membrane battery without producîng changes in membrane resistance. Depolarization

induced by cholinergie depression of the sodium pump was investigated, since receptor

mediated, Ca2+-dependent modulation of this ATPase by neurotransmitters has been

described in central neurons (phillis and Wu 1981). As in the case illustrated in Fig. 10, in

ail neurons tested (n=2 SCs and 2 non-SCs), CCh pulse-application during superfusion

with TTX and strophanthidin (20-60 J.lM), a reversible inhibitor of the Na+-K+-ATPase

(Thompson and Prince 1986), resulted in an enhanced membrane potential depolarization

that persisted until strophanthidin washout. This result indicates that the CCh-induced

depolarization is not due to Na+-K+-ATPase block.

(Fig 10 near here)
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THE CCH DEPOLARIZATION CONSISTS MOSTLy OF A NA+ SENSrnvE COMPONENT

Sïnce in mammalian smooth muscle cells, activation of muscarinic receptors

induces a cationic current which is largely facilitated by a rise in intracellular Ca2+

concentration (Benham et al. 1985; Inoue and Isenberg 1990a; Inoue and Isenberg 1990b;

Sïms 1992), we next considered the possibility that the CCh depolarization results from

activation of a non-specifie cation channel with a high permeability to Na+. Na+

dependence was tested for by replacing extracellular Na+ with equimolar concentrations of

N-methyl-D-g1ucamine (NMDG+), which does not penneate non-specifie cation channels

(n=3 SCs; n=5 non-SCs). As illustrated in Fig. Il, in control Ringer (panel A) or TTX

Ringer (panel C) CCh applications that evoked robust depolarizations in control were

largely reduced but still potentiated by manual depolarization during Na+ substitution

(NMDG+ 124 mM; Na+ 26 mM). The blockage was entirely reversible following washout

of NMDG+ (Fig. l1C, bottom). It is ta be noted that perfusion with NMDG+ did not

compromise cell integrity (Fig. lIB).

(Fig. Il near here)

PHARMACOLOGY OF THE CCH DEPOLARIZATION

As described in an accompanying manuscript (Klink and Alonso 1996») CCh effects

on EC layer II neurons were entirely blocked by atropine (300 nM) (also shown here in Fig

12A) and thus dependent on the activation of muscarinic receptors. To further clarify the

muscarinic receptor subtype responsible for the depolarizing action of CCh, we made use

of pirenzepine, himbacine, and p-F-HHSiD, reported "selective" antagonists for the

phannacologically defined Ml, M2 and M3 receptor subtypes, respectively (Hulme et al.

1990). A1though binding studies have shawn that each of the above antagonists has similar

affinities for more than one molecularly defined receptor subtype (ml-mS), each of these

subtypes shows a unique binding profile, as shawn by Dôrje et al. (1991). Thus, by
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exploring the CCh-depolarization blocking profile for the three selected antagonists, one

may narrow down pharmacologically the identification of the receptor subtype involved in

the CCh depolarization. To address this issue, we estimated the "minimal" bath

concentration of antagonist (see methods) necessary to inhibit the CCh depolarization. For

pirenzepine, tested at concentrations from 0.3 to 1.3 J.lM (n=6) the minimal effective

blocking concentration was found to be 0.8 J,1M (Fig 12B); for himbacine (1.5-13 ).lM;

n=3), 13 JlM ( Fig 12C illustrates a residual CCh depolarization for a 10 J.lM antagonist

concentration); and for p-F-HHSiD (1-5 )lM; n=4), 5 J,LM. We then used these

concentrations to estimate the p-F-HHSiD/pirenzepine, himbacinelpirenzepine and p-F

HHSiD/himbacine selectivity ratios which were 6.25, 16.25 and 0.38, repeetively.

Comparison of these ratios with those of the same antagonists estimated from their

published affinities at the tive cloned muscarinic receptors (Dôrje et al. 1991) indicated a

close match with the ml receptor subtype (p-F-HHSiD/pirenzepine =3.55;

hirnbacinelpirenzepine=16.99; p-F-HHSiD/himbacine=O.21) thus suggesting that the CCh

depolarization is largely mediated by the ml receptor subtype.

(Fig. 12 near here)

DISCUSSION

The results of the present study indicate that the slow membrane depolarization

caused by CCh in EC layer II neurons is primarily generated by the activation of a Ca2+

dependent non-specific cationic conductance. This observation is in contrast to what is

found in hippocampal (Benson et al. 1988; Madison et al. 1987) or neocorticai principal

cells (McConnick and Prince 1986), where muscarinic receptor activation causes

membrane depolarization primarily via block ofK+ conductance, though other depolarizing

mechanisms, including the one reported here, probably also participate· (Blitzer et al. 1991;

Colino and Halliwell 1993; Guérineau et al. 1995). The robust Ca2+-dependence of the

cholinergie actions in EC neurons may have important functional implications given the
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role ofthis structure in learning and memory (Alvarez and Squire 1994; Squire 1992) and

the raie of Ca2
+ in neural plasticity (Gosh and Greenberg 1995; Henzi and MacDermott

1992).

Despite the differential modulatory actions of CCh on the oscillatory and firing

pattern of stellate and non-stellate cells from EC layer II (Klink and Alonso 1996), the

ionic mechanism underlying the basic CCh depolarizing response appeared to be the same

in both cell types. In essence, in both stellate and non-stellate cells, CCh produced

qualitatively equivalent changes on the V-1 relations and the response displayed an

equivalent ionic dependence and pharmacologicai profile. However, the CCh

depolarizations were of larger amplitude and duration and were more strongly potentiated

by Ca2
+ entry in non-Ses than in SCs. This must be related to differences in the intrinsic

membrane properties between both types of neurons such as, for example, the presence of

a very robust subthreshold outward rectifier in SCs but not in non-SCs (Klink and Alonso

1993). This K+ conductance is not blocked by CCh (Klink and Alonso 1993) and May

effectively counteract the CCh-triggered inward current.

After cloning of the five muscarinic receptors (mi-mS), it was recognized that

while the antagonist binding properties of the m2 and m3 receptors correlated weil with

those of the pharmacologically defined M2 and M3 subtypes, the antagonist binding

properties ofboth ml and m4 receptors were similar to those of the Ml receptors (Dôrje

et al. 1991). The faet that in EC layer II neurons CCh induced depolarizations were

blocked by low concentrations «IJ1M) of pirenzepine (Ml-"selective") and ooly by -10

foid higher concentrations ofhimbazine (m2- "specifie", but with an affinity for m4 similar

to that ofpirenzipine for ml (Dôrje et al. 1991» is a clear indication that the depolarizing

responses were primarily (if not exclusively) mediated via the ml receptor subtype. In

faet, ml receptors are known to have a preferential post-synaptic Iocalization in cortical

tissue (Levey et al. 1995) and it has been recently described that EC layer II projection

neurons do express this receptor subtype (Rouse and Levey 1995). This data is consistent
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with a direct postsynaptic action of CCh on layer II neurons as further indicated by our

results demonstrating the persistence of the CCh response during synaptic transmission

block with ~ as well as during block of both ionotropic and metabotropic

g1utaminergic transmission.

CNS neurons possess several K+ conductances that may be subjeet to modulation

by acetylcholine and other neurotransmitters (see Storm 1990 for review). Decrease of

severa! K+ conductances has been shown to be the mechanism mainly responsible for the

depolarization caused by muscarinic receptor activation in hippocampal and other cortical

pyramidal cells (Benson et al. 1988; Halliwell and Adams 1982; Madison et al. 1987;

McCormick and Prince 1986; Wang and McCormick 1993). However, in MEC layer II

principal cells, K+ conductance block does not seem to play a significant role in the CCh

triggered depolarization, as suggested by the absence of membrane conductance decrease

with CCh and the enhanced depolarizing responses during K+ conductance block with

extracellular Ba2+ and TEA+, and/or intracellular application ofCs+.

EC layer II neurons display time-dependent inward rectification mediated by a

hyperpolarization aetivated cation conductance (IiJ and this conductance has been shown

to be subject to neuromodulation by neurotransmitters in other neurons (Bobker and

Williams 1989; Colino and Halliwell 1993; Pape and McCormick 1989; Schwindt et al.

1992). Indeed, the smalI decrease in the steady state sIope resistance below -70 mV that

we observed with CCh suggests a minor enhancement of Ih by muscarinic receptor

activation. This enhancement could have sorne contribution to the CCh depolarization.

However, we found undiminished CCh responses during Ih block with extracellular Cs+

indicating that the potential Ih contribution to the CCh depolarization, if present, must be

minimal. In addition, during K+ conductance black, CCh depolarizations were not

accompanied by a membrane conductance increase at the resting level. This result is not

compatible with lh having a significant contribution to the CCh depolarization in EC layer

II neurons.
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On the other band, CCh depolarizations were blocked by: 1) lowering extracellular

Ca2
+ concentration and bath applying the Ca2+ channel blockers Cd2+, C02+ or Mn2+; 2)

intracellular Ca2+ -chelation with BAPTA; and 3) substitution of extracellular Na+ by

Nh4OG. Taken together these results suggest that in EC layer II neurons, CCh induces

membrane depolarization by activating a cationic conductance, other than lib largely

permeable ta Na+ions and that a rise in intracellular Ca2+concentration largely due ta Ca2+

influx is required for activating or controlling muscarinic receptor stimulation effects. It

may be argued that simultaneous Na'" and Ca2+dependence could denote activation of an

electrogenic Na+-Ca2+ exchange mechanism (Eisner and Lederer 1989). However, since

the effectiveness of the Na+_Ca2+ exchange process decreases with increased intracellular

Na+ concentration (Fontana et al. 1995; Harrison and Boyett 1995), the robust CCh

triggered depolarization during inhibition of the Na+ pump with strophanditin is not

compatible with a significant contribution ofa Na+-Ca2+ exchanger to the depolarization.

A recent study in insect motoneurons has also described the muscarinic induction

ofa Na+current that requires external Ca2
+ (Trimmer 1994) and it is also weil known that

in marnmalian smooth muscle cells, activation of muscarinic receptors induces a cationic

current which is largely facilitated by a rise in intracellular Ca2+ concentration (Benham et

al. 1985; Inoue and Isenberg 1990a; Inoue and Isenberg 1990b; Sims 1992). With respect

to the mammalian CNS, early studies by Segal (1982) and Benson et al. (1988) on CCh

actions on hippocampal pyramidal cells already suggested that in addition to block of K+

conductances, muscarinic receptor activation could promote activation of a cationic

current. More recently Caesar et al (1993) and Fraser and MacVicar (1996) have provided

more direct evidence that in hippocampal pYramidal celIs, muscarinic agonists activate a

Ca2+-dependent cation current mainly carried by Na+ and which gives rise to an

afterdepolarizing potential and long lasting plateau potentials. Also, the activation of

muscarinic receptors in prefrontal cortex neurons elicits a slow, maybe Ca2
+-dependent,

cationic current (Andrade 1991; Haj-Dahmane and Andrade 1995) which appears to he the
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primary drive underlying muscarinic depolarization (Haj-Dahmane and Andrade 1996). In

locus coeruleus neurons muscarine also causes membrane depolarizatio~ in part, by

activating a cation conductance which is not Ca2
+-dependent (Shen and North 1992). A

similar voltage and Ca2
+-insensitive cationic current activated by muscarinic agonists has

also been recently described in the hippocampus (Guérineau et al. 1995).

It is known that in severa! cell types the ml receptor subtype couples efficiendy to

the activation of phospholipase C (McKinney 1993), which leads to the production of

inositol triphosphate (InsP3) and subsequent mobiIization of Ca2+ from intracellular stores

(Berridge and Irvine 1989). This intracellular Ca2+ signal is likely to play an important role

in mediating the CCh depolarization. The fact that the CCh responses were largely

abolished by Ca2
+-conductance block suggests that a cooperativity between calcium influx

and calcium store release May be required in order to produce a substantial depolarizing

response «(Lo and Thayer 1995; Shmigol et al. 1995); further discussed below). It May

also be that C02
+, Cd2

+ and Mn2
+ directly diminished the activated cationie conductance

(Inoue 1991).

Depending on the cell type, the reversai potentiaI for muscarinic activated Ca2
+_

dependent cationic eurrents have been estimated in the range of -25 to 20 mV (Colino and

Halliwell 1993; Guérineau et al. 1995; Shen and North 1992) which is weIl positive to the

maximum voltage reached in our V-Is (-40mV). A positive reversai potential could explain

a V-I parallel shift induced by CCh, provided that the current activated in EC neurons is

voltage independent. However, CCh did not induce an "strictly" V-1 parallel shift in EC

neurons since it aIso caused an increase in siope resistance at potentials positive to -70mV.

This non-linearity suggests the presence of an additional voltage dependent component in

the muscarinic activated current. It appeared that this component was selectively enhanced

when potentiating the CCh response by depolarization (Ca2
+ entry; Fig. 6).
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THE CCH RESPONSE IN NON-SCS MAy REFLECT COltAPLEX CA2+ DYNAMICS

In non-SCs, the CCh-triggered depolarization often displayed an oscillatory

phenomenon (Fig. 2 B and Cl. Agonists like acetylcholine that lead to Ca2+ mobilization

are known to induce repetitive patterns of (Ca2+]in spikes with a distinct spatial

organization (reviewed in Berridge 1993). Also, in several preparations, periodic increases

in (Ca2+]in closely coupled to oscillatory Ca2+ dependent currents have been imaged in

response to muscarinic receptor activation (Komori et al. 1993; Lechleiter et al. 1991). We

suggest that the slow membrane voltage oscillations triggered by CCh in non-SCs may

thus reflect complex interactions between spatially and temporally organized Ca2+ release

of intracellular stores, the Ca2+-dependent cationic cureent, and influx ofextracellular Ca2+,

resulting from activation of a muscarinic receptor subtype coupled to InsP3 production. In

fact, the pattern of the CCh-triggered membrane oscillations that we observed followed

closely described patterns of [Ca2+]in oscillations in many tissues (reviewed in Berridge

and Irvine 1989). The dynamic and spatial properties of these oscillations vary in fonn and

frequency from cell to cell, however, they are 50 remarkably constant for individual cells

that they have been referred to as Itfingerprints" (Berridge and Irvin e 1989). In non-SCs,

we have observed a similar "fingerprinting" phenomenon since repeated applications of

CCh in a given cell always produced an identical oscillatory response but this response

could be different in different cells.

[Ca2+]in oscillations have been modeled m several cell types (Friel 1995 and

references therein). In neurons, the general scheme involves extracellular Ca2+ entry to

replenish the oscillator (the actual stores) and a positive feedback mechanism whereby

Ca2+ amplifies its own release. The importance of a threshold leveI of voltage gated Ca2+

entry for reestablishing Ca2+ mobilization bas been demonstrated experimentally (Jaffe and

Brown 1994; Komori et al. 1993). The preceeding explains the dependence of the CCh

depolarization on operative Ca2+ channels that we have observed in layer II neurons, even

in the absence ofoscillatory responses.
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FuNCTIONAL IMPLICATIONS

We have provided evidence that the major excitatory effect of muscarinie receptor

activation on ~C layer II neurons is by induction of a Ca2+ aetivated cationie

conductance mediated through the ml receptor subtype. The activation of this

conductance is largely potentiated by aetivity that causes Ca2
+ influx. This property

introduces a Hebbian-Iike mechanism whereby muscarinie receptor activation May ooly be

translated into substantial membrane depolarization and repetitive firing ifcoupled to post

synaptic cell aetivity. As cells of origin of the perforant path (Ramon y Cajal 1902), EC

layer II neurons oecupy a pivotai position in the hippocampal system known to play a

crucial role in the making of long term memories (Alvarez and Squire 1994; Squire 1992).

Sînce the cholinergie system is also known to partieipate in learning and memory, the

presently described cholinergie mechanism May be most instrumental in these tasks

(Lisman and Idiart 1995). On the other hand, activity dependent potentiation of the

muscarinic depolarization introduces a positive feedback mechanism both at the cellular

and at the network level that May lead to hyperexcitability and epileptogenesis (Dickson

and Alonso 1995). Also, the apparent Ca2+ mobilizing properties of the ml transduction

process and the Ca2+ dependent properties of the activated conductance may cooperate to

sustain an elevated (Ca2+]in signal. This signal might be important in mediating plastic

changes but May also lead to metabolic compromises and neurodegeneration in the long

term such as that observed in Alzheimer's disease where EC layer II is most affeeted

(Dunnett 1991).
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Figure t. Depolarizing responses of EC layer II neurons to pressure-pulse applications of

CCh in nonnal Ringer. A: At the arrow, CCh was pressure-ejected for the specified

duration (in milliseconds). In a SC (top) and a non-SC (bottom) CCh depolarized the

membrane potential to firing level. B: pressure-pulse CCh applications of increasing

duration produced responses of larger amplitude and longer duration. Depolarizations

consisted ofa fast rising and a slow decaying phase.
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Chapter VI

Figure 2. In TTX Ringer, depolarizing responses to CCh are more robust in non-SCs than

in SCs. A: Left panel, typical depolarizing response ofa SC to 300 ms pulse application of

CCh. Note that the membrane depolarized fast by about 6 mV and then repolarized

exponentially. Right panel, typical depolarizing response in a non-SC. Note the initial

spike-üke response followed by a plateau phase. B: In another non-SC, CCh triggered

large amplitude spike-like membrane potential oscillations at a slow frequency (0.06-0.02

Hz). C: In another non-SC exhibiting an oscillatory response, increasing CCh doses

gradually increase the frequency of the oscillation (from 0.07 Hz for CCh 5 ms to 0.22 Hz

for CCh 100 ms), without affecting the number ofcycles.
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Figure 3. Cell firing potentiates CCh triggered depolarization. A: in a non-SC, a pressure

pulse CCb application resulted in a subthreshold, 4 mV depolarization. B: traces at an

expanded time scale taken at arrows marked 1 and 2 in A showing no significant change in

apparent input resistance at the resting membrane potential. C: in the same cell, in a

subsequent CCh application of equai magnitude, a manuai d.c. depolarization (horizontal

bar) that triggers cell firing is applied at the peak of the intial depolarizing response. This

manipulation caused a post-depolarization plateau that sutained firing and this activity

could not be tumed off by a short (- lOs) d.c. hyperpolarization (*). Note that as in A,

membrane depolarization was not associated to a significant change in apparent input

resistance at the resting membrane potential.
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Figure 4. In TTX Ringer, the CCh depolarizing response is potentiated in amplitude and

duration by d.c. depolarization that elicits Ca2+ spiking. A: in a non-SC, a pressure-pulse

CCh application resulted in a 4 mV depolarization. B: in the same cell, a subsequent

application elicited the same depolarization that was potentiated by 250 % (additional 10

mV) following a 10 s manual d.c depolarization (thick bar) that triggered multiple Ca2+

spikes (*). A series ofdepolarizing and hyperpolarizing current-pulses were also applied in

order to estimate voltage-current relationsships during the CCh depolarization (see Figs. 5

and 6).
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Figure 5. The voltage-current relationship of both SCs and non-SCs were similarly

affected by CCh. A and B: In a SC (upper row) and a non-SC (lower row) peak (left) and

steady-state (right) V-Is in control (filled symbols) and towards the maximum of CCh

triggered depolarizations (open symbols). In ail panels, insets are slope resistance vs

membrane potential plots estimated (as described in detail in the methods) from the

corresponding V-I plots. Note that the most striking CCh action is a parallel shift in the

negative direction of the steady-state V-1 relation and that the sIope-resistance was

increased by CCh only at potentials positive to about -70mV. V-I plots were constructed

trom the initial peak and steady-state voltage responses to -300ms CUITent pulses applied

trom the resting level. CCh was applied under continuous superfusion with TTX.
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Chapter VI

Figure 6. Potentiation of the CCh response by d.c. depolarization produced voltage

dependent changes in the CCh V-I. A: Steady state V-Is for the cell and protocols shown

in Fig 4. The CCh V-I (0) exhibited the typicaI leftward shift relative to the TTX V-I (e).

FoUowing potentiation of the response by d.c. depolarization, the CCh V-I (e) exhibited a

voltage-dependent increase in slope relative to the non-potentiated V-1. B: Steady state

Rin-Vm plots show that the increase in slope input resistance in the potentiated Y-1 is

above - -75 mY.
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Figure 7. CCh applications during K+ channel block with intracellular Cs+ resulted in

robust depolarizations and actions on theV-I relations equivalent to those obtained in

normal recording conditions. A: in a non-SC injected with Cs+ (3 M), a 100 ms (top)

pressure-pulse CCh application resulted in a robust, long lasting depolarization; the trace

has been interrupted for 4 minutes and 42 seconds . Another shorter application (40 ms.,

bottom) resulted in a slower depolarizing potential of much shorter duration. In both cases

no change in apparent input resistance was observed at the control membrane potential.

Holding current was -0.15 nA; Ringer contained TTX and Ba+ 1 mM. Inset shows that.,

before CCh application, removal of holding current results in a resting potential of -8 mV.

B: in the same non-SC, peak and steady-state V-Is were construeted for hyperpolarizing

puises trom a membrane potential of -62 mV. The peak (top, 6) and steady-state (bottom.,

0) CCh V-Is exhibited a leftward shift relative to the control TTX V-Is (. ,e)..
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Figure 8. Extracellular Cs+ blocks inward rectification and the CCh-induced decrease in

slope resistance below -70 rnV. A: left panel~ the steady-state V-I ( control TTX; e)

exhibits the usual leftward shift with CCh (0); Right panel, during perfusion with Cs+

(2mM) inward rectification is blocked~ and CCh still causes the typicai parallel shift on the

V-I relation. B: Rin-Vm plots show that the CCh-induced decrease in slope input

resistance seen below - 70 mV in control Ringer (left panel) is not produced during Cs+

superfusion (right panel). AIl plots taken from the same SC. C: in a non-SC~ combined K

conductance and lb black was evidenced by a 168% increase in Rin and a disappearance of

the time dependent lb sag (right panel; holding current -0.13 nA). D: under the same

conditions, the steady-state V-I (control; e) exhibits the usualleftward shift with CCh (0)

(right panel; same cell as as in C).

302



(
A

ITX ITX+ Cs 2mM

l(nA) l(nA)
-1.0 -0.5 0.0 0.5 -1.0 -D.5 0.0 0.5

-40 -40

~
.".o."JJ -50

0.,JJ •

pç .,.A -50 / .,./
/0 .",.. -ôO,fJ ......A - ° /. -° .,.."e > / /. >

jJ/ .~ .soE -70 E- o~ .? -° ./ E E0/ / > // /./ -80>0/ .".p/ •
-70 /0 /..,,0 ...../

0-0-0...0A.A....•
/0/ ~ -90

•~-e'" • control
o / •

• control/.
oCCh • oCCh -100-80

B
30

45

25
• control /-0""

40 -oJ\oCCh -1 \- . ". - 0-0/\ 0a 20 Il \ \ C 35
~

!? "
~ o~ ~ \- -c:

15 .. "\ .S --........

~ " .'e 0°
0=30 · .\ 0/ \

10 '0 ~,1 •• 25 • control
., \

.~. ? .""
5 cD oCCh • 0-0

20
-80 -70 -60 -50 -90 -80 -70 -60 -50

Vm(mV) Vm(mV)

Cs intra 3 M
ITX+Ba 1mM+Cs 3 mM

1(nA)

-60

>
-100 ..s

$
-120

-140

0.0-0.2-0.4-0.6

o

110mV
---'-------..r---.O.4 nA

SOms

Cs intra 3 M, 45'
ITX+Ba 1mM+Cs 3 mM

Cs intra 3 M, 5'
TTX

-60mV~ 1
~*--'-""4

c

{



(

(

Chapter VI

Figure 9. The CCh-induced depolarization and potentiated plateau potentials are

dependent on Ca2+ entry and a rise in intracelluIar Ca2+. A: in a non-SC, a pressure-pulse

CCh application produced a 2 mV depolarization which was potentiated ta 16 mV after

d.c depolarization Oeft). Following perfùsion with a low Ca2+ (0.5 mM) + Cd2~ solution

the initial and post-depolarization response to CCh were totally blocked (middle). The

CCh response recovered following washout of the low Ca2
++Co2

+ solution (right). B: in a

non-SC injected with BAPTA (200 mM), a pressure-pulse CCh application 10 min after

impalement produced a robust depolarization of 26 mV (left). 42 min after impalement,

the same pressure-pulse CCh application did not cause any direct response (middle). 48

min after impalement, a pressure-pulse CCh application of double duration was required in

order to observe a minimal CCh response wich could not he potentiated by d.c.

depolarization (right).
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Figure 10. The CCh-induced depolarization is enhanced following Na+..K"t"..ATPase

inhibition. A: in a non..SC~ a pressure-pulse CCh application resulted in a spike-like

depolarization folowed bya slowly decaying plateau potential. B: during superfusion with

strophanthidin (35 J.1M), the sante pressure-pulse application resulted in in an enhanced

plateau that sustained a second spike-likè depolarization. Membrane potential

depolarization persisted at a steady level until washout of strophanthidin was completed.
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Figure Il. The CCh-induced depolarization is largely Na+ dependent. A: in control

Ringer, a pressure-pulse CCh application in a non-SC resulted in a large suprathreshold

depolarization (top). During equimolar Na+ (124 mM) substitution with NMDG+, the CCh

response was reduced to an initial 1 mV depolarization and a 4 mV plateau potential

following d.c. depolarization (bottom). B: Perfusion with NMDG+per se largelyabolished

Na+ spiking and caused a 2 rnV hyperpolarizatio~ but did not significantly affect other

membrane properties. C: in TTX Ringer, a pressure-pulse CCh application in the same cell

as in A caused a 20 rnV depolarization (top). After perfusion with NMDG+ the same

pressure-pulse application produced no initial depolarization and a 4 mV plateau potential

following d.c depolarization (middle). The response to CCh totally recovered following

washout ofNMDG+ (bottom).
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Figure 12. Pharmacolgy of the CCh-induced response. A, B and C: in three different cells,

pressure pulse applications of CCh that elicit large suprathreshold depolarizations in

nonnal ringer (left panels), and pharrnacological block of the responses (right panels) by

300nM atropine, SOOnM pirenzipine and 10 JlM himbacine, respectively. Note that the

depolarizing response was not fully blocked by a dose of himbacine - 10 larger than that

required for a complete black with pirenzipine.
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ABBREVIATIONS

S-HT 5-hydroxytryptamine (serotonin)

cAMP cycüc adenosine monophosphate

EC entorhinal cortex

fAHP fast afterhyperpolarization

MEC medial entorhinal cortex

non-SC non-stellate ceU

Rin apparent input resistance

SC stellate cell

sARP slow afterhyperpolarization

Vm membrane potential

Chapter VII
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INTRODUCTION

Serotonin (S-hydroxytryptamine, S-HT) has been implicated in a vast ~ay of

physiological and behavioral processes, such as thermoregulation, sexual and agressive

drives, mood, sloop, arousal, and leaming (Meltzer 1991). Cortical and subcortical areas of

the forebrain are innervated by ascending projections from the superior groups of S-HT

cell bodies in the brainstem, mainly the Median and dorsal raphe nuclei (Tôrk 1990). These

serotonergic neurons exert a tonie modulatory influence on their widespread forebrain

targets, in such a manner that they seem to regulate the expression of neuronal circuits

without being a necessary component ofthem (Jacobs and Azmitia 1992).

A direct, almost Iinear positive relationship exists betwoon the level of behavioral

activation of the organism that is seen across the sleep-wake-arousal cycle, and the

discharge rate of dorsal raphe nucleus neurons (Trulson and Jacobs 1979). The primary

role of S-HT neurons May thus be to coordinate the aetivity of target structures in

conjuction with the organism's level of behavioral arousal (Jacobs and Azmitia 1992).

Viewed in this perspective, early studies on the role of the S-HT system in cognitive

functions cao better be apprehended. Such studies, a1though suggesting that a1tered

serotonergic function affects an organism's ablility to acquire or express novel behaviors,

were inconsistent in terms of both predictability and generalizability (Altman and N onnile

1988). The current view is that the serotonergic system interacts with other systems,

mainly the cholinergie, to regulate electrical aetivity in the forebrain (Khateb et al. 1993;

Vanderwolf 1988; Vanderwolf and Baker 1986; Jacobs and Jones 1978) and learning

behavior (Riehter-Levin and Segal 1989; Richter-Levin and Segal 1991; Riekkinen Jr et al.

1990; Wenk et al. 1987).

Despite the recognized importance of serotonergic neurotransmission, relatively

Iittle is known about S-HT actions on central mammalian neurons. Early Iiterature on the

postSYIUlptic effects of S-HT in the CNS reports inhibition as the predominant mechanism
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(Assaf and Miller 1978; Haigler and Aghajanian 1974; Segal 1980)~ however~ it has

become evident that hyperpolarizingldepolarizing (Andrade and Nicoll 1987) or only

depolarizing (Araneda and Andrade 1991; YakeI et al. 1988) responses could be observed~

suggesting an excitatory action for S-HT in addition to its inhibitory action. Another effect

of 5-HT bas been referred to as a reduction in the signal to noise ratio~ or synaptic

modulation, whereby afferent indueed excitation (Sizer et al. 1992) or inhibition

(Waterhouse et aL 1986) is preferentially suppressed by S-HT.

An important dimension of the postsynaptic effect of S-HT is the temporal

charaeteristies of its actions~ i.e. latency and duration. S-HT generally seems to exert a

long Iatency and very long duration action on its postsynaptic target neurons. Fast actions

of 5-HT, mediated through rapid and transient depolarization following activation of a

ligand gated ion channel have, however, been recentIy described in the CNS (Bobker and

Williams 1990; Hoyer et al. 1994). Diversity in the nature (excitatory, inhibitory or

modulatory) and temporal eharacteristics of 5-HT actions are probably mediated by the

specifie types of 5-HT receptor subtypes affeeted and the membrane and intracellular

biochemical mechanisms that are coupled to them. Physiological~ pharmacological~ and

molecular eloning have revea1ed an unexpected heterogeneity within S-HT receptors. To

date, 14 different mammalian receptor subtypes have been identified, and cIassified ioto 7

groups ofreceptors (Hoyer et al. 1994; Hoyer and Martin 1996; Saudou and Ren 1994),

three of which, the 5-hts, 5-hl(), and 5-ht7 groups have yet to be fully eharacterized

operationalIy and transductionally in intact tissues.

The present work was undertaken to complement the investigation of

neurotransmitter modulation of the intrinsic eleetroresponsiveness of medial entorhinal

cortex (MEC) layer II neurons, to further our understanding of the possible cellular basis

of learning and memory in the entorhinal cortex (EC). As with the cholinergie system

(Chap. V), particular attention was payed to serotonergie modulation ofthe oscillatory and

repetitive firing properties of layer II neurons, the stellate (SC) and non-stellate (non-SC)
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cells. The observed actions of S-HT again demonstrate differential modulatory actions of

neurotransmitter receptor activation on SCs and non-SCs and further support the view of

two paraUel information processing channels in layer II of the EC.

METRons

Brain slices (350 J1M) were derived from male Wistar rats (150-250 g) following

standard procedures. Dissection methods and recording procedures have been described in

detail elsewhere (Chap. m and V). Briefly, after Nembutal (30mg/Kg) anesthesia animais

were decapitated, the brain was rapidly removed and a block of tissue containing the

retrohippocampal region was placed in a cold (6-1 DOC) oxygenated Ringer solution (see

below). Horizontal slices (350Jlm) were cut using a vibratome and then allowed to recover

at room temperature for at least 2 hours in oxygenated incubation chambers. For

recording, a single sIice was transferred to a recording chamber, submerged at 35 ± 1°C

and superfused with normal Ringer containing (in mM): 124 NaCl; 5 KCI; 1.2 KH2P04;

2.4 CaCI2; 2.6 MgS04; 26 NaHC03; and ID glucose. pH was adjusted to 7.4 by

saturating with 95% 02 and 5% C02. Intracellular glass electrodes were filled with 2-3 M

potassium acetate (tip resistance 40-120 MO). In order to block Na+ conductances

tetrodotoxin (TTX, IJ.lM; Calbiochem) was used. 5-Hydroxytryptamine (5-HT, 15-60 JlM;

Sigma) was added to normal or TTX Ringer and bath applied for variable periods of time

ranging from 30 seconds to the entire duration of the experiment.

Electrophysiological parameters were measured as follows: single spike amplitude

and fast afterhyperpolarization were measured relative to threshold, in response to the

minimum current puise amplitude eliciting a single spike; the slow afterhyperpolarization

following a train of spikes was measured at the termination of the medium

afterhyperpolarization, relative to a baseline potential of -62 mV, in response to a current

pulse amplitude of 0.7 nA. The dominant frequency of subthreshold membrane potential
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oscillations was estimated by computing power spectra of 3 s long traces digitized at 3

kHz. Data are given as mean±standard deviation. Statistical significance was tested

according to the two-tailed Student t test.

RESULTS

The present study is based on a a database of 55 neurons from layer II of the MEC,

recorded for at least 30 minutes in stable conditions and tested with bath applications of 5

lIT. As previously determined (Chaps II, III, and V), neurons fell into the rNO

electrophysiological classes already described, the SCs (n=34) and non-SCs (n=21). 5-HT

(15-60 J.1M) caused modest membrane potential (Vm) changes in ses and non ses, always

accompanied by decreases in apparent input resistance (Rin). Differences, however, were

observed between SCs and non ses with respect to the variability and sign of the

membrane potential changes.

CHARAcTERIsncs Of 5-HT ACTION

In non-SCs~ 5-HT applied at rest in normal Ringer (-63.5 mV±I.6 mV; n=16)

produced a hyperpolarization and a decrease in Rin in 15/16 cells (Fig. lA), and no change

in Vm or Rin in the remaining cell. In TTX Ringer, for a 30 J-lM concentration of 5-HT

(n=18), a hyperpolarization averaging 2.I±O.S mV, associated with a reduction in Rin of

21±8% was observed (measured at the control Vm; n=14), while no significant response

was detected in 4 cells.

In SCs, 5-HT applied at rest in normal Ringer (-62.1±1.8 rnV; n=33) produced a

variable response wich consisted of a hyperpolarization only (0=13; Fig 2A), a

depolarization only (0=8), a depolarization followed by a hyperpolarizatioo ta about the

control Vm (n=2; Fig. lB), a hyperpolarization followed by a depolarizatioo to about the

control Vm (n=3), no change in Vm but ooly a change in Rin (0=5; Fig. lC), and no
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significant response (n=2). In aU cells responsive to S-HT a reduction in Rin was observed

(Figs lB, IC and 2A). In a few cells (n=8) multiple S-HT applications were performed.

These resulted in consistent responses across subsequent applications, except for 3 of the

cells in which no change in Vm was initially observed; 2 of those subsequently

hyperpolarized and one depolarized in response to 5-HT. In TTX Ringer, for a 30 J.LM

concentration of S-HT (n=19), hyperpolarizations and concomitant reduetions in Rio

averaged respectively 2.3±O.9 mV and 27±12% (n=7; not significantly different from those

in non-SCs), depolarizations and concomitant reductions in Rin averaged respectively

2.1±1.1 mV and 24±8% (n=6). Biphasic responses (n=3) were not quantified, while in 3

cells no response was exhibited.

A charaeteristic of the S-HT response in both SCs and non-SCs was its long

duration ofaction. Even for brief drug perfusions (30 s), S-HT effects persisted for several

minutes, and it generally took more than 10 minutes ta totally recover the control

membrane properties.

R:HYTHM:Ic PROPERTIES IN STELLATE CELLS

Of particular interest were the effects of S-HT on the subthreshold membrane

potential oscillations and spike clustering phenomenon exhibited by the ses. As illustrated

in Figs. 2, 3, and 4, S-HT did not abolish the rhytbmic membrane and firing properties of

ses, but modulated them by increasing their frequency. In the SC shown in fig. 2A, the

Vm was depolarized by d.c current injection to the level where subthreshold oscillations

and spike clusters are prominent (shown expanded in 2B, left panel). Perfusion with S-HT

hyperpolarized the Vm by 3 mV, out of the voltage range where oscillatory behavior is

exhibited. Restoring the Vm to the controllevel by d.c. current injection showed that the

subthresold oscillations were still present (Fig. 2B, middle panel); their frequency,

however, was increased (almost doubled) from 11.5 Hz to 21.0 Hz. In another SC, shown

in normal Ringer at the level of the most prominent oscillatory level (Fig.3A, left) S-HT
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increased the frequency of the subthreshod oscillations from 8.6 to 14.2 Hz (Fig. 3B, left).

This frequency increase occured over the entire voltage range where subthreshold Vm

oscillations are exhibited, as shown in the graph of Fig 4A (same cell as in Fig. 3). In the

same celL held in normal Ringer at the level of conspicuous spike c1ustering (Fig. 3A,

right), 5-HT was seen to increase the frequency of inter- and intra- spike clustering (Fig.

3B, right) whith the result that c1ustering appeared to be more pronounced. Preservation

of clusters and the increase in their frequency of occurrence (inter-cluster frequency) were

aIso seen over the entire voltage range examined (Fig 4B). Modulation of the frequency of

rhythmic behavior was observed in aIl ceIls responsive ta 5-HT. On average, 5-HT

increased the frequency of subthreshold membrane potential oscillations by 65% from

8.5±1.9 Hz to 14.0±3.S Hz (n=IS).

SPIIŒ TRAIN AND ACTION POTENTIAL PROPERTIES

As already brietly mentioned in Chap. V, 5-HT produced differential effects on

spike-train adaptation and the associated slow afterhyperpolarization (sARP) following the

train of spikes in SCs and non-SCs. In ses, 5-HT reduced adaptation and the sARP in

every cell examined (Fig. SA), irrespective of the sign of membrane potential changes

induced. This effect, however, was ooly observed in response ta intermediate and large

current-pulse amplitudes (larger than about 0.4 nA). On ave~ge~ 5-HT reduced the sAHP

(see methods for evaluation of sARP amplitude) by 73%, tram 4.7±2.4 to 1.4±O.9 (n=9),

even though more spikes were elicited in 5-HT in response to the same current pulse as in

control. Contrary to the case with SCs, in non-SCs, 5-HT never affected the spike-train

adaptation nor the sAHP for all current-pulse amplitudes considered. (fig SB).

In SCs and non-SCs, S-HT affected the single spike action potentiaI waveform and

fast afterhyperpolarizatiol1 (fAHP) in a similar manner (see methods for evaluation of

fAHP amplitude). In 18/24 SCs and in 9/15 non-SCs the fAHP was reduced (by 43±7% in

SCs, n=18; by 40±8% in non-SCs, 0=9), and the spike duration increased. This increase in
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spike duration solely resulted trom a reduced rate of action potential repolarizatio~ since

no significant S-HT effect was detected on action potential amplitude and rate of rise (Fig.

SC).

DISCUSSION

The results presented in tbis chapter reveal rather feeble effects of S-HT on the

intrinsic membrane properties of MEC layer II neurons, in accordance with the proposed

modulatory raIe of the serotonergic system in brain function. Although modest, S-HT

actions were specifie and clifferentiaIly regulated various aspects of the SCs' and non-SCsI

electroresponsiveness.

In SCs, S-HT caused a variable membrane response consisting of a

hyperpolarization and/or depolarization of a few millivolts associated with an apparent

input resistance decrease, while in non-SCs, 5-HT produced ooly the hyperpolarizing

response. In both ses and non-SCs, a small number of cells were unresponsive ta 5-HT.

These characteristics agree weIl with previous reports of 5-HT actions in the CNS.

Although sorne purely hyperpolarizing responses have been described (Khateb et aL 1993 ~

Aghajanian and Lakoski 1984; Leonard and LLinâs 1994; Luebke et al. 1992), mixed

and/or biphasic responses to 5-HT prevail in the hippocampus proper (Andrade and Nicoll

1987; Colino and Haliwell 1987; Yakel et al. 1988), the dentate gyrus (Baskys et al.

1989), the neocortex (Andrade and Chaput 1991a; Araneda and Andrade 1991) and

subcortical nuclei (Bobker and Williams 1989; Stevens et al. 1992; Yakel et al. 1988).

Nearly ail these studies recounted a small proportion of 5-HT insensitive cells.

As with the case with SCs and non-SCs of the MEC, ail the above-mentioned 5

HT hyperpolarlzing responses were accompanied by an increase in apparent input

conductance. This 5-HT inhibitory effeet has been shown in other cells to resu1t iTom

activation of the S-HTlA receptor subtype mediating an increase in an inwardly rectifying
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potassium current (Andrade and Chaput 1991a; Hoyer et al. 1994). Depolarizing 5-HT

responses have been shown to be associated either with a conductance decrease resulting

from inhibition of Ca2+ dependent and Ca2+ independent potassium conductances

(Andrade and Nicoll 1987; Araneda and Andrade 1991; Colino and Haliwell 1987; Davies

et al. 1987; Sheldon and Aghajanian 1991), or with a conductance increase (Stevens et al.

1992; Yakel et al. 1988), resulting from enhancement of the mixed cationic,

hyperpolarization activated inward rectifier lb (Bobker and Williams 1989; Larkman and

Kelly 1992; McCormick and Pape 1990). A variety of S-HT receptor subtypes including

the 5HT2A, 5HT2e, 5HT4 and a subtype of the 5HTl have been proposed for the

Mediation of the S-HT depolarization. In the present study, ionic mechanisms of the 5-HT

depolarizing response exhibited by SCs were not investigated., however., the apparent input

resistance decrease associated with the S-HT depolarization., coupled to the presence, in

ses, of a prominent lb current (Chap. IV) could suggest a modulation by S-HT of the

mixed cationic inward rectifier in SCs. Although the exact identity of the S-HT receptor

subtype and the associated second messenger pathway modulating Ih are still unresolved

(Bobker and Williams 1990; however see McCormick and Pape 1990; Takahashi and

Berger 1990), an increase in intracellular cyclic adenosine monophosphate (cAMP) was

found to mimic the S-HT depolarization and modulation of Ih. In SCs, perfusion with

membrane permeant analogs of cAMP (Chap. V) did not induce any membrane

depolarization while still affecting other parameters known to be c~-sensitive (see later

in the discussion).

In an attempt to pharmacologjcally isolate the S-HT induced depolarization.,

preliminary experiments with the compound 2-methyl-S-HT were performed. While 2

methyl-SHT is regarded as the prototypical S-HT3 receptor subtype agonist, activating a

ligand gated ion channel to Mediate a rapid depolarization, it can also bind with relatively

high affinity to 5-HT4 receptors positively coupled to adenylyl cyclase, whose activation

generally results in a slow depolarization (Hoyer et al. 1994). Perfusion with 2-methyl-5-
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HT in SCs caused a response as variable as that ofS-HT (n=13), including depolarizations

(n=4), hyperpolarizations (n=3), no change in Vm (n=3), and no response (n=3). In non

SCs, no response to 2-methyl-S-HT was observed (n=4). The absence ofclear eut etfects

cao probably be explained by the recent observation that 2-methyl-5-HT can aIso inhibit

neuronal firing through 5-HTlA receptor activation (Haddjeri and Blier 1995). The nature

ofthe 5-HT induced depolarization in SCs thus remains to be investigated.

Not surprisingly, S-HT was found to affect the rhythmic properties of ses. In

essence, this modulation was exaetly opposite to that of the cholinergic agonist carbachol

(Chap. V). 5-HT increased the frequency of the subthreshold membrane potential

oscillations, accentuated spike clustering, and increased the instantaneous firing frequency

within each cluster. This S-HT etfect does not seem to result from a non-specifie effeet

such as decreased membrane rime constant due to the Rin decrease observed with S-HT,

but rather to a specifie conductance change. This is indicated by the fact that in the above

mentioned experiments, when 2-methyl-S-HT produced a depolarization accompanied by a

decrease in~ no change in the frequency of the subthreshold oscillations was observed

(n=2).

While the importance of the ascending cholinergic system in regulating specifie

aspects of electroencephalographic activity and behavior is no longer ta be demonstrated

(see Chap. V), the exact role of the ascending serotonergic projections in this respect has

been difficu1t to define. In behaving animals, neocortical fast activity and limbic theta

rhythm persist following blockade of central muscarinic cholinergic transmission, and

evidence suggests that this type of aetivity may depend on serotonergic input (reviewed in

VandelWolf 1988). Nevertheless, studies involving pharmacological manipulations of 5

HT transmission have reported contradictory findings on modulation of hippocampal theta

(Robertson et al. 1991; Vertes et al 1994). In addition, depletion of forebrain S-HT was

found to have little effect on the frequency and morphology of hippocampal theta

(Vanderwolf et al. 1989) and on behavioral tasks requiring intact hippocampal funetion
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(Riehter-Levin and Segal 1989; Riekkinen Jr et al. 1990). Herey the inerease in frequency

of the SCs' rhythmic activity following serotonergie receptor activatio~ mirrored, in every

respect, the decrease effected by cholinergie receptor activation. While, at present, the

specifie link between limbic theta or fast activity and the 5-HT system is not entirely clear,

the present study suggests that layer il neurons of the EC possess the ability to tightly

regulate emergent network oseillatory properties, depending on the relative importance of

cholinergie and serotonergic tone during various brain states.

In both SCs and non-SCs, 5-HT was found to affect action potential waveform by

reducing the fAHP and increasing spike duration. 5-HT actions on potassium currents

responsible for action potential repolarization have not been described. 5-HTy howevery

was observed to decrease high voltage activated Ca2+ currents (Foehring 1996). A

reduction in Ca2+ currents is expected to inhibit Ca2+-dependent K+ eurrents and therefore

to reduce the fAHP and increase action potential duration.

5-HTy unexpectedly, was found to modulate spike-train adaptation and associated

sARP in SCs but not in non-SCS. The negative finding in non-SCS is surprising since the

1ARP current underlying adaptation and sARP is a ubiquitous target for serotonin

regulation in the vertebrate CNS (hippocampus: Andrade and Nicoll 1987; dentate gyrus:

Baskys et al. 1989; association cortex: Araneda and Andrade 1991; piriform cortex:

Sheldon and Aghajanian 1991; human neocortex: McConnick and Williamson 1989). In

addition to serotoni~ ail other monoamines ineluding norepinephrine (McCormick and

Williamson 1989), dopamine (pedarzani and Storm 1995) and histamine (Haas and

Konnerth 1983), also suppress IAHP. IAHP regulation at the cortical level was thus

postulated as the principal mechanism by which the ascending monoaminergic systems

change the funetional state of the brain (Nieoll et al. 1990). The effect of monoamines on

IAHP is known to be mediated via channel phosphorylation, following a rise in cAMP and

subsequent activation of protein kinase A (pedarzani and Storm 1993; Pedarzani and

Storm 1995; Torres et al. 1995).
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In non-SCs, it cannat be argued that insensitivity of the sARP to S-HT solely

results from absence, in those cells.. of the serotonergic receptor subtype positively linked

to adenylyl cyelase that would modulate IAHP (5HT4: Andrade and Chaput 1991b).

Increasing intracellular cAMP directly by perfusion with membrane permeant analogs of

cAMP and thus bypassing neurotransmitter receptor activation did not affect adaptation

and sARP in non-SCs while it suppressed both in SCs (Chap. V). It therefore seems that,

in non-SCs, the dogma that monoamines increase cortical exeitability by suppressing the

main current responsible for limiting responsiveness ta sustained stimuli does not hold.

Recalling that cholinergie receptor activation drastically affeeted spike train characteristics

in non-SCs but not in SCs (Chap. V) the present finding again points ta additional

potential for control, by layer fi neurons, of network dYnamÎcs, depending on the specifie

interactions between cholinergie and serotonergic systems.
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Figure 1. 5-HT induced effects in ses and non-SCs. A: In a non-SC~ bath application of

S-HT (30 J.lM) for the duration indicated by bar, caused a hyperpolarization of 3 mV and a

decrease in Rin of 25%, as assessed at the control membrane potential. Trace interrupted

for duration indicated under dashed bar. B: In a SC, S-HT (15 JlM) caused a biphasic

response consiting of a depolarization of 2.5 mV followed by a hyperpolarization to the

control membrane potential. The Rin decrease was 33% when assessed at the control

membrane potential, just before trace interruption. C: In another SC, S-HT (30 J.1M)

perfusion resulted in no change in the membrane potential. Rin decrease was 25%.
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Chapter VII

Figure 2. In sCs, 5-HT does not abolish rhythmic aetivity. A: In a SC held at the

membrane potentiai where subthreshold oscillations and spike clu5ters are prominent, 5

HT (30 J1M) produced a 3 mV hyperpolarization. At this hyperpolarized membrane

potential subthreshold oscillations where no longer present as shown by the reduced noise

in the recording. Depolarization to the control level by d.c. CUITent injection restored

rhythmic activity (arrow al 2). B: Expanded traces at moments indicated by arrows in A.

Before 5-HT, membrane potential oscillations at a frequency of Il.5 Hz are interspersed

with spike clusters (left). During 5-HT, d.c. depolarization to control level revealed that

the frequency of the membrane potential oscillations increased to 21.0 Hz. Rio decrease

was 24% (middle). Following washout of 5-HT, frequency of subthreshold oscillations is

restored back to controllevels (right).
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Figure 3. 5-HT increases the frequency of ail aspects of rhythmic activity in ses. A: In

normal Ringer, a SC held at - 53 mV by d.c. current injection displays subtrheshold

membrane potential oscillations at a frequency of 8.6 Hz (left). At -52 mV the same SC

exlu1>its conspicuous spike clustering (right). B: During perfusion with 5-HT (30 JlM)~ the

frequency of subthreshold oscillations is raised ta 14.2 ~ measured at the same

membrane potential as in control (left). In 5-HT~ spike clusters are preselVed and appear

even more prominent. Within clusters, instantaneous firing frequency is increased, and

between clusters, frequency of occurrence of clusters is increased, relative to control

(right). C: Following washout of 5-HT, frequency of rhythmic activity is restored to about

controllevels.
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Figure 4. 5-HT-induced increase in frequency occurs aver the entire voltage range over

which rhythmic activity is dispIayed. A: In the same SC as in Fig. 3, frequency of

subthreshold membrane patential oscillations versus membrane potential in control (e)

and 5-HT (.~). B: Frequency of occurrence of spike clusters (intercluster frequency)

versus membrane potential measured over a 3 s period in control (e) and 5-HT (.).
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Figure 5. 5-HT effects on single spike and spike train charaeteristics. A: In a SC~ 5-HT

(15 J.IM) suppressed the prominent adaptation in firing frequency exhibited in response to

a 0.8 nA current pulse, and reduced the sARP following the train ofspikes from 8.7 mV to

4.3 mV, even though many more spikes were elicited in 5-HT in response to the same

current pulse. B: ln a non-SC, 5-HT (30 JlM) affected neither adaptation nor sAHP in

response to a 0.5 nA current pulse. C: In a SC (top) and a non SC(bottom), 5-HT

decreased fAHP and increased spike duration without affeeting spike amplitude and rate of

cise. 5-HT trace delimited byarrow. A single spike was elicited in response to a threshold

current pulse in control and 5-HT.
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Chapter VIII

The main objective of the present work was to determine the intrinsic

electrophysiological properties of medial entorhinal cortex layer II neurons, to refine our

understanding of the role of the entorhinal cortex within the medial temporal lobe. It was

found that layer II neurons are endowed with a rich intrinsic electroresponsiveness which

invalidates the notion that they are simple relay cells linking the neocortex to the

hippocampal formation. In additio~ the cellular mechanisms uncovered may provide a

parsimonious explanation as to how the entorhinal cortex would implement the network

properties required to achieve the normal and pathological functions it has been linked

with.

LAYER II NEURONS CONSTITUTE TWO PARALLEL INFORMAnON PROCESSING CHANNELS

This is the main recurring theme concluding each individuaI section of the present

work. Projection neurons fell into two distinct morphologicaI types (Chapter II) each

endowed with vastly different electroresponsive properties (Chapter III), each differentially

modulated by the cholinergic (Chapter V) and serotonergic (Chapter VII) systems.

Without exact knowledge of the respective afferents to, and target structures of, these two

channels, and of the synaptic interactions between them, attribution of a precise

significance to the presence of those two channels is purely speculative. Yet, it appears as

if the processing and integrative capabilities of layer II neurons are compounded., with the

result that tremendous potential exists for reshaping of afferent stimuli before they are

conveyed to the hippocampaI formation.

THE MAJORlTY Of LAYER II NEURONS DISPLAy A ROBUST R1-lY11MC BEHAVIOR

The steUate celIs, the major constituents of layer II, exhibit subthreshold membrane

potential oscillations and a firing pattern constituted by rhythmic spike clusters paced by

intervening subthreshold oscillations. This rhythmic behavior is a robust and 01051 likely

relevant phenomenon in entorhinal cortex funetion: once manifested upon depolarizatio~
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it remains sustained; it is present over a broad range of input stimuli; it persists foUowing

neurotransmitter receptor activation; its frequency can be modulated by membrane voltage

and by neurotransmitters. Relation of rhYlhmic aetivity with the lirnbic theta rhythm has

already been diseussed (Chapter m and V). Here, it will be considered within the broader

issue of the funetion of temporal correlation in neural aetivity.

For a long time it was assumed that information was coded by a neurons's Mean

firing rate (rate code model). An altemate view is presently emerging as a result of new

theoretical and experimental approaches, which holds that infonnation is contained in the

firing pattern of a neuron (temporal code model) (Ferster and Spruston 1995). It is thus

the precise timing of action potential discharge that carries the message. Hopfield (1995)

bas shown how the presence of an ongoing subthreshold membrane potential oscillation

allows a neuron to recode analogue information - for example, a constant input stimulus 

into the time domain - a precise firing pattern. The spike c1usters displayed by the stellate

cells upon d.c. depolarization are such an example. A network of individual encoders such

as that constituted by the stellate cells interconnected via the net of recurrent axon

collaterais that they possess (Chaper fi) May thus implement temporally correlated firing

between different stellate cell populations receiving different inputs from sensory and

association cortices. Synchronous aetivity of neuronal populations is viewed and

experimentally investigated as an efficient mechanism for binding the multiple, spatially

distributed, feature representations extracted by the nervous system, into a unified and

coherent experience (Singer and Gray 1995). Similarly, in memory acquisition, binding

between multiple aspects of a particular event is needed to constitute a unique memory

trace. Stellate cells may thus be perfectly suited to enhance response saliency by promoting

synchronous firing within a particular neuronal assembly by the above mentioned

mechanism, before transmission to the hippocampus. The frequency modulation effected

by neurotransmitters May serve to modulate the degree of synchronization (Lampl and

Yarom 1993), which would temporarily engage or disengage individual neurons from a
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particu1ar neuronal assembly thus perrnitting flexibility in the association of neuronal

activity.
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