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Abstract 
 
 
 The human fungal pathogen Candida albicans is a diploid organism that lacks a 

complete sexual cycle, thus making functional genetics challenging. Consequently, 

linking a function to a gene often relies on predictions from other model organisms. In 

this thesis, I have explored different genetic strategies to address two important aspects of 

the biology of C. albicans, drug resistance and morphology, which are associated with 

virulence. Using a reverse genetics approach based on the model Saccharomyces 

cerevisiae, I first identify and validate a new drug target in C. albicans. Next, I use 

forward genetics screening directly in the pathogen to identify genes regulating 

morphology by showing that the Arp2/3 complex is required for the yeast-to-hyphae 

switch as well as virulence. Lastly, I follow up on the Arp2/3 complex and demonstrate 

how this fungus can be used to study some unique cell biological aspects regarding actin 

dynamics and endocytosis. Collectively, this thesis illustrates how various genomic 

techniques can be applied to understand different aspects of this human fungal pathogen.  
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Résumé 
 
 
La levure pathogène Candida albicans est un organisme diploïde n’ayant pas de cycle 

sexuel complet, ce qui rend difficile la génétique fonctionnelle. Par conséquence, la 

liaison d’un gène à une fonction repose souvent sur des prévisions à partir d'autres 

organismes modèles. Dans cette thèse, j'ai exploré différentes stratégies génétiques afin 

d’étudier deux aspects importants de la biologie de C. albicans, la résistance aux 

médicaments et la morphologie, qui est associée à la virulence. Avec l'aide d'une 

approche de génétique inverse basée sur l’organisme modèle Saccharomyces cerevisiae, 

j'ai d'abord identifié et validé une nouvelle cible thérapeutique chez C. albicans. Ensuite, 

j'ai utilisé la génétique directe de C. albicans pour identifier des gènes qui régulent sa 

morphologie. Ceci m’a permis de montrer que le complexe Arp2/3 est requis pour la 

formation des hyphes ainsi que la virulence. Enfin, je me suis concentré sur le complexe 

Arp2/3 et j’ai démontré que cette levure peut être utilisée pour étudier certains aspects 

unique de sa biologiques cellulaire, en particulier, la dynamique de l'actine et 

l'endocytose. Collectivement, cette thèse montre comment diverses techniques de 

génétique et de génomique peuvent être appliquées afin de comprendre différents aspects 

de ce pathogène fongique humain.  
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Presentation 
 

  In this manuscript-based thesis, I have investigated different functional genomic 

approaches in Candida albicans, addressing two important aspects of C. albican’s 

biology, drug resistance and morphology.  

  In chapter I, I will introduce the protagonist of my thesis, the human fungal 

pathogen C. albicans, and provide an overview of why we should study C. albicans, 

currently available therapy options and their limitations, as well as functional genomic 

methods to study gene function. This leads to the first two publications (chapter II, 

published in Molecular Systems Biology, PMID: 20029371, and chapter III, published in 

PLoS Pathogens, PMID: 20140196), where we used reverse genetics based on the model 

Saccharomyces cerevisiae to identify new drug targets. Following this, I will outline 

limitations of this strategy and provide a forward genetic approach to perform functional 

genomics directly in the pathogen, which leads to chapter IV (published in Molecular 

Microbiology, PMID: 20141603). In this publication, I focus on the morphology aspect 

of C. albicans, and link one gene in particular, ARP2, to this trait. Following up on these 

observations, I will provide an extension on ARP2 and present in a first draft version 

(chapter V.2) the cell biological function of the Arp2/3 complex in regards to actin 

dynamics and endocytosis.  

  Overall, my thesis has a strong focus on functional genomics, starting with 

reverse genetics that addresses drug resistance, continuing with forward genetics looking 

at morphology, and finally extending on one of the hits resulting from forward genetic 

screening to understand some unique aspects of the biology of C. albicans, thus 

providing an example that studying this fungus is not only important because of its 

pathogenic capacity, but also because it serves as a useful model organism for cell 

biology. Finally, in the last chapter (chapter VI), I will reflect on some of our main 

findings and provide my views what these results mean.  

  Appendix A provides additional co-authored publications as well as evaluations 

for Faculty 1000 Biology (F1000) that were produced during the course of my Ph.D. 

work, but were not directly aligned with the main chapters presented here. I thus felt that 
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mentioning the 5 co-authored publications and 6 F1000 evaluations in the appendix was 

appropriate.
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CHAPTER 

I 
  

I. Introduction  
 

  The name “fungi” can invoke unpleasant associations and memories in many 

people, as fungal species are notoriously involved in processes such as decaying wood, 

spoiling food, attacking crops, annoyingly decorating our apartments on walls or ceilings, 

and causing various infections in humans, ranging from rather harmless toenail infections 

to more serious lung or blood-stream infections that often lead to death. On the other 

side, the ecosystem wouldn’t work as we know it without the estimated 1.5 million 

existing fungal species. Together with bacteria, fungi decompose organic material and 

release carbon, nitrogen and phosphorous, so that plants and animals can reuse them for 

growth. As well, fungi are important as mutualists, forming beneficial relationships with 

plants in the form of mycorrhizae, with cyanobacteria in the form of lichens, or with 

animals such as grazing mammals, where fungi provide services in breaking down plant 

material in the gut. Human economy also heavily depends on fungi, as they are used to 

produce wine, beer, bread, antibiotics, and more recently bioethanol as fuel for our cars. 

Finally, fungi frequently serve as important model organisms to study molecular genetics 

of eukaryotes, because some fungi, like the budding yeast Saccharomyces cerevisiae, are 

easily cultured and genetically manipulated. Scientists make use of these advantages to 

gain insights into Parkinson’s disease and other human diseases by examining 

homologous genes in S. cerevisiae [1]. Thus, while fungi can cause disease and 

dramatically threaten human health, their benefits to humans as well as the entire 

ecosystem as a whole clearly outweigh the negative aspects. Studying fungi is therefore a 

fascinating area and certainly provides a rich resource to understand processes essential 

for life.  
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 I.1. A brief introduction to Candida albicans  
 

  The first mention of an oral fungal infection is credited to Hippocrates (4th 

century BC)[2], but it was not until 1665 when Pepys described this infection as “thrush” 

(a milky-white lesion in the mouth, on lips and in the throat) [3,4]. In 1839 Langenbeck 

was the first to recognize that thrush was caused by a fungus [5], and Wilkinson in 1849 

and Mayer in 1862 observed that this fungus can grow in different growth forms that can 

cause other types of infections, like vaginal thrush, cutaneous and systemic infections 

[6,7]. Robin in 1847 was the first to use the word “albicans” (from Latin, “albus” 

meaning “to whiten”)[8], and in 1923 Berkhout proposed the generic name should be 

Candida (derived from the Latin phrase toga candida, which was used to describe a 

white robe worn by candidates of the Roman Senate) [2,9]. In 1954 the Eighth Botanical 

Congress officially adopted the taxonomic name Candida albicans [2], and the following 

half-century saw an expansion of studies in the areas of taxonomy, biochemistry and 

microscopy with the first report on molecular biological approaches published in 1981 

[10].  

 

  Today, we distinguish among more than 160 different Candida species [11]. 

Approximately 65% of all these species are unable to grow at 37°C and are therefore not 

considered pathogenic [12], but exist as environmental saprophytes [13]. Among all 

potentially pathogenic Candida species, C. albicans is the most often isolated from the 

human host, accounting for over half (62%) of all isolates, followed by C. glabrata (17 

%), C. parapsilosis (9%), C. tropicalis (4%), C. krusei (3%) and other Candida species 

that together account for less than 10% of all isolates [14,15]. Candida spp. remain the 

most common human fungal pathogen isolated in intensive care units, accounting for 

42% of all fungal infections. However, besides infections caused by Candida spp., other 

fungi are also frequently isolated in human patients. Among the most prominent of those 

are Aspergillus spp., e.g. A. fumigatus, and Crytococcus spp. like C. neoformans [16]. 

 

  We understand today that C. albicans colonization is established early in life, 

possibly as early as birth when passing through the birth canal [17], and consequently 
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over 50% of one-month-old infants have associated C. albicans [18]. In general, the 

interaction between C. albicans and the human host is benign with the fungus growing as 

a commensal on the skin, the mouth, the throat, the gastrointestinal tract and lower 

female reproductive tract in about 70% of the healthy human population [19,20]. In other 

cases, C. albicans can cause disease, generally referred to as candidiasis, that we can 

divide into two broad categories, mucosal and systemic. Mucosal candidiasis can result 

after mucosal insults, such as poor oral hygiene, burn injury to the skin or a surgical 

procedure. These cases of candidiasis are usually not life-threatening and, although 

unpleasant, can typically be treated successfully with existing drugs. Systemic 

candidiasis, also referred to as candidemia, however, is much more serious. In these 

cases, C. albicans breaches the mucosal membrane and enters the blood stream, which 

leads to a disseminated disease where C. albicans can infect virtually every organ [21]. 

  Although C. albicans infections were described centuries ago, we observed a 

tremendous increase in fungal infections during the 20th and 21st centuries. For instance, 

the annual number of fungal infections increased by 207% between 1979 and 2000 in the 

United States alone [22]. One reason for this increase lies probably in improved detection 

methods. More importantly, however, this increase can be attributed to other medical 

advances, particularly the management of cancer with chemotherapy, management of 

organ transplantation with potent immunosuppressive drugs and the development of 

antibacterial drugs [23]. In other cases, the long-term usage of vascular catheters and 

prosthetic devices has formed an artificial niche for the pathogen. The increased number 

of people infected with the human immune deficiency virus (HIV) over the last few 

decades as well as the increasing number of people older than 60 years has resulted in an 

even larger group of susceptible patients since the transition of a commensal C. albicans 

to the pathogenic form is often facilitated by a weakened immune system of the host.  

 

  Having described what C. albicans is and why it can become a problem in 

certain patient populations, I am now going to summarize existing treatment options 

against fungal infections with a focus on C. albicans in particular.  
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 I.2. Treatment options against fungal infections 
 

  Candida is the fourth leading cause of nosocomial, i.e. hospital derived, 

infections worldwide and can be acquired as early as 72 hours after hospitalization 

[24,25]. Generally, treating patients suffering from candidiasis is hampered by the fact 

that the immune system of these individuals is already compromised. Treating such 

patients has always been challenging, but was significantly improved in the 1950’s when 

the first antifungal agent, nystatin, was isolated from a soil fungus [26]. Over the next 60 

years, antifungal drug development has continued, and today we have several classes of 

antifungal drugs that are used in the clinic to treat fungal infections. The next section 

describes these agents and groups them into 4 categories according to their mode of 

action.  

 

 

 I.2.1.  The polyenes 
 

  The class of polyenes includes several hundred different drugs, but the most 

commonly used ones are nystatin and Amphotericin B deoxycholate (AmB), which was 

discovered in 1954 and today marketed as Fungizone® by X-Gen pharmaceuticals 

[27,28]. Polyenes are isolated from soil dwelling fungi of the genus Streptomyces. While 

nyastin is usually restricted to treating mucosal Candida infections due to solubility 

issues, AmB has been used to treat all kinds of fungal infections and has the broadest 

spectrum of currently available antifungal drugs [28]. AmB is active against all three 

major human fungal pathogens, i.e. Candidia spp., Cryptococcus spp. and A. fumigatus. 

Because of this wide-spectrum activity, together with the fact that clinical resistance is 

still rare (s. chapter I.3.1.), AmB has been a gold standard in the treatment of fungal 

infections for over 4 decades. 

  Polyenes have an amphipathic nature, i.e. one part of the molecule is hydrophilic 

and charged, and another side is hydrophobic and uncharged [29]. Through this property, 

polyenes target ergosterol, a major lipid in fungal plasma membranes. Through binding to 

ergosterol, AmB creates a pore that allows ions and other cellular constituents to diffuse 

across the membrane, ultimately leading to fungal cell death [30,31]. This fungicidal, i.e. 



  
 

5 

lethal to fungal cells, property of AmB has further contributed to its clinical success, 

especially in cases where a rapid response is needed [29]. 

  The main disadvantage of polyenes is host toxicity, as they cannot only bind to 

lipids present in fungi, but also to cholesterol-containing membranes present in human 

cells. This has considerable disadvantages to the human host, including nephrotoxicity, 

anemia, anaphylaxis as well as infusion-related reactions that can occur in approximately 

70-90% of patients [32,33]. For these reasons, lipid formulations have been developed for 

AmB, which partially solve the solubility and toxicity issues. Lipid formulations can be 

used for intravenous delivery and are often superior compared to treatment options 

relying on other classes of drugs [34]. Three lipid formulations of AmB are currently 

available, and include AmBisome® (AmBi, liposomal amphotericin B from Gilead 

Sciences Inc.), Abelcet® (ABLC, amphotericin B lipid complex from Enzon 

Pharmaceuticals Inc.), and Amphocil⁄Amphotec® (ABCD, amphotericin B colloidal 

dispersion from Three River Pharmaceuticals Inc.) [28].  

  

 

 I.2.2.  Flucytosine 
 

  Flucytosine, namely 5-flucytosine (5-FC), which is marketed as Ancobon® and 

distributed by Valeant pharmaceuticals Intl., was originally discovered in 1957 for its 

antitumor activity [28]; only four years later was its antifungal property recognized [35]. 

5-FC is active against Candida spp., Cryptococcus spp. and has also been used to treat 

chromoblastomycosis (infections caused by Fonsecaea spp., Phialophora spp. and 

Cladosporium spp.), but is ineffective against filamentous fungi such as A. fumigatus 

[36,37,38]. 5-FC is rarely used as a single agent, but is commonly used in combination 

with other drugs, particularly AmB, because when used as monotherapy, 5-FC is only 

fungistatic (causing arrest of fungal cell growth). Another reason why combination 

therapy is preferred over monotherapy is because fungal cells rapidly develop resistance 

against 5-FC (s. chapter I.3.1.) [28]. 

  5-FC targets the process of nucleic acid synthesis. 5-FC is first rapidly converted 

into 5-fluorouracil (5-FU) by the enzyme cytosine deaminase [39]. 5-FU then exerts its 
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activity by two mechanisms. The first mechanism includes the conversion of 5-FU into 5-

fluorouridine triphosphate (FUTP) through the enzymes 5-fluorouridine monophosphate 

(FUMP) and 5-fluorouridine diphosphate (FUDP) [39]. FUTP is then incorporated into 

fungal RNA, thus disturbing the amino acid pool and inhibiting protein synthesis. The 

second mechanism of action of 5-FU is through its conversion into 5-fluorodeoxyuridine 

monophosphate (FdUMP) by the enzyme uridine monophosphate pyrophosphorylase 

[39]. FdUMP acts as a potent inhibitor of thymidylate synthase, a key enzyme involved in 

DNA synthesis and nuclear division [40]. Therefore, 5-FC interferes with pyrimidine 

metabolism as well as protein synthesis [41].  

  Although mammalian cells can also metabolize 5-FC, effects are minimized 

because mammalian cells lack the enzyme cytosine deaminase [29]. The most common 

adverse events in patients undergoing 5-FC therapy are symptoms such as nausea, 

vomiting, diarrhea, abdominal discomfort, as well as hepatotoxicity, which can occur in 

up to 41% of patients [28].  

 

 

 I.2.3.  The azoles 
 

  The class of azole drugs is one of the major groups of antifungals used in clinics. 

Ketoconazole is the first azole derivative that was approved in 1981 by the Food and 

Drug Administration (FDA) for clinical use [42], and was followed by the first generation 

triazole, fluconazole (FCZ), in 1990 [43]. FCZ was developed by Pfizer and has several 

advantages over ketoconazole. For instance, in contrast to ketoconazole, FCZ is highly 

water soluble, can be administered intravenously to seriously ill patients, is relatively safe 

even at high doses, and, due to its favourable serum half-life, allows once-daily dosing 

[44]. Based on these positive pharmacokinetic properties, FCZ rapidly became the first 

choice for the treatment of a number of fungal infections and has been studied 

extensively in clinical settings [45].  Today, FCZ is approved for treating mucosal and 

systemic candidiasis as well as cryptococcal meningitis. However, the enthusiasm for 

FCZ has been hampered because of its limited spectrum of activity against emerging 

fungal pathogens. For example, FCZ doesn’t show any significant activity against 
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filamentous fungi like A. fumigatus. Another shortcoming of FCZ is the emergence of 

drug resistance, particularly in Candida spp. [29]. Due to these limitations of first-

generation azoles like FCZ, second-generation triazoles have been developed in the past 

10 years and are used today in the clinics [46]. Voriconazole and posaconazole, two of 

these second-generation azoles, are active against a wider range of fungal pathogens, 

including A. fumigatus, and show enhanced activity against Candida spp. [28,47].  

  Azoles target the fungal specific ergosterol biosynthesis pathway. The ergosterol 

pathway can be divided into an early pathway, producing squalene from acetate, and a 

late pathway that produces ergosterol starting from squalene [48]. All azoles block the 

late pathway by inhibiting the product of the ERG11 gene, the P450-dependent enzyme 

lanosterol 14-!-demethylase. Inhibiting this enzyme results in the accumulation of toxic 

methylated sterols, which are then incorporated into the plasma membrane, thus replacing 

ergosterol. This in turn results in altered membrane fluidity as well as altered activity of 

membrane bound enzymes, such as chitin synthase [49]. The net effect of azole action is 

inhibition of fungal growth and replication.   

  The main disadvantage in regards to treating Candida infections is that azoles 

like FCZ only inhibit fungal growth, i.e. they are fungistatic and not fungicidal. This can 

often lead to the accumulation of drug resistance (s. chapter I.3.1.). Nevertheless, due to 

its long track record, its low costs, excellent bioavailability and tolerable adverse events 

like nausea, vomiting and diarrhea, FCZ is still used extensively in the clinic, and 

remains the antifungal of choice against mucosal candidiasis like oropharyngeal or 

esophageal infections [28,50].  

 

 

 I.2.4.  The echinocandins 
 

  The echinocandins are the newest class of antifungals and consist of 3 FDA-

approved agents, caspofungin (marketed as Cancidas® and developed by Merck & Co.), 

micafungin (brand name Mycamine® and developed by Astellas Pharma), and 

anidulafungin (also known as Eraxis® and developed by Pfizer Inc.). Although 

caspofungin was first reported in 1989, it took another decade until it was approved in 
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2001 for treatment of invasive fungal infections [51,52]. Micafungin and anidulafungin 

were approved in 2005 and 2006, respectively. All three echinocandins are marketed as 

semisynthetic lipopeptides that have been chemically modified from natural products of 

fungi; caspofungin from pneumocandin B of Glarea lozoyensis, anidulafungin from 

echinocandin B0 from A. nidulans and micafungin from the hexapeptide FR901370 from 

Coleophoma empedri. Due to its short history of clinical use, extensive clinical data of 

echinocandins remain limited. Currently, echinocandins are approved for treating 

infections caused by several Candida spp., including C. albicans, as well as A. fumigatus, 

but don’t show any significant activity against Cryptococcus infections [28,29].  

  All echinocandins target the cell wall of fungal cells by inhibiting the enzyme "-

glucan synthetase, which is involved in the synthesis of the major cell wall 

polysaccharide, "-1,3-glucan [53]. FKS1, which encodes for the "-glucan synthetase, is 

the direct target of echinocandins. Given that mammalian cells lack cell walls, 

echinocandin action is fungal specific, and results in fungicidal interactions against most 

Candida spp., but fungistatic interactions against the majority of Aspergillus spp. 

[54,55,56].  

  Although echinocandins are generally well tolerated, echinocandin therapy can 

infrequently result in liver function abnormalities. A more serious disadvantage of 

echinocandins, however, is that there is no generic formulation currently available, which 

makes this antifungal therapy more expensive compared to other antifungals like FCZ.  

 

  Having summarized the 4 main classes of clinically available antifungals, I am 

now going to talk about limitations of each of these classes by looking at mechanisms of 

drug resistance with a focus on azoles in particular.  

 

 

 I.3. Antifungal drug resistance  
  
 
 I.3.1.  General considerations 
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  Despite several clinically approved classes of antifungals, no single drug 

treatment option is suitable for all existing fungal infections. Physicians have to take into 

account factors such as the underlying characteristics of the patient, the site of infection, 

identity of fungal species and so on, in order to maximize chances of clinical success. 

One way to help choose the appropriate therapy is determining the susceptibility of the 

pathogen to various compounds in vitro. This is usually done by standardized testing 

methods, such as the reference methods from the Clinical and Laboratory Standards 

Institute (CLSI) [57,58]. Other testing methods exist as well and include the use of 

calometric dyes such as XTT, or E-test strips [59,60]. The goal of these standardized 

methods is to determine the minimal inhibitory concentration (MIC) of a particular drug 

in vitro. The MIC is defined as 80% growth inhibition compared to the control at 48 

hours. MIC values are then used to predict how a strain will behave clinically, for 

instance whether a pathogen will be susceptible or drug resistant. 

  In general, there are two different types of drug resistance. Intrinsic resistance 

refers to resistance that arose in a strain before it encountered a drug, while secondary or 

acquired resistance refers to a strain that became drug resistant while being exposed to 

the drug. Elucidating the mechanism of intrinsic resistance is challenging, because strain 

differences unrelated to the resistance may confound the analysis. On the other hand, 

resistance mechanisms related to acquired resistance are easier to identify and 

characterize. In these cases, comparing matched sets of susceptible and resistant clinical 

isolates has often been very useful in pinpointing to molecular mechanisms of acquired 

resistance [29]. 

  Besides these two broad distinctions of intrinsic and acquired resistance, there 

are several other types of resistance. For example, stable resistance refers to a strain that 

maintains resistance once the drug pressure is released. This type of resistance has been 

encountered in clinical isolates of AIDS patients who have been receiving azole drugs for 

extended periods [61]. Transient resistance, on the other hand, refers to a strain that 

looses its resistance in the absence of the drug. Examples of transient resistance come 

from clinical isolates from bone marrow patients who have been receiving high doses of 

drugs for a short period [62]. Finally, the phenomenon of drug tolerance can also be 

considered as one form of resistance. Tolerance is defined as the ability of a strain to 
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survive at drug concentrations above the MIC value [63]. Tolerance can become 

particularly important in cases where a drug acts fungistatically as in the case with most 

azoles, but can be overcome when a fungistatic drug is converted into a fungicidal agent. 

For instance, when the fungistatic drug FCZ was combined with cyclosporine A, an 

inhibitor of calcineurin activity, and directed against C. albicans, cell viability decreased 

more than 99.9% after 24 hours compared to robust growth when either drug was used 

alone [64]. Although progress has been made to understand on the molecular level how 

the calcineurin pathway contributes to drug resistance, as yet we don’t completely 

understand the significance of this pathway in clinical settings [65].  

 

 

 I.3.2.  Molecular mechanisms of drug resistance  
 

  Clinical drug resistance has been reported for all 4 major classes of drugs. 

However, the frequency of developing antifungal resistance varies greatly between these 

4 classes. For instance, resistance to AmB is still rare despite extensive use over several 

decades. The exact rate of AmB resistance remains unknown, and although AmB 

resistance has been observed in clinical isolates as well as in laboratory strains, the 

mechanism of AmB resistance remains elusive [66,67]. In some cases, AmB resistance 

has been linked to a significant reduction of ergosterol in the plasma membrane, thus 

leading to drug resistance because the target of AmB is reduced or even absent [68]. 

Resistance to 5-FC, on the other side, is very common. Known resistance mechanisms 

include decreased transport into the cell via the enzyme cytosine permease, alterations of 

metabolic enzymes (cytosine deaminase and uridine monophosphate pyrophosphorylase, 

uPRTase), as well as increased production of competitive pyrimidines. Mutations in the 

enzyme uPRTase seem to be the most commonly encountered event leading to 5-FC 

resistance in clinical isolates [69,70,71].  

 

  Probably the most-studied and best-understood mechanisms of drug resistance 

come from the use of azole drugs. Azole resistance is likely a consequence of extensive 

clinical use. Another reason why we frequently observe azole resistance is because azoles 
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are generally fungistatic. At least 4 different types of azole resistance mechanisms have 

been described.  

  The first one is facilitated by enhanced ATP-dependent efflux where the cell 

actively pumps the drug out of the cell. In such azole resistant isolates, genes encoding 

transporters containing the ATP binding cassette (ABC) have been found to be 

upregulated compared to susceptible isolates. Genes that encode for such ABC 

transporters were first identified in C. albicans as CDR1 (standing for “Candida drug 

resistance 1”) and CDR2, but have now also been characterized in C. glabrata, C. 

tropicalis and in C. neoformans [72]. There are at least two possibilities for how CDR1 

and CDR2 can become upregulated in drug resistant C. albicans isolates. The first results 

when a region within the coding sequence of CDR1 is mutated, leading to increased 

transcription initiation and mRNA stability [73]. The second results from the 

hyperactivation of TAC1, a transcription factor that regulates CDR1 expression. Two 

mutations in particular, N972D and N977D, have been shown to cause hyperactivity of 

TAC1, leading to drug resistance in clinical isolates of C. albicans [74,75]. 

  A second mechanism causing azole resistance is through the process of passive 

diffusion, where the cell uses the proton gradient across the plasma membrane to pump 

drugs out of the cell. This mechanism has been observed in several Candida spp., 

including C. albicans, C. tropicalis and C. dubliniensis and has been linked to one gene 

in particular, MDR1 (multidrug resistance 1) [76].  MDR1-mediated resistance to one 

azole often leads to cross-resistance to other azoles, as evidenced by C. tropicalis isolates 

that were first treated with FCZ and then became resistant to another azole, itraconazole 

[77]. The problem of cross-resistance is increasingly becoming an issue even in other 

Candida spp. [78,79]. Moreover, acquired resistance based on MDR1 is usually 

maintained even when the drug pressure is released [29]. However, despite its clinical 

significance, MDR1 was shown to efflux only one clinically important compound, FCZ 

[80]. The mechanism behind MDR1-coupled drug resistance has recently been elucidated 

by microarray studies. Comparing transcriptional profiles of a drug resistant clinical 

isolate and its susceptible parent strain, it was shown that MDR1 overexpression 

correlates with MRR1 overexpression [81]. MRR1 is a transcription factor controlling 
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MDR1 activity, and when MRR1 mutations, such as P683S or G997V were introduced in 

susceptible strains they became drug resistant.  

  A third mechanism of azole resistance includes the alteration of the drug target 

itself, ERG11, and has been observed in all three major human fungal pathogens, C. 

albicans, A. fumigatus and C. neoformans. Drug target alteration can occur in at least two 

different ways; either by overexpressing ERG11 or by mutating ERG11 so that drugs are 

less actively binding to it. Drug resistance based on mutations in ERG11 have been 

reported either as a single mutation or as multiple mutations within ERG11. Several 

research groups have independently identified mutations in the same functional region of 

ERG11, suggesting that there might be some “hot-spots” for development of azole 

resistance [47]. Once a cell has acquired an ERG11 allele with such a resistance mutation, 

it is possible that the other allele also acquires this mutation through the process of gene 

conversion [82,83]. Fortunately, some of the second-generation triazoles, like 

posaconazole, have been shown to be more insensitive to mutations within ERG11, as 

was reported in a recent publication where up to 5 of these mutations were required to 

decrease sensitivity to posaconazole in C. albcians isolates [84].  

  Finally, a fourth mechanism leading to azole resistance is alteration of the 

ergosterol biosynthetic pathway. There are two ways this can happen. The first is by 

deletion of ERG3, which leads to high levels of azole resistance in laboratory strains of 

C. albicans when tested in vitro [29,68]. ERG3 encodes for the #5,6-desaturase and, in 

the absence of azole drugs, converts episterol into non-toxic ergosta-5,7,24(28) trienol 

[53]. However, when ERG11 is inhibited by azoles, 14-methyl intermediates accumulate 

and are converted by ERG3 into toxic sterols like 14-methylergosta-8,24(28)-dien-3,6-

diol [85,86]. Consequently, when ERG3 is deleted there is less accumulation of such 

toxic sterols. Instead, erg3 mutants treated with azoles exhibit an accumulation of the less 

toxic metabolite 14a-methylfecosterol, which still allows growth. Curiously, however, 

this type of drug resistance has only been observed in vitro, but has not been confirmed 

through in vivo experiments [87]. The second mechanism of altered ergosterol 

biosynthesis is the upregulation of ergosterol genes, which leads to increased ergosterol 

content in the plasma membrane. This mechanism has been linked to the transcription 

factor UPC2 [88,89]. Two recent studies have demonstrated that hyperactivation of 
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UPC2 resulted in upregulation of not only ergosterol genes, including ERG11, but also 

other targets such as CDR1 and MDR1 in drug resistant clinical isolates in C. albicans. 

Introducing this UPC2 mutation (G648D) into susceptible strains conferred drug 

resistance [90,91]. 

  

  Resistance to the newest class of antifungals, the echinocandins, has also been 

described, despite the fact that all echinocandins have been in the clinic for less than a 

decade. However, the frequency of echinocandin resistance remains low. Clinical 

echinocandin resistance has been described for C. albicans and C. parapsilosis, while in 

A. fumigatus resistance could be engineered in a laboratory strain [92,93,94]. All 

mutations associated with echinocandin resistance have so far been shown to lie in the 

gene encoding the enzyme "-glucan synthetase, FKS1, the target of the echinocandins. 

 

  Having summarized limitations of existing antifungals, I am now going to talk 

about genomic approaches that help us identify gene functions in C. albicans.  

 

 

 I.4. Functional genomics in C. albicans - how to link a function to a 
gene? 
 

 I.4.1.  Saccharomyces cerevisiae as a surrogate model 
 

  Before the genome sequence of C. albicans became available, functional 

genomics heavily relied on reverse genetic approaches, making use of surrogate models 

to study gene functions in C. albicans. For instance, many genes in C. albicans were 

initially identified by experiments where a cloned DNA sequence conferred the ability to 

complement a mutation in S. cerevisiae. Other genes have initially been identified by 

cloning experiments on the basis of their ability to interfere with a process in S. 

cerevisiae or even to confer new properties [reviewed in: 95]. The main reason why 

research in C. albicans has heavily relied on S. cerevisiae as a model is because 

functional genomic approaches are well advanced in the budding yeast. For instance, in 
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1996 S. cerevisiae became the first eukaryote whose genome was completely sequenced, 

it is also the first eukaryote where nearly every non-essential gene has been 

systematically deleted and the first eukaryote that was expression-profiled [96,97,98]. 

More recently, whole-genome sets of tagged proteins have become available to allow 

systematic cellular localization studies, whole-genome protein-protein interaction 

networks have been constructed either by coimmunoprecipitation or the two-hybrid 

method [99,100,101], and the SGA method (synthetic genetic analysis) has provided a 

tremendous amount of information regarding genetic interactions [102,103].  

 

  Another reason why budding yeast has frequently served as surrogate model is 

that although budding yeast diverged from C. albicans about 140-841 million years ago, 

these two fungal species are sufficiently similar so that the sophisticated technologies 

developed in S. cerevisiae have helped in studying gene function in C. albicans. Progress 

on understanding processes such as cell-cycle progression, signal transduction, mating, 

metabolism and cell-wall biosynthesis have all been accelerated in C. albicans based on 

information already available in S. cerevisiae [95]. Even aspects of fungal virulence and 

drug target discovery can be studied by relying on S. cerevisiae despite the fact that the 

budding yeast is usually not pathogenic. For instance, initial studies showing that S. 

cerevisiae can switch from the normal budding-yeast morphology to the pseudo-hyphal 

form prompted similar studies in C. albicans. These initial studies have formed the basis 

that led to the paradigm that morphological switching is important for virulence in C. 

albicans (s. chapter IV.1.4) [104,105,106]. Consequently, researchers identified and 

characterized signalling pathways that are involved in the morphological transition in the 

pathogen [107,108]. Another example is the discovery that budding yeast adheres to 

polystyrene and forms biofilms [109]. Many fungal pathogens, including C. albicans, 

form biofilms on implanted prosthetic devices, such as catheters, that are very hard to 

treat because they are often resistant to drug treatment [110].  

  Finally, budding yeast was successfully used as a model to study aspects of drug 

resistance and to elucidate the mode of action of antifungals. For instance, studying S. 

cerevisiae has helped to determine various resistance mechanisms related to FCZ, and 

has led to the identification of FKS1, the target of echinocandins [111,112,113,114]. 
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More recently, chemical genetics has emerged as a complementary approach to study 

gene functions and the mode of action of bioactive compounds [reviewed in: 115]. The 

idea behind chemical genetics is that compounds can either activate or inactivate a 

specific gene or a group of genes, thus providing functional information on the targeted 

gene(s) without the need to genetically manipulate it.  

  Probably the most useful tool for functional genetic studies in budding yeast, 

both in terms of classical genetics and chemical genetics, is the construction of a S. 

cerevisiae deletion collection, which contains precise start-to-end deletions of all known 

genes [116]. In this collection, every mutant contains two unique barcodes, which allows 

pooling all mutants into one mixture and treating it with a drug. The effect of drug 

treatment on each mutant can then be analyzed by quantitative detection based on 

microarrays, where PCR-amplified barcodes of all mutants in the drug sample are 

compared to PCR-amplified barcodes of the control sample. This collection has been 

used extensively to probe gene functions, particularly in terms of antifungal drug 

response [115].  

 

 

 I.4.2.  Limitations of S. cerevisiae as a surrogate model 
 

   Budding yeast and C. albicans have roughly the same number of genes, which is 

currently annotated with around 6000 open reading frames (ORFs) in both species; 6051 

for C. albicans and 5797 in S. cerevisiae (not counting dubious ORFs) [117,118]. While 

the majority (4905 or 74%) of genes in budding yeast have been experimentally 

characterized, and almost all genes (5860, 95%) in the C. albicans genome have been 

manually annotated [119], there are only 1357 genes (22%) for which we possess 

functional experimental evidence in C. albicans (not counting the roughly 2000 genes 

that have been detected based on high-resolution tiling arrays or RNA-sequencing) 

[120,121]. The importance of characterizing the remaining genes in C. albicans, as 

opposed to simply relying on functional predictions based on homology, is evidenced by 

the fact that 774 genes are specific to C. albicans [122]. Another strong argument to 

experimentally study gene functions directly in the pathogen comes from a series of 
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recent studies. One such example is rewiring, or ‘reprogramming’, which refers to the 

reorganization of transcriptional networks between species, and has been shown to occur 

either through the addition or removal of upstream transcription factor binding motifs 

and/or through the substitution in the identity of the transcription factors involved in 

regulation of a particular process [119,123]. There are a number of well-documented 

events of rewiring that took place since S. cerevisae and C. albicans last shared a 

common ancestor. For example, while the transcription factor GAL4 is involved in 

galactose metabolism in budding yeast, the GAL4 homolog in C. albicans is not involved 

in this process, but instead regulates glycolysis [124]. Another example is ribosomal gene 

regulation, which is mediated by Rap1 in S. cerevisiae, but Tbf1 in C. albicans [125]. Yet 

other examples illustrating rewiring in the two fungal species include the regulation of 

the mating type locus, stress responses, as well as hypoxic and filamentation regulatory 

programs [126,127,128].  

 

   Other differences between budding yeast and C. albicans include that meiosis 

has not been observed in C. albicans, despite the presence of many homologous S. 

cerevisiae meiotic genes and the fact that C. albicans can mate. Instead, genetic 

recombination has been suggested to occur through a parasexual cycle in C. albicans, 

where mated tetraploid strains undergo random chromosomal loss that generates diploid 

strains with a shuffled combination of all chromosomes [129]. Another difference 

between the two species is that C. albicans translates the CUG codon into serine instead 

of leucine, while S. cerevisiae uses the ‘standard’ codon translation to convert messenger 

RNA into polypeptide sequences [130]. Finally, there are some important morphological 

differences between the two species. While S. cerevisiae primarily grows as budding 

yeast, C. albicans is considered a polymorphic fungus that can grow as a yeast, elongate 

into pseudo-hyphal or true hyphal structures, form chlamydospores or grow in the 

mating-competent opaque form [131].  

 

   Taken together, while S. cerevisiae has been an invaluable surrogate model to 

study gene function in C. albicans for many decades, some limitations are becoming 

apparent and urge the development of similar genetic tools to study gene function directly 
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in the pathogen. The next section provides a summary of currently available tools to 

study such functions in the pathogen.  

 

 

 I.4.2.  Overview of available genetic tools in C. albicans 
   

   Functional analysis of the C. albicans genome was significantly sped up once 

the genome of this pathogen was sequenced in 2004 [132].  Over the course of the next 

several years, an international consortium generated a genome annotation, which was 

done by comparative genomics, i.e. comparing the C. albicans sequence to already 

annotated genomes, and a sequence assembly was established [124,133]. Recently, the 

availability of an even larger number of sequenced genomes from pathogenic and non-

pathogenic fungal species has allowed a refinement of gene annotation and ORFs [134]. 

Different groups have now also started to experimentally validate the sequence 

information of the C. albicans genome using methods such as high resolution tiling 

arrays and RNA-sequencing [120,121].  

   While researchers have adapted some of the genomic tools developed in other 

systems for use in C. albicans even before an annotated genome was available, the 

number of tools has increased significantly with the genome annotation at hand. For 

instance, based on methods first developed in S. cerevisiae, Schizosaccharomyces pombe 

(fission yeast) and Pichia pastoris, protocols for transformation using recombinant DNA 

and PCR products, auxotrophic and dominant markers based on antibiotic resistance, 

inducible promoters, fluorescent reporter constructs, as well as epitope-tagging plasmids 

have been developed for C. albicans [reviewed in: 135,136]. While these techniques are 

providing a resource for functional genomics in the pathogen, these reverse-genetic 

methods are inherently biased in that one relies on information derived from surrogate 

models. A solution to this is provided by forward genetics, which allows investigators to 

ask specific questions directly in the organism of choice. The advantage of forward 

genetics is that this approach assigns gene function without a priori knowledge of the 

underlying genetic material. Forward genetics, however, is challenging in C. albicans due 

to the lack of meiosis and its constitutively diploid genome, which necessitates that two 
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copies of a gene of interest have to be inactivated in order to have a complete knock out 

genotype. Nevertheless, some forward genetic techniques have been developed in C. 

albicans. The most popular one is transcriptional profiling based on microarrays [137]. 

Many groups, including our own, have developed microarray platforms and analyzed 

various biological processes on a genome-wide scale [138].  For instance, some of the 

first published transcriptional profiling studies aimed at assigning gene functions to the 

yeast-to-hyphal switch, while other studies looked at the transcriptional response to 

various antifungal drugs or at the response when C. albicans enters into contact with the 

host [139,140,141,142].  

 

   Another technique relying on forward genetics is transposon mutagenesis. 

Generally, there are two ways this technique can be applied to probe gene functions in C. 

albicans. The first one relies on the concept of haploinsufficiency, which describes the 

phenomenon that lowering the dosage of a gene from two copies to one copy in a diploid 

organism results in a detectable phenotype [115]. The first report making use of 

haploinsufficiency by transposon mutagenesis in C. albicans aimed at linking genes to 

the yeast-to-hyphae switch. In order to do this, Uhl et al. mutagenized a genomic library 

of C. albicans in vitro by using the Tn7 transposon containing the uracil 3 (URA3) 

selectable marker [143]. The authors then transformed C. albicans with the resulting 

constructs and obtained 18 000 independent mutants, of which 146 were linked to a 

filamentation-defect phenotype. Other groups have used a similar strategy making use of 

haploinsufficiency. For instance, Shen et al. constructed another transposon-based library 

and identified the C. albicans pescadillo homolog, which is required for normal hyphal-

to-yeast morphogenesis and yeast proliferation, while other groups have used 

haploinsufficiency coupled to chemical genetics to probe either the mechanism of action 

of drugs or to identify new drug targets in C. albicans [144,145,146]. 

   The second approach making use of transposon mutagenesis is based on the 

UAU1 technique. The advantage of this method compared to haploinsufficiency is that it 

inactivates both copies of a given gene. The UAU1 cassette was developed in the 

Mitchell laboratory and consists of three main parts: a non-functional ura3!3’, the gene 

encoding for arginine 4 (ARG4), and a non-functional ura3!5’ containing 530 bp of 
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homology with ura3!3’ [147]. To apply this approach, the UAU1 cassette is first 

transformed into an arg4/ura3 auxotrophic background, and ARG4+ heterozygotes are 

selected. Next, after growth to allow mitotic recombination these transformants are 

replica plated on media lacking arginine and uracil, thus selecting for prototrophic 

ARG4+/URA3+ colonies. In these prototrophs, the expectation is that one allele is still 

inactivated by the initial ARG4 construct, while the other allele is inactivated by a URA3 

sequence that was formed by homologous recombination between the two non-functional 

but overlapping ura3 sequences. The presence of two copies of the initial transposon 

cassette is essential to allow the formation of both an URA3 and an ARG4 gene; 

duplication of the transposon cassette prior to this mitotic event that generates the URA3 

gene is likely to result from either gene conversion, mitotic cross-over, chromosome 

duplication or chromosome loss followed by duplication [135]. Using the UAU1 system 

as a marker, Davis and colleagues have added Tn7 transposon sequences on either side of 

the UAU1 construct and mutagenized in vitro the genome of C. albicans. This resulted in 

a collection of plasmids carrying the UAU1:Tn7 marker flanked by C. albicans specific 

genomic sequences. They then randomly selected about 200 of those plasmids, 

transformed C. albicans and screened for filamentous defects, which led to the 

identification of MDS3, a gene encoding a pH-responsive regulator [148]. Consequently, 

this strategy has been expanded to look at other biological processes, such as 

chlamydospore and biofilm formation, as well as response to antifungal drugs 

[149,150,151].  

   Overall, while S. cerevisiae has been a tremendous help in functional genetics 

for C. albicans, several reverse and forward genetics strategies have become available 

over the last few years to probe gene functions directly in the pathogen. In the course of 

my thesis, I have made use of two of these approaches to probe two processes that are 

important in the biology of C. albicans, namely drug resistance and virulence.  
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 I.6. Rationale and objectives 
 

 Despite several classes of clinically approved antifungals, the mortality rate due to 

fungal infections remains high. For instance, mortality rates due to Candida infections 

reach up to 50% while those caused by Aspergillus infections are as high as 57% 

[152,153]. Another factor to consider is that treatment costs are increasing, mostly 

because of prolonged hospital stays. For example, annual treatment costs for fungal 

infections reach $2.6 billion in the US alone [154]. Therefore, one challenge that remains 

is to improve current therapy options. One way to do this is by improving the efficacy 

and safety of available drugs, for instance by chemical modifications. On the other hand, 

because drug resistance has been observed against every existing drug used in the clinic, 

another and maybe more promising way would be to identify novel targets with the hope 

to develop drugs that have a different mode of action compared to existing drugs. The 

challenge here is to find such targets. In the previous sections, I have summarized 

functional genomic tools to study gene functions in C. albicans. Now, I will apply some 

of these concepts; I will describe in chapter II one example how we can find novel drug 

targets based on the surrogate model S. cerevisiae. Following up on this, I will 

extrapolate these findings and test the predictions from S. cerevisiae directly in C. 

albicans (chapter III).  

  Besides this reverse genetic approach, the post-genomic era in C. albicans has 

yielded some important tools to probe gene functions directly in the pathogen. Because 

the yeast-to-hyphal switch is a C. albicans-specific process that has contributed to its 

reputation as a pathogen, and because relying on budding yeast as surrogate model poses 

obvious limitations when addressing functions such as virulence, I investigated one 

forward genetic approach to probe aspects of virulence directly in the pathogen. The aim 

here was to identify genes involved in the yeast-to-hyphal switch and test whether they 

are involved in virulence (chapter IV). 

 Finally, in chapter V, I will follow up on one of the hits that resulted from chapter 

IV. In particular, I will look at the Arp2/3 complex with the goal of better understanding 

the biological function of this actin nucleating machinery in terms of actin dynamics and 

endocytosis.  
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Gregor Jansen1,7,*, Anna Y Lee2,3,7, Elias Epp4,5, Amélie Fredette1, Jamie Surprenant1, Doreen Harcus4, Michelle Scott2,8,
Elaine Tan1, Tamiko Nishimura1, Malcolm Whiteway4,5, Michael Hallett2,3,6 and David Y Thomas1
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Introduction

Drugs that act against individual molecular targets are often
insufficient to combat fungal infections, multigenic diseases
such as cancer, and multiple cell or tissue type diseases, inclu-
ding immune and inflammatory disorders (White et al, 1998;
Sams-Dodd, 2005; Onyewu and Heitman, 2007; Zimmermann
et al, 2007). Combinatorial therapies that impact multiple
targets simultaneously are less prone to development of drug
resistance, and increase therapeutic efficacy (Groll and Walsh,
2002; Zimmermann et al, 2007). One of the major benefits of
combinatorial therapies is the potential for synergistic effects:
that is, the overall therapeutic benefit of the drug combination is
greater than the sum of the effects of the individual agents. In
particular, synergies between the constituent compounds can
provide broader pharmacologicalwindows and reduced toxicity
(Fitzgerald et al, 2006). These advantages have driven drug
discovery efforts towards the search for multi-agent therapies
(Borisy et al, 2003; Fitzgerald et al, 2006; Onyewu and Heitman,
2007; Zimmermann et al, 2007).
Despite the obvious benefits, there are many challenges

associated with the identification of multi-agent therapies.

A sensitive, but low-throughput test for synergy is the dose-
matrix response assay; in its simplest form it tests serial
dilutions of two compounds in all possible permutations. The
results from this assay can be analysedwith respect to different
models for quantifying synergy. Each model defines a baseline
efficacy level for the compounds, when used in combination at
concentrations X and Y, describing the expected level if the
compounds are not synergistic. The Loewe additivity model
defines the baseline as the level that would be expected if a
compound were in fact combined with itself (Loewe, 1953).
The Bliss boosting model, an extension of the Bliss indepen-
dence model (Bliss, 1939), defines the baseline level as
IMult¼IXþ IY#IXIY, where IX and IY are the efficacy levels of
the compounds in isolation at concentrations X and Y,
respectively (Lehár et al, 2007). Alternatively, the potentiation
model defines the baseline level as IPot¼max(IX, IY) (Lehár
et al, 2007). The utility of any of these models depends on the
comprehensiveness of the dose-matrix response data.
Large-scale searches have demonstrated that high-through-

put screens of thousands of compounds can be straightforward
(Zhang et al, 2007), but usually these screens can only test a
small fraction of the exponential number of chemical
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combinations available. Moreover, simplified dose-matrix
assays are commonly used by these approaches, but the
simplification may result in a failure to test the compound
concentrations at which synergies occur, and therefore result
in reduced synergy detection. Several lines of research address
these problems (Borisy et al, 2003; Zhang et al, 2007). Some
efforts reduce the scale issue by screening only combinations
that include a particular compound of interest (i.e. by fixing
one component). Other approaches tackle challenges later in
the therapy development pipeline using in silico approaches to
predict how two compounds act on pathways to achieve
additive or synergistic effects (Lehár et al, 2007).

Although improvements in the scale and sensitivity of
synergy identification techniques promise a greater explora-
tion of combinatorial chemical space, it is unlikely that
experimental techniques will be sufficient to completely
survey this vast space in a cost-effective and timely manner.
Consequently, there is a clear need for an approach that
winnows this space to a manageably large set of combinations
that is enriched for synergistic combinations. The combina-
tions in the set could then be rigorously tested experimentally.
A suggested experimental approach to finding this set entails
an iterative ‘maximal damage’ search (Ágoston et al, 2005;
Lehár et al, 2008a). In each iteration of the search, the most
effective combination from the previous iteration is testedwith
all other compounds separately to identify a combination that
is more effective. However, this directed strategy starts with
the most effective compound and will thus miss potentiating
synergies between compounds that incur minimal damage
separately. In contrast, an accurate in silico approach would
alleviate this challenge of synergy identification by enabling
comprehensive and efficient exploration of the combinatorial
space. Such a strategy could employ data from single
compound treatments to effectively predict which combina-
tions are most likely to behave synergistically. There are
several approaches in the literature, including that of Nelander
et al (2008), that attempt to use data from perturbation screens
and prior knowledge regarding the targets of compounds to
model the effects of these compounds when they are used
alone or in combination. This approach is currently limited to
compounds with known targets, but such an approach could
potentially be extended to predict synergistic compound pairs
(Nelander et al, 2008).
The use of chemogenomic profiles offers promise for

characterizing the global cellular response to an arbitrary
compound, for predicting the mode of action of a compound,
and for inferring the function of genes. Here we focus
on chemogenomic profiles generated for Saccharomyces
cerevisiae where each member of the yeast gene deletion
library is grown in the presence of a particular compound, and
the resultant growth fitness is recorded. Strains with reduced
fitness in comparison with untreated or wild-type cells suggest
that the loss of particular genes confers sensitivity to the
compound. For example, a set of genes involved in multi-drug
resistance was identified by finding commonalities between
yeast chemogenomic profiles of a chemically diverse panel of
compounds (Parsons et al, 2004; Hillenmeyer et al, 2008). It
has also been established that similarity between chemoge-
nomic profiles often implies a similarity in the mode of action
of the corresponding compounds (Parsons et al, 2006). In other

words, two compounds that induce sensitivity in many of the
same gene deletion strains may target similar cellular path-
ways. Conversely, strains that behave similarly across a panel
of compounds may indicate that the corresponding genes are
functionally related (Haggarty et al, 2003; Lee et al, 2005;
Brown et al, 2006). The ability of chemogenomic profiles to
predict similarities in cellular response, mode of action, and
gene function poses the question as to whether they can be
used to also predict synergy. This aspect has not been
investigated to date and would provide a simple approach to
synergy prediction that does not require prior knowledge of
the targets of compounds and extensive modelling of previous
approaches (Nelander et al, 2008).
We introduce here a combined experimental and bioinfor-

matics approach to identify antifungal synergies. In particular,
for each compound of interest, we obtain a chemogenomic
profile, which we define as a set of genes whose deletions
confer sensitivity to a given compound. The next step is to
computationally measure the similarity between pairs of
profiles. We establish that compound pairs that have
correspondingly similar profiles are more likely to be
synergistic when compared with randomly chosen com-
pounds. This approach exploits the fact that chemogenomic
profiles make compounds instantly comparable in silico:
whereas exhaustive screening of only pairwise combinations
already necessitates a quadratic number of dose-matrix assays,
the computational method requires only a linear number of
chemogenomic profiles and a small number of subsequent
validation assays relative to the total number of possible
combinations. Our approach is thus a practical way to
comprehensively search the vast chemical space for synergistic
compounds.
We validate this method by assessing the antifungal activity

of compound combinations in S. cerevisiae and in the fungal
pathogen Candida albicans. Infections by Candida species are
an increasing problem, especially in patients who are
immunocompromised (Groll and Walsh, 2002). We show that
our approach successfully predicts antifungal synergies that
occur in S. cerevisiae and C. albicans.

Results

Our goal was the identification of compound pairs that exhibit
antifungal synergy. There are two types of antifungal synergy:
the constituent compounds act synergistically to kill fungal
cells (cytotoxic synergy) or arrest growth only (fungistatic
synergy). Although a combination may be fungistatic against
one fungal species, it might exhibit more potent synergy
against others. Therefore, it may be useful to further
investigate whether combinations that are fungistatic against
particular fungal species can be developed into antifungal
therapies against other fungal species.

The collection and generation of chemogenomic
profiles

S. cerevisiae, with its accessible genetic resources, was used
as the model for fungal pathogens. The first step in our
method was to collect from the literature the results ofB1300
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genome-wide, sensitivity and lethality screens generated with
a broad range of compounds (Supplementary Table SI). This
set forms our chemogenomic profile collection (Figure 1A).
Although the screens were conducted differently (e.g. with
diploids versus haploids; competitive versus non-competitive
growth), the results of each screen permit the identification of
a set of strains that are hypersensitive to the compound, which
in turn define a set of hypersensitive genes. We focus on this
hypersensitive gene set format of a chemogenomic profile in
our analyses.
Fluconazole, a widely used fungistatic drug with favourable

pharmacokinetic and toxicological properties (Grant and
Clissold, 1990), would be an ideal constituent compound of
a combinatorial antifungal therapy. We thus generated a
de novo profile for fluconazole using the yeast haploid deletion
strain collection (Winzeler et al, 1999). As a control, we used

the hypomorphic strain for the essential gene ERG11 (Schuldi-
ner et al, 2005; Breslow et al, 2008). Fluconazole directly
targets Erg11p and thus specifically inhibits its enzymatic
activity in the biosynthetic pathway for ergosterol, an essential
sterol in yeast (White et al, 1998). As expected, fluconazole
was lethal to the erg11 strain since inhibition of the already
limited cellular amount of Erg11p likely decreased its activity
to fatal levels. Although previous studies have identified
strains that are sensitive to fluconazole (Parsons et al, 2004),
we re-screened the drug to focus on deletions that are lethal in
the presence of fluconazole. The results define a set of genes
that we call FCZ-Fungicidal (Supplementary Table SII). We
next validated the profile by determining the minimum
inhibitory concentration (MIC) and minimum fungicidal
concentration (MFC) for each strain (Figure 1B and Supple-
mentary Table SIII). These values represent dosages where
FCZ-Fungicidal strains are unable to recover after exposure to
fluconazole, unlike wild-type cells.
To exclude the possibility that any secondary mutations

present in the deletion strains were responsible for the FCZ-
Fungicidal phenotype, we complemented the FCZ-Fungicidal
strains with plasmid-borne copies of their respective deleted
genes to demonstrate reversibility of the phenotype. The
presence of the overexpressed gene enabled the transformants
to survive lethal concentrations of fluconazole above their
MFCs (data not shown) without conferring resistance to
fluconazole beyond levels observed for the wild type. There-
fore, the complementation results confirm, for every FCZ-
Fungicidal strain, that the gene deletion is responsible for the
FCZ-Fungicidal phenotype.

Components of the FCZ-Fungicidal set

Of the 4997 deletion strains screened, 21 were unable to
recover after exposure to fluconazole, in addition to the erg11
hypomorphic strain (Supplementary Table SII). Members of
the SAGA histone acetyltransferase complex and genes with
general RNA polymerase-II transcription factor activity (e.g.
members of the mediator complex) are significantly over-
represented in the FCZ-Fungicidal set (adjusted P¼3.7"10#6

and 0.01, respectively; see Materials and methods). Members
of the vacuolar membrane Hþ -ATPase complex and cytoske-
leton genes are also over-represented in the set (adjusted
P¼3.7"10#6 and 0.03, respectively; see Materials and
methods). Taken together, genes involved with transcriptional
regulation, vacuole function, and cell structure are signifi-
cantly associated with sensitivity to fluconazole.

Prediction of synergistic compounds

We assessed whether any given compound pair with a high
level of similarity between its chemogenomic profiles is likely
to exhibit antifungal synergy. A gold standard set of positive
and negative examples of antifungal synergy was assembled
for this purpose (Supplementary Table SIV). Specifically, the
positive and negative examples are synergistic compound
pairs curated from the literature and pairs that we showed are
not synergistic in S. cerevisiae using a dose-matrix response
assay (see Materials and methods; Supplementary Table SV),
respectively. Moreover, the gold standard set is limited to
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Figure 1 A method for identifying synergistic compounds with antifungal
activity. (A) A schematic illustrating the steps of the method. (B) Validation of the
first step: recovery after fluconazole treatment for defining the chemogenomic
profile of the drug. Strains were treated with increasing amounts of fluconazole
(0–128mg/ml) for 24 h before spotting aliquots on YPD and incubating at 301C
for 2 days.
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compound pairs where each constituent compound is asso-
ciated with at least one chemogenomic profile in our
collection. Although it would be interesting to investigate the
potential differences in the accuracy of a synergy predictor
built exclusively from either diploid- or haploid-based
profiles, there are too few gold standard examples that are
associated with both types of profiles to enable such a
comparison (i.e. four positive examples). Similarly, there are
too few examples to compare the accuracy of predictors built
exclusively from either profiles generated from competitive or
non-competitive growth assays (the literature contains only
one positive example). Therefore, the gold standard set,
together with our complete chemogenomic profile collection,
was used to evaluate three different pairwise measures of
chemogenomic profile similarity for their ability to predict
antifungal synergy.
Previous studies suggest that the vast majority of compound

pairs do not exhibit antifungal synergy. For example, Borisy
et al (2003) tested 560 reference-listed compounds (i.e. known
to have some bioactivity) in pairwise combination with
fluconazole using a dose-matrix proliferation assay using
fluconazole-resistant C. albicans. They described one syner-
gistic combination, although they also confirmed 20 combina-
tions as potentially synergistic because each of these
combinations shows an effect that is greater than the baseline
level defined by the highest single-agent model, that is, the
larger of the effects produced by the constituent agents when
they are applied singly. Overall, their results suggest that
0.2–3.6% of the tested combinations exhibit antifungal
synergy (and the limited number of antifungal synergies
reported in the literature in general suggests that synergy is
even rarer in other chemical libraries). The scarcity of synergy
would suggest that the evaluation of a synergy predictor
should place great emphasis on the identification of true
synergies.
It is standard practice to evaluate a predictor by estimating

its receiver-operating characteristic (ROC) curve. However,
applying this type of evaluation to a synergy predictor would
equally emphasize the identification of true synergies and false
positives. Furthermore, the estimated rarity of antifungal
synergy implies that a ROC curve would be estimated with a
very small fraction of all negative examples of synergy in the
chemical space covered by our chemogenomic profile collec-
tion. That is, only 30 out of the estimated B175000 negative
examples are known in our study, where the total number of
negative examples is based on the estimated frequency of
antifungal synergy, 3.6% (Borisy et al, 2003). A ROC curve
estimated with the small negative gold standard set would
likely hide the utility of the synergy predictor simply because
our sample of negative examples is not sufficiently represen-
tative of the complete negative set. Therefore, instead of
estimating ROC curves, we evaluated each synergy predictor
by estimating to what degree its predictions are enriched for
true synergies. That is, we computed a prediction score for
every positive and negative example in our gold standard set
and estimated to what degree the subset predicted to be
synergistic is enriched with positive examples (with a
hypergeometric test). This type of evaluation places greater
value on the identification of true synergies as desired.We also
estimated the true synergy enrichment of predictions made

using random permutations of our chemogenomic profile
collection (see Materials and methods). The enrichment
estimates from the permutations establish a baseline enrich-
ment distribution. The significance of the true synergy
enrichment from the observed data was computed relative to
this baseline distribution. Significant enrichment would
suggest that testing a set of compound pairs that are predicted
to be synergistic via profile similarity is expected to yield
significantly more true synergies than testing an equal number
of randomly selected compound pairs.
The first measure of chemogenomic profile similarity that

we assessed quantifies the significance of the overlap between
two hypersensitive gene sets (see the example in Figure 2A). In
particular, when x genes are observed in both hypersensitive
gene sets, the measure is the probability of obtaining x or more
genes in the overlap by chance (i.e. a P-value from a
hypergeometric distribution). With this gene-based profile
similarity measure, a compound pair is predicted to be
synergistic if its P-value is less than or equal to a given
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Figure 2 The measures of chemogenomic profile similarity and antifungal
synergy predictions based on these measures. (A) An example of how the gene-
based measure quantifies profile similarity with the hypergeometric test. (B) The
complex-based measure. This measure compares complex-based profiles
derived from hypersensitive gene sets. The similarity between the complex-
based profiles is measured with weighted Pearson correlation. A protein complex
is weighted less if it has many subunits, and all genes that are not annotated to
any complex (i.e. non-complex genes) are assigned maximal weight. (C) A
heatmap of the similarity values of select compound pairs, using the gene-based
measure. The intensity of purple for a pair corresponds to the degree of similarity.
All compounds in the heatmap are predicted as synergistic with fluconazole
(using a threshold of Pp10!6.5), except for camptothecin (included for contrast).
(D) As in panel C, except that the similarity values were computed using the
complex-based measure. AlvC, alverine citrate; CASP, caspofungin; CsA,
cyclosporine-A; FCZ, fluconazole; FEN, fenpropimorph; LatA, latrunculin-A;
TUN, tunicamycin; WM, wortmannin.
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threshold. We evaluated this profile similarity measure as a
synergy predictor at different thresholds (Figure 3A). The
predictions defined by the threshold Pp10!6.5 exhibit a true
synergy enrichment that represents a significant improvement
over the expected baseline level (P¼0.0236; see Figure 3B).
Furthermore, this threshold produces the most significant
improvement and is thus optimal for defining synergy
predictions. Taken together, these results suggest that chemo-
genomic profile similarity predicts antifungal synergy.
We also assessed a chemogenomic profile similarity

measure that accounts for additional commonality that is
observable by viewing the profiles at the level of protein
complexes (Figure 2B). That is, although one subunit of a
protein complex may be associated with sensitivity to one
compound and a different subunit associated with a second
compound, it is nonetheless interesting that the same complex
is associated with sensitivity to either compound. Each profile
was converted into a complex-based profile defined by a list of
0 s and 1 s indicating absence or presence (respectively) of
each complex, and also each non-complex gene, in the
hypersensitive gene set. The similarity between two such
profiles was measured via weighted Pearson correlation. A
protein complex with many subunits is weighted less because
it is less rare for that complex, via any one of its subunits, to be
included in any given hypersensitive gene set. As with the
gene-based profile similarity measure, a compound pair is
predicted to be synergistic if the similarity of the corresponding
profiles is greater than or equal to an optimal threshold. The
enrichment of the predictions with true synergies is more
significant for the complex-based measure than for the gene-
based measure, relative to the expected baseline levels
(P¼0.0092 and 0.0378, respectively; see Supplementary Figure

S1A). Taken together, these results suggest that the complex-
based profile similarity measure can predict synergy more
effectively than the simpler gene-based measure.
Lastly, we assessed a profile similarity measure that exploits

the detailed quantitative data available for a subset of our
chemogenomic profile collection. Namely, for some profiles
each gene is associated with a log2ratio that reflects the growth
of untreated versus chemically treated cells of the relevant
deletion strain (Parsons et al, 2006; Hillenmeyer et al, 2008;
Hoon et al, 2008). We thus considered the correlation across
these log2ratios as a measure of profile similarity. Again, a
compound pair is predicted to be synergistic if the similarity of
the corresponding profiles is greater than or equal to an
optimal threshold. Unlike measures of profile similarity based
on hypersensitive gene sets, enrichment of the predictions
with true synergies is not significant for the log2ratio-based
measure, relative to the expected baseline level (P¼0.3109; see
Supplementary Figure S1A). Therefore, we focus on the gene-
based profile similarity measure as a predictor of synergy
(using the threshold Pp10!6.5) due to its simplicity and
significant enrichment of its predictions with true synergies
(Figure 1A).
Consistent with the evidence that antifungal synergy is rare,

the majority of compound pairs in the chemical space covered
by our chemogenomic profile collection are not predicted to be
synergistic (see the x-axis of Supplementary Figure S2A). In
addition, the estimated accuracy of the predictor (¼0.745) is
significantly above the expected baseline level (P¼0.018; see
Supplementary Figure S2B), despite the fact that the estimate
is likely based on a small fraction of all negative examples. If
instead we over-estimate and assume that all compound pairs
in our chemical space are negative examples (i.e. B182 000
instead of the estimated B175000 examples, where the total
number of negative examples is based on the estimated
frequency of antifungal synergy, 3.6%; Borisy et al, 2003),
our estimates would be based on a more representative
set of negative examples (see Supplementary Figure S2A for
the ROC curve). At the selected threshold, the estimated true
positive rate is B67% and, using the overlarge negative set,
the estimated false positive rate and accuracy are B5 and
B95%, respectively. Furthermore, the level at which the
predictions are enriched with true synergies would increase if
the number of negative examples in the gold standard set
were to increase and if all new examples were predicted
as true negatives (Supplementary Figure S2C). Taken
together, we have shown statistically that the predictor is
surprisingly accurate and the estimate of its accuracy will
increase as the community develops a more representative
gold standard set. Therefore, we have shown that our
predictor is useful for efficient identification of antifungal
synergies.
The next step in the synergy identification method for our

fluconazole example requires measuring the similarity be-
tween the FCZ-Fungicidal profile and each member of the
chemogenomic profile collection. The FCZ-Fungicidal profile
is significantly similar to 10 profiles (Pp10!6.5) and these
other profiles are associated with eight different compounds
(Supplementary Table SVI). Consequently, eight compounds
are predicted to be synergistic with fluconazole through the
FCZ-Fungicidal profile.

Figure 3 Statistical evaluation of the gene-based chemogenomic profile
similarity measure as a predictor of antifungal synergy. The evaluation is based
on the enrichment of the predictions with true positives/synergies, and higher
values in this figure indicate greater enrichment. Baseline enrichment values
were estimated using random permutations of the data (n¼5000 permutations,
see Materials and methods). The significance of the enrichment estimated from
the observed data is computed relative to the baseline enrichment values.
(A) The true synergy enrichment estimated from observed and randomly
permuted data, at different similarity thresholds. The x-axis shows the !log10
transformation of the threshold values. The triangles indicate the enrichment
values estimated from the observed data, at different thresholds. For each
threshold, the median (o) and interquartile range (whiskers) of the enrichment
values computed from the different permutations are also shown.
(B) The significance of the true synergy enrichment associated with the
predictor used with a threshold of 10!6.5, relative to the permutation distribution
of the baseline enrichment. The red line indicates the enrichment estimated from
the observed data and its P-value of significance is also shown. The threshold of
10!6.5 results in the most significant enrichment and is therefore considered the
optimal profile similarity threshold for defining the synergy predictions.
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Validation of predicted synergies in S. cerevisiae

Of the eight compounds predicted to be synergistic with
fluconazole through the FCZ-Fungicidal profile, seven were
tested for fungistatic and cytotoxic synergy with fluconazole in
S. cerevisiae: latrunculin-A, caspofungin, tunicamycin, cyclospor-
ine-A, FK506, alverine citrate, andwortmannin. Fenpropimorph is
predicted to be synergistic with fluconazole through a different
fluconazole profile (P¼9.20"10#45). Therefore, we also included
fenpropimorph in our synergy tests. In total, eight predicted
fluconazole combinationswere experimentally tested for synergy.
We experimentally examined each compound combination

using a dose-matrix response assay that measures the growth
of treated cells. The results were used to quantify growth arrest
synergy using the Loewe additivity model (Loewe, 1953;
Barchiesi et al, 1998) (see Materials and methods; Supple-
mentary Table SV). The dose-matrix response data were also
fitted to Bliss boosting and potentiation models of synergy
(Lehár et al, 2007) (seeMaterials andmethods; Supplementary
Table SVII). There is partial agreement between the results
from the Loewe additivity model and the other models.
However, we chose to identify synergies relative to the additive
compound-with-itself baseline since it is themost conservative
of the tested models. Each dose matrix of treated cells was also
spotted on YPD to examine recovery of the cells post treatment
(Figure 4). Absence of visible colonies after 24 h suggests that
the treatment has some cytotoxic effects. Synergy in terms of
this cytotoxic phenotype was also quantified with the Loewe
additivitymodel (seeMaterials andmethods). The cytotoxicity
of compound combinations at particular concentrations was
confirmed by a large reduction in the number of colony-
forming units of treated versus untreated cells (data not
shown). Compound combinations that exhibit growth arrest but
not cytotoxic synergy are referred to as exhibiting fungistatic
synergy. Figure 4C and D show examples of fungistatic and
cytotoxic synergy (respectively) in S. cerevisiae.
Five compounds were validated as synergistic with flucona-

zole, including fenpropimorph (Supplementary Figure S3A and
Table SV). Furthermore, we noticed that many of the compounds
predicted to be synergistic with fluconazole are also predicted to
be synergistic with each other (Figure 2C). The same observation
can bemade based on predictionswith the complex-based profile
similarity measure (Figure 2D).We thus extended our validation
efforts to include 10 pairings of the predicted fluconazole
partners. These pairings include two that are not predicted to
be synergistic: cyclosporine-Aþ fenpropimorph and fenpropi-
morphþwortmannin. Of the 18 experimentally tested combina-
tions in total, 11 showed a synergistic relationship with six and
five demonstrated fungistatic and cytotoxic effects, respectively
(Table I and Supplementary Figure S3 and Table SV). The two
synergies involving fenpropimorph listed above are false
negatives, although they are consistent with the observation that
compounds that are synergistic with fluconazole tend to be
synergistic with each other. Taken together, the results indicate a
validation success rate of 56% in S. cerevisiae.

Validation of predicted synergies in C. albicans

We sought to identify synergies in C. albicans that establish
potential multi-agent therapies, after validating our approach

in the model S. cerevisiae. Four compound pairs that we
identified as synergistic in S. cerevisiae are already described in
the literature as synergistic in Candida species, suggesting that
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our approach may successfully identify synergies in
C. albicans (Table I). Using the dose-matrix response assay,
the 18 combinations tested in S. cerevisiae were tested in
C. albicans resulting in the identification of 10 synergistic
combinations in the fungal pathogen, nine of which are
cytotoxic (see Figure 4E and F for examples of fungistatic
and cytotoxic synergy, respectively, and see Supplementary
Figure S4 for all synergies identified in C. albicans). As before,
we used the Loewe additivity model to quantify synergy

(Supplementary Table SVIII), although we also fitted the dose-
matrix response data to other synergy models (Supplementary
Table SIX). Table I lists the complete set of synergistic
compound pairs that we identified. We showed that eight
synergistic combinations identified in S. cerevisiae are also
synergistic in C. albicans, and we identified two additional
synergies in the fungal pathogen that could not be identified
in S. cerevisiae (caspofunginþfluconazole and fluconazo-
leþ latrunculin-A). Taken together, the validation success rate
for the predictor of antifungal synergy is 69%. This implies
that our method identifies true synergies at a rate that isB20-
fold better than the estimated rate for testing randomly
selected compound pairs.
Finally, we tested one of the novel synergistic combinations

in fluconazole-resistant clinical isolates of C. albicans. These
strains acquired fluconazole resistance by mutations that
either lead to upregulation of the target of fluconazole (ERG11,
strain S2; Dunkel et al, 2008), or increased the expression of a
multi-drug efflux pump (MDR1, strain G5; Morschhauser et al,
2007). We chose to test fluconazole (FDA-approved) in
combination with wortmannin, analogues of which are in
phase-I clinical trials (Noble et al, 2004). Evenwhen applied at
concentrationsB1000-fold higher than theMIC in correspond-
ing wild-type strains, fluconazole has no readily detectable
effect on cell growth in the clinical isolates. However, the
combination of fluconazole and wortmannin exhibits a strong
cytotoxic effect (Figure 5), suggesting potential clinical
relevance.

Table I Compound pairs that exhibit antifungal synergy

Compound pair S. cerevisiae C. albicans

AlvC+FCZ Fungistatic Cytotoxic
CASP+FCZ — Cytotoxic
CsA+FENa Fungistatic Cytotoxic
CsA+FCZa Cytotoxic Cytotoxic
CsA+TUN Cytotoxic Cytotoxic
FEN+FK506a Fungistatic —
FEN+FCZ Fungistatic Fungistatic
FEN+WM Cytotoxic —
FK506+FCZa Fungistatic Cytotoxic
FK506+TUN Cytotoxic Cytotoxic
FK506+WM Cytotoxic —
FCZ+LatA — Cytotoxic
FCZ+WM Cytotoxic Cytotoxic

AlvC, alverine citrate; CASP, caspofungin; CsA, cyclosporine-A; FCZ, flucona-
zole; FEN, fenpropimorph; LatA, latrunculin-A; TUN, tunicamycin; WM,
wortmannin.
aPreviously shown to be synergistic.
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Figure 5 The dose-matrix recovery from treatment with fluconazole and wortmannin, a compound pair exhibiting antifungal synergy in (A) the multidrug-resistant
clinical C. albicans isolate G5 and (B) the fluconazole-resistant clinical C. albicans isolate S2. Solvent controls are shown on the left.
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A comparison of predictors dependent on haploid-
and/or diploid-based profiles

After adding our novel synergistic compound pairs to the gold
standard set of antifungal synergies, we revisited the question
of whether the type of chemogenomic profiles used by the
synergy predictor influences the enrichment of its predictions
with true synergies. We therefore measured the significance of
the enrichment associated with predictors dependent on
haploid-based profiles only, diploid-based profiles only, and
both haploid- and diploid-based profiles. However, this
comparison could only be made using profiles generated from
a competitive growth assay (i.e. the assay can use haploids or
diploids) since there is an insufficient number of gold standard
examples to also make the comparison in the context of
profiles generated from a non-competitive growth assay.
Although augmenting the gold standard set with validated
synergies from this study may bias the enrichment values, all
three predictors were subjected to the same bias since they
were all evaluated with the same gold standard set, and here
we are only interested in comparing the predictors relative to
each other. As before, optimal prediction thresholds were
selected for each of the three variants of the synergy predictor
in the comparison. Our results suggest that the variant that
exclusively uses haploid-based profiles produces predictions
that are enrichedwith true synergiesmost significantly relative
to the expected baseline enrichment level, followed by the
variant that uses both haploid- and diploid-based profiles and
the variant that exclusively uses diploid-based profiles
(P¼0.0372, 0.0572, and 0.0794, respectively; see Supplemen-
tary Figure S1B). However, our collection of haploid-based
profiles contains data for only 20 compounds. Therefore, it is
currently best to use all types of chemogenomic profiles with
our approach for better coverage of chemical space, and thus,
for enabling potential identification of more synergistic
combinations.
Our results show that chemogenomic profile similarity

predicts antifungal synergy. The similarity values for all
pairings of the chemogenomic profiles in our collection are
contained in Supplementary Table SX. These data can be used
immediately to identify compound pairs that are likely to
exhibit antifungal synergy, and thus should stimulate the
search for effective combinatorial therapies.

Discussion

We have developed a bioinformatics-driven approach using
chemogenomic profiles to predict compound pairs that exhibit
antifungal synergy. First, we collected sensitivity-based
chemogenomic profiles from the literature and generated a
profile in S. cerevisiae for the widely used fungistatic drug
fluconazole. We then showed statistical evidence supporting
the use of our gene-based measure of profile similarity for
predicting synergistic compound pairs. Our predictions of
synergistic compound pairs validated with a high success rate.
Overall, the results confirm that chemogenomic profile
similarity can predict antifungal synergies.
Chemogenomic profiles can be generated in several ways.

Asmore profiles of different type become available, it would be
interesting to further investigate the relative utility of each type

for the prediction of synergy. Our collection includes profiles
based on competitive or non-competitive growth of diploids or
haploids. Despite the heterogeneity of our collection, we used
it in its entirety for better coverage of chemical space when
predicting antifungal synergies. For example, had we limited
the chemogenomic profile collection to haploid-based profiles,
the cytotoxic synergy involving latrunculin-A would not have
been predicted because a haploid-based profile was not
generated for this compound. Despite the expected differences
in the profiles simply due to the different ways in which they
were generated, our approach was able to identify synergies
based on the similarity between profiles generated with
different methods (e.g. the FCZ-Fungicidal profile derived
from non-competitive growth of haploids and the latrunculin-
A profile derived from competitive growth of diploids).
Therefore, different types of profiles may lead to false
negatives; however, our approach generates predictions that
are enriched with true antifungal synergies more significantly
than what is expected by chance.
A chemogenomic profile encodes the genes involved in

resistance to a particular compound (Lee et al, 2005; Parsons
et al, 2006). If the profiles of two compounds are similar, there
is likely some underlying drug-resistance machinery to which
both apply stress. Cells treated with both compounds
concurrently may not be able to mount an effective response
to the challenge, and the compounds thus exhibit antifungal
synergy. Previous studies have identified drug-resistance
machinery (Parsons et al, 2004). Interestingly, the FCZ-
Fungicidal set (Supplementary Table SII) includes the pleio-
tropic drug pump PDR5, genes that regulate the transcription
of this pump asmembers of the SAGA andmediator complexes
(Gao et al, 2004), and genes with vacuolar functionality. In
short, the FCZ-Fungicidal set includes genes that have
previously been associated with drug resistance. Our method,
therefore, exploits the drug-response machinery identified by
chemogenomic profiling to predict synergy.
The FCZ-Fungicidal set also includes genes associated with

the cytoskeleton or cell wall, two of which (BEM2, SLT2) are
synthetically lethal with the target of fluconazole, ERG11
(Parsons et al, 2004). It is possible that these genes become
vital for maintaining the structural integrity of the cell to
compensate for the instability that may result from reduced
ergosterol production. This is a possible explanation for
why these genes are associated with resistance to fluconazole
(i.e. if the genes are deleted, cells are hypersensitive to the
drug). By similar reasoning, wewould expect these genes to be
associated with resistance to latrunculin-A, a compound that
disrupts the actin cytoskeleton (Ayscough et al, 1997). Indeed,
the hypersensitive gene set of latrunculin-A overlaps signifi-
cantly with the FCZ-Fungicidal set, and the overlap includes
genes associated with the cell wall or cytoskeleton (Supple-
mentary Table SVI). Latrunculin-A was thus predicted as
synergistic with fluconazole and this synergy was subse-
quently shown in C. albicans. Therefore, the FCZ-Fungicidal
genes provide mechanisms to generate synergy.
Previous work suggests that compounds with similar

chemogenomic profiles have similar modes of action (Parsons
et al, 2004). However, in both S. cerevisiae and C. albicans we
identified synergy between fluconazole and cyclosporine-A,
which target ergosterol biosynthesis (White et al, 1998) and
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calcineurin (Wang and Heitman, 2005), respectively. While
fluconazole and cyclosporine-A profiles have distinguishing
features (as expected due to the distinct targets of the
compounds), our method uses a statistic that recognizes the
profile similarities as significant, given what is possible by
chance. That is, five genes in the overlap of the hypersensitive
gene sets is in fact highly significant given that there are
B5000 possible genes for each set (with B20 genes). As a
predictor, our gene-based measure of profile similarity is thus
useful for identifying synergies that might be unexpected given
what is already known about the participating compounds.
The results establish that our method predicts synergy well

in S. cerevisiae. It can also predict synergy in C. albicans based
on chemogenomic profiles in S. cerevisiae. Despite differences
in regulatory circuitry that have been observed between the
fungal species (Martchenko et al, 2007; Hogues et al, 2008;
Tuch et al, 2008), the majority of the synergies identified in
C. albicans were transferred directly from S. cerevisiae. This
suggests that the predicted synergies could be tested in
C. albicans immediately, without first testing the predicted
combinations in S. cerevisiae to filter out unlikely candidates.
We have, therefore, shown that our method effectively uses
S. cerevisiae resources to identify antifungal synergies in
C. albicans. Furthermore, our method predicts synergies
previously shown in other fungal pathogens (see Supplemen-
tary Table SIV for references) and it would thus be interesting
to further investigate whether our method can predict broad-
spectrum antifungal combinations that exhibit synergy.
We also statistically evaluated an alternative profile similarity

measure, based on the correlation of log2ratios that quantify the
growth of untreated versus treated cells, as a predictor of
antifungal synergy.We found that thismeasure predicts synergy
markedly worse than the validated gene-based measure
(Supplementary Figure S1A). Interestingly, the gene-based
measure compares log2ratio profiles by first converting them
into hypersensitive gene sets. This suggests that the quantitative
profile data that are useful for predicting synergy are effectively
summarized by a hypersensitive gene set.
Our method for predicting antifungal synergy clearly

requires chemogenomic profiles for compounds. Although
construction of a chemogenomic profile for a compound is a
significant task, the profile would be a beneficial resource in
general because it is a multi-valued description of the
bioactivity of a compound and can be used in all future
studies. In fact, the number of published chemogenomic
profiles is increasing (Lehár et al, 2008b) and as a result, the
scope of our synergy prediction method is expanding.
Moreover, an alternative profile similarity measure was

defined to enable analysis at the protein complex level.
Statistical evaluation of this measure as a predictor of
antifungal synergy (using the gold standard set) suggests that
the measure actually predicts synergy better than the validated
gene-based approach (Supplementary Figure S1A), although
this may be an artefact of the small size of the gold standard
set. Nevertheless, in combination with a variant of the
complex-based measure, it may therefore be feasible to predict
synergy using chemogenomic profiles built solely from strains
pertaining to key members of protein complexes, thereby
reducing the scale of the screening task. This would represent
another important advance in our methodology.

In addition, our method is efficient because it is capable of
reducing a huge set of all possible compound pairs down to a
set of manageable size for thorough synergy testing in fungi
and indeed may be applied to other organisms. Our results
show that compounds that are synergistic with fluconazole
tend to be synergistic with each other, suggesting that our
method is also able to identify compound synergy clusters.
Overall, the net gain fromourmethod is greater comparedwith
that from traditional screens since costs are reduced and
sensitivity is increased.
Importantly, ourmethod identified novel drug relationships,

including cytotoxic synergy between fluconazole and wort-
mannin in S. cerevisiae, C. albicans and drug-resistant clinical
isolates of C. albicans. Fluconazole is an FDA-approved drug
and wortmannin analogues are in phase-I clinical trials (Noble
et al, 2004). The method has thus uncovered a new synergistic
combination that can be pursued as a viable therapy.
Combinatorial therapies have been widely used in different

medical scenarios (Keith et al, 2005; Zimmermann et al, 2007).
However, to discover new combinations using the vast number
of compounds available (410 million compounds available—
http//www.emolecules.com), screening strategies must be
adapted to address the scale of the discovery task. We have
developed a powerful tool for rapid synergy discovery that
represents a promising step towards realizing the potential of
combinatorial therapies.We have validated this approachwith
antifungal combinations and pointed out a potential path to
attack the persisting problem of drug-resistant C. albicans
strains in the clinic. It would thus be interesting to investigate
whether our approach can be used to streamline the
combinatorial therapy development process in other thera-
peutic situations.

Materials and methods

Strains and media
The S. cerevisiae haploid strain BY4741 (MATahis3D1 leu2D0 met15D0
ura3D0) and the complete yeast deletion array collection in the BY4741
backgroundwere obtained from the American Type Culture Collection.
S. cerevisiae was cultured in rich media (YPD), synthetic complete
media (SC), or synthetic drop-out media (SD-ura); for solid media 2%
agar was added. The C. albicanswild-type strain SC5314, as well as the
fluconazole- and multi-drug-resistant strains S2 (Dunkel et al, 2008)
and G5 (Morschhauser et al, 2007), respectively, were cultured in
YPDU media (YPD supplemented with 50mg/l of uridine); for solid
media 2% agar was added. Amiodarone, benomyl, camptothecin,
carboplatin, fenpropimorph, FK506, fluconazole, mycophenolic acid,
myriocin, tunicamycin, and wortmannin were dissolved in DMSO;
chlorpromazine, desipramine, doxycycline, MMS, and nystatin were
dissolved in water; and cyclosporine-A was dissolved in ethanol.
Fluconazole was a gift from Pfizer Limited (Sandwich, Kent, UK),
caspofungin was a gift from Merck Frosst Limited (Kirkland, Québec,
Canada) and all other compounds were purchased from Sigma.

Library screen to generate the lethality-based
chemogenomic profile for fluconazole
Ninety-six-well plates containing the American Type Culture Collec-
tion S. cerevisiae deletion strains were replicated with a 96-pin
replicator (Boekel) to single-well Omnitray plates (Nalgene Nunc)
containing YPD agar and geneticin (200 mg/ml), and, simultaneously,
to plates containing YPD agar and fluconazole (85mg/ml). The plates
were incubated at 301C for 48 h. Following incubation, cells on the YPD
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control and fluconazole plates were replicated to fresh YPD plates
(without fluconazole) and incubated at 301C for 48 h. Plates were
scored for deletion strains that were unable to grow after exposure to
fluconazole. Strains that fit this criterionwere subsequently retested in
MIC and recovery assays (see below). The deletion strains that were
unable to recover from fluconazole at concentrations that in contrast
did not affect wild-type cells, were assigned a score of 1 in the
chemogenomic profile and all other strains were assigned 0. Moreover,
genes associated with the deletion strains with score 1 define our
hypersensitive gene set for fluconazole (i.e. the FCZ-Fungicidal set).

MIC assays, recovery assays, and compound
synergy tests in S. cerevisiae and C. albicans
Antifungal sensitivity testing was performed with a modified version
of the CLSI (formerly NCCLS) procedure (NCCLS. Reference Method
for Broth Antifungal Susceptibility Testing of Yeasts: Approved
Standard-Second Edition. NCCLS document M27-A2). Briefly, over-
night cultures of the wild-type and deletion strains were diluted to
an OD600 of 0.0005 for S. cerevisiae and OD600 0.001 for C. albicans.
Volumes of 50ml of culture were inoculated into 96-well flat-bottom
plates containing 50ml of SC media for S. cerevisiae and YPD media
for C. albicans with increasing concentrations of compound (in
twofold serial dilutions). The cultures were grown without shaking at
301C for 24 h and OD600 measurements were taken with a Tecan Safire
microplate monochromator reader (Tecan, Austria, GmbH). The MIC
was determined by the first well with a growth reduction of at least
95% in the presence of a compound as compared with untreated cells.
Cells were then spotted (2ml) onto YPD plates and incubated at 301C
for 48 h to assess the extent to which cells recover from the treatments.
The MFC of a given strain was determined from these recovery assays
(Supplementary Tables SV and SVII).

Compound synergy interactions were assessed by growth in a dose-
matrix titration assay. Volumes of 50 ml of each compound were
twofold serially diluted in SC media for S. cerevisiae and YPD media
for C. albicans, and dispensed into 96-well flat-bottom plates, either
across columns of the plates (compound-A) or down rows of the plates
(compound-B). Wells were then inoculated with 50ml of wild-type
yeast prepared as in the MIC assay. Plates were incubated at 301C
without shaking and OD600 measurements were taken after 24 h. MICs
were determined for the compounds alone and in combination by the
first well, with X95% decrease in absorbance relative to the control.
The growth arrest synergy of a compound pair was quantified
with respect to the Loewe additivity model (Loewe, 1953) through
the fractional inhibitory concentration index (FICIgrowthArrest)¼
(MICA in combo/MICA alone)þ (MICB in combo/MICB alone). Acompoundpair
is classified as synergistic if its FICI is p0.5, the standard threshold
(Loewe, 1953; Barchiesi et al, 1998). Cells were also spotted (2ml) onto
fresh YPD plates and incubated at 301C for 24 h to test for cytotoxic
synergy. Theminimum cytotoxic concentration (MCC)was defined for
a compound alone and in combination as the lowest concentration that
did not result in visible colonies on the plate. Cytotoxicity was
confirmed bymeasuring colony-forming units (CFUs) after compound
treatment. Cells were treated with both compounds at their MCCs, then
plated on YPD plates and CFUs were counted after 48h incubation
at 301C. The cytotoxic synergy of a compound pair was quantified as
FICIcytotoxic¼(MCCA in combo/MCCA alone)þ (MCCB in combo/MCCB alone).
A compound pair was classified as exhibiting fungistatic synergy if we
identified the pair as synergistic with respect to the growth arrest
phenotype only.

Complementation assay
To demonstrate that fluconazole sensitivity was dependent on
particular gene deletion and not on acquired secondary mutations,
the deletion strains were transformed with plasmids carrying their
respective deleted genes expressed from the galactose-inducible GAL1
promoter (Gelperin et al, 2005; Jansen et al, 2005). The transformants
were incubated in two sequential overnight cultures. Cells were
diluted and treated with fluconazole as described above and then
incubated at 301C for 24 h. After incubation, 2ml of cultures were
spotted onto fresh YPD plates, incubated at 301C for 2 days, and scored

for growth. The complementation test was performed under both
inducing (SC: 4% galactose) and non-inducing (SC: 2% glucose)
conditions.

The chemogenomic profile collection
We collected the results of compound sensitivity screens described in
the literature. Different screens used different schemes to score each
deletion strain based on its observed level of sensitivity to a given
compound (and the complete set of strain scores defines the
chemogenomic profile of the compound). For each chemogenomic
profile, we identified strains that were scored as moderately to highly
sensitive to the compound by noting the strains with scores that
surpass the threshold specified in Supplementary Table SI. The genes
associated with these strains define the hypersensitive gene set of the
compound.

Annotations of the FCZ-Fungicidal genes
Descriptions of the FCZ-Fungicidal genes were downloaded from the
Saccharomyces Genome Database (SGD; ftp://ftp.yeastgenome.org/
yeast/). Gene Ontology (GO)-based gene annotations (Ashburner et al,
2000) were used to test whether particular biological processes,
molecular functions, and cellular components are significantly over-
represented in the FCZ-Fungicidal gene set. For each GO gene set,
a P-value was obtained from a hypogeometric test performed within
the scope of the set of genes associated with strains that were used in
the FCZ-Fungicidal screen. The P-values were adjusted for multiple
comparisons using the Benjamini and Hochberg method (Benjamini
and Hochberg, 1995).

The gold standard set
A gold standard set of positive and negative examples of antifungal
synergy was assembled to evaluate the synergy predictors (Supple-
mentary Table SIV). Specifically, the 21 positive examples are
synergistic compound pairs curated from the literature. The 30
negative examples are pairs that we showed are not synergistic in
S. cerevisiae using a dose-matrix response assay (Supplementary
Table SV).

The measures of chemogenomic profile similarity
Consider profiles A and B and their associated hypersensitive gene sets
GA and GB, respectively. Let UA and UB represent the sets of all genes
associated with strains that were screened to generate profiles A and B,
respectively. UA and UBmay differ if, for example, one screen involved
essential genes (through heterozygous strains) and the other did not.
We define U¼UA-UB as the scope of the statistical test that measures
the similarity between profiles A and B, and therefore compute
GA

0¼GA-U and GB
0¼GB-U.

The gene-based profile similarity measure compares the hypersen-
sitive gene sets associated with the profiles. The measure is defined as
the P-value obtained from a hypergeometric test that quantifies the
significance of |GA

0-GB
0| (i.e. the probability of obtaining an equal or

larger number by chance), given |GA
0|, |GB

0| and |U|.
The complex-based profile similarity measure compares hypersen-

sitive gene sets that have been transformed into complex-based
profiles (Figure 2B). Mappings of genes to GO-defined protein
complexes were downloaded from SGD. Let Ci represent the set of
genes associated with complex i. The GO hierarchy subdivides some
complexes into its constituent domains. In these cases, we treat each
domain as a separate complex, and the genes associated with the
domains are removed from the gene set of the parent complex (to avoid
redundancy). For protein complex i, we compute Ci0¼Ci-U. If
G0-Ci0a+, we say that complex i is present in G0, else it is absent.
We generate a complex-based profile xA, defined as a vector of 0 s and
1s indicating absence or presence (respectively) of each complex, and
also each non-complex gene, in GA

0. Similarly, xB was generated with
GB

0. The similarity between xA and xB is measured via weighted
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Pearson correlation. Each non-complex gene is assigned a full weight
of 1 and complex i is assigned a weight equal to 1/|Ci0|. That is, a
protein complex with many subunits is weighted less because it is less
rare (and thus less significant) for that complex, via any one of its
subunits, to be present in any given G0.

The log2ratio-based profile similarity measure compares profiles
that have log2ratio sensitivity scores. The log2ratios quantify the
growth of untreated cells versus treated cells. We define yA as the
vector of log2ratios of profile A, with one value specified for each gene
inU. Similarly, we define yB for profile B, retaining the same gene order
that is used in yA. The similarity between yA and yB is measured with
Pearson correlation.

Synergy prediction
Our chemogenomic profile collection may contain several different
profiles associated with a single compound. For example, these
profiles may have been generated with different assays and/or
different concentrations of the compound. For compounds A and B,
every profile for A is compared to every profile for B. The similarity
value for the compound pair is defined as the best similarity value
obtained from all the pairwise profile comparisons. For the gene-based
profile similarity measure, the best is the lowest P-value. If the
similarity value of a compound pair is less than or equal to some
threshold, the pair is predicted to be synergistic. For the complex-based
and log2ratio-based measures, the best similarity value is the highest
correlation value. For these measures, a compound pair is predicted to
be synergistic if its similarity value is greater than or equal to some
threshold.

For the comparison of the three profile similarity measures as
predictors of synergy (Supplementary Figure S1A), a reduced gold
standard set was used to evaluate each predictor (16 and 24 positive
and negative examples, respectively). Each compound pair in the
reduced set is associated with log2ratio profiles since the log2ratio-
based measure requires these types of profiles (see Supplementary
information).

Similarly, for comparison of the gene-based measure predictors
dependent on haploid-based profiles only, diploid-based profiles only,
and both types of profiles (Supplementary Figure S1B), a different gold
standard set was used to evaluate these predictors (10 and 16 positive
and negative examples, respectively). Each compound pair in the set is
associated with both haploid-based and diploid-based profiles, and all
the profiles were generated from a competitive growth assay. To avoid
an extremely small number of positive examples, the set includes
synergies validated in this study (see Supplementary information).
Even so, there is insufficient number of gold standard examples to also
make the comparison in the context of profiles generated from a non-
competitive growth assay.

We evaluated each variant of the synergy predictor based on the
significance of enrichment of its predictions with true positives/
synergies, relative to the expected baseline level (see section
Permutation analysis below). The optimal profile similarity threshold
for defining the predictions of each variant is therefore the threshold
that results in the most significant enrichment.

Permutation analysis
The chemogenomic profile labels were permuted 5000 times in order
to estimate the baseline levels of different statistics, for each variant of
the synergy predictor. For each type of profile (the type of each profile
is specified in Supplementary Table SI), the labels were randomly
permuted among all profiles of that type. This preserves any systematic
differences between profiles of different type. However, we excluded
permutations where at least one profile label is assigned to a profile
corresponding to the same compound. For example, this could
potentially occur when there are multiple profiles generated with
different concentrations of the same compound. Additional restric-
tions were applied, depending on the type of analysis. For comparison
between the three profile similarity measures, permutations were only
performed across log2ratio profiles. For comparison of predictors
dependent on haploid-based profiles only, diploid-based profiles only,
and both types of profiles, permutations were only performed across

profiles generated from a competitive growth assay. In addition,
permutations were performed only across haploid- and diploid-based
profiles for predictors exclusively dependent on haploid- and diploid-
based profiles, respectively.

With each permutation, synergy predictions were made using a
given variant of the predictor at different thresholds. We computed a
statistic quantifying the enrichment of the predictions (defined by the
optimal threshold) with true synergies. That is, the P-value obtained
from a hypergeometric test that equals the probability of obtaining an
equal or larger number of positive examples predicted to be synergistic
by chance, given the numbers of positive examples, negative
examples, and predicted synergies in the given gold standard set. For
the final predictor, the predictions were also used to compute the
accuracy at the optimal threshold.

For each statistic z (e.g. the enrichment P-value), a permutation
distribution of the baseline value was obtained by collecting the
computed values from all 5000 permutations. Moreover, the signifi-
cance of the value computedwith the observed/real data (zobs) relative
to the expected baseline value was quantified as P¼(xþ 1)/(nþ 1),
where x is the number of permutations with a z value better than or
equal to zobs and n¼5000, the number of permutations in this case
(Moore et al, 2009).

Fitting to other models of synergy
For each compound pair that was experimentally tested for synergy,
Bliss boosting and potentiation models of synergy were fit to the dose-
matrix response data (Lehár et al, 2007). First, the OD600 values were
used to compute a corresponding matrix of % inhibition values (I)
relative to untreated cells. Model fits to the inhibition data were then
obtained as previously described (Lehár et al, 2007). The sum-of-
squared fit errors (SS)¼S(Iobserved–Ifit)2 was computed for each
model. The best fit model was defined as the first consistent model,
with the Bliss boosting model considered before the potenti-
ation model because it is less complex. We define consistent as
|SS–SSmin|oSSmin, where SSmin is the minimum SS of the two models.

A Bliss boosting surface is defined by IBliss¼IXþ IYþ
(b#Emin)[(IXIY)/(EXEY)], where IBliss is the Bliss boosting inhibition
level when both compounds are used in combination, with the first
and second compounds used at concentrationsX and Y, respectively. IX
and IY are the inhibition levels when the first and second compounds
are used alone at concentrationsX andY, respectively. EX and EYare the
maximum inhibition levels achievable by the first and second
compounds, respectively, and Emin¼min(EX, EY); b is the fitted
parameter and it represents the amount of boosting above max(EX,
EY). Reference values of b indicate cancelling, suppressive, masking,
multiplicative, and saturating levels of Bliss boosting. The selected
Bliss boosting level of a compound pair is defined as the first consistent
level (in the order shown above), where consistent is defined as
|Db#Dbmin|oDbmin, with Db¼|b#bref| for some reference level bref,
and bmin is the minimum Db across all reference levels.

A potentiation model surface is defined by IPotent¼max(IX(C), IY),
where IX(C) is the inhibition level when the potentiated compound is
used alone, at a shifted concentration C. We have that C¼X[1þ (Y/
Ypot)

|p|]sign(p), where Ypot and p are fitted parameters, representing the
concentration of the potentiated compound above which potentiation
occurs and the potentiation slope, respectively (Lehár et al, 2007).
P¼0, P40, and Po0 indicate no potentiation, synergy, and antagon-
ism, respectively. For each compound pair, the inhibition matrix was
fitted to this model twice: the first time assuming that the first
compound is potentiated, and the second time assuming that the
second compound is potentiated. Of the two fits, we report the one
with the lower SS (Supplementary Tables SVII and SIX).

All computational analyses were performed in the R statistical
software framework (R Development Core Team, 2007).

Supplementary information
Supplementary information is available at the Molecular Systems
Biology website (www.nature.com/msb).
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Chapter  

III 
 

 

  The previous chapter described a chemical genetic screen in S. cerevisiae that 

aimed at identifying genes that become essential for the survival in the presence of FCZ, 

a fungistatic drug that normally doesn’t kill fungal cells. This screen resulted in 22 

mutants that could not survive in the presence of the drug. Now, I am using this 

information as a prediction and ask how many of the homologous genes in C. albicans 

are also linked to this phenotype. To this end, I constructed C. albicans mutants to test 

the prediction from budding yeast. This work together with extensive analysis of one 

mutant in particular, age3, is described in the following section.  

 

 

 

III. Reverse genetics in Candida albicans predicts ARF 

cycling is essential for drug resistance and virulence 
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Abstract

Candida albicans, the major fungal pathogen of humans, causes life-threatening infections in immunocompromised
individuals. Due to limited available therapy options, this can frequently lead to therapy failure and emergence of drug
resistance. To improve current treatment strategies, we have combined comprehensive chemical-genomic screening in
Saccharomyces cerevisiae and validation in C. albicans with the goal of identifying compounds that can couple with the
fungistatic drug fluconazole to make it fungicidal. Among the genes identified in the yeast screen, we found that only AGE3,
which codes for an ADP-ribosylation factor GTPase activating effector protein, abrogates fluconazole tolerance in C.
albicans. The age3mutant was more sensitive to other sterols and cell wall inhibitors, including caspofungin. The deletion of
AGE3 in drug resistant clinical isolates and in constitutively active calcineurin signaling mutants restored fluconazole
sensitivity. We confirmed chemically the AGE3-dependent drug sensitivity by showing a potent fungicidal synergy between
fluconazole and brefeldin A (an inhibitor of the guanine nucleotide exchange factor for ADP ribosylation factors) in wild
type C. albicans as well as in drug resistant clinical isolates. Addition of calcineurin inhibitors to the fluconazole/brefeldin A
combination only initially improved pathogen killing. Brefeldin A synergized with different drugs in non-albicans Candida
species as well as Aspergillus fumigatus. Microarray studies showed that core transcriptional responses to two different drug
classes are not significantly altered in age3 mutants. The therapeutic potential of inhibiting ARF activities was demonstrated
by in vivo studies that showed age3 mutants are avirulent in wild type mice, attenuated in virulence in
immunocompromised mice and that fluconazole treatment was significantly more efficacious when ARF signaling was
genetically compromised. This work describes a new, widely conserved, broad-spectrum mechanism involved in fungal drug
resistance and virulence and offers a potential route for single or improved combination therapies.
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Introduction

Invasive fungal infections pose a serious health risk to
hospitalized patients worldwide. Particularly affected are immu-
nocompromised individuals with cancer or AIDS, people
undergoing organ and hematopoietic stem cell transplantation
(HSCT), and those receiving immunosuppressive therapy or
implantable prosthetic devices [1,2]. The growing population of
these at-risk groups is reflected in an increase in invasive fungal
infection over the last three decades [3]. Annual treatment costs
for fungal therapies reach $2.6 billion in the US alone [4]. Despite
available therapy options mortality rates approaching 30–50%
(Candida species) and 30–80% (Aspergillus species) remain high [5,6].
Candida and Aspergillus species together account for ,70% of all

invasive fungal infections, with Candida albicans and Aspergillus
fumigatus predominating [7,8,9]. Currently, three classes of
antifungal drugs are suitable for treatment of systemic infections
caused by these fungi: polyenes (most notably amphotericin B) and
azoles (e.g. fluconazole, FCZ) have been applied for decades, while

the echinocandins (e.g. caspofungin, CF) represent a new class of
antifungal that has entered treatment regimes over the past 10
years [10,11]. While these therapy options can be effective, they
also exhibit several shortcomings. First, current antifungals target a
very limited number of biological processes. The majority of
available drugs target ergosterol (polyenes) or inhibit lanosterol
14a-demethylase (azoles), resulting in the accumulation of toxic
sterol intermediates that disrupt membrane integrity and lead to
membrane stress. Because ergosterol, the major sterol in fungal
cell membranes, is analogous to the mammalian lipid cholesterol,
this strategy, particularly when amphotericin B is applied, can be
problematic due to host toxicity [10]. Another complication of
current antifungal strategies is that available drugs each possess a
different spectrum of antifungal activities. For instance, azoles are
typically fungistatic against pathogenic yeasts such as Candida
species, but fungicidal against molds (Aspergillus species). CF, on the
other hand, is fungicidal against yeasts and fungistatic against
molds [12]. Finally, and most importantly, the small number of
treatment options available has resulted in widespread drug
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resistance in pathogenic species. For each of the three major
classes of antifungals (polyenes, azoles, echinocandins) isolation of
drug-resistant clinical strains has been reported [11,12,13]; azole-
resistant Candida, in particular, is now common among isolates
from HIV-positive patients [14]. Developing new antifungal
strategies, therefore, remains a pressing need.
One approach to satisfy this need is through combination

antifungal therapy, where two (or more) agents combined are
significantly more efficacious compared to either agent alone. This
approach has recently been validated in a randomized, placebo-
controlled trial, where approved antifungals were combined with
immune regulatory agents [15]. Results from this study suggested
that combining ergosterol inhibitors with a recombinant human
monoclonal antibody against heat-shock 90 protein (HSP90)
showed increased therapeutic benefits compared to monotherapy
against Candida infection. Although the precise mechanisms
involved remain elusive [16], extensive experiments have further
established the benefits of such combinatorial approaches. For
instance, a potent synergy resulted when inhibitors of HSP90
(geldanamycin, radicicol) or inhibitors of HSP90’s key client
protein, calcineurin (cyclosporin A (CsA), FK506) were combined
either with azoles or echinocandins against C. albicans
[10,16,17,18,19,20,21]. Similarly, pharmacological compromise
of HSP90/calcineurin-signaling enhanced the efficaciousness of
echinocandin treatment against A. fumigatus in vitro as well as in
insect and mouse infection models [16,17]. Although these
examples clearly demonstrate the potential for combination
antifungal therapy, human host toxicity associated with inhibition
of HSP90 or suppression of the human immune system by CsA/
FK506 currently precludes the use of such inhibitors in the clinic
[16,22]. While a non-immunosuppressive FK506 analogue (L-685,
818) has been identified, proprietary restrictions have currently
prevented further testing [22]. Therefore, identification of new
antifungal targets for optimal fungal killing remains a priority.

One of the challenges of finding new antifungal targets in C.
albicans is the lack of sophisticated screening technologies often
employed with, for example, Saccharomyces cerevisiae. Various large-
scale chemical-genomic drug screening methods are now well
established in S. cerevisiae, and have been effective for elucidating
drug targets or revealing insights into the modes of action of
bioactive compounds [23,24,25,26,27]. Similar approaches have
only recently been applied directly to fungal pathogens [28]. Using
S. cerevisiae as a model, we previously performed chemical-genomics
to systematically analyze the genetic requirements to survive FCZ
treatment [29]. In that work, we identified 22 genes that become
essential for S. cerevisiae survival in the presence of FCZ.
Here, we expanded that work with the aim of identifying

synergistic drug interactions that render FCZ fungicidal in C.
albicans. To this end, we validated the S. cerevisiae FCZ-cidal gene
set [29] in C. albicans. From 22 predicted genes, we found that only
one gene, AGE3, mediated FCZ tolerance in the pathogen. We
further show that both genetic and pharmacological compromise
of ARF (ADP ribosylation factor) activities, a process that depends
on Age3p, creates sensitivity to all three classes of antifungals used
in clinics (polyenes, azoles, echinocandins), overrides clinical drug
resistance and the calcineurin pathway, synergizes with fungistatic
drugs against the two major pathogenic fungal species (C. albicans
and A. fumigatus) and modifies fungal virulence in two established
mouse models of candidiasis. Given that drug treatment in mice
was significantly more efficacious when ARF activity was
genetically compromised, this demonstrates that targeting ARF
signaling has potential for antifungal therapies.

Results

Age3p mediates azole tolerance and sensitivity to cell
wall inhibitors in C. albicans
To identify genes that become essential for survival in the

presence of FCZ, we previously screened the non-essential S.
cerevisiae knock-out collection (about 4900 strains) and identified 22
mutants that showed a robust FCZ-cidal phenotype [29]. BLAST
searches identified C. albicans homologs for 21 of those S. cerevisiae
genes. YDR532c appears to be the only gene that lacks a clear C.
albicans homolog (Table S1). Recreating knockout or transposon
insertion mutations of the 21 candidate genes in C. albicans, we
found that four mutants (bem2, sac6, srb8 and ssn3) showed FCZ
sensitivity comparable to WT (Table S2, Figure S1). Twelve C.
albicans mutants (57%) showed increased FCZ sensitivity, but all of
these mutants could still resume growth when incubated for
extended time in the presence of FCZ. Four genes (GCN5, NGG1,
ERG11 and NUP84) were linked to a slightly resistant FCZ
phenotype. Only one mutant, age3 (ORF19.3683), showed the FCZ
sensitive phenotype predicted from the yeast screen. We therefore
focused further investigation on AGE3.
We validated the FCZ sensitivity of age3 cells by three different

assays. When tested in a minimal inhibitory concentration (MIC)
assay, the age3 mutant initially showed similar drug sensitivity as
WT and revertant strains at 24 hours. Since FCZ on its own is
fungistatic, however, WT cells demonstrated robust growth above
the initial MIC point after prolonged incubation (72 hours), a
feature referred to as tolerance [19]. In contrast, age3 cells did not
resume growth above the 24 hours MIC point, indicating that age3
mutants lost tolerance to FCZ (Figure 1A, Table S2). These results
were confirmed visually by growth on solid rich media in the
presence of FCZ (Figure 1B). We further characterized the FCZ
sensitivity of age3 cells by time-kill curves. Under FCZ treatment,
the number of viable age3 cells slightly decreased over time, while
growth of WT cells in the presence of FCZ continued (Figure 1C).

Author Summary

Candida albicans is a fungus that normally resides as part
of the microflora in the human gut. Candida species can
cause superficial infections like thrush in the healthy
human population and life-threatening invasive infections
in immunocompromised patients. Fungal infections are
often treated with azole drugs, but due to the fungistatic
nature of these agents, C. albicans can develop drug
resistance, leading to therapy failure. To improve the
action of azoles and convert them into fungicidal drugs,
we first systematically analyzed the genetic requirements
for tolerance to one such azole drug, fluconazole. We
show, both genetically and pharmacologically, that com-
ponents of the ARF cycling machinery are critical in
mediating both azole and echinocandin tolerance in C.
albicans as well as several other pathogenic Candida
species and in the pathogenic mold Aspergillus fumigatus.
We highlight the importance of ARF cycling in drug
resistance by showing that genetic compromise of ARF
functions overrides common drug resistance mechanisms
in clinical samples and other key regulators of azole/
echinocandin tolerance. We validated the therapeutic
potential of ARF cycling in two mouse models and provide
evidence that drug treatment is more efficacious when
ARF activities are genetically compromised. Our study
demonstrates a new mechanism involved in two impor-
tant aspects of the biology of human fungal pathogens
and provides a potential route for improved antifungal
therapies.

ARF Cycling, Fungal Drug Resistance and Virulence
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We then tested the age3 mutant against a variety of antifungals
to gauge the specificity of the mutation. We included various
compounds, including second-generation azoles (voriconazole),
non-azole ergosterol inhibitors (terbinafine) and other membrane-
targeting drugs (amphotericin B). We found that age3 cells showed
a generalized increased sensitivity to these compounds
(Figure 1D). Among all cell-membrane drugs tested, the azoles
caused by far the most significant enhancement in sensitivity in
the age3 mutant.
In order to determine the effect of deleting AGE3 on the

integrity of the cell wall, we tested the age3 mutant for sensitivity to
a variety of cell wall perturbing agents and other agents whose
effect have been linked to altered cell wall and glycosylation. The

age3 mutant was slightly more sensitive to the b-1,3 glucan
synthase inhibitor CF. Similarly, age3 cells were slightly more
sensitive to calcofluor white, a phenotype that is usually associated
with altered chitin structures along the cell wall [30]. More
remarkably, age3 cells were extremely sensitive to hygromycin B, a
phenotype usually seen in glycosylation mutants [31,32]
(Figure 1D, 1E). No change in sensitivity was observed in the
presence of other agents such as caffeine, cycloheximide,
menadione, nocodazole, rapamycin, 5-FC and wortmannin (data
not shown). Together, these data suggest that while AGE3 plays a
major role during membrane stress in C. albicans, its influence on
the integrity of the cell wall remains somewhat less clear (see
discussion).

Figure 1. Age3p plays a major role in azole tolerance in C. albicans. (A) Minimal Inhibitory Concentration (MIC) assay in rich YPD media
showing that age3 cells are initially almost equally sensitive to FCZ compared to WT and revertant strains (24 hours reading, top), but fail to grow
above this MIC threshold after prolonged incubation (72 hours reading, middle). MIC assays with two-fold serially diluted drug concentrations were
done in duplicate and optical densities were normalized to drug-free control wells (see color bar). After 72 hours of incubation, 2 ml of each well of
the MIC assay was spotted on fresh YPD media to assess the extent to which cells recover from the drug treatments (bottom). YPD recovery plates
were incubated for 24 hours at 30uC. (B) FCZ sensitivity assayed on solid YPD media. No age3 colonies grew on YPD plates containing 24 hours-supra-
MIC concentrations of FCZ. Overnight cultures were adjusted to OD600 of 0.1, and then serially diluted four-fold, before 2 ml were spotted on plates.
Plates were incubated for 48 hours at 30uC. (C) Time-kill curves in YPD media confirming that knocking out AGE3 abrogates tolerance to FCZ. The
number of viable age3 cells decreases slightly over time, while growth of WT cells in the presence of FCZ still occurs. FCZ was used at 10 mg/ml.
Shown is the average of two independent experiments plus SD values. Note that age3 cells grow as efficiently as WT cells in the absence of drugs. (D)
MIC assays in YPD media shows that age3 mutants are extremely sensitive to numerous azoles after 48 hours and mildly more sensitive to non-azole
ergosterol inhibitors (terbinafine, amphotericin B) as well as cell wall inhibitors when compared to WT cells. Fold reduction represents the ratio of the
MIC value for WT over the MIC value of the age3 mutant. (E) age3 cells show differential sensitivity to different cell wall inhibitors on YPD media
plates. The assay was done as described in (B).
doi:10.1371/journal.ppat.1000753.g001
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Deleting AGE3 overrides clinical drug resistance and the
calcineurin pathway
Among the most commonly encountered resistance mechanisms

in drug treated clinical C. albicans isolates are over-expression of
drug pumps or alterations in sterol biosynthesis [13,33,34]. To test
whether such common mechanisms of drug resistance are still
effective in the absence of AGE3, we deleted AGE3 in two FCZ-
resistant clinical strains. The strain F5 carries a mutation in the
transcription factor MRR1, which leads to constitutive over-
expression of drug pumps. The strain S2 carries a mutation in the
transcription factor UPC2, which causes up-regulation of ergos-
terol biosynthesis genes [35,36]. Figure 2A shows that deleting
AGE3 in strains F5 and S2 restored FCZ sensitivity even below
WT levels, suggesting that loss of AGE3 abrogates FCZ-resistance
in these clinical isolates.
Because age3 mutants lost tolerance to FCZ and because the

calcineurin pathway is known to mediate FCZ-tolerance in WT as
well as drug resistant clinical isolates [10,19], we tested whether
constitutive calcineurin signaling could reverse the AGE3-depen-
dent FCZ sensitivity. The calcineurin pathway can be activated by
addition of extracellular CaCl2 [19]. C. albicans WT became
resistant to FCZ after only 24 hours of growth in the presence of
extracellular CaCl2, while this rescue was not observed in the
absence of AGE3 (Figure 2B). To further verify this observation, we
deleted AGE3 in a constitutively active calcineurin signaling
mutant (DSY2146) that is resistant to FCZ even in the absence of
extracellular CaCl2 [19]. Deleting AGE3 in this constitutively
active calcineurin mutant restored FCZ sensitivity both in the

absence and in the presence of extracellular CaCl2 (Figure 2B).
These results suggest that constitutive calcineurin signaling does
not rescue the age3-dependent FCZ sensitivity. The results also
support an argument that AGE3 and calcineurin-dependent
processes could be linked (see discussion).

Pharmacological compromise of ARF cycling converts
FCZ into a fungicidal drug in C. albicans
Given AGE3’s role in sensitivity to various drugs and its

implication in clinically relevant processes such as drug resistance,
targeting either AGE3 or its biological process seemed a plausible
avenue for combination therapies to render FCZ fungicidal. The
S. cerevisiae homolog of C. albicans AGE3 is GCS1, which encodes an
ARF GAP (ADP-Ribosylation Factor GTPase Activating Protein)
[37]. ARFs are small G-proteins of the Ras GTPase superfamily
that cycle between an active GTP-bound and an inactive GDP-
bound state. ARF guanine nucleotide cycling, and hence function,
is regulated by GAPs and GEFs (guanine nucleotide exchange
factors) [38]. ARFs are involved in a variety of processes including
vesicle trafficking (Golgi-to-ER retrograde vesicle trafficking, trans
Golgi network-endosomal transport, transport from the Golgi to
the membrane) and actin cytoskeleton organization [39,40,41,42].
Brefeldin A (BFA), a metabolite from the fungus Penicillium
decumbens, is a noncompetitive inhibitor of ARF activity. Protein
crystal structures showed that BFA binds to a ternary complex of
ARF-GDP-GEF, thus stabilizing this otherwise transient protein-
protein interaction [43,44,45,46,47,48]. Given that ARF cycling is
a well-established target of BFA, we reasoned that BFA might be

Figure 2. Deleting AGE3 overrides clinical drug resistance and the calcineurin pathway. (A) When AGE3 is knocked out in drug resistant
clinical isolates F5 and S2, FCZ sensitivity is restored even below WT levels on solid YPD media. The assay was performed and analyzed as described in
Figure 1B except plates were photographed after 24 hours. GOF=gain of function. (B) Calcineurin signaling stimulated either by extracellular CaCl2 or
by a constitutively active mutation in strain DSY2146 leads to FCZ resistance. age3 mutants do not respond to extracellular CaCl2, while knocking out
AGE3 in strain DSY2146 restored FCZ sensitivity. Disc diffusion assays were done by plating 26105 cells on YPD plates followed by applying discs
containing 50 mg of FCZ to the surface of agar. Plates were incubated for 24 hours at 30uC.
doi:10.1371/journal.ppat.1000753.g002
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an ideal drug to synergize with FCZ in WT C. albicans by
chemically mimicking the age3-dependent FCZ sensitivity. As
illustrated by time-kill curves in Figure 3A, combining FCZ with
BFA resulted in a potent fungicidal synergy in WT C. albicans,
while either drug alone had only minor effects on cell growth. To
compare the BFA/FCZ synergy to a well-established fungicidal
synergy, we repeated the time-kill curves with CsA in combination
with FCZ. CsA/FCZ co-treatment resulted in a similarly strong
synthetic phenotype after 24 hours. This observation corroborates
previous findings that calcineurin inhibition plus FCZ results in a
potent fungicidal combination as assayed at 24 hours of drug
treatment [19]. A triple drug combination of FCZ/BFA/CsA was
significantly more efficacious than either FCZ/CsA or FCZ/BFA
alone at 24 hours. However, when monitored for more than

24 hours, conditions that have not previously been reported [19],
cells treated with FCZ/CsA could recover and resume growth,
while cells treated with FCZ/BFA or FCZ/BFA/CsA could not
resume growth above the detection limit (<10 cells/ml). At
72 hours, drug combinations of either FCZ/BFA or FCZ/BFA/
CsA appeared equally efficacious with no evidence of growth,
while cells treated with FCZ/CsA continued to proliferate. Similar
results were obtained when another calcineurin inhibitor, FK506,
was combined with FCZ. These results suggest that while the
combination of calcineurin inhibitors and an azole is initially
efficient in pathogen killing, over prolonged drug treatment,
combining ARF inhibitors with azoles is more efficacious.
A dose-matrix titration assay measuring growth of treated cells

confirmed the synergy between FCZ/BFA (Figure 3B, Table S3).

Figure 3. Pharmacological inhibition of ARF cycling results in a potent, fungicidal synergy in combination with FCZ in C. albicans. (A)
Time-kill curves demonstrating that, while combining FCZ and BFA was initially equally efficacious in pathogen killing compared to combining FCZ
and calcineurin inhibitors (FK506 or CsA), extended drug exposure only remained efficacious in pairwise BFA/FCZ combinations. Triple drug
combinations of BFA/FCZ/calcineurin inhibitors were only initially (24 hours) more efficacious, but at 72 hours appeared equally efficacious
compared to BFA/FCZ. The assay was done in YPD media. Drugs were used at 10 mg/ml for FCZ, 15 mg/ml for BFA, 1 mg/ml for CsA and 1 mg/ml for
FK506. (B) Dose-matrix titration assay confirming the FCZ/BFA synergy in WT and drug resistant clinical isolates 5674, S2 and F5 in rich YPD media
(top). Dose-matrix titration plates were incubated for 72 hours after which aliquots of each well were spotted on fresh YPD recovery plates (bottom).
No-growth of recovery plates confirmed fungal cell death of the drug synergy. Recovery plates were incubated for 24 hours. Dose-matrix titration
assays were analyzed as described for MIC assays in Figure 1A.
doi:10.1371/journal.ppat.1000753.g003
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We also tested whether the FCZ/BFA synergy is still effective in C.
albicans drug resistant clinical isolates and found that, although
considerably higher concentrations of FCZ were needed, there was
synergy in isolates F5 and S2 as well as in isolate 5674, which
carries a gain-of-function mutation in TAC1, a transcriptional
activator of CDR drug efflux pump genes [49]. Thus, genetic
compromise of ARF cycling by deleting AGE3 abrogated FCZ
tolerance, while pharmacological compromise of ARF cycling by
adding BFA converted the fungistatic drug FCZ into a fungicidal
agent in WT and FCZ-resistant C. albicans clinical isolates.
Together, this suggests that the process of ARF cycling becomes
essential during cell membrane stress in this pathogen.

Combining ARF inhibition with other drugs across fungal
species
Importantly, genetic or pharmacological compromise of ARF

cycling did not appear to significantly affect the cells’ initial
response to FCZ (Figure 1A, 3B, Table S2). Instead, ARF cycling
inhibition seems to act on tolerance. To test whether the effect of
BFA on tolerance is observed in combination with other azole
drugs, we tested miconazole (MICO) and ketoconazole (KETO) in
combination with BFA, because MICO and KETO alone did
show a tolerance effect (Figure 4A). When tested in a dose-matrix
titration format, BFA synergized with MICO and KETO against
WT C. albicans, independently of which media were used
(Figure 4A, Figure S2).
Although CF is generally considered fungicidal in C. albicans, we

tested whether BFA would synergize with CF. Recent reports
showed that C. albicans can start to grow at supra MIC
concentrations of CF, an outcome referred to as the paradoxical
or trailing growth effect [50,51]. BFA did synergize with CF against
WT C. albicans in a dose matrix titration assay at supra MIC
concentrations of CF (Figure 4B). Together, these results indicate
that genetic and pharmacological compromise of ARF cycling
influences not only cell membrane stress, but also cell wall stress.

To examine whether BFA’s inhibition of azole tolerance is
conserved across other pathogenic Candida species, we tested BFA/
drug interactions in C. tropicalis, C. parapsilosis, C. glabrata and C.
krusei. Together, these species account for ,30–40% of all Candida
isolates causing invasive infections; furthermore, C. glabrata and C.
krusei are notoriously difficult to treat with FCZ [7,8,12]. C.
tropicalis, C. parapsilosis and C. glabrata showed tolerance in the
presence of FCZ, MICO and KETO (Figure 5A); these azoles
synergized with BFA in dose-matrix titration assays with these
fungi. FCZ also synergized with BFA in the non-pathogenic yeast
S. cerevisiae (data not shown). On the other hand, C. krusei did not
show an obvious tolerance effect (i.e. .2 fold variations between
24 hours and 72 hours MIC readings), which could explain why
BFA did not synergize with azoles in this pathogen (Figure 5B).
To further investigate ARF cycling inhibition as a mechanism

of abrogating drug tolerance in non-Candida human fungal
pathogens, we asked whether BFA would synergize with FCZ or
CF against A. fumigatus. Consistent with the idea that ARF
cycling inhibition acts primarily on tolerance, a disc diffusion
assay in A. fumigatus demonstrated that BFA synergized with CF,
a drug that is generally fungistatic in A. fumigatus (Figure 6). CF
treatment created an inhibition zone against A. fumigatus where
cells could still grow within that zone due to the fungistatic
nature of CF. In contrast, when BFA was combined with CF,
not only was the size of that inhibition zone increased, but
growth within that zone was also remarkably reduced. A MIC
assay in defined synthetic media independently confirmed that
CF synergized with BFA against A. fumigatus (Table S3). On the
other hand, we found that BFA did not synergize with FCZ, a
drug that is considered fungicidal in A. fumigatus (data not
shown) [12]. In general, pharmacological compromise of ARF
cycling in A. fumigatus was not as efficacious as in Candida species,
possibly because BFA on its own had a more pronounced
impact on growth of A. fumigatus compared to Candida species
(Figure 6, Table S3). Taken together, these results show that

Figure 4. Pharmacological compromise of ARF cycling synergizes with various azoles as well as the cell wall inhibitor CF. (A) MIC
assays in YPD media demonstrated that WT C. albicans shows tolerance to MICO and KETO (top, compare 24 hours to 72 hours MIC readings).
Combining BFA with either MICO or KETO resulted in a similarly potent fungicidal combination compared to BFA/FCZ (bottom). (B) CF showed
trailing growth in rich YPD media (top) and synergized with BFA in a dose-matrix titration assay (bottom) against WT C. albicans. MIC and dose-matrix
titration assays were performed and analyzed as described in Figure 1A and 3B, respectively.
doi:10.1371/journal.ppat.1000753.g004
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Figure 5. BFA synergizes with different azoles in pathogenic non-albicans Candida species. (A) When treated with FCZ, MICO or KETO, C.
tropicalis, C. parapsilosis and C. glabrata isolates showed prominent growth above the initial MIC reading after extended incubation (24 hours vs.
72 hours). Dose-matrix titration assays confirming that BFA synergized with the three azoles in all three species. (B) No obvious tolerance effect was
observed in C. krusei to any azoles tested and no synergy was observed when BFA was combined with these azoles. MIC and dose-matrix titration
assays were performed and analyzed as described in Figure 1A and 3B.
doi:10.1371/journal.ppat.1000753.g005
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ARF cycling inhibition can couple with different fungistatic
drugs in many pathogenic fungi to generate potentially
fungicidal activity.

Core transcriptional responses to FCZ and CF treatment
are not significantly affected in the absence of AGE3
Analysis of transcriptional regulation has frequently been used

to elucidate which cellular processes are linked to drug sensitivity
or drug resistance in C. albicans [35,52,53]. We therefore
performed microarray studies to test how transcriptional regula-
tion is altered in age3 mutants. We first compared WT to age3 cells
in the absence of drugs and found that 23 genes were differentially
regulated when AGE3 was absent (Table S4). Among those 23
genes were five GPI-anchored cell wall proteins (ECM331, PGA13,
CRH11, SAP9, PGA26) and two genes with phospholipase activity
(FGR22 and PI-PLC). Because none of these genes have been
linked to FCZ tolerance, it is currently unclear how they might
influence the age3-dependent drug phenotypes.
We next analyzed the transcriptional response to FCZ. A typical

transcriptional signature to FCZ is upregulation of ergosterol
genes, presumably to compensate for depletion of these membrane
lipids [54,55]. This core response to FCZ was not changed in the
absence of AGE3. All ergosterol genes that became significantly
upregulated in FCZ-treated WT cells were similarly upregulated
in FCZ-treated age3 cells (Table S5). Besides this core response to
FCZ, clustering analysis of genes that were significantly regulated
(.2 fold expression change and p-value ,0.05) further confirmed
that the overall transcriptional response to FCZ was very similar in
WT and age3 cells (Figure S3A, Table S6).
A similar lack of AGE3-dependent transcriptional consequences

could be observed in microarray experiments when the cell wall
inhibitor CF was used. Clustering analysis revealed that CF-
treated WT cells and CF-treated age3 cells showed an almost
identical transcriptional response, with a significant overlap (p-
value 4.86102194) of differentially regulated genes (Figure S3B,
Tables S7, S8). This overlap of 168 genes showed further
statistically significant similarity (p-value 1.861027) when com-
pared to core C. albicans CF-responsive genes previously identified
in two independent studies [52,56]. Therefore, the core transcrip-
tional response to CF in C. albicans seems not to depend on AGE3.
In summary, these microarray experiments suggest that deleting
AGE3 does not cause major transcriptional changes in the
presence of two different drug classes and further indicates that
post-transcriptional processes might play a more dominant role in
terms of ARF cycling-dependent drug phenotypes.

The age3 mutant is avirulent in WT mice
To evaluate whether AGE3 is a good drug target in vivo, we first

injected age3 mutant cells into WT B6 mice, and found that age3
cells are avirulent in this mouse model. While 100% of mice
infected with WT C. albicans became moribund within 11 days
post-infection, none of the age3 mutant strain infected mice
became moribund during the same time frame (Figure 7A). To
test whether mice infected with age3 cells had cleared the
infection, we sacrificed half of the mutant group on day 11 to
analyze kidney fungal burden (Figure 7B). On average, kidney
fungal load was significantly reduced (p-value ,0.01, Mann
Whitney test) in the age3 group compared to moribund WT-
infected mice. We continued with the other half of age3 mutant-
infected mice until the end of the experiment (day 21), but again
found that none of the age3-infected mice became moribund.
Comparing fungal load from these mice showed that three mice
had cleared the infection, while two mice had a fungal load that
was comparable to WT-infected mice. On average, however,
there were significantly fewer age3 cells recovered from the
host compared to moribund mice infected with WT C. albicans (p-
value ,0.02, Figure 7B).
One key virulence factor in C. albicans pathogenicity is hyphal

formation [57]. Because Arnold Bito and coworkers (Lettner T.,
Zeidler U., Gimona M., Breitenbach M., Bito A., manuscript
submitted, personal communication from A. Bito) have
observed some hyphal formation defects on solid media as well
as defects in invasive growth in age3 mutants, we collected
kidneys for histological examination on day 11 from both WT-
infected and age3-infected mice. No obvious difference was
found between kidney sections recovered from WT or from age3-
infected mice (Figure 7C). In all kidney sections examined, age3
cells could be observed as elongated hyphal structures.
Therefore, it remains unclear why age3-infected mice with a
high fungal burden did not show any clinical signs, but might
indicate that additional virulence factors are affected in age3
mutants.

Genetic inhibition of ARF cycling results in attenuated
virulence in an immunocompromised mouse model of
disseminated candidiasis and FCZ treatment is
significantly more efficacious when ARF activity is
genetically compromised
To help evaluate the therapeutic potential of FCZ treatment of

age3 mutant-infected mice, we required a mouse model where age3
cells retain at least partial virulence. Cells of the C. albicans strains

Figure 6. BFA synergism with the fungistatic cell wall inhibitor CF in A. fumigatus. BFA/CF interaction in an A. fumigatus disk diffusion assay
on half-strength YPD media. CF alone creates an inhibition zone that still allows fungal growth. Combining CF and BFA abrogated growth within that
zone. Discs containing 160 mg CF were applied after 105 conidia were plated on plates containing water only, vehicle control (DMSO) or BFA (16 mg/
ml), as indicated. Plates were incubated for 48 hours.
doi:10.1371/journal.ppat.1000753.g006
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WT, age3 mutant and age3 revertant were therefore injected in an
immunocompromised C5-deficient A/J mouse model [58]. In this
very sensitive animal system, C. albicans WT and revertant-infected
A/J mice became rapidly moribund after 20 to 24 hours, while
age3 mutant-infected A/J mice survived significantly longer, with
a median survival of two days (p-value ,0.02, Log-rank test)
(Figure 8A). However, comparing fungal burden indicated that
mice infected with C. albicans age3 cells accumulated a significantly
higher fungal load when moribund (p-value ,0.02), with hyphal
formation still observed in the age3 mutant-infected mice
(Figure 8B, data not shown).
To test whether genetic compromise of ARF activity holds

therapeutic potential, we repeated this experiment and injected
WT, age3 and the revertant strains in A/J mice to compare
survival lengths after two days of FCZ therapy. FCZ adminis-
tration extended survival of all three groups (p-value ,0.001), but
was significantly more efficacious in the mutant-infected mice,
extending median survival time more than 10-fold compared to
7.5-fold median survival time extension for both the WT and
revertant groups (p-value ,0.01 for posthoc comparison between
age3 mutant group with and without FCZ, versus p-value .0.05
posthoc comparison between WT with and without FCZ or p-
value .0.05 for posthoc comparison between revertant with and
without FCZ, Dunnett’s Multiple Comparison) (Figure 8C). In
summary, we conclude from these in vivo experiments that genetic
compromise of ARF cycling results in avirulence in WT mice,
significant attenuation in virulence in an immunocompromised
mouse model and further suggests that FCZ treatment in A/J
mice is more efficacious when ARF cycling is genetically
compromised.

Discussion

Identifying new drug targets is an important step in the
challenging task of developing new antifungal therapies, which are
urgently needed due to the emergence of drug resistance to every
class of antifungals currently in clinical use [11,59]. Using a
comprehensive reverse-genetics screen, we identified Age3p and
the process of ARF cycling as potential new drug targets. We
further established a widely conserved, potent fungicidal chemical
synergy between the ARF cycling inhibitor BFA and several
fungistatic drugs, and, through two murine infection models,
validated the potential of ARF cycling as an antifungal target.
To render FCZ fungicidal through combination with other

drugs, we applied a large-scale chemical-genomic approach in S.
cerevisiae and found 22 FCZ-cidal genes (Table S1) [29]. The S.
cerevisiae screen proved to have predictive power in that 12 of the
22 genes (57%) identified in S. cerevisiae were validated in C. albicans
with an increased FCZ sensitivity (Figure S1, Table S2). Among
those genes, only CDR1 and ADA2 have previously been linked to
FCZ sensitivity in C. albicans [52,60]. On the other hand, our
screen linked four genes to FCZ resistance in the pathogen
(NUP84, ERG11, GCN5 and NGG1). One of those genes, ERG11,
has previously been linked to FCZ resistance in C. albicans [61]. Of
note, Sanglard and coworkers have shown that the C. albicans erg11
mutant was sensitive to a variety of drugs, including BFA [61].
Two other C. albicans genes that have been linked to FCZ
resistance in our screen (GCN5 and NGG1) are part of the SAGA, a
conserved transcriptional co-activator [62]. Our data therefore
expand the known events of transcriptional rewiring between S.
cerevisiae and C. albicans in regards of drug resistance [63,64], as

Figure 7. Genetic compromise of ARF cycling in C. albicans results in avirulence in a WT mouse model of disseminated disease. (A) C.
albicans WT-infected mice become gradually moribund up to day 11, while mice infected with age3 mutants did not show any clinical signs until the
end of the experiment on day 21. The dotted blue line indicates that half of the age3 mutant-infected mice were sacrificed to compare fungal load.
Those mice were not moribund. (B) On average, fungal load of WT-infected mice, when moribund, is significantly higher compared to mutant fungal
burden taken at indicated times. (C) Kidney section of WT-infected mice (left) showing fungal hyphal formation, which is also seen in mutant-infected
kidneys (right). Kidneys were collected on day 11 for histological examination. Ten mice were used per experimental group and monitored according
to approved standards.
doi:10.1371/journal.ppat.1000753.g007
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another subunit of the SAGA complex, Ada2p, has been linked to
increased drug sensitivity in our screen as well as in two previous
studies [52,60]. The observation that different subunits of the same
transcriptional co-activator complex regulate the opposing phe-
notypes of drug sensitivity or drug resistance illustrates the extreme
adaptability and flexibility of transcriptional regulatory networks
in fungi.
Given that diverse essential processes exhibit significantly

different regulation in S. cerevisiae and C. albicans [65,66,67],
reorganization of transcriptional regulation might in general
account for C. albicans mutants that showed different drug
phenotypes compared to the yeast prediction. Despite these
considerations, budding yeast genetics remains a convenient and
powerful approach to predict phenotypes in pathogenic fungal
species, at least until similar sophisticated screening techniques
become available in the pathogen itself.
An alternative speculation why the success rate of our screen

was not higher is that the gene encoding ERG11, the target of FCZ
in both species, is essential only in S. cerevisiae [29,61]. Thus, there
may be redundant mechanisms for sterol biosynthesis in C. albicans,
a suggestion that is further supported by the observation that
another ergosterol biosynthesis gene, ERG24, is essential in S.
cerevisiae, but not in C. albicans [68].
Chemical compromise of ARF cycling appeared far more

potent than genetic compromise. When age3 mutants were treated
with FCZ, the number of viable cells was reduced in time-kill
curve experiments by less than one log value, whereas combining
FCZ with BFA reduced the number of viable WT cells more than
one log value over the same time (Figure 1C, Figure 3A). Similarly,
chemical compromise appeared more potent than genetic
compromise in terms of synergy with CF. The age3 mutant was
only 2-fold more sensitive to CF than WT. On the other hand,
combining BFA with CF resulted in a 32-fold reduction in
sensitivity to CF in WT cells (Figure 1D and 1E, Figure 4B). These
differences likely reflect that, while chemical interference with
ARF function inhibits potentially all ARF GEFs, genetic
inactivation was restricted to one ARF GAP (AGE3). Thus, it
remains possible that some aspects of ARF signaling continue to
function in the absence of AGE3 under drug conditions, a
suggestion that is supported by work in yeast that demonstrated
that several ARF GAPs provide redundant functions [39,40].
The finding that both genetic and pharmacological blockage of

ARF function result in increased azole sensitivity suggests that,
among the multiple cellular roles described for the yeast
homologue of AGE3, defects in proper ARF cycling and, therefore,
defects in intracellular vesicle trafficking are responsible for drug
phenotypes. One hypothesis to explain how incorrect vesicle
trafficking could result in age3-dependent drug sensitivity is
mislocalization of drug pumps. However, CDR1 and MDR1, two
major drug pumps in C. albicans appear not be involved, as Arnold
Bito and coworkers (Lettner T., Zeidler U., Gimona M.,
Breitenbach M., Bito A., manuscript submitted, personal com-
munication from A. Bito) observed that CDR1 and MDR1 pumps
are correctly localized to the plasma membrane in age3 mutants.
They further established that CDR1 drug pump activity was not
affected in the absence of AGE3.
Another plausible explanation that could account for the azole

sensitivity of age3mutants is defects in the biosynthesis of ergosterol
or problems in transporting this membrane lipid to the cell
membrane. Our microarray experiments provided evidence that
the target pathway of azoles is not affected transcriptionally in the
presence or the absence of FCZ (Figure S3A, Tables S5 and S6).
We further found that the amount of ergosterol is similar in the
plasma membrane of age3 mutants compared to WT (our

Figure 8. age3 mutants are attenuated in virulence in A/J mice
and FCZ treatment significantly extends survival of age3-
infected A/J mice. (A) age3 mutant-infected mice survive significantly
longer with a median survival of two days versus one day for WT and
revertant-infected mice. Six mice were used per experimental group. (B)
Fungal kidney burden was examined from moribund mice and was
significantly higher in age3 mutant recovered cells compared to WT or
revertant control groups. (C) A short FCZ therapy (4.5 mg/kg
intraperitoneally once immediately after fungal infection, once on day
one and once on day two post fungal infection) is significantly more
efficacious when ARF cycling is genetically compromised as only the
majority (83%) of mutant-infected mice survive until the end of the
experiment (day 21). Six mice were used for WT and revertant groups
and 12 mice for the age3 mutant group.
doi:10.1371/journal.ppat.1000753.g008
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unpublished data). These findings together with epistasis experi-
ments showing that deletion of AGE3 restored azole sensitivity in
different clinical isolates, suggest that the azole sensitivity of age3
cells is unlikely to depend on established mechanisms.
Finally, in support of the vesicle transport hypothesis is the

observation that while age3 cells showed slightly increased
sensitivity to different cell wall perturbing agents (CF and
calcofluor white), the most impressive effect besides azoles was
observed when age3 cells were treated with hygromycin B
(Figure 1D). Hygromycin B sensitivity is usually linked to
glycosylation defects [31,32]. Therefore, it remains possible that
some glycosylated proteins, including GPI-anchored proteins that
normally reside in the cell wall, are not properly localized in age3
cells. How precisely defects in vesicle trafficking influence the
observed drug phenotypes and whether drug sensitivity is caused
by a general aspect of the secretory pathway or of a particular cell
membrane or wall protein remains to be determined.
Drug resistance and virulence are two important biological

aspects of pathogenic fungal species. While different fungal drug
resistance mechanisms are now well understood [69,70], various
virulence-related attributes have been described that help Candida
to cause infections [57,59,71]. Whereas genes critically involved
either in drug resistance or virulence are attractive drug targets
[59], an undeniably better option is targeting genes that are
involved in both processes. The broad-range sensitivity to azoles
and an echinocandin together with in vivo data showing that age3
mutants are avirulent in WT and exhibit significantly attenuated
virulence even in an immunocompromised mouse model, indicates
that Age3p and the process of ARF cycling is one such option. We
further explored the therapeutic potential of ARF cycling
inhibition by demonstrating that, in A/J mice, FCZ treatment
was significantly more efficacious when ARF activity was
genetically compromised.
One of our major problems was to reproduce the potent in vitro

synergy of FCZ/BFA in animal models as we observed that a
FCZ/BFA combination failed to rescue A/J mice infected with
WT C. albicans (data not shown). One reason why the in vitro
synergy failed to translate to in vivo conditions could be that BFA
has low bioavailability characteristics [72] and efforts to chemically
improve these unfavorable properties have not been successful so
far [73,74]. The ability of BFA to induce apoptosis in cancer cells
has stimulated an interest for developing BFA as an anti-cancer
therapeutic agent [75,76,77,78,79,80]. Increasing evidence also
shows that a variety of small G protein signaling pathways of the
Ras superfamily, like RHO, RAS and ARF, have been linked to
tumorigenesis [81,82,83]. Thus, despite being evolutionarily
conserved, targeting ARF activities could be beneficial not only
for antifungal, but also for cancer therapies. Clearly, one future
challenge lies in finding fungal-specific ARF activity inhibitors that
retain favorable bioavailability in vivo, a challenge that can now be
approached cost- and time-effectively through virtual screening
with both mammalian and yeast crystal structures of different ARF
cycling proteins at hand [43,44,45,46,47,48,84,85].
The age3 mutant lost tolerance to FCZ (Figure 1). This

phenomenon of losing tolerance under membrane stress is not
unique to ARF cycling. Previous work established that when
HSP90 or calcineurin is genetically or pharmacologically inhibited
in different fungal species, cells show a similar loss of tolerance and
are not able to survive membrane stress [17,18,22,86]. Additional
phenotypes that calcineurin inhibition shares with ARF inhibition
include synergism with azoles and echinocandins as well as
reduced virulence in the bloodstream of the host [17,19,87]. These
overlapping phenotypes, together with our epistasis experiments
that showed that deleting AGE3 overrides constitutive calcineurin

signaling, provide some arguments that ARF cycling and HSP90/
calcineurin-dependent processes could be coupled. Although
overlapping functions cannot be excluded, several lines of evidence
support the current model that ARF and HSP90/calcineurin
inhibition constitute two distinct mechanisms contributing to drug
tolerance. First, a triple combination of azole/calcineurin/ARF
inhibition is more efficacious than either pairwise combination at
24 hours. Second, consistent with previous observations that long
term azole resistance evolves towards HSP90/calcineurin-inde-
pendency [20], cells treated with calcineurin inhibitors plus FCZ
recover after prolonged incubation, while BFA/FCZ treated cells
do not. Finally, if ARF cycling is in fact coupled to HSP90/
calcineurin signaling, then we might expect age3 mutants to copy
other HSP90/calcineurin phenotypes besides the demonstrated
reduced virulence and drug sensitivity. One explanation, for
instance, why calcineurin mutants are avirulent is that they do not
survive in the presence of FBS or Ca2+ ions present in host serum
[19,88]. We found, however, that age3 mutants can survive FBS
and Ca2+ stresses (data not shown).
More work is therefore required to elucidate how ARF G

protein signaling relates to HSP90/calcineurin and other signaling
pathways that share ARF-related phenotypes. With four ARF
proteins, six ARF GAPs and seven ARF GEFs identified in yeast
so far [89], this provides a rich resource for further investigations
into which aspects of vesicle transport and ARF G protein
signaling are responsible for two important aspects of the biology
of pathogenic fungal species.

Materials and Methods

Strains, plasmids, primers and culture conditions
All strains, primers and plasmids used in this study are described

in supplementary Table S9, S10 and S11, respectively. C. albicans
mutants were constructed either with the UAU1-transposon
insertion strategy [90] or by deleting the coding sequence of
genes (Table S9). For insertion and deletion mutant construction,
at least two mutants independently derived from two distinct
heterozygous mutants were analyzed in each case. With regards to
the AEG3 gene (ORF19.3683), we propose to use AGE3 as standard
name for the C. albicans homolog of S. cerevisiae’s GCS1, because
another gene (ORF19.5059) has already been named ‘GCS1’ in the
Candida literature [91]. For the AGE3 deletion mutant, long 100-
mer primers flanking up- and downstream sequences, respectively,
of the coding sequence of AGE3 were used to amplify marker
cassettes pFA-HIS1 and pFA-ARG4 [92]. Transformation was
carried out according to standard protocols [93] and selected on
synthetic media (2% dextrose, 6.7% yeast nitrogen base without
amino acids, 2% agar) containing the necessary auxotrophic
supplements. Correct marker integration was PCR-verified as
described [94]. As genetic manipulation in C. albicans can
frequently lead to aneuploidy [95,96], we verified the absence of
any chromosomal rearrangements by Comparative Genome
Hybridization (CGH) and found that deletion mutants of AGE3
were aneuploidy free (Figure S4). For constructing the AGE3-
revertant strain, the SAT1 flipper cassette was used [97]. Briefly,
the AGE3 coding sequence including upstream and a short
downstream flanking sequence was amplified with primers
oEE242/oEE243, KpnI/XhoI-digested and cloned into the KpnI/
XhoI-digested pSFS2A plasmid, resulting in plasmid pCaEE25,
which was sequenced. A long downstream flanking sequence of
AGE3 was amplified with primers oEE237/oEE238, NotI/SacII-
digested and then cloned into the NotI/SacII-digested plasmid
pCaEE25, resulting in plasmid pCaEE27. Following KpnI/SacII
double digestion of plasmid pCaEE27, this digestion was
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transformed directly into the age3 deletion strain. Selection was
done on YPD plates containing 200 mg/ml nourseothricin, as
described [67] and PCR-verified. Counterselection of the
nourseothricin marker was done as described [67].
The nourseothricin marker cassette [97] was also used to delete

AGE3 in FCZ-resistant strains F5, S2 and DSY2146. Briefly, a
long upstream coding sequence of AGE3 was first amplified from
pEE27 with primers oEE235/oEE236, Kpn1/Xho1 digested and
then cloned into the Kpn1/Xho1 digested plasmid pEE27, therefore
replacing the coding sequence of AGE3. The resulting plasmid was
designated pEE43.
Candida strains were routinely cultured at 30uC in either rich

YPD media (1% yeast extract, 2% peptone, 2% dextrose,
supplemented with 50 mg/ml uridine) or RPMI-MOPS media
(RPMI-1640, SIGMA, supplemented with 0.3 g/l L-glutamine,
50 mg/ml uridine, 2% glucose, pH adjusted with MOPS buffer to
7.0). Media plates were supplemented with 2% agar. A. fumigatus
was cultured in half-strength YPD media (not enriched with
uridine) or RPMI-MOPS media (not enriched with uridine).
Media plates were supplemented with 1.5% agar.

Antifungal susceptibility testing
Because drug susceptibility results did not differ significantly

between WT C. albicans strains SC5314 (isolate) and SN95 (a
standard laboratory auxotrophic mutant used to construct deletion
mutants) [98] (Table S2), WT usually refers to SN95 unless
indicated otherwise. Drug stock solutions were prepared using
ethanol/10% Tween 20 as solvent for FK506 (5 mg/ml),
cyclosporin A (25 mg/ml), DMSO for fluconazole (300 mg/ml),
miconazole (100 mg/ml), ketoconazole (16.6 mg/ml), itracona-
zole (10 mg/ml), amphotericin B (20 mg/ml), calcofluor white
(50 mg/ml), brefeldin A (20 mM), hygromycin B (50 mg/ml), and
water for caspofungin (10 mg/ml). All drugs were obtained from
Sigma, except caspofungin (Merck), fluconazole and itraconazole
(both from SpectrumChemical, Mfg Corp, USA). Once in
solution, drugs were stored at 220uC. Initial antifungal sensitivity
testing with all C. albicans FCZ-cidal candidates was done using a
modified version of the CLSI (formerly NCCLS) procedure [99].
Briefly, 50 ml of drugs at two-fold the final concentration was
serially diluted in flat-bottom 96-well tissue culture plates (Corning
Inc., NY, USA) and combined with 50 ml of overnight Candida
cultures adjusted to 16104 cells/ml. MIC plates were incubated at
30uC without shaking and optical densities were read at indicated
time points with a Tecan Safire plate reader. The MIC was
determined by the first well with a growth reduction of .95% in
terms of OD600 values in the presence of a compound compared to
untreated control cells. Before the 72 hours OD600 readings, plates
were carefully shaken, so that a representative aliquot of 2 ml of
each well could be spotted on fresh YPD recovery plates to assess
the extent to which cells recover from the drug treatments.
Recovery plates were incubated at 30uC between 24 hours and
48 hours before being photographed. Drug susceptibilities of
robust hits that resulted from this initial MIC testing were then
confirmed on solid media plates containing FCZ, disc diffusion or
time-kill curve assays, as described [19].
Dose-matrix titration assays were used to evaluate drug

synergies. Briefly, dose-matrix titration assays were done as
described for the MIC assays, except that the final volume was
150 ml; 50 ml of three-fold the final drug concentration of drug A
was dispensed in two-fold serial dilution steps across seven columns
of the plate, 50 ml of three-fold the final drug concentration of
drug B was dispensed in two-fold serial dilution steps down seven
rows of the plate; 50 ml of overnight Candida cultures adjusted to
1.56104 cells/ml was dispensed in all drug containing wells plus

one control well containing no drugs. Synergy of a compound pair
was quantified with respect to the Loewe additivity model [100]
via the fractional inhibitory concentration index (FIC index) =
(MICA in combo/MICA alone) + (MICB in combo/MICB alone), where
‘‘MICA in combo’’ is the MIC of drug A in combination,
‘‘MICA alone’’ is the MIC of drug A alone, ‘‘MICB in combo’’ is
the MIC of drug B in combination and ‘‘MICB alone’’ is the MIC of
drug B alone, respectively. Compound pairs were classified as
synergistic if its FIC index is #0.5, the standard threshold
[100,101]. For calculation purposes of the FIC index, MIC values
of .1, .2, .8, .16, .64, .128, .2048, .4096 were assumed
to be 2, 4, 16, 32, 128, 256, 4096, 8192, respectively. MIC and
dose-matrix titration results were visualized with TreeView version
1.6 (http://rana.lbl.gov/EisenSoftware.htm).
A. fumigatus disc diffusion assays were done as described [16],

with the following modifications. Conidiation was induced on
YPD plates incubated at 37uC for seven days. Conidia were then
washed off the plates and suspended in PBS+0.1% Tween media
before spreading 16105 conidia on appropriate plates. Discs
containing 6.4 mg caspofungin were applied and the plates were
incubated at 35uC for 48 hours. A. fumigatusMIC assays were done
exactly as described [102]. All MIC and dose-matrix titration
assays with Candida and Aspergillus were independently performed
on at least two different occasions.

Virulence studies
Virulence testing of C. albicans was done as previously described

[58]. Briefly, 8- to 12-week old C57BL/6J or A/J mice (Jackson
Laboratories, Bar Harbor, ME) were inoculated via the tail vein
with 200 ml of a suspension containing 36105 C. albicans in PBS.
Mice were closely monitored over a period of maximally 21 days
for clinical signs of disease such as lethargy, ruffled fur, or hunched
back. Mice showing extreme lethargy were considered moribund
and were euthanized. All experimental procedures involving
animals were approved by the Biotechnology Research Institute
Animal Care Committee, which operates under the guidelines of
the Canadian Council of Animal Care. Statistical analysis of
survival curves as well as fungal load was done with GraphPad
Prism version 5.0b. For kidney sections, extracted organs were
fixed in 10% formaldehyde (Sigma) and processed at the Histology
Core Facility at McGill (http://cancercentre.mcgill.ca/) by
staining thin slices of tissue sections with Grocot–Gomori
methenamine silver to visualize fungal cells.

Microarray and CGH studies
Comparative Genome Hybridization (CGH) analysis was done

as previously described [49] with the following modifications.
Genomic DNA was extracted from a C. albicans culture grown to
saturation with the Qiagen Genomic DNA Extraction kit
according to manufacturer’s instructions. DNA hybridization
was done with the Advalytix SlideBooster for 16 hours at 42uC
according to manufacturer’s instructions.
For the fluconazole microarray experiment, overnight cultures

of C. albicans cells were diluted to OD600 of 0.05 in fresh YPD
media, grown to early logarithmic phase (OD600 0.8) and split into
two 50 ml cultures in 250 ml Erlenmayer flasks. One culture was
fluconazole treated (600 mg/ml), while the other group received
an equal amount of DMSO as control. Cultures were grown for
one hour, spun down, the supernatant was removed and the cell
pellet was nitrogen-flash frozen and stored at 280uC until further
use. RNA was extracted according to the hot-phenol protocol
[103]. For the caspofungin microarray experiment, logarithmically
growing cells were treated with 125 ng/ml caspofungin for one
hour, as previously described [52]. RNA was extracted with the
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RNase easy kit (Qiagen), as described [67]. Probe labeling,
hybridization and slide washing was done as described [104],
except that the SlideBooster was used for hybridization. At least
three biological replicates including dye swaps were used for each
condition on double spotted ORF microarrays (6,394 intragenic
70-mer oligonucleotide probes) [104]. Scanning was done with a
ScanArray Lite microarray scanner (Perkin Elmer). QuantArray
was used to quantify fluorescence intensities and data analysis was
carried out using Genespring v.7.3 (Agilent Technologies). To
compare overlap of different gene lists as well as analyzing Gene
Ontology enrichment, p-values were calculated using the hyper-
geometric distribution as described in the GO Term Finder
Tool web site (http://www.candidagenome.org/cgi-bin/GO/
goTermFinder). Gene lists can be found in Tables S4, S5, S6,
S7 and S8.

Supporting Information

Figure S1 Phenotypes of the predicted FCZ-cidal genes in C.
albicans as determined on rich media containing FCZ. Five-fold
serial dilutions starting with an overnight culture diluted to OD600

of 0.1 was spotted (2 ml) on YPD or YPD + 2 mg/ml FCZ. Plates
were incubated at 30uC for the time indicated.
Found at: doi:10.1371/journal.ppat.1000753.s001 (5.05 MB TIF)

Figure S2 BFA synergy with different azoles in synthetically
defined RPMI media at 30uC. (A) Prior to synergy testing, C.
albicans WT strain was tested for drug sensitivity, which was
measured over time on day one (24 hours), day three (72 hours)
and day six (144 hours), respectively. Data was analyzed as in
Figure 1A. (B) Optical densities of dose-matrix titration assays
were measured on day three (72 hours) or day six (144 hours),
respectively. Additionally, spot assays were done on day six.
Except for media, assays were performed and analyzed as in
Figure 1A and 3B.
Found at: doi:10.1371/journal.ppat.1000753.s002 (2.15 MB TIF)

Figure S3 Core transcriptional responses to FCZ or CF are not
significantly affected in the absence of AGE3. (A) Transcriptional
analysis under FCZ treatment. Significantly regulated genes (.2
fold change, p-value ,0.05) were selected when WT was treated
with FCZ (WT+FCZ vs. WT) and combined with significantly
regulated genes when age3 cells were FCZ treated (age3+FCZ vs.
age3) to build a cluster tree (top). The same gene list was used to
visualize in the Venn diagram (bottom) a significant overlap of core
FCZ-responsive genes. (B) Transcriptional analysis under CF
treatment. Gene lists were selected in the same way as described
for the FCZ treatment to build a cluster tree. The Venn diagram
illustrates that there is a significant overlap of core CF responsive
genes. Tables S4, S5, S6, S7 and S8 list exact transcript changes for
all significantly regulated genes used in the FCZ and CF analysis.
Found at: doi:10.1371/journal.ppat.1000753.s003 (0.89 MB TIF)

Figure S4 No aneuploidies were detected in the AGE3 deletion
mutant by CGH analysis. Cy3 labeled genomic DNA from either
age3 mutants or strain BWP17 was hybridized to DNA
microarrays with Cy5 labeled genomic DNA from the reference
strain SC5314. Shown are plots of CGH (comparative genome
hybridization) analyses, where the y-axis shows the log2 fluores-
cence ratio of the mutant strains versus SC5314 and the x-axis
shows all chromosomes (1 to R). A single black rhombus represents
the log2 fluorescence ratio plotted as a function of its position in

the C. albicans’ assembly 21. In this representation, a 1.5-fold
increase in fluorescence ratio (i.e. 3 chromosome copies versus 2)
equals a log2 ratio of,0.58. (A) CGH shows the known loss of one
end of chromosome 5 in strain BWP17. This strain is also
auxotroph for URA3, HIS1, ARG4. (B) The prototrophic age3
mutant does not have any chromosomal rearrangements as
determined by CGH.
Found at: doi:10.1371/journal.ppat.1000753.s004 (7.62 MB TIF)

Table S1 The 22 FCZ-cidal genes in S. cerevisiae and the C.
albicans homologs.
Found at: doi:10.1371/journal.ppat.1000753.s005 (0.04 MB XLS)

Table S2 Phenotypes of the predicted FCZ-cidal genes in C.
albicans as determined by MIC assay in YPD media.
Found at: doi:10.1371/journal.ppat.1000753.s006 (0.04 MB XLS)

Table S3 Drug synergy interaction as determined by FIC index.
Found at: doi:10.1371/journal.ppat.1000753.s007 (0.04 MB XLS)

Table S4 The genes listed here were significantly regulated (.2
fold, p-value ,0.05) in absence of AGE3.
Found at: doi:10.1371/journal.ppat.1000753.s008 (0.04 MB XLS)

Table S5 Fluconazole (FCZ) responsive genes as identified by
microarray analysis.
Found at: doi:10.1371/journal.ppat.1000753.s009 (0.07 MB XLS)

Table S6 This list contains the same genes as Table S5, but the
genes are colored here according to the Venn Diagram in Figure
S3A (bottom).
Found at: doi:10.1371/journal.ppat.1000753.s010 (0.07 MB XLS)

Table S7 Caspofungin (CF) responsive genes as identified by
microarray analysis.
Found at: doi:10.1371/journal.ppat.1000753.s011 (0.13 MB XLS)

Table S8 This list contains the same genes as Table S7, but the
genes are colored here according to the Venn Diagram in Figure
S3B (bottom).
Found at: doi:10.1371/journal.ppat.1000753.s012 (0.13 MB XLS)

Table S9 Strains used in this study.
Found at: doi:10.1371/journal.ppat.1000753.s013 (0.04 MB XLS)

Table S10 Primers used in this study.
Found at: doi:10.1371/journal.ppat.1000753.s014 (0.05 MB XLS)

Table S11 Plasmids used in this study.
Found at: doi:10.1371/journal.ppat.1000753.s015 (0.03 MB XLS)
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Chapter 

IV 
 

IV. Tackling C. albicans-specific phenotypes 

 
  In chapters II and III, I presented a method based on reverse genetics that 

addressed the problem of drug resistance. Specifically, we showed that using S. 

cerevisiae as a model is a useful approach to identify new drug targets in C. albicans. We 

also demonstrated how this strategy can be used to make drug treatments more 

efficacious in vitro. Although in our case this approach proved to be successful, there are 

clear limitations. In particular the fact that only 1 out of 22 predicted phenotypes from 

budding yeast was confirmed in C. albicans represents a low efficiency of the surrogate 

model approach. I was therefore curious to investigate alternative approaches that would 

allow us to link a function to a gene directly in the pathogen. The UAU1 method, which I 

introduced in chapter I.4.2, would be an ideal technique, because in theory it allows us to 

randomly create homozygous C. albicans mutants, which we could then test for a desired 

phenotype.  As well, because we would perform functional genomics directly in C. 

albicans, we wouldn’t rely on surrogate models to predict gene function. This is of 

particular importance when addressing processes that are absent in the model, like 

virulence, which is usually not observed in S. cerevisiae. I therefore decided to evaluate 

the UAU1 technique on a genome-wide scale and look for genes that are involved in 

virulence. In order to do this, I focused on the yeast-to-hyphae switch, because mutants 

defective in this process are often avirulent.  

 

  I will now first summarize our current understanding of how the yeast-to-hyphae 

switch works. The following section (chapter IV.2.) will then describe the published 

results from our forward genetics screen. This screen will introduce ARP2, a gene that 

will take center stage in the following chapter (chapter V), where I expanded on 

observations presented in this chapter.  
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IV.1. Regulation of morphogenesis in C. albicans  
 
 
 IV.1.1.  The yeast-to-hyphae switch 
 
  C. albicans grows in the yeast form under standard laboratory conditions (30°C, 

rich media). Phenotypically, yeast-grown C. albicans cells are almost indistinguishable 

from S. cerevisiae yeast cells; both are oblate and divide by budding, where mother and 

daughter cells separate after the budding process. Pseudohyphal and hyphal cells, on the 

other hand, are both considered filamentous forms of C. albicans. These two 

morphologies each have several unique features. Pseudohyphae are elongated cells that 

do not separate from the mother but grow unidirectionally and vary in length, from only 

slightly longer to several times the length of yeast cells. They can be identified by 

constrictions between cells, as well as by septa that form directly at the border with the 

mother cell, and by the feature that the width of the ‘filaments’ is not constant, being 

wider in the middle compared to the two ends. These three properties distinguish 

pseudohyphal from true hyphal cells. True hyphae have strictly parallel cell walls with no 

constrictions between cells, and the first septa forms a short distance away from the 

mother cell along the hyphal tube. Hyphal cells are also longer than pseudohyphae, 

usually many times the length of yeast cells, but they are thinner than pseudohyphae (2 

µm versus 3 µm) (reviewed in [155]). Another difference between pseudohyphal and 

hyphal cells is that nuclear division occurs across the mother-bud neck in pseudohyphae 

and within the germ tube (the hyphal projection that forms in the first cell cycle before 

septation) in hyphal cells. Finally, a variety of environmental conditions can induce either 

pseudohyphal or hyphal morphological changes. For example, high phosphate 

concentrations of up to 600 mM, pH 6.0 together with elevated growth temperature of 

35°C, or nitrogen limitation on solid medium can all induce pseudohyphal growth, while 

serum together with high temperature (37°C), N-acetylglucosamine, or neutral pH 

together with 37°C all favour hyphal growth. Other environmental stimuli that influence 

morphogenesis include gas (O2 and CO2), osmotic stress as well as quorum sensing 

molecules such as farnesol (reviewed in [156]).  

 
 IV.1.2.  The cAMP-mediated PKA pathway 
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  The variety of environmental signals that influence morphology are transmitted 

by several known signalling pathways to downstream transcription factors, which in turn 

activate morphology-specific genes [58,157]. The interplay between environmental 

stimuli, signal transduction pathways and transcription factors is complex. Two of the 

best-understood signal transduction pathways involved in morphogenesis are the cAMP-

dependent PKA pathway and the MAP kinase signalling pathway [158]. Both of these 

pathways are connected via the small GTP-binding protein Ras1. The central role of Ras1 

in terms of regulating morphology has been demonstrated early on by experiments that 

showed that when Ras1 was deleted, the cells were only able to grow as yeast, but unable 

to transition into hyphal cells [159]. Later on, different groups have contributed to the 

picture that a variety of mutants in the cAMP-mediated signalling pathway cause 

morphological defects [108,160,161,162,163]. For instance, when the adenylyl cyclase 

encoded by CDC35 (synonym CYR1), which is directly activated by Ras1, was deleted, 

the cells were unable to form hyphae. Similar results were found in experiments where 

the downstream effector of Cdc35, the protein kinase A was deleted. In that experiment, 

Bockmuhl and colleagues showed that when one of the two genes encoding for the 

catalytic subunits of the protein kinase A, TPK2, was deleted and the other subunit, 

TPK1, repressed to very low-expression levels, the hyphal program was abolished, even 

under strong hyphal induction conditions (serum plus 37°C) [164].  

  The main effector of the cAMP-mediated PKA pathway is the transcription 

factor Efg1, which, dependent on environmental conditions, regulates hyphae-stimulating 

or repressing gene expression. Efg1 activity is modulated by association with other 

transcription factors, such as Czf1, Efh1 or Flo8 [165,166,167]. One important 

downstream effector of Efg1 is the transcription factor Tec1, which directly modulates 

hyphal-specific gene expression [168]. Tec1 activity, however, is influenced by yet 

another transcription factor, Cph2, which acts in an Efg1-independent way [169]. The 

target genes of the cAMP-mediated PKA pathway that are activated by Tec1 upon hyphal 

induction mostly encode for secreted or cell wall proteins. These so-called hyphae-

specific genes have been identified on the basis of microarray studies and include the 



  
 
54 

following core set of genes: ECE1, HWP1, HYR1, ALS1, ALS3, RBT1, RBT4, SAP5, 

SAP6, DDR48, SOD5 and IHD2 [140,166,170,171]. 

 

 

 IV.1.3.  The MAPK and other pathways 
 

  Compared to the cAMP-mediated PKA pathway, the MAPK pathway plays a 

less significant role in morphological switching. Many mutants that have been 

constructed in this pathway show condition-dependent morphological defects, most of 

which are only minor. For instance, the serine/threonine kinase Ste20 (synonym Cst20), 

which is dependent on Ras1 signalling for activation, is defective in filamentation under 

nutrient-limiting conditions (Spider media), but still forms hyphae in serum [107,172]. 

Similar results were found for the gene encoding for the MAPKK Ste7, as well as for the 

gene encoding for the MAPK, Cek1 (synonym Erk1) [173]. The MAPK pathway 

converges on the transcription factor Cph1, which is one of the main effectors regulating 

the filamentous program in the MAPK pathway [174]. Cph1 regulates the expression of a 

few hyphae-specific genes in response to serum and high temperature (37°C), including 

the secreted protein Ece1, the transcription factor Tye7, the flavo-hemoglobin Yhb1, as 

well as Hwp1, which encodes for a hyphae-specific cell wall protein that is essential for 

adhesion to epithelial cells [175].  

 

  Another pathway involved in regulating morphogenesis includes a 

transcriptional repressor system, where Tup1 associates with the co-repressors Nrg1 and 

Rfg1 under conditions favouring yeast-growth to repress hyphae-specific genes 

[128,176,177]. Microarray studies have been used to elucidate to which degree each 

repressor influences hyphae-specific gene expression. For instance, about half of the 

genes that were significantly increased in the rfg1 mutant were also de-repressed in tup1 

cells, and 95% of genes with increased expression in nrg1 cells were also under the 

control of Tup1 [178]. Results of these and other studies suggest that Tup1 is the major 

transcriptional repressor as it has a significant number of genes exclusively under its 

control [158]. 
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  Yet another pathway regulating morphogenesis in C. albicans is the pH 

responsive pathway, which works mainly through Rim101. This transcription factor is 

activated at neutral pH by a cysteine protease, Rim13, by proteolytic cleavage at the C-

terminus. Other factors influencing Rim101 activation include Rim8 and Rim20, as well 

as some predicted transmembrane proteins (Rim9, Rim21, Dfg16), and a number of 

subunits of the ESCRT complex [179,180]. Rim101 can both positively and negatively 

influence transcription, for example by activating Phr1 and repressing Phr2, two almost 

functionally redundant cell wall glycosidases that are important for adaptation to either 

neutral or acidic conditions in the host [181,182]. Upon activation, Rim101 also represses 

Nrg1, which leads to de-repression of some hyphae-specific genes [183].  

  Finally, recent studies have shown that a number of other pathways are involved 

in morphogenesis, for example the protein kinase C pathway [167,184], the high 

osmolarity glycerol pathway [158], as well as the calcineurin pathway [185]. These and 

other pathways regulate morphogenesis in C. albicans in either a condition-dependent 

manner or by directly influencing the cAMP-PKA pathway.  

  Taken together, the numerous environmental signals effecting morphogenesis in 

C. albicans are transmitted by a variety of signalling pathways to regulate hyphae-

specific gene expression. The main pathway regulating the yeast-to-hyphal switch is the 

cAMP-mediated PKA pathway, because mutants in this pathway are unable to form 

hyphae under many experimental conditions, including strong hyphal induction signals.  

 
 
 
 IV.1.4.  Evidence linking morphology to virulence 
 

  One of the first experimental evidences that the yeast-to-hyphal switch is 

important for the pathogenicity in C. albicans was published in 1997 [106]. In that work, 

the authors demonstrated that a C. albicans mutant strain lacking Cph1 and Efg1 is 

locked in the yeast growth phase and avirulent in a mouse model of disease. Since that 

landmark publication, around 130 C. albicans mutants have been constructed and tested 

for virulence. Strikingly, the huge majority (93%) of those mutants that showed defects in 
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morphology (116 mutants) were also affected in virulence (108 mutants), thus supporting 

the initial observation that the yeast-to-hyphal switch is a good preliminary measure to 

assess pathogenicity [186]. A recent study has now looked at the link between 

morphology and virulence in more detail and has come to the conclusion that the two 

traits are not as intimately linked as previously assumed [186]. In that study, Noble and 

colleagues created a set of 674 homozygous deletion mutants (the largest deletion mutant 

set publicly available), and tested them for various defects, including morphology and 

virulence. They found that among 103 mutants that showed virulence defects, 48 (or 

47%) had no obvious morphological defect, thus challenging the paradigm that virulence 

strictly depends on the ability to switch between the yeast and hyphal forms. Noble and 

colleagues explain the discrepancy between their study and previous studies in part by the 

fact that previous studies have primarily used URA3 as marker to construct deletion 

mutants. The disadvantage of using URA3 as marker is that inadequate URA3 expression 

influences both virulence and morphology, so that differential marker activity depending 

on chromosomal position could easily confound proper analysis of these phenotypes 

[187]. In addition, many of the mutants previously tested for virulence are in major 

signalling pathways, such as the cAMP-mediated PKA or MAPK pathway, which can 

lead to morphology-independent defects involved in pathogenesis [187]. Another reason 

for this discrepancy could be that previous studies have not taken into account that 

genetic manipulation of C. albicans can frequently lead to aneuploidy, which can also 

influence virulence [188,189].  

  Despite this shift in the paradigm, the ability to switch between the yeast and 

hyphal form can still be regarded as a valuable prediction for pathogenicity, as evidenced 

by in vitro studies that have shown that filamentation is important for evasion from host 

immune cells, such as phagocytes and blood vessels [190,191]. In those studies, the 

authors demonstrated that the hyphal morphology of C. albicans resulted in rupture of the 

host cells, thus leading to release of the pathogen. Given the link of these in vitro 

observations between hyphal morphology and penetration of host cells, one current view 

is that hyphae are important during early stages of infection when C. albicans penetrates 

tissues, while yeast cells are more important during later stages of infection to rapidly 

disseminate within the host. 
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  Having provided an overview of how morphology is regulated with a strong 

emphasis on the yeast-to-hyphae transition, I am now going to present our published 

work where I used forward genomic tools to tackle this switch in C. albicans. The goal 

here was to find genes regulating morphology.  
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Summary
Candida albicans is a diploid fungal pathogen lacking
a defined complete sexual cycle, and thus has been
refractory to standard forward genetic analysis.
Instead, transcription profiling and reverse genetic
strategies based on Saccharomyces cerevisiae have
typically been used to link genes to functions. To
overcome restrictions inherent in such indirect
approaches, we have investigated a forward genetic
mutagenesis strategy based on the UAU1 technology.
We screened 4700 random insertion mutants for
defects in hyphal development and linked two new
genes (ARP2 and VPS52) to hyphal growth. Deleting
ARP2 abolished hyphal formation, generated round
and swollen yeast phase cells, disrupted cortical
actin patches and blocked virulence in mice. The
mutants also showed a global lack of induction of
hyphae-specific genes upon the yeast-to-hyphae
switch. Surprisingly, both arp2D/D and arp2D/Darp3D/D
mutants were still able to endocytose FM4-64 and
Lucifer Yellow, although as shown by time-lapse
movies internalization of FM4-64 was somewhat
delayed in mutant cells. Thus the non-essential role of
the Arp2/3 complex discovered by forward genetic
screening in C. albicans showed that uptake of mem-

brane components from the plasma membrane to
vacuolar structures is not dependent on this actin
nucleating machinery.

Introduction
Candida albicans is among the leading causes of
hospital-acquired mycosis with an estimated mortality rate
of 38–49% (Pfaller and Diekema, 2007; Koh et al., 2008;
Leroy et al., 2009). Although found as a normal commen-
sal in the gastrointestinal tracts and mouths of 70% of the
healthy human population, C. albicans can become life-
threatening to the increasing population of immunocom-
promized individuals that result from conditions such as
HIV infections and organ transplatation and from patients
undergoing broad-spectrum-antibiotic or chemotherapy
treatments (Ruhnke and Maschmeyer, 2002; Pfaller and
Diekema, 2007). Identifying new genes involved in the
virulence of this fungus remains a challenge, especially
because genetic manipulation and functional character-
ization studies in C. albicans have been limited because
of its diploidy, the absence of a true sexual cycle and the
pathogen’s use of a non-canonical genetic code that
translates CUG into a serine instead of a leucine (Kurtz
et al., 1988).

The well-studied yeast Saccharomyces cerevisiae has
frequently been used as a model to identify functions in C.
albicans. For instance, our understanding of morphogen-
esis, signal transduction, mating and drug resistance in S.
cerevisiae has led to successful gene discovery and sub-
sequently to functional analysis in the fungal pathogen
(Berman and Sudbery, 2002; Casamayor and Snyder,
2002; Schwartz and Madhani, 2004; Bennett and
Johnson, 2005; Berman, 2006; Whiteway and Bachewich,
2007; Cowen, 2008). There are, however, evident limita-
tions to using yeast to define C. albicans processes. For
example, clear homologues of many S. cerevisiae pro-
teins have not been identified in C. albicans (Weig et al.,
2004; Bennett and Johnson, 2005; Braun et al., 2005). In
other cases a homologue of a S. cerevisiae gene was
identified in C. albicans, but no functional conservation
could be observed (Nicholls et al., 2004; Santos et al.,
2004). Moreover, determining function based on
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homology can become particularly challenging in cases
where the yeast model lacks the process under
investigation.

One such example is hyphal morphogenesis in C.
albicans. Although for many years researchers have
relied on principles of bud emergence in S. cerevisiae in
an attempt to understand hyphal formation of filamentous
fungi such as C. albicans, several features of hyphal
growth cannot be explained by extrapolating findings from
the model yeast (Harris and Momany, 2004). Overall, this
reversible yeast-to-hyphal switch has been intensively
studied in the polymorphic fungus (Liu, 2001; Whiteway
and Bachewich, 2007). Well-known environmental signals
that trigger the morphological transition involve high tem-
perature (37°C), serum, neutral pH, starvation, CO2,
adherence and N-acetylglucosamine (GlcNAc) (Gow,
1997; Sudbery et al., 2004). Multiple pathways, for
instance the cAMP protein kinase, MAP kinase or the
pH-responsive pathways then transmit these signals to
activate expression of hyphal-specific genes (Biswas
et al., 2007). The importance of the yeast-to-hyphae tran-
sition in C. albicans is highlighted by its implication in
virulence; C. albicans mutants unable to switch between a
yeast and hyphal growth mode are greatly reduced in
virulence in mouse infection models (Lo et al., 1997;
Laprade et al., 2002; Kumamoto and Vinces, 2005). It has
been proposed that while the yeast form contributes to the
dissemination of an infection in the host, the hyphal form
facilitates penetrating tissue surfaces and escaping host
cell internalization (Gow et al., 2002; Whiteway and Ober-
holzer, 2004).

With the goal of identifying new genes involved in the
yeast-to-hyphae transition in C. albicans, we have used
an unbiased approach for randomly generating homozy-
gous null mutants directly in the pathogen. Screening
4700 random transposon insertion mutants identified two
new genes, ARP2 and VPS52, which are both required for
hyphal formation. Surprisingly, in contrast to many other
organisms, the highly conserved Arp2/3 complex was not
essential for viability or endocytosis in C. albicans, while
structural differences in actin organization support the
importance of a functional cytoskeletal architecture in per-
mitting morphological switching. These findings underline
the potential for forward genetics in the pathogen itself to
link functions to genes.

Results
Strategy for an in vivo random forward mutagenesis
screen in C. albicans

The UAU1 marker cassette (Enloe et al., 2000) allows the
selection of homozygosed mutants in the diploid organism
C. albicans. This insertional mutagenesis strategy

employs a single transformation in an arg4/arg4, ura3/
ura3 double auxotrophic background selecting initially for
Arg+/Ura- colonies (genotype orf::UAU1/ORF), then allow-
ing mitotic recombination to homozygose the insertion
(genotype orf::UAU1/orf::UAU1), and following this with a
second round of selection yielding Arg+/Ura+ segregants
(genotype orf::UAU1/orf::URA3) that potentially carry a
homozygous disruption at the site of the initial insertion.
Mitchell et al. (Davis et al., 2002) have used this UAU1
marker cassette to randomly mutagenize in vitro the
genome of C. albicans. This in vitro random mutagenesis
resulted in a pool of plasmids each carrying the UAU1
marker cassette flanked by a specific C. albicans genomic
DNA sequence. We used the entire pool, rather than a
chosen set of characterized UAU1 plasmids, to randomly
mutagenize the genome of C. albicans in vivo, and
then screened the potentially homozygous orf::UAU1/
orf::URA3 inserts for a phenotype of interest.

To assess whether it is possible to extract a desired
phenotype by using the entire UAU1 plasmid pool, we
created a preliminary set of 300 orf::UAU1/orf::URA3
random insertion mutants and screened for specific aux-
otrophic mutants. We found one mutant that was unable
to grow on SD-Trp media (Fig. 1A). To map this mutation
we performed inverse PCR (Ochman et al., 1988) and
found the transposon insertion in TRP1 (ORF19.6096),
the phosphoribosylanthranilate isomerase gene. TRP1 is
an essential enzyme for tryptophan biosynthesis, and
mutating this gene results in tryptophan auxotrophy
(Ostrander and Gorman, 1994).

In an attempt to link genes to more challenging and less
conserved phenotypes between fungal species, such as
carbon source utilization (Martchenko et al., 2007a,b;
Askew et al., 2009), we expanded the number of
orf::UAU1/ORF insertions to about 5000. From these we
obtained about 4700 (94%) that generated Arg+Ura+ seg-
regants that represent potential orf::UAU1/orf::URA3
derivatives. Among them we found one insertion mutant
(Tn-orf19.875) that cannot grow on glycerol (Fig. 1B). A
deletion mutant and revertant strain confirmed the link
between growth defects on glycerol and this uncharacter-
ized C. albicans gene that has no obvious homologues in
budding and fission yeast (Arnaud et al., 2007). Thus, this
preliminary screen for auxotrophs and mutants that can
not grow on media containing glycerol as the sole carbon
source showed that it is possible to directly link functions
to a gene by using the whole pool of UAU1 plasmids.

Screening for random mutants involved in
hyphal formation

In order to link genes to a phenotype that is absent S.
cerevisiae, we phenotypically analysed the 4700 candi-
date homozygotes for hyphae formation defects. No con-
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vincingly hyper-filamentous colonies were identified. By
contrast, we isolated a total of 20 mutants with a strong
and consistent hypo-filamentous phenotype and con-
firmed these phenotypes by retesting a single colony from
each mutant. Mapping the 20 hits by inverse PCR showed
that 11 insertions were directly in an ORF, while one
insertion was mapped in the promoter of ORF19.860. In
the remaining eight events we either could not map the
insertion because of repeated sequences (six events) or
they fell in an intergenic region (two events). Mutants that
had a transposon insertion in an intergenic region were
excluded from further analysis as it was unclear if the
observed phenotype was linked to one of the genes adja-
cent to the transposon insertion. Figures 1C and S1 sum-
marize hypo-filamentation phenotypes of the 11 ORF and
one promoter insertion mutant hits as determined by plate
assays. To distinguish between hypo-filamentation and
non-filamenting phenotypes, we analysed the 11 ORF and
one promoter hypo-filamentation insertion mutants under
liquid hyphal inducing conditions [Yeast extract, peptone,
dextrose (YPD) media + 10% fetal bovine serum (FBS) at
37°C for 3 h] and found that insertions in CDC39, VPS52
and ARP2 failed to form true hyphae in liquid.

VPS52 and ARP2 deletion mutants do not form hyphae

CDC39 was previously linked to a hypo-filamentation phe-
notype (Uhl et al., 2003), while ARP2 and VPS52 were
newly identified mutants that could not form hyphae under

liquid-inducing conditions. We validated these latter two
transposon insertion hits by both verifying the absence of
the WT band in each transposon mutant and constructing
deletion mutants (Fig. S2). To confirm that ARP2 and
VPS52 mutants are unable to form true hyphae, we
re-analysed polarized morphogenesis under hyphal
inducing conditions in liquid culture (Fig. 2). Tn::arp2 (the
transposon mutant for ARP2), arp2D/D (the deletion
mutant for ARP2), Tn::vps52 and vps52D/D did not form
true hyphae, while BWP17 (WT strain for all transposon
mutants) and SN95 (WT strain for all deletion mutants),
both heterozygous mutants (arp2/ARP2, vps52/VPS52)
as well as the ARP2 and VPS52 revertants (arp2D/
D + ARP2, vps52D/D + VPS52) did.

To analyse polarized morphogenesis in more detail,
we stained strains with calcofluor white (CFW) to assess
what percentage of cells were growing as yeast,
pseudohyphae or true hyphae (Fig. 2B). Cells that had
the first septum/septin ring located in the growing bud
tube and showed no constrictions at septal junctions
were considered true hyphae (Sudbery et al., 2004).
Under the conditions tested, more than 96% of the WT
strain and both heterozygotes and revertants were
growing as true hyphae. On the other hand, no true
hyphal formation was observed in either arp2D/D or
vps52D/D cells, while 60% of arp2D/D and 77% of
vps52D/D cells were found to grow as pseudohyphae
and 40% of arp2D/D and 23% of vps52D/D cells were
still in the yeast state.

Fig. 1. Phenotypic hits resulting from forward genetics screening.
A. Screening for auxotrophs identified TRP1. The picture shows replica-plating of WT (BWP17) and an insertion in TRP1 (Tn::trp1) on
SD-complete (SD-c) versus SD-c minus tryptophan (SD-trp) media.
B. Screening for glycerol-sensitive mutants identified ORF19.875. An over night culture was adjusted to OD600 of 0.1 and then 10-fold serially
diluted. Two microlitres was then spotted, and plates were incubated for 2 days before being photographed.
C. Examples of phenotypic hits involved in hyphal formation. Hyphae formation was assessed by spotting 10 ml of an over night culture diluted
to OD600 0.1 on different hyphae inducting media (10% FBS and Spider) or YPD media. Plates were incubated at 37°C for 2–3 days and
photographed. Transposon insertions in CDC39 (Tn::cdc39), VPS52 (Tn::vps52) and ARP2 (Tn::arp2) blocked wrinkle formation on the cell
surface on all inducing media. The last column indicates the site of insertion, relative to the start codon, over the entire length of the ORF. See
also Fig. S1 for morphology phenotypes associated with the remaining nine potential insertion mutant hits.
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Taken together, the hyphal-deficient transposon inser-
tion phenotypes for ARP2 and VPS52 were confirmed by
deletion mutants and by reverting phenotypes after rein-
troduction of the WT genes. Comparative genome hybrid-
ization analysis further showed that no aneuploidies were
found in the arp2D/D or vps52D/D strains (Fig. S3).
Because other C. albicans vacuolar protein sorting (VPS)-
type mutants such as vps11D/D, vps28D/D, vps32D/D and
the conditional vps1D/VPS1-tetR mutant showed hyphal
formation defects similar to vps52D/D cells (Palmer et al.,
2003; Cornet et al., 2005; Bernardo et al., 2008), we

decided to focus further investigation on the Arp2/3
complex.

C. albicans Arp2/3 complex mutants show dramatic
actin cytoskeleton defects, but are still able
to endocytose

ARP2 encodes one of seven evolutionary conserved sub-
units of the Arp2/3 complex, which nucleates actin fila-
ments (F-actin) into branched networks (Machesky et al.,
1994; Welch et al., 1997). Given its conserved association

Fig. 2. VSP52 and Arp2/3 complex mutants
do not form hyphae.
A. Overnight cultures grown in YPD media
were diluted 1:200 in YPD (yeast conditions)
or YPD + 10% FBS (hyphae conditions) and
placed for 3 h at either 30°C (yeast) or 37°C
(hyphae). Both transposon and deletion
mutants for VSP52 and ARP2 do not form
hyphae under these conditions.
Heterozgygous mutants and revertants
behaved like WT. An arp2D/Darp3D/D double
knockout showed identical behaviour
compared with the arp2D/D single knockout.
Bar = 10 mm.
B. Quantifying polarized morphogenesis.
Hyphal induction was done as described for
(A). While > 96% of WT, heterozygous and
revertant strains formed true hyphae, the
majority of vps52D/D, arp2D/D and
arp2D/Darp3D/D mutants did not form hyphae
and grew as pseudohyphae instead. n > 200
for each strain.
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with actin regulation, we asked how deletion of ARP2 in C.
albicans affects the actin cytoskeleton by staining loga-
rithmically growing yeast cells with rhodamine/phalloidin
(Fig. 3). In contrast to WT stained cells where actin
patches are observed as bright dots localizing to sites of
polarized growth, the C. albicans arp2D/D mutant did not
show such distinct, bright actin patches. Instead, the most
prominent actin structures that formed in arp2D/D cells
were large filamentous aggregates similar to those
observed in conditional arp2 and arp3 mutants of S. cer-
evisiae or in bee1/las17 yeast mutants, which also lack
actin patches (Li, 1997; Winter et al., 1997; Martin et al.,
2005). On the other hand, other actin-based structures
such as actin cables and cytokinetic rings were still
observed in arp2D/D cells (Fig. 3). When only one copy of
the ARP2 gene was present (arp2D/D + ARP2), distinct
actin patches were observed and hyphal formation was
restored, but these patches appeared less frequent when
compared with WT. A double KO mutant, where the two
copies of both ARP2 and ARP3 were deleted (arp2D/
Darp3D/D), showed similar morphological phenotypes to
the arp2D/D single mutant. These mutants also exhibited
hyphal formation defects, cells clumping together when
grown in logarithmic phase, and individual cells appearing
phenotypically round and swollen with a wider bud
neck as well as similar actin cytoskeleton defects (Figs 2
and 3).

Because assembly of actin filaments mediated by the
Arp2/3 complex has been shown to be an essential part of
endocytosis in a wide range of organisms (for reviews
see: Goley and Welch, 2006; Kaksonen et al., 2006; Gal-
letta and Cooper, 2009), we stained C. albicans Arp2/3
complex mutants with the lipophilic dye FM4-64, which is
commonly used to visualize membrane internalization
and endocytotic delivery to the vacuole (Vida and Emr,
1995). Both arp2D/D and arp2D/Darp3D/D mutants were
clearly able to deliver FM4-64 to the vacuole as observed
by the intracellular appearance of the dye after a 45 min
chase period (Fig. 4A). In some Arp2/3 mutant cells,
however, the vacuolar morphology appeared to be frag-
mented, which sometimes resulted in staining throughout
the vacuole. While in WT cells typically one to three vacu-
oles were apparent, four or more smaller vacuoles could
be observed in Arp2/3 complex mutant cells. This frag-
mented vacuolar morphology has also been described for
C. albicans wal1D/D (LAS17 in S. cerevisiae) mutants, an
activator of the Arp2/3 complex (Walther and Wendland,
2004).

As some S. cerevisiae conditional Arp2/3 complex
mutants were partially able to endocytose FM4-64, but not
LY (Lucifer Yellow is a dye taken up by fluid phase
endocytosis) (Riezman, 1985; Moreau et al., 1996; 1997;
Martin et al., 2005; Daugherty and Goode, 2008), we
assessed LY uptake in C. albicans Arp2/3 complex

Fig. 3. Assaying actin cytoskeleton
structures in Arp2/3 complex mutants.
Rhodamine/phalloidin staining was used to
visualize the actin cytoskeleton in
logarithmically growing yeast cells. In WT
(SN95) cells, actin patches localize to sites of
polarized growth in most phases of the cell
cycle. Independent of the cell cycle, distinctive
actin patch structures were not observed in
arp2D/D or arp2D/Darp3D/D cells. Actin cables
seemed unaffected in mutant cells.
Bar = 5 mm.
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mutants. No difference in LY uptake was observed in
Arp2/3 mutants when compared with WT after 90 min
incubation (Fig. 4B).

To quantitatively assess endocytosis, we performed
time-lapse microscopy and included a C. albicans
myo5D/D mutant that has been shown to be endocytosis-
defective (Oberholzer et al., 2004). Co-incubation of GFP-
labelled WT C. albicans with either arp2D/D, arp2D/
Darp3D/D or myo5D/D cells confirmed that endocytosis still
occurred in arp2D/D and arp2D/Darp3D/D mutants, while
myo5D/D cells did not endocytose FM4-64 within 3 h (see
movies 1, 2, 3 and 4 as well as Fig. S4, which can be
found in the Supporting information). However, vacuolar
staining was somewhat delayed in arp2D/D and arp2D/
Darp3D/D cells; FM4-64 staining appeared after
20–30 min in WT cells, and it took between 70 and 80 min
until the dye reached the vacuole in the arp2D/D and
arp2D/Darp3D/D mutants. In both arp2D/D, arp2D/
Darp3D/D and myo5D/D cells, the dye initially appeared as
punctate-like dots apparently stuck in the plasma
membrane. As dye-internalization occurred in arp2D/D
and arp2D/Darp3D/D cells over time, the bright dots at the
membrane slowly faded at the same time as vacuolar
staining began to emerge. In myo5D/D cells, on the other
hand, bright dot-like structures remained at the cell mem-
brane until the end of our observations with no distinct
vacuolar structures appearing. Taken together, these
results suggest the Arp2/3 complex plays a crucial role in

actin cytoskeleton organization in C. albicans, and while
clearly delayed in endocytosis, Arp2/3 complex mutants
can still endocytose as assessed by FM4-64 or LY uptake.

Transcriptional analysis of Arp2/3 complex mutants

To gain insights into cellular processes affected by dis-
rupting Arp2/3 complex functions, we performed transcrip-
tional profiling under yeast growth conditions (YPD at
30°C for 3 h) or hyphal induction (YPD + 10% FBS at
37°C for 3 h) and compared transcriptional consequences
of deleting ARP2 to MYO5 and SLA2 microarray data sets
(Oberholzer et al., 2006). MYO5 is an Arp2/3 complex
activator, while SLA2 is an actin binding protein that
couples actin to the vesicle coat during endocytosis (Rob-
ertson et al., 2009a). Both sla2D/D and myo5D/D C. albi-
cans mutants suffer similar related complications, such as
no hyphal formation, delocalized actin patches and
endocytosis defects (Asleson et al., 2001; Oberholzer
et al., 2002; 2004). Despite using different chip platforms
and different WT strains, there was a good overall corre-
lation of the ARP2 microaray data set and the MYO5 and
SLA2 data sets (compare ‘HY Epp’ and ‘HY Oberholzer’ in
Fig. 5A, Table S1 shows numerical values for each corre-
lation coefficient). When significantly regulated genes
(more than twofold, P < 0.05) were compared, deleting
ARP2, MYO5 or SLA2 resulted in similar cellular
responses, although the overlap of regulated genes was

Fig. 4. Arp2/3 complex mutants can still
endocytose FM4-64 and LY.
A. Cells in logarithmic phase were incubated
for 5 min with 20 mM FM4-64, washed twice,
chased for 45 min and visualized by
epifluorescence microscopy. Under these
conditions, the dye is endocytosed and
reliably visualized by vacuolar membrane
staining in WT (SN95) and mutant cells.
B. Logarithmically growing cells were
incubated with 4 mg ml-1 Lucifer Yellow (LY),
incubated for 90 min, washed twice and
visualized. LY is endocytosed in both WT and
Arp2/3 complex mutants. Bars = 10 mm.
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much more significant under yeast compared with hyphal
growth conditions (Fig. 5B and C). To further compare the
transcriptional response of arp2D/D mutants upon hyphal
induction, hyphae-specific genes, i.e. genes that are sig-
nificantly regulated (more than twofold, P < 0.05) in our
WT-HY comparison, were clustered in Fig. 6. Many of the
genes in that list are known to become highly induced
upon activation of the hyphal programme, for example
ECE1, ALS3, HYR1, SAP5, SAP6, HWP1, RBT8, IHD1,
PST1, CIP1, DCK1 and ORF19.1691 (Nantel et al., 2002;
Garcia-Sanchez et al., 2005; Kadosh and Johnson, 2005)
(Table S2). Deleting ARP2 resulted in a global lack of
hyphal-specific gene induction (arp2-H in Fig. 6). When
arp2-Y was compared directly with arp2-H, this observa-
tion of improper hyphae-specific gene induction was con-
firmed as > 92% or 35 out of 38 of the most highly
upregulated (more than fourfold) hyphae-specific genes
were at least twofold less induced in the absence of ARP2
and > 95% or 75 out of 79 of the remaining upregulated
hyphae-specific genes were less induced in arp2D/D
mutants compared WT cells (Fig. 6, Table S2). Deleting
myo5D/D resulted in a comparable response in that some
hyphae-specific genes are not properly induced (Ober-

holzer et al., 2006). However, the lack of proper gene
induction was much more pronounced in the absence of
ARP2 than in the absence of MYO5 (compare arp2-H vs.
myo5-H in Fig. 6, Table S3). Together, these results
suggest that while the ARP2 profile showed significant
similarities to the MYO5 and SLA2 profiles under yeast
growth conditions, there was less correlation under
hyphal growth conditions possibly because of the pro-
nounced lack of proper hyphal-specific gene induction in
the absence of ARP2.

These observations suggest the failure in hyphal growth
of Arp2/3 complex mutants could be a result of either
impaired endocytosis, problems with the actin cytoskel-
eton, failure to activate hyphal-specific genes or some
combination of these defects. If the hyphal defect was
primarily due to failure to activate gene expression, dere-
pressing hyphal-specific gene expression by deleting the
NRG1 repressor could potentially suppress the defect, as
deletion of NRG1 leads to constitutive filamentous growth
even in the absence of any hyphal induction signals
(Garcia-Sanchez et al., 2005; Kadosh and Johnson,
2005). We created an nrg1D/Darp2D/D mutant, which
exhibited a doubling time more than twice as long as WT

Fig. 5. Transcript similarities of the ARP2
microaray data set and MYO5/SLA2 data
sets.
A. Pearson analysis showing the overall
correlation of ARP2 and MYO5/SLA2
microarray data sets. Note that for this
analysis no selection of significantly regulated
genes was made. The conditions include
comparing WT and mutant strains grown
under hyphal growth conditions to the same
strains grown under yeast growth conditions
(HY) and comparing arp2D/D, myo5D/D and
sla2D/D mutants against WT cells under yeast
(Y) or hyphal (H) growth conditions. ‘WT-HY
(Epp)’ and ‘WT-HY (Oberholzer)’ correspond
our and the data set obtained by Oberholzer
et al. respectively. A value of one (dark blue)
corresponds to perfect correlation and -1
(dark yellow) to inverse correlation.
B and C. Venn diagrams showing that
deleting ARP2, MYO5 and SLA2 resulted in
similar transcriptional consequences when
only significantly regulated genes were
compared. P-values of overlap are given
below the Venn diagram. B shows data from
yeast form cells, C shows data from hyphal
form cells.
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(Fig. S5). When grown under non-inducing conditions,
nrg1D/Darp2D/D cells showed the arp2D/D mutant mor-
phology of round and swollen cells. When induced for
hyphal growth, nrg1D/Darp2D/D cells also exhibited the
arp2D/D cell morphology and did not form hyphae even
after extended overnight incubation times (Fig. 7). We
also attempted to create a tup1D/Darp2D/D mutant, but
were not successful.

To determine if the hyphal-specific genes are dere-
pressed in the nrg1D/Darp2D/D mutant, we performed
transcript profiling. We compared the nrg1D/Darp2D/D
mutant grown under hyphal conditions to the arp2D/D
mutant grown under the same conditions (YPD + 10%
serum, 37°C, 3 h) and found that a significant number of
hyphal-specific genes that are normally induced when WT
cells are undergoing the yeast-to-hyphae switch (WT-HY)
showed greater expression in the nrg1D/Darp2D/D mutant
compared with arp2D/D cells (P-value 4.9 ¥ 10-9). When
we examined the set of NRG1-dependent hyphal-specific
genes previously identified (Kadosh and Johnson, 2005),
we found that seven of 28 genes (HYR1, SAP5, SAP4,
KIP4, ORF19.6079, ALS3 and UME6) showed signifi-
cantly increased expression (twofold or more) in nrg1D/
Darp2D/D cells compared with arp2D/D cells, while a
further four genes (IHD1, CBP1, ORF19.6705 and
ALS10) showed moderately increased expression
between 1.5- and 2-fold (Table S4). Thus, while deleting a
transcriptional repressor of the filamentation programme
leads to derepression of many hyphal genes, the entire
regulated gene set is not derepressed; this presumably
reflects the complex interplay that different transcriptional
(co-)repressors exert on the yeast-to-hyphae transition
(Garcia-Sanchez et al., 2005; Kadosh and Johnson,
2005). We further found that despite the increased induc-
tion of some hyphal genes in the nrg1D/Darp2D/D mutant,
a few of those genes are not as highly induced as in WT
cells (Table S4). One gene that was induced in both the
‘nrg1D/Darp2D/D vs arp2D/D’ and the ‘nrg1D/Darp2D/D vs
WT’ comparisons is UME6, a recently identified key regu-

Fig. 6. Cluster tree of hyphae-specific genes. While the majority
of hyphae-specific genes are not properly induced in the absence
of ARP2, MYO5 or SLA2, this lack of hyphal gene induction is most
prominent in arp2D/D cells. Table S2 reports values used to create
this cluster tree.

Fig. 7. The nrg1D/Darp2D/D mutant
phenocopies arp2D/D cell morphologies.
Hyphal formation was assayed as described
in Fig. 2A. Deletion of one transcriptional
repressor for hyphal-specific genes, NRG1,
leads to constitutive filamentous growth even
in the absence of any hyphal signals (yeast).
Deleting NRG1 in the arp2D/D mutant
(nrg1D/Darp2D/D) did not restore filamentous
growth even in the presence of hyphal signals
(hyphae). Bar = 10 mm.
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lator of the hyphal programme (Banerjee et al., 2008;
Zeidler et al., 2009). Interestingly, although constitutive
overexpression of UME6 in WT cells resulted in constitu-
tive filamentous growth even in the absence of hyphae
signals (Carlisle et al., 2009), the increased expression
level of UME6 in the nrg1D/Darp2D/D mutant is not suffi-
cient to restore filamentation in the absence of a func-
tional Arp2/3 complex. Thus despite partial derepression
of the hyphal programme, hyphae do not form, making it
likely other roles of the Arp2/3 complex, such as its func-
tion in actin patch formation and actin branching, are
required for hyphal development.

Confirming ‘actin-patch’ phenotypes

Besides defects in filamentous growth, many phenotypes
found in myo5D/D and sla2D/D mutants have been linked
to the Arp2/3 complex and include cell membrane and cell
wall defects as well as salt sensitivity (Oberholzer et al.,
2006). We tested whether these actin patch-associated
phenotypes are also observed in Arp2/3 complex
mutants. arp2D/D and arp2D/Darp3D/D cells showed
typical actin-patch phenotypes such as salt sensitivity as
well as cell wall and cell membrane defects, illustrated by
increased sensitivity to congo red, CFW, SDS and hygro-

mycin B. Arp2/3 complex mutants also showed abnormal
cell wall patterning with aberrant, relatively random chitin
deposition (Fig. 8).

Transcriptional analysis also showed that many ergos-
terol genes (e.g. ERG1, ERG5, ERG6, ERG10, ERG11,
ERG27 and ERG252) were downregulated when arp2D/D
cells were compared with WT cells in either yeast or
hyphae condition (Table S5). We reasoned that Arp2/3
complex mutants might be more sensitive to drugs target-
ing this important component of fungal cell membranes.
Figure 9 illustrates that both arp2D/D and arp2D/Darp3D/D
mutants showed increased sensitivity to the ergosterol
targeting drug fluconazole, a phenotype that has also
been described for mob2D/D cells, a key component of the
RAM pathway that showed additional related actin-patch
phenotypes (Song et al., 2008). Taken together, many
actin patch-associated phenotypes previously described
for myo5D/D, sla2D/D, wal1D/D and mob2D/D cells could
be confirmed with Arp2/3 complex mutants.

A functional Arp2/3 complex is required for virulence

Because the yeast-to-hyphae switch is one important viru-
lence attribute, we tested the arp2D/D mutant for fungal
replication in a complement-5 (C5)-deficient mouse model

Fig. 8. Arp2/3 complex mutants show typical actin patch-associated phenotypes.
A. Plate spotting assays were done as described in Fig. 1 legend. Arp2/3 complex mutants show similar cell wall and cell membrane defects
as well as salt sensitivity as previously described for myo5D/D mutants.
B. Arp2/3 complex mutants showed aberrant cell wall deposition, indicating defects in cell separation (arrows). See also movie 2 (Supporting
information) with arp2D/D cells that show cell separation defects. Logarithmically growing cells were stained with CFW directly in YPD media
for 5 min, washed and visualized. Bar = 10 mm.
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of disseminated candidiasis (Mullick et al., 2004; 2006;
Tuite et al., 2005). Mice infected with the WT strain SN95
were moribund after 24 h post infection, while all mice
infected with arp2D/D cells did not show any clinical signs
such as lethargy, ruffled fur or hunched back even on day
4 post infection (Fig. 10A). This observation was con-
firmed by measuring fungal load from the kidney, the site
of highest fungal replication in the A/J mouse model
(Mullick et al., 2004). WT-infected mice had a significantly
higher fungal burden at 24 h post infection compared with
the arp2D/D-infected mice sacrificed at the same time and
at 4 days post infection hardly any fungal cells could be
recovered from the kidneys of mice infected with arp2D/D
mutants (Fig. 10B).

To gain further insights into the host–pathogen interac-
tion and whether arp2D/D cells trigger a host response
despite their reduced capacity to replicate in the A/J mice
background, we biochemically analysed the host blood
collected by heart puncture at 24 h post infection. We
focused on two metabolic markers that typically show a
specific response upon infection with C. albicans (Mullick
et al., 2006): levels of interleukin 6 (IL-6), a key inflamma-
tory cytokine, and creatine kinase (CK), a cardiac protein,
both of which become highly upregulated upon encounter
with C. albicans. The blood from arp2D/D mutant-infected
mice had significantly lower levels of IL-6 compared with
WT-infected mice (Fig. 10C). Likewise, significantly lower
amounts of CK were found in blood collected from mice
infected with arp2D/D compared with the WT-infected
mice (Fig. 10D). These results indicate that arp2D/D cells
do not trigger a normal host response as determined by
IL-6 and CK levels. Taken together, based on survival
time, fungal burden and the biochemical analysis of the
host blood, we conclude that C. albicans arp2D/D mutants
are avirulent in this mouse model of infection.

Discussion
While the complete sequence of the C. albicans genome
(assembly 20 became available in 2006), in combination
with molecular tools such as epitope-tagging, inducible
promoters, reporter genes, auxotrophic and dominant
markers, has tremendously facilitated functional analysis
in C. albicans (Care et al., 1999; Reuss et al., 2004;

Nantel, 2006; Schaub et al., 2006; Lavoie et al., 2008), a
comprehensive genome-wide collection of C. albicans
mutants is not available, although clearly desirable for
functional genomics. The inherent difficulty of genetic
manipulation in C. albicans has resulted in only a few
large-scale mutagenesis efforts capable of directly linking
a gene to a cellular function (Roemer et al., 2003; Uhl
et al., 2003; Nobile and Mitchell, 2005; Bruno et al., 2006;
Shen et al., 2008). Here, we have investigated a forward
genetics approach in C. albicans. Screening of 4700
insertion mutants showed that VPS52 and ARP2 are
essential for the yeast-to-hyphae transition, demonstrat-
ing that this approach can successfully link genes to a
phenotype of interest in C. albicans.

Advantages of forward genetics in C. albicans

Given that mutating any of the seven Arp2/3 complex
subunits resulted in severe growth defects or lethality in S.
cerevisiae, Schizosaccharomyces pombe, Drosophila
melanogaster and Caenorhbditis elegans (Lees-Miller
et al., 1992; Schwob and Martin, 1992; Balasubramanian
et al., 1996; Mccollum et al., 1996; Winter et al., 1997;
1999; Hudson and Cooley, 2002; Zallen et al., 2002; Sawa
et al., 2003), we were surprised that in C. albicans loss of
two Arp2/3 complex subunits does not severely compro-
mise viability (Fig. S5). Using reverse genetics by relying
on other yeast models might have led to incorrect assump-
tions that theArp2/3 complex is essential in C. albicans and
therefore it might have escaped functional characteriza-
tion. Functional analysis based on alternate models would
also have proven challenging in linking ORF19.875, an
uncharacterized gene in C. albicans with no obvious homo-
logues in S. cerevisiae or S. pombe (Arnaud et al., 2007),
to a glycerol growth defect phenotype (Fig. 1B). These two
examples demonstrate the utility of unbiased large-scale
mutagenesis directly in C. albicans.

Limitations of forward genetics in C. albicans

Why did only two new robust filamentation phenotypes
result out of 4700 potentially homozygosed orf::UAU1/
orf::URA3 mutants? First, only about 50% of the inser-
tions were directly in an ORF or in a putative promoter

Fig. 9. Arp2/3 complex mutants show
increased fluconazole sensitivity. arp2D/D and
arp2D/Darp3D/D mutants are more sensitive to
the ergosterol targeting drug fluconazole
compared with WT and revertant strains.
Serial dilution and spotting was done as
describe in Fig. 1 legend.
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region (see Supporting information). For our analysis,
we restricted in-depth characterization and deletion
mutant construction of orf::UAU1/orf::URA3 mutants to
ORF insertions, because these showed the most con-
sistent and pronounced phenotypes. Second, many
insertion mutants were aneuploid, consistent with previ-
ous findings when directed UAU1 plasmids were used
(Enloe et al., 2000), or showed major chromosomal rear-
rangements on chromosomes other than where the
initial UAU1 marker had inserted (Figs S2 and S3).
Finally, we cannot exclude multiple insertions per trans-
formant, which might explain why we could not map
some insertions. As well, insertions into repeated

regions can be difficult to map. For instance, we had
several interesting phenotypes mapped to genes of the
TLO (TeLOmere-associated gene) family, but because
these genes are known to contain 80% or more similar-
ity (van het Hoog et al., 2007) we could not conveniently
map the insertions to a single gene.

Taken together, based on random selection and verifi-
cation of the WT band, we speculate that out of the 4700
potentially homozygosed orf::UAU1/orf::URA3 mutants,
about 5% or 200 would be simple homozygous gene
insertion mutants with no aneuploidy at the site of
insertion. This would make the overall isolation rate of
hyphal defects close to one in 100 genes inactivated.

Fig. 10. The Arp2/3 complex is required for virulence in an A/J mouse model. Six mice were infected per group via tail vein with 3 ¥ 105 C.
albicans cells.
A. 100% of mice infected with WT C. albicans were moribund at 24 h post infection, while all mice infected with arp2D/D cells showed no
clinical signs at the end of the experiment on day 4. Survival was closely monitored according to approved protocols.
B. Kidney fungal burden was determined at 24 h post infection. Mice infected with arp2D/D cells showed significantly lower fungal load
compared with mice infected with WT cells (student t-test, P < 1 ¥ 10-9). In an independent experiment, fungal load was collected at 4 days
post infection from arp2D/D-infected mice. Bars represent means.
C. and D. IL-6 and CK levels were determined from blood collected at 24 h post infection. The IL-6 and CK levels for mice infected with
arp2D/D cells were significantly lower compared with WT-infected mice (P < 1 ¥ 10-5). Error bars indicate the standard errors of the means.
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Exploiting the non-essential function of the Arp2/3
complex in C. albicans

The actin cytoskeleton plays a crucial role in cell polarity
across most eukaryotes and hyphal growth in several
fungal species in particular (Pruyne and Bretscher, 2000;
Steinberg, 2007). In C. albicans, for instance, the impor-
tance of actin cytoskeleton structure and dynamics to
morphogenesis was shown by experiments where C. albi-
cans cells treated with Cytochalasin A, an actin monomer
sequestering drug, led to hyphal formation defects while
preserving other cellular growth processes (Akashi et al.,
1994). Subsequent work demonstrated a link between
actin cytoskeleton stability and hyphae-specific gene
expression, observations that corroborate our findings in
that disrupting the Arp2/3 complex prevented morphologi-
cal switching and that many hyphal-specific genes are not
properly induced. This is consistent with the idea that
besides a complex transcriptional regulatory system the
actin cytoskeleton itself could influence hyphal gene acti-
vation (Hazan and Liu, 2002; Wolyniak and Sundstrom,
2007), potentially through cAMP signalling (Zou et al.,
2009). However, our data also show that partial derepres-
sion of the hyphal programme does not restore hyphae
formation in the absence of a functional Arp2/3 complex,
suggesting that in Arp2/3 complex mutants, additional
factors are involved.

Several actin-patch phenotypes previously described
for C. albicans myo5D/D, wal1D/D, sla2D/D or RAM
pathway mutants could be confirmed with arp2D/D and
arp2D/Darp3D/D mutants. While a link between the Arp2/3
complex and the two Arp2/3 complex activators, WAL1
and MYO5, or SLA2, an actin binding protein, are more
obvious, it remains speculative how the RAM pathway
could influence actin dynamics in general and the Arp2/3
complex in particular. Of all phenotypes displayed by
Arp2/3 complex mutants, the most surprising was the
ability to endocytose as it is now widely accepted that
actin patches are the major sites of endocytosis from
yeast to mammals (Kaksonen et al., 2006; Moseley and
Goode, 2006; Smythe and Ayscough, 2006; Galletta and
Cooper, 2009). In general, although delayed, arp2D/D and
arp2D/Darp3D/D cells were clearly able to endocytose LY
and FM4-64, which was not the case for the Arp2/3
complex activator Myo5p (compare movie 2 with movie 3,
Supporting information), suggesting that in myo5D/D cells
Arp2/3 complex-independent, MYO5-dependent path-
ways exist that contribute to plasma membrane compo-
nent uptake. Together with our microarray studies that
showed that the degree of similarity of the transcriptional
response of arp2D/D and myo5D/D mutants was condition-
dependent, this supports previous conclusions (Ober-
holzer et al., 2006) that some myo5D/D phenotypes are
Arp2/3 complex-independent.

The process of endocytosis can be divided into four
phases (Robertson et al., 2009a). During the earliest
phase, assembly of the endocytic coat complex takes
place and involves cargo recruitment, initial membrane
curvature to facilitate the invagination process, as well as
recruitment of proteins that will trigger actin polarization.
This initial process seems unaffected in Arp2/3 complex
mutants as bright FM4-64 dots still accumulate at the
plasma membrane prior to membrane internalization in
both WT and arp2D/D and arp2D/Darp3D/D deletion
mutants. These observations are consistent with the model
that this first step of endocytosis is actin-independent
(Robertson et al., 2009a). During the second step of
endocytosis, WT cells invaginate the FM4-64-loaded
vesicles, while in Arp2/3 complex mutants a distinct invagi-
nation was not observed, again in good agreement with
current models in thatArp2/3 complex-mediated actin poly-
merization is a central driving force during this step of
membrane invagination. Instead, in arp2D/D and arp2D/
Darp3D/D mutants bright distinct dots appeared to be stuck
in the membrane with little movement within the membrane
and no appearance of invagination even after 3 h. Finally,
during later steps of endocytosis, vesicle scission and
movement away from the plasma membrane was readily
detected in WT cells showing internalization of rapidly
moving vesicles with subsequent dye accumulation in the
vacuole. While although vacuolar dye accumulation was
observed somewhat delayed and appeared overall weaker
in Arp2/3 complex mutants, vacuolar accumulation of
FM4-64 gradually occurred concomitantly with fading of
the plasma membrane staining. Curiously, this vacuolar
staining appeared independent of vesicle movement, as
no clear, distinct vesicles emanating from the plasma
membrane could be detected. This observation is lending
support to recent reports in S. cerevisiae that Arp2/3-
independent routes for actin-driven polymerization could
be involved in endocytosis (Robertson et al., 2009b), an
idea that is particularly attractive in more distantly related
eukaryotes like red algae where BLAST searches did not
detect Arp2/3 complex subunits (Galletta and Cooper,
2009).

While more work is needed to refine the interplay of
various endocytotic machinery components and the
Arp2/3 complex in order to explore their spatiotemporal
involvement in processes such as endocytosis or filamen-
tous growth in C. albicans, the Arp2/3 complex mutants in
this molecularly manipulatible model organism provide a
powerful tool to probe this process in greater depth.

Experimental procedures
Strains, plasmids, primers and media

Strains, plasmids and primers (oligonucleotides) used in this
study are listed in Tables S6–S8. YPD media consisted of
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1% yeast extract, 2% peptone, 2% dextrose and 2% agar
supplemented with 50 mg l-1 of uridine. YPD + 10% FBS
and Spider media (1% Difco nutrient broth, 1% mannitol,
0.2% K2HPO4, 1.35% agar, pH 7.2), two media known to
potently induce hyphal formation, were used for the hyphae
screen (Liu et al., 1994; Uhl et al., 2003). SD media con-
tained 2% dextrose, 6.7% yeast nitrogen base without
amino acids, 2% agar and was supplemented with the
appropriate amino acids.

In vivo random mutagenesis and mapping the mutation

The Escherichia coli-based UAU1 plasmid pool (Davis et al.,
2002) was first amplified on Luria broth (LB) plates supple-
mented with 50 mg ml-1 kanamycin and 50 mg ml-1 ampicillin
at 37°C for 2 days followed by a 2 h liquid incubation at 37°C.
For each transformation round into C. albicans, roughly 5 mg
of a maxi-kit (Quiagen) extracted plasmid mix was NotI-
digested and transformed (Chen et al., 1992) into BWP17
(relevant genotype: ura3/ura3 his1/his1 arg4/arg4) (Wilson
et al., 1999). The orf::UAU1/ORF heterozygotes were
selected on SD-Arg + Uri plates, patched on YPD media,
grown at 30°C for 1–2 days and serially replica-plated up to
eight times onto SD-Arg-Ura plates selecting for orf::UAU1/
orf::URA3 homozygotes. Generally, ~94% of the orf::UAU1/
ORF heterozygotes gave rise to one or more orf::UAU1/
orf::URA3 homozygote colonies when replica-plated to
SD-Arg-Ura plates from YPD plates compared with ~30% of
heterozygotes that generated homozygotes when replica-
plating the transformation plates directly to SD-Arg-Ura
plates. For phenotypic analysis, potential orf::UAU1/
orf::URA3 insertion mutants were screened for a desired
phenotype and simultaneously for Arg+/Ura+ prototrophy. If a
desired phenotype was detected, a single colony of that
mutant was selected, retested for growth on SD-Arg and
SD-Ura media to verify segregation of the markers and at the
same time retested for robustness of the desired phenotype.
Only when each colony of this second testing showed a
consistent phenotype, i.e. growth on SD-Arg, SD-Ura media
together with a stable phenotype, was the insertion mapped.
If the insertion was mapped directly in an ORF and no WT
band was found by PCR analysis, a deletion mutant was
constructed of this gene.

To map the transposon insertions inverse PCR was per-
formed (Ochman et al., 1988). For all mutants where we
used inverse PCR or PCR to verify the absence of a WT
band in orf::UAU1/orf::URA3 mutants, a single colony was
isolated and genomic DNA was extracted. Briefly, 20 mg of
extracted DNA (Rose et al., 1990) was purified using an
ice-cold 2.5 M NH4AcO solution (Maniatis et al., 1982). MboI
(New England Biolabs, NEB) was added at 2 U mg-1 of DNA
and incubated at 37 C for 2 h. After enzyme inactivation and
dilution of the DNA, T4 DNA ligase (NEB) was added to
circularize the fragments that were then PCR-amplified with
Taq polymerase (NEB) and oligonucleotides (primers)
oEE5/oEE6. PCR products were sequenced with primers
oEE9 and oEE23 at the Genome Sequencing Centre
at McGill (http://www.genomequebecplatforms.com/mcgill).
Sequences obtained after inverse PCR were mapped
using the BLAST tools on the CDG homepage (http://
www.candidagenome.org/).

Deletion mutant construction and phenotypic analysis

Strain SN95 (Noble and Johnson, 2005) was used for dele-
tion mutant constructions. For each deletion mutant, at least
two homozygotes derived from two different heterozygotes
were constructed. One hundred-mer or 120-mer oligos flank-
ing the coding sequence of genes ARP2 or VPS52 were used
to amplify the Arginine and Histidine auxotrophic marker cas-
settes (Wilson et al., 1999) for sequential disruption of both
alleles. For the arp2D/Darp3D/D double mutant, a fusion PCR
approach and strain SN148 were used (Noble and Johnson,
2005). Correct integration of the marker cassettes and the
absence of the WT gene were verified for each mutant by
standard PCR analysis (Schaub et al., 2006) (Fig. S2). In
order to reintegrate the WT gene in each mutant at the WT
locus, the nourseothricin marker was used (Reuss et al.,
2004). Briefly, the WT gene was amplified with primers
oEE166/oEE228, oEE174/oEE232, oEE170/oEE229 for
genes ARP2, VPS52 and ORF19.875, respectively, and
cloned into the KpnI/XhoI-digested pSFS2A plasmid (Reuss
et al., 2004). The resulting plasmids, designated pEE22,
pEE18 and pEE23, were sequenced. Downstream flanking
sequences for ARP2, VPS52 and ORF19.875 were amplified
with primers oEE167/oEE169, oEE233/oEE234 and oEE230/
oEE231 and cloned into the NotI/SacII-digested plasmids
pEE22, pEE18 and pEE23 respectively. This resulted in plas-
mids pEE33, pEE20 and pEE30, which were then KpnI/SacII-
digested and directly transformed into the corresponding
deletion mutant. Selection was done on 200 mg ml-1 of
nourseothricin, and correct integration was verified by PCR
analysis. Finally, before revertant phenotypes were com-
pared with mutant and WT phenotypes, the nourseothricin
marker cassette was looped out by incubating the revertants
for 6 h in YP media supplemented with 2% maltose. Loop out
of the SAT1 flipper cassette was confirmed by nourseothricin
sensitivity, Histidine or Arginine auxotrophy and finally by
PCR analysis (not shown).

The nrg1D/Darp2D/D mutant was created in the nrg1D/D
deletion strain (Murad et al., 2001). Briefly, the upstream
flanking sequence of ARP2 was first amplified with primers
oEE166/oEE382 and cloned into the KpnI/NotI-digested
plasmid pEE33, which resulted in plasmid pEE59. This
plasmid was then used to sequentially delete both alleles of
the ARP2 gene in the nrg1D/D mutant.

Microscopy and time-lapse

For microscopic analysis, an upright Leitz Aristoplan or an
inverted Leica DMIRE2 microscope with a 100¥ immersion oil
objective, and a 10¥ projection lense was used. Character-
ization of Arp2/3 complex mutant phenotypes was done as
previously described for CFW, rhodamine/phalloidin and
FM4-64 staining in (Vida and Emr, 1995; Oberholzer et al.,
2002) and LY visualization in (Baggett et al., 2003).

Time-lapse movies (Supporting information) were per-
formed with TEF1-GFP labelled WT cells that were
co-incubated with mutant cells in a one-to-one ratio. Cells
were grown to exponential phase and washed with SD media.
Agar slides were prepared as follows: 0.75 ml of half strength
YPD media was mixed with 0.75 ml of 3.4% Agarose (pre-
heated) after which 1 ml of FM4-64 (200 mg ml-1, in dimethyl-
sulphoxide) was added. A total of 100 ml of this mixture was
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then transferred to the deep well slides and covered with a
coverslip without sealing. After the medium had solidified, the
coverslip was removed; 1 ml of mixed WT/mutant culture was
applied and covered with a fresh coverslip on top. Differential
interference contrast (DIC) and GFP images were taken prior
to time-lapse microscopy to distinguish between WT and
mutant cells (Fig. S4). Time-lapse image acquisition started
5 min after application of the cells and was followed for 3 h with
one image per minute. Images were taken with a Zeiss Axio
Imager M1 microscope with a Photometrics Coolsnap HQ
camera. Image acquisition and movie file assembly was per-
formed with Metamorph 7 software (Molecular Devices).

Comparative genome hybridization and
microarray studies

Comparative genome hybridization analysis was done as
previously described (Znaidi et al., 2007) with the following
modifications. Genomic DNA was extracted from a C. albi-
cans culture grown to saturation with the Qiagen Genomic
DNA Extraction kit according to manufacturer’s instructions.
DNA hybridization was done with the Advalytix SlideBooster
for 16 h at 42°C according to manufacturer’s instructions.

For the transcriptional profiling experiment, total RNA was
extracted using the RNeasy Mini kit (Qiagen). Total RNA
quantification was measured by nanodrop (ND-1000 spectro-
photometer, NanoDrop Technologies). The quality of the
mRNA was verified with a RNA lab-on-chip assay using a
2100 expert mRNA nano BIO analyser (Agilent). cDNA label-
ling, DNA microarray hybridization, washing and scanning
was adapted from a standardized protocol (Nantel et al.,
2006). Each condition was covered by a minimum of three
DNA microarrays, and results were analysed using Gene-
Spring software (Silicon Genetics, Redwood City, CA). In
order to compare significantly overlapping gene lists, the
P-value was calculated using hypergeometric distribution as
described in the GO Term Finder Tool web site (http://www.
candidagenome.org/cgi-bin/GO/goTermFinder). Gene lists
can be found in Tables S2–S5. The entire data set for all
microarray experiments has also been deposited at GEO
under the accession number GSE19583. (http://www.ncbi.
nlm.nih.gov/geo). For calculating the Pearson correlation,
GraphPad Prism 5 was used.

Virulence studies

Virulence testing of C. albicans, including survival experi-
ments, tissue fungal burden counting and biochemical analy-
sis of the host blood, was done as previously described
(Mullick et al., 2004; 2006). Briefly, 8- to 12-week-old A/J mice
(Jackson Laboratories, Bar Harbor, ME) were inoculated via
the tail vein with 200 ml of a suspension containing 3 ¥ 105 C.
albicans in PBS. Three male and three female mice were
used for each experimental group. Mice were closely moni-
tored over a period of maximal 4 days for clinical signs of
disease such as lethargy, ruffled fur or hunched back. Mice
showing extreme lethargy were considered moribund and
were euthanized. All experimental procedures involving
animals were approved by the Biotechnology Research Insti-
tute Animal Care Committee, which operates under the
guidelines of the Canadian Council of Animal Care.
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Chapter  
V 

 

V. The advantage of not being essential – the Arp2/3 complex 
in C. albicans 
 

 

 In the previous chapter (chapter IV.2), I presented a forward genetic screen 

directly in C. albicans that aimed at identifying genes involved in the yeast-to-hyphae 

switch. From the resulting hits, I chose to focus on Arp2 and showed that the Arp2/3 

complex is required for hyphal formation as well as virulence. I also provided evidence 

that this complex is not essential for bulk membrane and liquid phase endocytosis. This 

observation that the Arp2/3 complex is apparently not involved in endocytosis was 

surprising, because the accepted view is that Arp2/3-mediated actin nucleation at 

endocytic sites is necessary to provide the force to drive vesicle internalization. Given the 

unexpected results, I was curious to further investigate the role of the Arp2/3 complex in 

regards to endocytosis. Our main advantage compared to other model organisms is that 

the Arp2/3 complex is not essential for viability in C. albicans, which allows us to 

directly assess functional consequences of Arp2/3. This has previously been difficult in 

living cells, because Arp2/3 is essential in almost all model organisms [192]. 

   

 I will now first provide an overview of the actin cytoskeleton with a strong focus 

on the Arp2/3 complex and the processes of actin nucleation and endocytosis. In the 

following section (chapter V.2.), I will then present in a first draft version our analysis of 

how components of the only known endocytotic pathway in fungal cells behave in the 

absence of Arp2/3. In the same section I will also provide an analysis of actin dynamics 

in the absence of this actin-nucleating machinery.  
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 V.1.  The actin cytoskeleton  
 

 Actin is a highly conserved protein that was present in a common ancestor living 

some 3 billion years ago [193]. Today, actin is estimated to be among the 5 most 

abundant proteins found in eukaryotes, often being the most abundant protein in a cell. In 

muscle cells, for example, actin together with myosin constitute more than 60% of all 

protein [194]. Actin participates in more protein-protein interactions than any other 

protein and is involved in a variety of cellular processes, ranging from regulating cell 

motility, cell shape, polarity, organelle transport, cytokinesis to the regulation of 

transcription [195]. Considering its abundance, it is surprising that actin was only 

discovered in the 1940s in muscle cells and in the late 1960s in non-muscle cells. 

Although researchers have discovered more than 100 actin-binding proteins (ABPs) since 

then, the inventory of proteins that bind actin monomers, cap actin filament ends, 

nucleate, cross-link, stabilize, sever or move along actin filaments is still not complete. 

The importance of actin and ABPs is highlighted by genetic defects in actin-related 

processes that cause a range of human diseases, including hereditary heart diseases 

(cardiomyopathies), hereditary fragility of red blood cells (e.g. hemolytic anemia), or 

muscular dystrophy [194]. Finally, human pathogens such as Salmonella, Shigella, 

Listeria or Toxoplasma gondii can either hijack or disrupt the actin cytoskeleton of the 

host during infection, while some pathogenic bacteria produce toxins that ADP-ribosylate 

actin, leading to cytoskeleton disorganization and cell death [196,197].  

 To provide an overview of the actin cytoskeleton, I will introduce in the next 3 

sections the main actin structures found in fungal cells; actin filaments, cytokinetic rings 

and actin patches.  

 

 

 V.1.1.  Actin filaments 
 

  Actin filaments (or F-actin) are polymeric structures that are made up of 

globular actin monomers (G-actin), and provide tracks for type V myosin-directed 

delivery of vesicles and organelles to the growing tip of fungal cells [198]. Most 

eukaryotic organisms have multiple actin genes; humans have six, amoebae like 
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Dyctostelium have 10, but fungi such as budding yeast or C. albicans have only one. The 

G-actin protein crystal structure has been solved in 1990, and more than 80 actin 

structures have been described since then [195,199]. Most structures have been obtained 

by either chemically or genetically mutating actin to prevent polymerization or as part of 

complexes with ABPs. Despite such diverse crystallization conditions, the actin 

structures are remarkably similar, with the 375-amino-acid polypeptide chain folding into 

two major !/"-domains that are stabilized by an adenine nucleotide lying between the 

domains. Actin binds adenosine triphosphate (ATP) with higher affinity than adenosine 

diphosphate (ADP), and the ATP-actin state is more stable compared to ADP-actin. This 

is an important property of actin as nucleotide hydrolysis is one of the main factors 

regulating the F-actin to G-actin transition; in vitro experiments have shown that G-actin 

joins the fast growing barbed (or +) end of the actin filament in the ATP state, while 

hydrolysis takes place in the middle of the filament followed by ADP-actin monomers 

dissociating faster from the pointed (or -) end of the filament [200]. The nomenclature of 

barbed and pointed ends arose due to the asymmetrical arrowhead pattern created by 

myosin binding along the actin filaments [194]. The process of actin 

polymerization/dissociation at the barbed and pointed end, respectively, has been termed 

treadmilling [201]. Actin treadmilling in vitro is rather slow and inefficient compared to 

in vivo treadmilling due to the formation of kinetically unfavorable actin dimers and 

trimeric ‘nuclei’ [202]. The reason why treadmilling is faster in vivo is because cells use 

nucleating factors that directly elongate actin filaments. 

  

 One such class of actin filament nucleators, the formins, is present in virtually 

all eukaryotes, with 15 formins present in humans [203]. Much of what we know about 

formins has come from studies in budding yeast, which has two genes encoding for 

formins, Bni1 and Bnr1 [204]. Disrupting both formins in S. cerevisiae or C. albicans, 

which also has two formins, is lethal, while disrupting only one formin leads to polarity 

defects [205,206]. For example, when Bni1 was deleted in C. albicans, the mutant cells 

appeared round and enlarged, with a widened bud neck and a random budding pattern, 

and although these mutants could still undergo the yeast-to-hyphal switch, the hyphal 

structures appeared markedly swollen [206]. The unifying feature of formins is the 
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presence of the ‘formin homology’ domains (FH1 and FH2). Through their FH2 domains, 

formins associate with the barbed end of a growing actin filament. The function of the 

FH2-domain is to ‘embrace’ the actin filament as a dimer, thus protecting it from other 

ABPs like capping proteins that would terminate actin elongation. The function of the 

FH1 domain is to recruit profilin-actin, which likely leads to increased local 

concentrations of G-actin that can then be directly delivered to the barbed end [202]. 

Recently, other actin filament nucleators have been identified in higher eukaryotes. Most 

of these nucleators have a tandem cluster of three or more G-actin binding motifs such as 

WASP homology 2 (WH2) domains. Examples of this class of actin filament nucleators 

include the mammalian Spire, cordon-bleu, JMY, adenomatous polyposis coli (APC) and 

members of the leiomodin family [207]. How exactly these regulators organize actin 

monomers to favor actin nucleation is currently not known.  

 

 Besides formins and other actin filament nucleators, there are several other 

classes of proteins that influence actin filament dynamics. For instance, capping proteins 

can bind to either barbed or pointed end of filaments, resulting in a blockage of filament 

elongation or dissociation. Other proteins, like cofilin, are important for replenishing the 

G-actin pool. Cofilin acts by first binding to sites on the ADP-actin filament, leading to 

destabilization and severing of the filament, which results in two un-capped ends that are 

available for actin subunit association or disassociation [208,209]. Finally, several 

proteins like tropomyosin or fimbrin bind to the sides of actin filaments, thus increasing 

the tensile strength of the filaments [210]. The complexity of actin dynamics, particularly 

elements of filament elongation and dissociation, has been visualized in vivo in several 

species, e.g. in human tissue culture cells, mice, plants and fungal cells 

[211,212,213,214].  

 

 

 V.1.2.  The cytokinetic ring 
 

 Although a link between the actin cytoskeleton and cytokinesis has been observed 

in the mid 1970s [215,216,217], it was not until the late 1990s when we saw a revolution 
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in our understanding of how cytokinesis works [reviewed in: 218]. Genetic screens in 

budding and fission yeast have fundamentally contributed to this understanding by 

identifying the players involved [219]. Fission yeast has further been instrumental in 

understanding cytokinesis because it buds by ‘fission’, thus providing an advantage when 

visualizing this process compared to budding yeast. Also, technological advances such as 

the ease of manipulating the genome by GFP-tagging, analyzing quantitative protein 

behavior, as well as in vitro approaches such as TIRF microscopy of individual actin 

filaments or myosin motility assays, have further clarified the role of the involved 

proteins in fission yeast [218]. Two complementary but independent mechanisms of ring 

assembly have been proposed based on the work in S. pombe. Briefly, the first one 

[‘search, capture, pull, and release’ (SCPR)] starts with the anillin-like Mid1 that 

accumulates about 1 hour before mitosis at mid-cell, thus providing the spatial cue for 

ring placement [220,221]. Mid1 then recruits IQGAP Rng2, type II myosin Myo2, 

followed by Rng3, F-BAR protein Cdc15, formin Cdc12 and !-actinin Ain1. 

Subsequently, Rng3 ensures activation of the Myo2 motor activity, while Cdc15 and 

Cdc12 stimulate actin assembly. Cdc8 is then recruited and further promotes actin 

filament assembly while at the same time inhibiting cofilin-mediated actin severing and 

directing Myo2 activity, which collectively leads to actomyosin ring compaction. Finally, 

Ain1 crosslinks actin filaments to provide tensile strength [218].  

 The second mechanism of ring assembly (the ‘leading cable model’) stems from 

observations that cytokinesis and growth are still supported in the absence of Mid1 

[222,223,224]. Normally, deleting Mid1 results in delayed formation of actomyosin 

rings, which are often displaced and disorganized and lead to cytokinesis failure 

[222,225]. However, mid1-related defects can be suppressed by delaying septum 

formation, which is regulated by the ‘septation initiation network’ (SIN). Mutations in the 

SIN network, therefore, act as suppressors of mid1 ring formation defects by ensuring 

that septum formation only occurs after the actomyosin ring has had a chance to form. 

Rings fail to form in the absence of both Mid1 and SIN function, highlighting the 

essential role of the two overlapping ring assembly mechanisms [218].  
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 V.1.3.  The Arp2/3 complex 
  

 In the 1990s, scientists discovered a set of highly conserved proteins called 

actin-related proteins (Arp). Among the Arps we find the Arp2/3 complex, which is 

composed of seven subunits that in budding yeast are Arp2 and Arp3, which give the 

complex its name, as well as Arc15 (actin related protein complex), Arc18, Arc19, Arc35 

and Arc40. The function of the Arp2/3 complex is to nucleate actin, but in contrast to all 

other known actin nucleators, Arp2/3 organizes actin into branched filaments resulting in 

a regular 70° y-branching pattern [226,227]. This actin branching property of Arp2/3 is 

central to its function in vivo and is referred to as autocatalytic branching or dendritic 

nucleation [228]. In the current understanding of the dendritic nucleation model, Arp2/3 

binds to the sides of an existing filament and caps the pointed end of the branched 

filament. The barbed end of the branched filament, however, is not capped and free to 

grow. Although several crystal structures of Arp2/3 have been solved, none of them is in 

the active form, because Arp2 and Arp3 are spaced too far apart to mimic the first 

building block for the branched filament – the most likely configuration for promoting 

actin side branching [202]. Recent studies using electron tomography and computational 

protein-protein docking simulations have resulted in a refinement of the actin branch 

creation model [229,230,231] (Figure 1); Arpc2, the mammalian homolog to budding 

yeast Arc35, and Arpc4, Arc19 in budding yeast, first bind to the mother filament, 

resulting in conformational changes in both filament and Arp2/3 that are thought to 

increase branch-point stability. Upon binding to the mother filament, Arp2 and Arp3 are 

likely to reorient into a dimer, thus creating the first two subunits of the branched 

filament.
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Figure A. Model of Arp2/3 binding to actin filament 
(A) Schematic representation of the inactive Arp2/3 complex, actin monomer and actin filament. (B) Model 
of the branch junction. Upon binding of Arp2/3 to actin filament, the following steps are proposed to occur: 
(1) opening the nucleotide-binding clefts of mother filament subunits M2 and M4; (2) converting subunit 
M4 from a filament to a monomeric conformation; (3) converting Arp3 into filament conformation; (4) 
moving Arp2 tethered by ARPC5 next to Arp3 to form the first two subunits of the daughter filament; and 
(5) converting Arp2 into filament conformation. Reprint from [229] with permission from publisher. © 
2008 Rockefeller University Press. Originally published in J. Cell Biol. doi: 10.1083/jcb.200709092.  
 

 

 The Arp2/3 complex on its own is not an efficient nucleator in mammalian cells 

and depends on several classes of nucleation-promoting factors (NPFs) [228]. 

Mammalian NPFs commonly activate Arp2/3 through their WCA domains, which are 

comprised of a WH2 domain that binds G-actin, an amphipathic connector region and an 

acidic peptide region that both bind Arp2/3. The current understanding is that binding 

Arp2/3 through the connector and acidic regions of the NPF triggers another 

conformational change that primes Arp2/3 for nucleation, while the WH2 region is 

responsible for delivering G-actin to the primed Arp2/3 complex. In budding yeast, there 

are 5 known NPFs, but in contrast to the mammalian Arp2/3 complex, in S. cerevisiae 

Arp2/3 can nucleate actin quite efficiently without NPFs [232], so maybe NPFs in 

budding yeast are more important for targeting Arp2/3 to sites of actin branch formation 

rather than activating it [233]. The five known NPFs in budding yeast include Las17 (a 

WAS, Wiskott–Aldrich syndrome protein), Myo3 and Myo5 (two type-I myosins), Pan1 

[an Eps15 homology (EH) protein], and Abp1 (an actin filament–binding protein). Four 

of the 5 NPFs in budding yeast are also found in C. albicans; Las17, which is referred to 

as Wal1 in the pathogen [234], Pan1, Abp1 and Myo5. Myo3 is not present in C. albicans 

as it resulted after the whole-genome-duplication in S. cerevisiae, suggesting that Myo5 
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and Myo3 share functional redundancy in budding yeast.  

 

 

 V.1.3.1.  Arp2/3 and endocytosis 

 

 The biological function of the Arp2/3 complex has been tightly linked to 

endocytosis, and we understand today that Arp2/3-mediated cortical actin patches are 

sites of endocytosis [192,235,236,237,238]. The first evidence linking actin to 

endocytosis came from a series of genetic screens in budding yeast that identified a 

number of endocytic mutants corresponding to actin-associated proteins 

[239,240,241,242,243]. It was also shown that receptor-mediated endocytosis, i.e. 

internalization of the [35S]-labeled !-factor mating pheromone, as well as uptake of the 

fluid phase marker lucifer yellow (LY), was blocked in temperature sensitive actin 

mutants and that LY uptake was blocked in fimbrin (Sac6) and Arp2 or Arp3 point 

mutants [244,245]. Deletions in other actin-associated proteins like Arc35 or type I 

myosins, Myo3 and Myo5, also resulted in endocytotic defects [240,246]. Further studies 

have used chemical inhibition of the actin cytoskeleton. For instance, when S. cerevisiae 

cells were treated with Latrunculin-A (Lat-A), a drug that sequesters actin monomers, 

vesicle internalization was blocked [247,248,249], and when using jasplakinolide, a drug 

that stabilizes F-actin and causes it to accumulate as large F-actin clumps, uptake of LY 

was severely abrogated [250]. Immuno-electron microscopy further revealed that actin 

and actin-associated proteins localize to membrane invaginations [251]. Finally, 

technological advances such as two-color live cell microscopy have shown that endocytic 

and actin regulatory proteins colocalize in cortical actin patches and that endocytic cargos 

such as the lipid dye FM4-64 or fluorescent derivatives of the !-factor pheromone also 

colocalize with actin patches [252,253,254]. Collectively, these studies provide a 

substantial amount of evidence linking actin to endocytosis in budding yeast.  

  

 While it has been pointed out early on that actin, the Arp2/3 complex as well as 

many other proteins involved in budding yeast endocytosis have been conserved in 

mammals [255], some differences between budding yeast and mammalian endocytosis 
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have been noted. First, in contrast to yeast endocytosis where actin is absolutely required, 

actin’s contribution to endocytosis in higher eukaryotes has remained controversial for 

many years [256]. Another difference is that clathrin adaptors like AP-2 that link cargo to 

the vesicle coat are central to endocytosis only in higher eukaryotes, but apparently 

dispensable in budding yeast. A third difference is that dynamins are crucial for vesicle 

scission in mammalian cells, but dynamin-related proteins play only a minor role in 

budding yeast [257,258]. More recent studies have now provided data that help explain 

some of those discrepancies. For instance, two large-scale screens have provided the first 

indication that the AP-2 and AP180/CALM adaptors may be important for cargo-specific 

uptake in budding yeast [259,260]. As well, recent studies have addressed the question 

why actin is essential for endocytosis in budding yeast, but not in mammalian cells. The 

answer to this might be that yeast cells have to overcome a turgor pressure that provides 

outward directed force on the plasma membrane. Aghamohammadzadeh and colleagues 

have shown that reducing the turgor pressure in S. cerevisiae by adding osmotic support 

to the growth medium allowed endocytosis in actin-bundling mutants or in cells treated 

with Lat-A [261]. Interestingly, clathrin-coated plaques that were recently found on the 

basal membrane of mammalian cells were shown to depend on actin for internalization, 

while clathrin-coated pits found in the same cells did not depend on actin for 

internalization [262]. It is therefore tempting to speculate that actin is required for 

internalization of plaques because of adhesive forces that anchor the basal membrane to 

the substrate [263]. Taken together, our current understanding is that many aspects of 

endocytosis are conserved from yeast to mammals despite some differences that remain. 

 

 The mechanism of how endocytosis works has been resolved in quite some 

detail and has been structured into different phases where protein modules perform 

specific functions. In budding yeast, for example, there are 3 phases, corresponding to 

endocytic site initiation, invagination and scission [192,236]. Five functional modules 

function during the 3 phases in a coordinated and sequential manner; the early module, 

the endocytic coat module, the WASP/myo module, the actin module and the vesicle 

scission module. In mammalian cells, on the other hand, there are 7 modules; the coat 

module, the NBAR domain module, the actin module, the dynamin/myosin/N-WASP 
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module, the GAK/post-scission module, the Rab5a module and the FBP17/CIP4 module 

[248,264,265]. For simplicity, I will briefly outline how the 5 modules in S. cerevisiae 

cooperate during the 3 phases of endocytosis (Figure 2).  

 

 

Figure B. Model of budding yeast endocytosis. 
Five different protein modules cooperate during the 3 phases of endocytosis in S. cerevisiae. The top half of 
the figure represents an invaginating vesicle as it matures and the bottom half represents the lifetime (in 
seconds, bars not drawn to scale) of how long components of each module spend at sites of endocytic 
internalization. In this model, the early module first marks sites of endocytosis. Clathrin of the coat module 
arrives shortly after, followed by other coat module components like adapters (Ent1, Ent2, Yap1801, 
Yap1802) and Sla1, Sla2, Pan1 and End3. The WASP/myo module is recruited subsequently and prepares 
for actin nucleation. The actin module then arrives and nucleates actin to provide the force for vesicle 
invagination. Finally, the amphiphysins module arrives and is thought to pinch off the vesicle before cargo-
loaded vesicles traffic to and fuse with endosomes. Note that two models of how actin nucleation drives 
invagination have been proposed: The growing barbed end of Arp2/3-driven actin nucleation can either 
push the vesicle away from the membrane [(i), and after scission FM4-64], or the growing barbed end 
could squeeze the invaginating tubule [(ii), and after scission LY]. This model has been redrawn based on 
several publications [192,235,238,265,266,267,268].  
 

 

During the first phase, sites of endocytosis are marked by the early module, which 
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includes the F-BAR protein Syp1 and the adaptor-type protein Ede1 that both arrive 30 s 

to 210 s before initiation of actin nucleation [265]. Syp1 and Ede1 have roles in site 

formation (Ede1) or placement (Syp1). Later in phase I, the coat module arrives, and 

includes clathrin, adaptor proteins like the epsin homologues Ent1 and Ent2, as well as 

the AP180/CALM homologues (YAP1801/2). Following clathrin and adaptors, first Sla2 

(a homologue of HIP1-R) and then a complex of three proteins, Pan1, End3 and Sla1, are 

recruited. Some of these proteins, like Ent1 or Sla2, contain ENTH or ANTH domains 

that are known to induce membrane curvature by interacting with phosphatidylinositol 

(4,5)-bisphosphate [PtdIns(4,5)P2] [236]. Other functions of the coat module include 

selection of cargo and preparation for actin nucleation. Las17, a component of the 

WASP-myo module, also arrives during phase I.   

 During phase II, other components of the WASP-myo module arrive, including 

Myo5 and Bbc1, an inhibitor of Las17. At about the same time, the actin module arrives 

and includes actin, Arp2/3, Abp1, Cap1, Cap2, Sac6, actin-regulating kinases Prk1/Ark1 

and the phosphaditylinositol-4,5-bisphoshpate phosphatase Sjl2. This phase is the 

invagination step where Arp2/3-driven actin nucleation together with Myo5 motor 

activity promotes growth and extension of the membrane into the cell. Given the 

observation that all NPFs remain at the membrane, together with clever FRAP 

experiments on actin nucleation at the plasma membrane, it has been shown that Arp2/3-

dependent actin nucleation occurs at the plasma membrane and not on the invaginating 

vesicle [252].  

  Finally, during the third phase of endocytosis scission occurs and the vesicle 

moves away from the membrane. This phase involves the scission module comprised of 

two amphiphysins (Rvs161 and Rvs167) that both have BAR domains important for 

membrane tabulation [269]. At about the same time as scission occurs, the coat complex 

is disassembled through both kinase and phosphatase activities. For instance, Prk1/Ark1 

kinases directly phosphorylate coat components like Pan1 and Sla1, which leads to their 

disassembly, while Sjl2 dephosphorylates PtdIns(4,5)P2 to PtsIns 4-P, thus likely 

reducing the affinity of ENTH and ANTH containing proteins (Sla2, Ent1, Ent2) to the 

membrane [266]. Following scission and uncoating, the vesicles move along actin cables 

and fuse with endosomes. This process has been visualized with either FM4-64 
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containing vesicles or with fluorescently labeled ! factor containing vesicles [253,254]. It 

has also been demonstrated that vesicles and endosomes move towards each other on 

actin cables, and that the speed of actin filament growth and endosome movement are 

very similar, suggesting that endocytotic vesicles move along actin cables as they are 

polymerized [253].  

 

 Taken together, there is substantial evidence that links the Arp2/3 complex to 

endocytosis and we understand in quite some detail how different protein modules 

cooperate during the 3 stages of endocytosis. Our previous observations that arp2/3 

mutants can still endocytose FM4-64 and LY in C. albicans were therefore surprising, 

and led to two important questions. First, which pathway was used to traffic cargo to the 

vacuole, and second, whether Arp2/3-independent actin dynamics were involved in 

endocytosis. In order to address these key points, we performed the following study.  
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Abstract 

 

The actin cytoskeleton plays a crucial role in many cellular processes, including various 

forms of cellular uptake. Clathrin mediated endocytosis (CME), one of the main routes 

for endocytosing a variety of cargos, is conserved across evolution and the only well-

described endocytic pathway in fungal cells. Actin nucleation mediated by Arp2/3 

provides the driving force needed during CME to successfully endocytose invaginating 

vesicles. Using a combination of spinning disc confocal, TIRF and electron microscopy 

coupled to quantitative motion analysis, we have compared the non-functional CME 

pathway of Candida albicans in the absence of the Arp2/3 complex to the pattern seen in 

wild type cells. While some components in this pathway are still correctly localized, all 

protein modules that act at different stages during CME become non-productive in the 

absence of Arp2/3. There are particularly severe consequences of loss of Arp2/3 function 

during the middle phase of the CME pathway, where components that normally localize 

with Arp2/3 fail to localize with either the coat or the scission machinery. We also 

present evidence for a parallel endocytic pathway that is Arp2/3-independent in this 

fungal pathogen. This Arp2/3-independent pathway is actin dependent and cargo specific 

as receptor mediated endocytosis was not functional without Arp2/3 activity, suggesting 

that, similar to mammalian systems, there is more than one endocytotic pathway in fungal 

cells. Finally, ultrastructural analysis of invaginating structures suggests that tubular-

invaginations are longer, not shorter, in Arp2/3 mutants, implying that Arp2/3-mediated 

branched actin is involved in later stages of endocytosis when scission takes place.  
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Introduction 

 

Clathrin-mediated endocytosis (CME) is a fundamental mechanism in living cells, 

important for capturing macromolecules from the extracellular environment as well as 

selectively recycling and internalizing membrane lipids and membrane-bound proteins 

[270,271]. Many of the molecular mechanisms involved in CME are conserved among 

eukaryotes and can be broken down into three main phases: (1) clustering of coat proteins 

and cargo molecules at the nascent endocytic site, (2) initial membrane deformation and 

inward membrane growth, and (3) vesicle scission and release into the cytoplasm [256]. 

More than 60 proteins have been identified that function during CME in Saccharomyces 

cerevisiae and many of them have been analyzed by multicolor live-cell fluorescent 

microscopy [248,252]. Such studies have shaped the picture of a highly coordinated 

process where 5 protein modules cooperate to drive vesicle development with individual 

factors temporally and spatially assembling and disassembling at endocytic sites 

[reviewed in: 192,235,236,237,238 and ,265]. A similar modular design of endocytosis 

has been described in the fission yeast Schizosaccharomyces pombe and recently in 

higher eukaryotes, where 7 protein modules function during CME [264,272,273].  

In S. cerevisiae, the 5 functional modules that cooperate during the 3 phases of 

endocytosis are: (1) the early module, (2) the coat module, (3) the Wiskott-Aldrich 

syndrome protein (WASP)-myosin (WASP/Myo) module, (4) the actin module and (5) 

the scission (or amphiphysin) module. The early module is the first to arrive at the 

nascent endocytic site and consists of Syp1 (a F-BAR-related protein) and Ede1 (an 

Eps15 homology (EH)-domain protein) [265,274]. The coat module arrives next; first 

clathrin followed by other coat components like yeast epsins (Ent1, Ent2), Sla2 (a 

homologue of HIP1-R), Sla1 (a SH3 domain-containing protein), two EH-domain 

proteins (End3, Pan1), and YAP1801/2 (AP180/CALM homologues) [249,252]. The 

function of these early and coat modules include initial membrane bending and linking 

coat components to the actin cytoskeleton, respectively. The recruitment of these 

components is actin independent, but their disassembly or movement away from the 

membrane is actin dependent. The WASP/myo module arrives subsequently; this 

includes several Arp2/3 complex activators like Las17 (yeast WASp homologue) or type 
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I myosins (Myo3, Myo5). During this stage, Sla1 inhibits the actin polymerization 

function of Las17 until Vrp1 (yeast WIP homologue), Bbc1 and Bzz1 arrive to release 

Sla1’s inhibition on Las17 [275]. The actin module is recruited next and includes actin, 

Arp2/3, Cap1, Cap2, Sac6, Abp1, actin-regulating kinases Prk1/Ark1, the 

phosphaditylinositol-4,5-bisphosphate phosphatase Sjl2 and others [248,266,268]. The 

actin module orchestrates the formation of actin patches, which have been shown to be 

sites of endocytosis [253,254]. The function of the Arp2/3-mediated branched actin 

network is thought to provide the force that together with type I myosin motor activity 

extends vesicle invagination [252,267]. As the nascent endocytic vesicle invaginates, 

facilitated by the dynamin-like protein Vps1, two amphiphysins (Rvs161, Rvs167) of the 

scission module are recruited and help release the vesicle, which then traffics along actin 

filaments to ultimately fuse with endosomes [253,254,257].  

The majority of proteins involved in endocytosis regulate actin related processes at sites 

of clathrin coated pits [235,255], and consequently, the actin cytoskeleton has emerged as 

an essential element during endocytosis in fungal cells; it also plays a role during 

mammalian endocytosis [236,256]. Because of the essential nature of the actin 

cytoskeleton, however, studying its function in living cells and its contribution during 

CME has been challenging. To circumvent these limitations, studies in S. cerevisiae have 

made use of either conditional actin or Arp2/3 complex mutants or used chemical 

inhibition like Latrunculin-A (Lat-A), a drug that sequesters actin monomers, or 

jasplakinolide, a drug that stabilizes F-actin and causes it to accumulate as large F-actin 

clumps. In these cases, different forms of endocytosis have been severely abrogated or 

entirely inhibited [239,244,246,247,248,249,250,276]. These approaches, however, are 

limited in that conditional mutants don’t completely reflect the effect of the gene’s 

function as low protein levels might remain, while chemical inhibition of the actin 

cytoskeleton over longer periods is lethal to cells.  

Conveniently, the human fungal pathogen Candia albicans is not significantly growth 

compromised in the absence of Arp2/3 function. The advantage here is that one can 

directly assess the prediction that Arp2/3-driven actin nucleation drives invagination, and 

test theoretical models that have predicted how initial actin-mediated curvature bending 

results in the recruitment of BAR domain proteins and lipid phosphatases to form a lipid 
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phase segregation, which generates a force that constricts the membrane and drives 

vesicle scission [277,278].  

 

We have previously shown that although the Arp2/3 complex is not essential for survival 

in C. albicans, it is required for hyphal formation and virulence [279]. We also 

demonstrated that bulk membrane (FM4-64) and fluid phase (Lucifer Yellow, LY) 

endocytosis still occurred in arp2/3 mutants, but it was unclear whether CME, the only 

well-described endocytic pathway in fungal cells, was still functional in arp2/3 mutants. 

As well, given the essential link between actin and endocytosis in fungal cells [236], it 

remained unclear whether Arp2/3-independent actin dynamics were involved in 

endocytosis in arp2/3 mutants. Here, we demonstrate that the CME pathway in WT C. 

albicans consists of the modular design similar to other fungal systems, but that this 

endocytic pathway is not functional in the absence of Arp2/3. As well, we show that 

receptor-mediated endocytosis is not functional in arp2/3 mutants, while FM4-64-

mediated uptake remains actin dependent in arp2/3 cells, suggesting that similar to higher 

eukaryotes, there are more than one endocytotic route in fungal cells. Finally, EM 

analysis suggests that invaginating tubules are longer, not shorter, in arp2/3 mutants, 

implying that the Arp2/3 complex is not involved in the initial formation of 

invaginations. Instead, the data suggest that Arp2/3-mediated actin structures could 

provide the force to squeeze together tubular invaginations and thereby assist other 

scission module components to help release the vesicle.  
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Results 

 

Receptor-mediated endocytosis is not functional in the absence of Arp2/3 
 
Given that cargos like bulk membrane (FM4-64) as well as a fluid phase marker (LY) 

were still internalized and correctly localized to the vacuole in C. albicans arp2/3 

mutants [279], we investigated whether these mutants showed any defects in receptor-

mediated endocytosis. We used the GFP-labeled Ste2 pheromone receptor as a marker 

and assayed receptor uptake upon pheromone treatment. While the GFP-signal 

disappeared from the membrane in WT cells after 40 minutes of pheromone induction, in 

arp2 mutants the signal remained at the membrane (Figure 1A). When we used a second 

inducible marker for receptor-mediated endocytosis, the methionine permease Mup1, we 

found the same results; no GFP-signal was detected at the plasma membrane in WT cells 

upon addition of methionine, but remained at the membrane in arp2 cells (Figure 1B). To 

rule out that the strong vacuolar background staining observed in both the Ste2 and the 

Mup1 assays was not camouflaging any minor uptake in arp2 cells, we developed the 

pH-sensitive GFP variant, pHluorin [280], for use in C. albicans and repeated the Mup1 

assay. In WT cells the pHluorin signal disappeared completely after 60 minutes of 

incubation time, while Mup1 was still detected at the plasma membrane in arp2 cells, 

even after extended overnight incubation periods (data not shown and see below).  

Because a recent study has suggested that relieving the turgor pressure by providing 

osmotic support reduces the requirement for actin during endocytosis in S. cerevisiae 

[261], we grew arp2 cells in 1.5 M sorbitol media to test whether this can suppress 

receptor-mediated endocytotic defects in arp2 cells. As well, based on a report showing 

that increased Rho1 activity suppresses receptor-mediated endocytotic defects in adaptor 

mutants (Ent1, Ent2, Yap1801 and Yap1802) [281], we investigated whether 

overexpressing Rho1 in C. albicans arp2 cells would allow Mup1 endocytosis. While 

qPCR analysis showed that Rho1 was 8.5 fold overexpressed in arp2 cells, no difference 

was observed in the presence of either this Rho1 overexpression, osmotic support, or 

combination of the two in terms of Mup1-pHluorin-endocytosis in arp2 cells (Figure 1B). 

These results demonstrate the crucial function of Arp2/3 in receptor-mediated 
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endocytosis in C. albicans and suggest a cargo-specific function for Arp2/3-independent 

endocytosis.  

 

A modular architecture of CME in C. albicans 

 

In order to gain insights into how cargo-specific endocytosis works in the absence of 

Arp2/3 in C. albicans, we tested the functionality of the only well-described endocytotic 

pathway in fungal cells, the clathrin-mediated pathway. To do this, we GFP-tagged 

proteins involved in every stage of this pathway and recorded their dynamic behavior by 

both high-speed spinning-disk confocal and total internal reflection fluorescence (TIRF) 

microscopy. GFP tags were inserted at the C-terminus of proteins; the fusion gene 

constructs were under the control of their endogenous promoters, and represented the 

only functional gene copy in the cell. All these GFP-tagged strains showed growth rates 

and morphologies comparable to both their respective parent strain, indicating that the 

GFP constructs didn’t significantly interfere with functionality (Table S1). A summary of 

patch dynamics from all components tested in the clathrin-mediated pathway is provided 

as movie 1 (movies can be accessed online as described at the beginning of the material 

and method section).  

We tracked the position of the GFP-tagged proteins over time and applied several forms 

of quantitative motion analysis to assess the affect of disrupting Arp2/3 function. We first 

expressed patch dynamics as mean square displacement (MSD) over time (Figure 2). 

This analysis showed that initial patch dynamics were similar in WT and arp2 mutants 

for many components. For example, Syp1 of the early module showed similar dynamics 

in WT and arp2 cells during the first 60 seconds of patch tracking (Figure 2A), but while 

Syp1 frequently disappeared in WT cells, Syp1 remained at the cell membrane in arp2 

mutants. In order to better express such additional quantitative tracking data, we 

complemented the MSD plots with 3 other analytical elements of patch dynamics. We 

determined the percentage of cells that left the origin, measured the average track 

displacement length and established the average track duration (Figure 3)(see material 

and methods for details). For instance, 86% of Syp1 patches in WT cells left the origin, 

i.e. disappeared in this case, while no Syp1 patch disappeared in arp2 cells. The average 
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track displacement length, i.e. the distance between first to last spot detection, was 

comparable with 0.08 µm in WT and 0.04 µm in arp2 cells. Finally, the track duration 

was on average 101 seconds in WT and 120 seconds (the maximum length of 

observation) in arp2 cells. This analysis demonstrates that the early module component 

Syp1 is correctly recruited to the cell membrane in arp2 cells, but that its turnover is 

dependent on a functional Arp2/3 complex.   

A similar conclusion can be drawn for the coat module (Sla2, Pan2, End3) as well as the 

Myo/WASP module (Myo5, Vrp1, Wal1); all coat and Myo/Wasp components correctly 

localized to the plasma membrane, but remained static and didn’t disappear in arp2 cells. 

In WT cells, coat components typically showed an initial stationary phase followed by a 

mobile phase when patches moved away from the membrane. The average track 

durations varied and ranged from 66 s (Sla2) to 36 s (Pan1) and 63 s (End3), while the 

average track displacement length as well as the percentage of patches leaving the origin 

was similar for all three coat components, with around 0.20 to 0.30 µm displacement 

length and at least 97% of patches leaving the origin. The Myo/WASP module was 

characterized by a relatively short stationary phase followed by patch disappearance. 

Average track duration for Myo/WASP components varied between 13 s (Myo5 and 

Vrp1) and 31 s (Wal1), while all three components showed similar average track 

displacement length and percentage of cells leaving the origin, which were around 0.08 

µm and 100%, respectively. Clearly, loosing Arp2/3 complex function has a profound 

impact on these early modules of the clathrin mediated pathway. Remarkably, when arp2 

cells carrying GFP coupled to clathrin light chain (Clc1) were analyzed, we found that 

clathrin existed in two populations. The first population remained static at the membrane 

and in most cases didn’t disappear, suggesting that clathrin that participates in clathrin-

mediated endocytosis at the stage of the vesicle internalization was non-functional. The 

second clathrin population appeared intracellular and retained dynamics similar to WT 

cells, indicating that clathrin-supported intra-organelle trafficking was still functional. 

TIRF microscopy confirmed these observations; clathrin close to the membrane 

disappeared in WT cells when imaged over 6 minutes, while during the same time frame 

clathrin remained static in arp2 cells (movie 2). 
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The actin module (e.g. Sac6, Abp1, Cap1, Cap2) in arp2 mutants still retained some 

properties of patch dynamics, but importantly, this behavior was unproductive. In WT 

cells, Sac6, Abp1, Cap1 and Cap2 were associated with an initial stationary phase, which 

was followed by a rapid phase of patches moving away from the membrane. Average 

track duration and average track displacement length for Cap2, Cap1, Sac6 and Abp1 was 

11 s, 13 s, 16 s, and 20 s, and 0.38 µm, 0.41 µm, 0.45 µm and 0.49 µm, respectively. All 

observed patches left the origin. Imaging actin patches in arp2 cells was more difficult as 

the same patch often seemed to drift in and out of the focal plane. Consequently, it was 

unclear whether patches actually internalized or whether they showed increased lateral 

movement along the membrane. We therefore analyzed patch behavior of actin module 

components in arp2 mutants by recording 20 z stacks at 200 nm intervals over time. 

Analyzing dynamics from these movies demonstrated that while more than 70% of 

patches move at least 100 nm away from the origin, these patches don’t disappear and 

turnaround, but instead are detected during the entire length of observation (120 seconds). 

The average displacement length was 0.27 µm, 0.20 µm, 0.43 µm and 0.29 µm for Cap2, 

Cap1, Sac6 and Abp1, respectively. The number of patches was remarkably reduced in 

arp2 cells with usually 20 or less Cap2, Cap1, Sac6 or Abp1 signals present, suggesting 

that these signals are accumulated remains of non-functional Arp2/3 patches. Frequently, 

the signal appeared associated with actin filament-like structures. In the absence of 

Arp2/3, Cap1 was also often associated with the cytokinetic ring, an observation that 

might be explained by the fact that in WT cells cytokinetic rings are often decorated by 

bright Arp2/3 spots and therefore masked from detection.  

Analyzing patch dynamics for Prk1 and Sjl2 was not possible in arp2 mutants as Prk1 

was not clearly localized to any structure and Sjl2 appeared associated with filamentous-

like structures. In WT cells, Sjl2 and Prk1 had average track durations of 10 s and 15 s, 

respectively. Average track displacement was 0.38 µm for Sjl2 and 0.41 µm for Prk1. All 

Sjl2 and Prk1 spots left the origin.  

Together, these data suggest that Arp2/3 is instrumental for the proper orchestration and 

spatial and temporal regulation of actin module components.  
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Finally, the scission module (e.g. Rvs167) was the only component that retained 

functionality in arp2 cells. However, the efficiency of Rvs167 turnaround was 

significantly reduced. In WT cells, Rvs167 spots showed average track durations of 5 s, 

average displacement length of 0.15 µm and all observed Rvs167 signals disappeared 

from the origin. In arp2 cells, only 14.6 % of Rvs167 spots disappeared from the origin 

with the remaining 85.4% spots staying stationary at the membrane. The few spots that 

disappeared showed WT-like tracking durations, but on average the track duration for all 

Rvs167 spots was 111 s and the average track displacement length was 0.08 µm in arp2 

cells. These results indicate that although Rvs167 dynamics is clearly impeded without 

Arp2/3, it is the only protein studied that retains aspects of all elements of functionality. 

Overall, the analysis of the clathrin-mediated pathway in absence of arp2 demonstrated 

that this pathway is heavily affected, with most components loosing their functionality. 

This suggest that cargo uptake in arp2/3 mutants follows a second, clathrin-independent 

pathway.  

 

 

Actin dynamics in the absence of Arp2/3 

 

In order to gain insights how Arp2/3-independent endocytosis works, and in particular 

whether this is an active process, we assessed the importance of the actin cytoskeleton 

and whether Arp2/3-independent elements of actin dynamics are required for endocytosis 

in C. albicans. In order to visualize the actin cytoskeleton in live cells, we first developed 

the LIFEACT probe coupled to GFP. LIFEACT consists of the first 51 amino acids of the 

S. cerevisiae Abp140, which is sufficient for actin binding [211]. LIFEACT-GFP didn’t 

appear to affect growth as hyphae formation was not influenced in WT cells and 

sensitivity to Cytochalasin A (CA), a drug that binds barbed-ends of actin filaments 

[282,283], was the same compared to control cells (data not shown).  

LIFEACT-GFP expressed in WT cells labeled actin patches and cables, while in arp2 

mutants no actin patches were observed and detection of cables was easier, probably 

facilitated by the absence of bright actin patches. In general, two populations of actin 

cable structures were observed in both WT and arp2 cells; long cables that elongated and 
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depolymerized and shorter, fast moving cables that didn’t appear to grow or shrink. The 

first actin cable population was observed in small and mid-size budded cells, 

corresponding to the G1/S phase of the cell division cycle, where actin cables originated 

at the bud neck and elongated towards the mother cell along the polarity axis. These actin 

cables depolymerized in the same direction, i.e. cable depolymerization began at the bud 

neck and proceeded towards the mother cell. In larger budded cells during the G2/M 

phase, cables also grew into the daughter cell starting from the bud neck. Actin 

depolymerization started again at the bud neck and proceeded towards the daughter. The 

rate of actin polymerization for long actin cables was similar in WT and arp2 mutants; 

0.20 ± 0.07 µm/s for WT and 0.22 ± 0.04 µm/s in arp2 cells.  Besides these long cables 

that usually span from the bud neck to the distal side of either the mother or daughter cell, 

a second population of actin cables was observed. These were typically short, they 

originated from different places and moved almost twice as fast as polymerization of long 

cables; 0.47 ± 0.13 µm/s for WT and 0.49 ± 0.12 µm/s for arp2 cells (Figure 3, movie 3). 

Similar actin cable dynamics were previously observed in budding yeast [284].  

One noticeable difference in actin cytoskeleton organization between WT and arp2 

mutants was that in mutant cells the actin cytoskeleton appeared less oriented and often 

disorganized. Cables were frequently aligned perpendicularly to the polarity axis. A 

second difference is that in arp2 cells, more cables were visible. As well, in some cases 

the cables originating from the bud neck didn’t grow until the cable reached the distal 

side, but remained disconnected from the cortex (data not shown). 

Together, these data demonstrate that while actin cable dynamics are not significantly 

affected in arp2 mutants, the Arp2/3 complex plays a role in spatially organizing 

different elements of the actin cytoskeleton including actin cables. 

 

 

FM4-64 uptake is actin dependent in arp2 mutants 

 

We next used the LIFEACT-GFP probe to investigate whether Arp2/3-independent actin 

structures were involved in FM4-64 uptake in arp2 mutants. To this end, we blocked 

actin dynamics by adding 10 µg/ml of CA. While this drug treatment completely 
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abolished all fluorescent signals in arp2 mutants after 3 minutes, WT cells carrying 

LIFEACT-GFP were more resistant to this drug and showed non-motile actin patches at 

the membrane (Figure 5A). Because we were not able to completely block the LIFEACT 

signal in WT cells even at higher drug concentrations (data not shown), we performed the 

following experiments with arp2 cells only. After actin dynamics was blocked for 3 

minutes in arp2 cells, we grew the cells in the presence of FM4-64 for 5 minutes, washed 

non-adherent dye away and chased dye internalization over 20 minutes while CA was 

still present. After 30 minutes we inhibited endocytosis by adding sodium azide and 

sodium fluoride and imaged immediately. This procedure showed that whereas 95% of 

controls cells treated with DMSO had FM4-64 internalization and a clear vacuolar 

staining, none of the CA treated cells showed dye uptake. In most cases, the dye appeared 

evenly distributed at the cell membrane and only occasionally did we observe the dye as 

concentrated punctae at the membrane. To rule out that cells are dead after 30 minutes of 

CA treatment as well as showing that this drug treatment is reversible and doesn’t impede 

actin dynamics once the drug is washed away, we did two control experiments. First, 

arp2 cells were assessed for viability after 30 minutes in the presence of CA and found to 

be as viable as when treated with DMSO (Figure 5B, bottom). Second, CA was washed 

away after 30 minutes and recovery of actin dynamics was assessed at 4, 8 and 24 hours 

after washing the drug away. This showed that at 4 and 8 hours only a few cells (2 % and 

11%) showed actin dynamics and that at 24 hours the majority of cells (> 90%) had 

regained actin dynamics.  

Together, these data demonstrate that arp2 mutants endocytose FM4-64 in an actin 

dependent manner, suggesting that dye uptake is an active process in arp2 cells.  

 

 

Invaginating tubules are longer in arp2/3 mutants compared to WT 

 

To test whether the force generated by Arp2/3-mediated actin nucleation is needed for 

vesicle formation during endocytosis, we examined endocytic vesicles by analyzing cells 

at the ultrastructural level with transmission electron microscopy (TEM). Electron 

micrographs of log-phase cells grown in YPD media showed that invaginating tubules are 
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on average 121 and 117 nm long in WT and Arp2 revertant cells, respectively (Figure 

6A). This observations stands in good agreement with studies in S. cerevisiae that 

showed that invaginating tubules can reach up to 180 nm in length and 50 nm in diameter 

in WT cells [285]. Surprisingly, in arp2 and arp2/arp3 mutants invaginations still formed 

and were on average longer compared to WT cells, ranging from 179 to 202 nm in arp2 

and arp2/arp3 mutants, respectively. In addition, invaginating tubules appeared 

uniformly tubular in WT and revertant cells, but in mutant cells some tubules were 

inflated close to the membrane with diameters exceeding 100 nm (Figure 6B). In these 

cases, the cell wall appeared to be growing into the tubules, an observation that we never 

encountered with WT or revertant cells, which showed invaginations that typically have 

diameters of maximum 100 nm.  

These data suggest that Arp2/3 is not required for initial membrane invagination, but that 

maintaining a uniform tubular structure is dependent on an actin meshwork nucleated by 

Arp2/3.  
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Discussion 
 

The study of actin related processes in living cells is often challenged by the essential 

function of actin and its associated proteins, particularly when investigating gene 

functions in a deletion background. Here, we harnessed the non-essential function of 

Arp2/3 in C. albicans and addressed two key questions. First, given that previous results 

showed that FM4-64 and LY endocytosis takes place in arp2 and arp2/arp3 mutants 

[279], it remained unclear whether Arp2/3-independent endocytosis relied on the only 

well-described endocytic pathway in fungal cells, clathrin-mediated endocytosis, or 

whether Arp2/3-independent endocytosis used a different route. Second, given the 

substantial evidence that links actin to endocytosis in fungal cells, it was unclear whether 

Arp2/3-independent actin dynamics were involved in endocytosis in arp2/3 mutants.  

 

 

Evidence for clathrin-independent endocytosis in C. albicans 

 

To answer these questions, we used confocal spinning disc and TIRF live cell imaging to 

analyze the dynamic behavior of components at every stage of the clathrin-mediated 

endocytic pathway. This analysis showed that in WT cells, overall protein dynamics were 

similar to those of other fungal systems. For example, Syp1 of the early module and 

clathrin of the coat module remained the longest at the membrane before disappearing. 

Other coat components like Sla2, Pan1 or End3 displayed variable length stays before 

invaginating. Myo5, Vrp1 and Wal1 of the Myo/WASP module left the membrane rather 

quickly, but didn’t appear to invaginate. The actin module (e.g. Sac6, Cap1, Cap2, Abp1, 

Prk1, Sjl2) was characterized by an initially stationary phase, which was followed by 

rapid movement and invagination, while Rvs167 of the scission module showed similar 

characteristics, but didn’t invaginate. These observations agree well with how clathrin-

mediated endocytosis functions in both budding and fission yeast [235,272,273].  

When analyzed in the arp2 deletion background, all components showed drastically 

different patterns from the control. Components of the early, coat and Myo/WASP 

module remained stationary at the cell membrane and didn’t disappear, demonstrating 
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that recruitment to the plasma membrane is Arp2/3-indpedenet, but recycling and 

movement away from the membrane critically depends on Arp2/3 function. The actin 

module was also heavily affected in arp2 cells. The number of patches was remarkably 

reduced to only a few signals, and while most actin module components retained some 

dynamics, this movement was unproductive as patch internalization was not observed. 

The critical role of the actin module during clathrin-mediated endocytosis is further 

demonstrated by mislocalization of Prk1 and Sjl2. Both the actin-regulating kinases Prk1 

and the phosphaditylinositol-4,5-bisphosphate phosphatase Sjl2 were not localized in 

distinct patch structures. Instead, Sjl2 appeared as filament-like structures and Prk1 

signals were not associated with any clear pattern. Finally, Rvs167 of the scission module 

was the only protein that retained partial functionality in arp2 cells, as in ~14 % of cases 

Rvs167 showed characteristics similar to WT. Because other components of the scission 

module like Rvs161 were not localized in arp2 cells (data not shown), this suggests that 

scission module function is also heavily affected.  

Besides this analysis that demonstrated that all components examined of the clathrin-

mediated pathway lost either their dynamic behavior or productivity, several additional 

arguments support the idea of clathrin-independent endocytosis in C. albicans. For 

instance, clathrin exists as two populations in arp2 cells. The first clathrin population is 

trapped at the membrane and remains static without clear evidence of recycling or turn 

around, while the second population appears intracellular and is very dynamic, similar to 

the situation in WT cells. This second clathrin population is likely involved in 

intracellular trafficking events and plays essential roles, as deleting clathrin in C. albicans 

results in lethality (Figure S1). If clathrin is involved in Arp2/3-independent endocytosis, 

then clathrin function doesn’t seem necessary at the stage of membrane internalization.  

Another argument for clathrin-independent endocytosis in arp2/3 mutants is that cargo 

such as FM4-64 or LY is correctly localized to the vacuole, but not other organelles. This 

suggests that delivery from the membrane to the target destination is an active process 

and follows a controlled pathway. In agreement with this, we show that one such active 

process for FM4-64 uptake in arp2 cells depends on the actin cytoskeleton. Inhibiting 

actin dynamics with CA completely abolished uptake of FM4-64 in arp2 cells. How 

precisely Arp2/3-independent actin dynamics are involved in this process, how cargo 
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passes the plasma membrane barrier and how the dye is trafficked to the vacuole remains 

to be investigated. Time-lapse movies of FM4-64 uptake suggest that vesicles are not 

involved [279], or if they are, then they might be too faint or small to be detected with 

current imaging techniques.  

Lastly, similar to mammalian cells where clathrin-independent endocytosis is cargo-

specific [270], we found that receptor-mediated endocytosis was not functional without 

Arp2/3 in C. albicans. Both the pheromone receptor Ste2 and the methionine permease 

Mup1 were still present at the membrane in arp2 cells after endocytic stimulation. A 

solid structure in the form of a receptor might need more energy to be internalized and 

therefore depend on both clathrin-supported vesicles as well as Arp2/3-mediated force 

generation.  

Together, these observations demonstrate that Arp2/3-independent endocytosis doesn’t 

rely on the clathrin-mediated endocytic pathway, is cargo specific and actin dependent, 

suggesting that besides CME there are additional endocytic pathways in C. albicans.  

 

 

Arp2/3 function during endocytosis 

 

Several decades of electron and live cell microscopy together with genetic and 

biochemical studies have provided substantial evidence that Arp2/3 functions during 

endocytosis [192,235,236,237,238]. Our studies corroborate this view, as a functional 

clathrin-mediated endocytic pathway strictly depends on Arp2/3-nucleated actin 

polymerization. The reason why CME is not functional and vesicle fission doesn’t occur 

in arp2/3 mutants is likely a result of different modules not being properly assembled at 

sites of endocytosis. Rvs161 and Rvs167 of the scission module, for example, were 

heavily affected with Rvs161 loosing any capacity to localize to the plasma membrane in 

arp2 mutants. Prk1 and Sjl2 localization also strictly depended on Arp2/3 in C. albicans. 

This is similar to budding yeast, where a functional actin cytoskeleton is necessary for 

correct Prk1 and Sjl2 localization [286,287,288], which in the case of Prk1 could directly 

depends on Arp2 and Arc40, two physical interaction partners of the Arp2/3 complex 

[289,290]. Compared to other actin module components like capping or actin filament 
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crosslinking proteins such as Cap1, Cap2, Sac6 and Abp1, Prk1 and Sjl2 are not directly 

involved in actin filament regulation. Both Prk1 and Sjl2 are implicated in patch 

disassembly, Prk1 by phosphorylating coat components including Pan1 [291,292,293], 

and Sjl2 by dephosphorylating PtdIns(4,5)P2 to PtsIns 4-P, thus reducing the affinity of 

certain coat components for vesicle membranes [287,294]. Without these two 

disassembly routes, modules during early stages of endocytosis are not properly recycled, 

thus providing an explanation why components of the early, coat and Myo/WASP 

module are trapped at the plasma membrane in C. albicans arp2 mutants [294]. These 

observations also suggest that besides force generation, Arp2/3-mediated branched actin 

provides spatial and temporal clues and therefore could serve as scaffold to orchestrate 

different proteins during the highly coordinated process of endocytosis. 

 

One important step during clathrin-mediated endocytosis in budding yeast is the 

mechanochemical feedback between membrane curvature and biochemical pathways that 

cooperate to drive endocytosis [278,295]. In this theoretical model, which quantitatively 

recapitulates key features of budding yeast endocytosis and vesicle formation, coat 

proteins first deform the membrane, thus creating shallow dome-shaped invaginations. 

Actin then drives the invagination deeper into the cytoplasm leading to tubule formation. 

The resulting membrane curvature corresponds to the preferred curvature for BAR 

domain proteins (BDP), which subsequently bind and further promote tubule extension 

through their curvature sculpting activity. This leads to an even higher degree of tubule 

curvature and allows PIP2 phosphatases like Sjl2 to access PIP2 at places where BDP is 

not protecting PIP2 from phosphatase activity. This spatial restriction of phosphatase 

activity leads to a lipid phase segregation, which provides an interfacial force to squeeze 

the neck. Squeezing of the neck in turn increases the local curvature, which feeds back to 

more phosphatase activity until enough force is generated to pinch off the vesicle 

[278,295].  

Our data agree with this model in that localization of PIP2 phosphatases, for instance Sjl2, 

to sites of endocytosis is critical for vesicle release. In the absence of arp2, Sjl2 is not 

localized to the plasma membrane and fission does not take place. The data presented 

here also agree well with previous results that have shown that Arp2/3-mediated actin 
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branches together with type I myosin motor activity provide the force for vesicle 

internalization during CME [252,267]. Surprisingly, our results indicate that Arp2/3 is 

not required for membrane invagination per se. Electron microcopy data showed that 

invaginating structures are on average longer in arp2 and arp2/arp3 mutants compared to 

WT cells and that such structures in some cases lost their tubular shape at the neck close 

to the membrane. These data suggest that the Arp2/3-nucleated actin meshwork is not 

primarily involved in creating tubular shapes of invaginating structures, but instead 

indicate that Arp2/3 is required at later stages of endocytosis just before scission takes 

place. Based on these observations, we propose a mechanism in C. albicans that uses the 

force generated by Arp2/3 to squeeze tubular membranes together to help release 

vesicles, instead of using this force for tubule creation or elongation [238,296]. In that 

model, if scission doesn’t take place, invaginating tubules continue to grow, maybe 

through the cell wall that pushes material into the tubules, which leads to wider 

invaginations at the base close to the membrane.  

The cooperative interaction between lipid-phase segregation, Arp2/3-driven force 

generation as well as dynamin-assisted vesicle tabulation is further illustrated in that both 

arp2/3 mutants of C. albicans as well as sjl1sjl2 and vps1 mutants in budding yeast show 

invaginating structures that are at least as long as in the respective WT cells [257,297]. 

Therefore, lipid phase segregation, dynamin-mediated tubulation or Arp2/3-branched 

actin alone is not sufficient to allow vesicle fission to occur, but highlights the complex 

interplay of different players to drive clathrin-mediated endocytosis.  
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Materials and Methods 

 

Movies are accessible at the following webpages (if the link doesn’t work when clicking 

on it in the PDF version, copy and paste it manually in the address bar of the web 

browser. Movies can best be viewed with the QuickTime player): 

  

movie 1 (legends to movies and figures are listed below, starting on page 111) 

http://dl.dropbox.com/u/13736754/movie 1.mov 

 

movie 2: 

http://dl.dropbox.com/u/13736754/Movie 2.mov 

 

movie 3: 

http://dl.dropbox.com/u/13736754/movie 3.mov 

 

 

Strains and media  

 

All strains are derived from SN148 [298], and are listed in table S1 together with primers 

used in this study, which are listed in table S2. Table S1 and S2 can be accessed at the 

following webpage:  

 

http://dl.dropbox.com/u/13736754/table S1 and S2.xlsx 

 

Strain construction followed standard transformation protocols, using homologous 

recombination for genomic marker integration, and selection on synthetic media (s. 

below) that contained the necessary auxotrophic supplements, as described [299]. Correct 

marker insertion was verified by diagnostic PCR [300]. In order to have sufficient 

auxotrophic markers available for subsequent experiments, we first constructed strain 

CaEE341, which served as the arp2 deletion background throughout this study. CaEE341 

was created by deleting the first ARP2 allele as described [279], using LEU2 from 
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Candida maltose as a marker [301]. The second ARP2 allele was deleted with the 

nourseothricin-based approach, using pSFS2A as described [299]. Briefly, 485 bp of 

upstream homologous sequence to ARP2 was amplified with primers oEE166/oEE382 

and cloned in pEE33 [279] between Kpn1/Xho1 sites. This resulted in plasmid pEE59, 

which was digested with Kpn1/SacII prior to transformation.  

In order to create strains with FP fusion constructs, 120-mer oligos were used to amplify 

CaGFP$ [302] or TagRFP-T cassettes and inserted at the 3’ end of the respective open 

reading frame (ORF). For all GFP-tagged strains that we used for quantitative motion 

analysis, the second allele was disrupted, thus leaving only the GFP-tagged version in the 

genome. These GFP-tagged strains didn’t show any significant defects in terms of growth 

rate or morphology, and all GFP-tagged strains created in the WT background formed 

hyphae (data not shown). For colocalization studies using GFP and RFP, we used ABP1 

as a marker to establish spatio-temporal relationships among components in the clathrin-

mediated pathway. To do this, ABP1-TagRFP-T was inserted, while the second ABP1 

allele was still present in those strains.  

In order to fuse STE2 to GFP, we used plasmid pADH-STE2-GFP [303]. STE2 

pheromone receptor internalization was carried out by adding 30 µg/ml of a synthetic 13-

amino-acid version of the !-factor mating pheromone dissolved in 50% methanol (1 

mg/ml). Cells were imaged after 40 minutes of pheromone addition.  

 

Strains were routinely grown in standard YPD media (1% yeast extract, 2% peptone, 2% 

dextrose, supplemented with 50 mg/ml uridine), synthetic complete (SC) media (2% 

dextrose, 6.7% yeast nitrogen base without amino acids, 1.5% of a complete amino acid 

mix, supplemented with 50 mg/ml of each uridine, histidine, leucine and arginine), or 

SC-met media, which is identical to SC media except that SC-met media lacked 

methionine and was adjusted to pH 5.5. Mup1 internalization was induced by adding 20 

µl/ml of methionine to cells grown over night in SC-met media. Because arp2 cells grew 

poorly in SC-met media, we incubated arp2 mutants carrying Mup1-GFP or Mup1-

pHluorin in YPD over night, then diluted cells into fresh SC or SC-met media before 

imaging. Sorbitol was added for 45 minutes in strain CaEE720. For experiments 

involving cytochalasin A (CA), the drug was dissolved to 1 mg/ml in DMSO and stored 
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at -20°C. Cells were grown in SC media for all CA experiments. The FM4-64 uptake was 

done as previously described in SC media [279], except that endocytosis was blocked by 

the addition of sodium azide and sodium fluoride (final concentration 10 mM).  

 

 

Plasmids 

 

Plasmid pFA-TagRFP-T-URA3 (pEE101) for use in C. albicans was constructed in the 

following way. The TagRFP-T sequence [304] was first codon-optimized for C. albicans 

by changing all CUG codons to TTG, which is the most frequently used Candida codon 

for leucine [305], and then synthesized by GeneScript Inc. This resulted in plasmid 

pUC57-TagRFP-T. Primers oEE613/oEE614B were used to amplify the TagRFP-T 

sequence and clone into plasmid pFA-GFP-URA3 [301] between Pst1/Asc1, thereby 

replacing GFP with TagRFP-T and conserving the S1-GFP and S2 annealing sites used 

for plasmid amplification in the pFA-modules [301].  

The LIFEACT-GFP plasmid (pEE113) was constructed by amplifying the CaGFP$ 

sequence [302] with primers oEE653/oEE663 and cloned between Pst1/Spe1 sites in 

pFA-GFP-URA3 [301]. Primer oEE653 contains the first 51 amino acids from the S. 

cerevisiae ABP140, which is sufficient for actin binding [211]. Primers oEE653 and 

oEE663 also contain 100 bp of homology to up- and downstream regions of Act1, which 

are used to insert pEE113 at the actin locus. Prior to transformation, pEE113 was 

digested with Pst1/Spe1. 

The pH-sensitive GFP variant, pHluorin, was created based on the superecliptic 
pHluorin sequence [306]. In order to do this, the QuickChange Multi Site-Directed 

Mutagenesis kit (Agilent Technologies) was used to exchange the following sites in 

CaGFP$ [302]: S147D, N149Q, S202F, Q204T, A206T, Q80R, T167I, S175G, using 

primers oEE622/oEE623 and oEE680/oEE681/oEE682. This resulted in plasmid 

pCaEE114.  

Overexpression of RHO1 was achieved using the actin promoter from pACT1 [307] 

fused to the Rho1 coding sequence, resulting in plasmid pACT1-RHO1 where the Rho1 

sequence was amplified with primers oEE705/oEE723 and inserted between the 
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HindIII/XmaI sites. pACT1-RHO1 was digested with StuI and inserted at the RPS1 locus. 

Rho1 overexpression was confirmed by real-time quantitative PCR as described [120], 

using as reference the coding sequence for constitutively expressed C. albicans snoRNAs 

(primers pAsCaSnoR46F1 and pAsCaSnoR46R1) [120]. All plasmids created in this 

study were verified by sequencing.  

 

 

Fluorescence microscopy  

 

Cells were grown to log phase in SC or SC-met media, gently concentrated and applied 

on pre-cleaned slides, which were covered with coverslips. Slide cleaning was done as 

described [308]. Cells were grown at 30° for widefield microscopy and at room 

temperature for confocal microscopy. For widefield microscopy, an inverted Leica 

DMIRE2 microscope with a 100x immersion oil objective and a 10x projection lens was 

used. Images were acquired using OpenLab (version 5.5.0). For confocal microscopy, 

image data was collected using a customized WaveFX spinning disk confocal microscope 

(Quorum Technologies) built on a Leica DM6000 inverted body, with a 100X 1.46 NA 

plan-apochromat objective, piezo stage (ASI) and DAQ control board, laser merge 

module (Spectral), 493 and 561 nm solid state lasers (Coherent) and a water cooled bt-

EMCCD camera with photon counting enabled (Hamamatsu). MetaMorph (version 

7.7.3.0.) was used for image acquisition. Data was collected in two ways, either in one 

medial focal plane with 50 to 200 ms exposure time at intervals of 50 ms to 1 second for 

a duration of 2 to 6 minutes, or as stacks (200 nm z steps in 20 focal planes) with a 

capture time of ~2.5 sec/stack and intervals of ~2.5 to 3 seconds for 2 to 6 minutes. 

Strains carrying the LIFEACT probe were imaged using MetaMorph’s stream function 

for time and stack. Between 20 and 120 tracks were analyzed for every component of the 

clathrin-mediated pathway.  

TIRF microscopy was done using a Zeiss Axiovert Z1 microscope chassis, 100x 1.45 NA 

Plan-apo-chromat objective lens, and the Zeiss TIRF III slider. Diode-pumped solid-state 

lasers (Cobolt Jive, Cobolt Calypso) were coupled to fiber-optic cables in free space and 

introduced into the Zeiss slider. Images were recorded using an Andor iXon+ DV-897 
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EMCCD camera and MetaMorph software.  

 

 

Image analysis 

 

Quantitative motion analysis of patch dynamics was done using Imaris x64 (version 

7.2.3) developed by Bitplane AG. Briefly, the spot detection algorithm in Imaris was 

used to measure spot dynamics over time by setting the estimated diameter to 0.35 µm 

with background subtraction selected. The quality attribute in the filter type setting was 

manually used to set signal threshold in order to distinguish background from patch 

signals. The autoregressive motion algorithm was used with parameters set between 0.5 

and 0.1 micrometer for Max Distance and the Max Gap Size option was set between 1 

and 3. All tracks created this way were visually inspected and had to satisfy the following 

criteria: (1) the patch was initially present at the cell cortex, (2) the patch was clearly 

distinguishable from other patches, i.e. didn’t merge with another patch, and (3) the entire 

lifetime from patch appearance to disappearance was recorded. The last criterion didn’t 

apply to arp2 cells, as patches often didn’t disappear. Statistics in the form of mean 

square displacement (MSD), track duration as well as track displacement length were 

exported into Excel, which was used to create graphs. MSD plots for WT cells were 

truncated when 50% of the patches have disappeared, thus representing the median 

lifetime, or in the case of arp2 cells, MSD plots represent the first 70 seconds of analysis. 

Cells leaving origin was defined as signals that either moved more than 100 nm from 

where they were first detected (applied for the actin module) or signals that disappeared 

(applied for the early, coat, Myo/WASP and scission modules).  

 

 

Electron microscopy 

Samples used for transmission electron microcopy (TEM) were processed according to 

standard techniques as described [303]. Briefly, samples were fixed with 3% electron 

microscopy (EM) grade glutaraldehyde in 1x sodium cacodylate buffer (pH 7.4) at room 

temperature. After fixation, samples were washed in buffer and resuspended in an 
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aqueous 4% permanganate solution, washed, stained with uranyl acetate, dehydrated 

through a graded series of ethyl alcohol and embedded in Epon resin. Ultrathin sections 

of 80 nm were cut with a Reichert-Jung (Heidelberg, Germany) UltracutE 

ultramicrotome, placed on formvar-coated slot copper grids and viewed with a FEI 

Tecnai12 BioTwinG2 electron microscope (Eindhoven, The Netherlands). Digital images 

were acquired with an AMT XR-60 CCD Digital Camera System. The TEM analyses 

were carried out at Stony Brook University at the Microscopy Imaging Center. 
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Figure 1. Receptor-mediated endocytosis is not functional without Arp2/3 

(A) Internalization of the Ste2 pheromone receptor was assayed after 40 minutes 

incubation in the presence of !-factor pheromone. This results in dominant vacuolar 

accumulation of Ste2-GFP in WT cells with some signals visible as vesicles trafficking 

en route to the vacuole. In arp2 cells, no strong vacuolar signal or moving vesicles were 

observed. (B) Mup1 internalization was stimulated by the addition of methionine. Mup1-

GFP signal disappeared in WT cells at the plasma membrane, but was still visible in arp2 

cells (right). When Mup1 was coupled to the pH-sensitive GFP variant, pHluorin, the 

Mup1-pHluorin signal almost completely disappeared in WT cells upon addition of 

methionine, while Mup1-pHluorin was still observed in arp2 cells that carried a Rho1 

overexpression and were treated with sorbitol (left). Bar = 10 µm.  

 

Figure 2. The clathrin-mediated pathway is heavily affected in arp2 cells 

Dynamics of GFP-tagged components at every stage of the clathrin-mediated pathway 

were recorded in live cells by spinning disc confocal microscopy and quantitatively 

analyzed. Recorded displacement data of individual patches were aligned at the start of 

their lifetime and then averaged. MSD plots for WT cells were truncated at the time when 

50% of spots have disappeared, corresponding to the median lifetime. For mutant cells, 

MSD plots represent the first 70 seconds of recording. Components of the early (A), coat 

(B), Myo/WASP (C), actin (D) and scission (E) module show dynamic behavior in WT 

cells. In arp2 cells, early, coat and Myo/WASP components lost dynamics and remained 

static at the plasma membrane, while some actin module as well as scission module 

components retained partial dynamics in arp2 mutants. Prk1 and Sjl2 didn’t localize to 

any clear patch structures and dynamics could therefore not be quantitatively analyzed. 

WT is in blue, arp2 cells in red. MSD plots correspond to mean ± SEM. 

 

Figure 3. Arp2/3 is required for productive functioning of the clathrin-mediated 

pathway 

Live cell imaging data were analyzed for three additional quantitative elements to 

demonstrate that the clathrin-mediated pathway becomes non-productive without Arp2/3. 

(A) Percent of patches leaving the origin was defined in two ways; patches that 
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disappeared (applied for the early, coat, Myo/WASP and scission modules) and patches 

that moved more than 100 nm from sites of first detection (applied for the actin module). 

In a few cases, Pan1 and End3 patches disappeared in arp2 cells, which likely 

corresponds to patches moving out of the focal plane. (B) Track displacement length 

measures the distance between first and last patch detection. (C) Track duration refers to 

how long a patch was observed over a two-minute period. In the case of clathrin, movies 

were acquired for 6 minutes. All graphs correspond to mean ± SD.  

 

Figure 4. Actin dynamics are not affected without Arp2/3 function 

LIFEACT-GFP was used to visualize actin dynamics and showed that the rate of actin 

filament elongation was not affected in arp2 cells. Two populations of actin filaments 

observed in WT and arp2 cells are illustrated by arrowheads (first image in the time 

series) and arrows (subsequent images).   

 

Figure 5. FM4-64 endocytosis is actin dependent in arp2 mutants  

(A) Top; schematic representation of the experimental setup. Cells were treated with 10 

µg/ml CA or DMSO for 3 minutes, at which time LIFEACT-GFP signals were assessed. 

Only arp2 cells completely lost LIFEACT-GFP signals (left). In a second experiment, 

arp2 cells were treated with 10 µg/ml CA for 3 minutes, FM4-64 was added at 20 µg/ml 

for 5 minutes, unbound dye was washed away and cells were chased for another 20 

minutes to allow dye internalization. During this 30 minutes procedure, either DMSO or 

CA was present in the corresponding solutions. Endocytosis was blocked after 30 

minutes by adding sodium azide and sodium fluoride and arp2 cells were assessed for 

endocytic capacity (right). (B) Two control experiments demonstrating that treating arp2 

cells for 30 minutes with CA doesn’t significantly reduce viability (left), and blocking 

actin dynamics with CA is reversible with cells recovering almost completely after 24 

hours of washing CA away (right). The bottom represents the schematic setup of the 

experiment in B. All experiments were done with arp2 mutants, expect the left figure in 

part A.  

 

Figure 6. Invaginating tubules form independently of the Arp2/3 complex 
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(A) Transmission electron microscopy showed that on average invaginating tubules are 

significantly longer in WT and revertant strains compared to arp2 and arp2/arp3 

mutants. Statistical significance was assessed using the students’ t-test. (B) Invaginating 

diameters at the membrane does not exceed 100 nm in WT and revertant cells, while in 

arp2 and arp2/arp3 mutants invagination diameters were larger than 100 nm in up to 

28% (arp2) or 24% (arp2/arp3) of cases. (C) Examples of invaginating tubules. Bar 

equals 100 nm.  

 

Figure S1. Clathrin is essential for survival in C. albicans  

Conditional mutants of clathrin heavy chain (chc1/tetO-CHC1) or light chain (clc1/tetO-

CLC1) were created using a tetracycline-regulatable cassette (tetO) [309]. Cells were 

grown for 4 days on SC media, which allows growth, or on SC media containing 100 

µg/ml of tetracycline, which turns off the respective promoter. Growth of clc1/tetO-CLC1 

was severely affected on repressing conditions and no single colony of chc1/tetO-CHC1 

was observed. Two independently derived isolates were tested for clc1/tetO-CLC1.  

 

Movie 1. Summary of dynamic behavior of GFP-tagged components in the clathrin-

mediated pathway. Images were acquired by spinning disc confocal microscopy for at 

least two minutes in one single medial focal plane. Components in the pathway are 

grouped into modules.  

 

Movie 2. Clathrin remains static at the plasma membrane in arp2 cells. WT and arp2 

cells carrying Clc1-GFP were imaged by TIRF microscopy for 6 minutes. In WT cells, 

clathrin frequently appears and disappears from the membrane, while in arp2 cells, most 

clathrin signals remained static at the membrane.  

 

Movie 3. Actin dynamics in the absence of Arp2/3. LIFEACT coupled to GFP was 

used to visualize actin dynamics in living cells. Spinning disc confocal images acquired 

over 4 minutes in one single medial focal plane show two populations of actin both in 

WT and arp2 cells. See figure 4 and description in the text for details.  
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Figure 1. Receptor-mediated endocytosis is not functional without Arp2/3 
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Figure 2. The clathrin-mediated pathway is heavily affected in arp2 cells 

 

 
 

 



  
 
116 

Figure 3. Arp2/3 is required for productive functioning of the clathrin-mediated 

pathway 
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Figure 4. Actin filament elongation rate is not affected by the absence of Arp2/3 

function 

 

 
 



  
 
118 

Figure 5. FM4-64 endocytosis is actin dependent in arp2 mutants  
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Figure 6. Invaginating tubules form independently of Arp2/3  
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Figure S1. Clathrin is essential for survival in C. albicans  
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Chapter  
VI 

 

VI. Conclusions 
 

 

 The excitement and beauty of large-scale genetic screens is that the hits are hard 

to predict. Consequently, although such screens often reveal anticipated results and 

thereby confirm what we know, some of the genes are surprising and therefore could 

reorient the direction for future research. In this thesis, I have presented two genome wide 

screens looking at two important features that contribute to the reputation of C. albicans 

as a human fungal pathogen, drug resistance and morphology. The first screen addressed 

drug resistance with the aim of identifying new drug targets and was based on the 

surrogate model S. cerevisiae, while the second screen focused on morphology directly in 

C. albicans, aiming at identifying genes involved in virulence. Both screens confirmed 

previous results, but more importantly, the two screens have each revealed some 

unexpected hits that were exciting to investigate further. In this last, partly philosophical 

chapter of the thesis, I will reflect on some of our main findings and provide my views of 

the significance of those results.  

 

 

 VI.1. Candida albicans – good or bad? 
 

 When scientists talk about C. albicans they often refer to it as ‘the human fungal 

pathogen Candida albicans’. This has probably to do with the hope that pointing out how 

this organism affects society and human health in grant proposals increases chances of 

getting funding for a basic research program. On the other side, criminalizing this fungus 

as notoriously bad reflects only one side of the coin. While we have a good idea in which 

cases C. albicans becomes problematic (s. chapter I.1), our knowledge what C. albicans 

does in healthy individuals remains poorly understood. Why do we have C. albicans as a 
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commensal to start with, what is its biological role in healthy individuals? The fact that 

evolution has not selected against a commensal relationship between C. albicans and the 

human host provides a strong argument that there must be some benefit of keeping this 

fungus around. But what might these benefits be? Answering this question is very 

challenging and might not result in a complete answer anytime soon, because the 

‘perfect’ experiment that could address this issue faces ethical restrictions. This 

experiment would rely on healthy human volunteers that have naturally established a 

commensal relationship with C. albicans. The goal of such an experiment would be to 

compare the overall health, blood pressure, weight, microbial flora etc. of these subjects 

at the beginning of the experiment and after C. albicans has been eliminated, for instance 

by chemical treatment. Of course, such treatments would have to impact only the fungus, 

but not other microorganisms or even host cells.  

 Fortunately, the creative scientist, driven by curiosity and a thirst for knowledge, 

has quickly adapted to such ethical limitations and substituted the human host with 

ethically less challenging models in mice and rats [310,311], as well as non-mammalian 

vertebrate (zebrafish, Danio rerio) [312] and invertebrate models (Caenorhabditis 

elegans, Drosophila melanogaster, Galleria mellonella) [313,314,315]. Using a variety 

of these models, some common principles have emerged as to what C. albicans does in 

the host. One of those emerging views is that there is extensive crosstalk between 

microbes. For instance, bacteria can physically associate with fungal cells [316,317], 

form biofilms on fungal hyphae [318], or form mixed bacterial-fungal biofilms on host 

surfaces [319]. Secreted molecules that often mediate quorum-sensing in single-species 

communities have also been shown to influence polymicrobial communities; for example 

bacterial quorum-sensing molecules can influence morphology in C. albicans or even kill 

the fungus [320,321,322,323,324]. Similarly, C. albicans can influence bacterial behavior 

through secreted factors like farnesol and other, yet unknown factors that result in altered 

bacterial swarming motility and biofilm formation [324,325,326]. Farnesol has also been 

demonstrated to reduce the production of the virulence factor pyocyanin in Pseudomonas 

spp. [325], inhibit the viability of Acinetobacter baumannii (a bacterium causing 

ventilator-associated pneumonia) [313], and increase the susceptibility of Escherichia 

coli and Staphylococcus aureus to antibacterials [327,328].  



  
 
123 

 There is also extensive crosstalk between microbes and the immune system. For 

example, scientists have shown that challenging mice with C. albicans and/or 

pseudomonal lysates resulted in different immune responses [329]. Exposure of mice to 

C. albicans lysates led to mucus production and an increase in T helper 2 (TH2) cell 

cytokines, whereas exposure to pseudomonal lysates didn’t lead to mucus production and 

produced TH1 helper cytokines. Given such examples of extensive crosstalk between 

microbes and the immune system, we can speculate that humans maintain such a rich 

microbial population including C. albicans in order to keep the immune system 

stimulated and in shape. The ‘hygiene hypothesis’, for instance, supports this view, as a 

more hygienic environment in which there is less microbial stimulation could lead to 

increased risks to atopic diseases like asthma, eczema or hay fever [330,331,332,333] 

 Taken together, as we are beginning to understand the complex crosstalk 

between different microbes and the immune system, it is becoming evident that 

eliminating C. albicans from healthy individuals could be dangerous, but also illustrates 

how limited our knowledge is in regards to what C. albicans does as a commensal.  

   

 

 VI.2. The “Holy Grail” of antifungal drug therapy 
 
 Despite some possible advantages that C. albicans offers its human host, there 

are situations when therapeutic interventions are required to limit fungal growth. As 

outlined in chapter I.2, several therapy options exist. Unfortunately, most of the currently 

used clinical drugs show either a limited antifungal spectrum or considerable side effects 

to the host. Moreover, existing drugs face limitations in that at least one resistance 

mechanism has been described for all 5 classes of existing drugs (see chapter I.3). This is 

a significant problem that results in increased mortality and treatment-related economic 

costs. Another significant complication is that by inhibiting growth of a targeted microbe, 

benign members of the human microbiome could also be affected. Clearly, current 

therapies only insufficiently address these issues and therefore new therapeutic 

approaches are needed. 

 The first step to do this could be identifying new drug targets. We reasoned that 
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a genetic screen could do that job. Since genomic tools are not as advanced in C. albicans 

as they are in other fungi like S. cerevisiae or S. pombe (s. chapter I.4), we decided to rely 

on budding yeast and its collection of deletion mutants. That library contains single 

knockout strains for every non-essential gene. Using this tool, we started with the idea 

that any budding yeast mutant that cannot survive a treatment with the normally 

fungistatic drug FCZ reveals a new drug target. If one then finds a drug that targets the 

deleted gene in this mutant and combines the new drug with FCZ, the combination would 

be expected to mimic the lethal drug-mutant phenotype and result in lethality against WT 

cells.  

 Our published work in chapter II summarized this screen, which resulted in 22 S. 

cerevisiae mutants that cannot survive a FCZ treatment. The next step on the long road 

towards a new drug therapy was then to knock out the homologous genes in C. albicans, 

and test those mutants for FCZ sensitivity. Surprisingly, although many of the 22 C. 

albicans mutants showed increased sensitivity to FCZ, only one mutant mirrored a robust 

FCZ fungicidal phenotype as predicted from S. cerevisiae. This hit, AGE3, which 

encodes for an ADP-ribosylation factor GTPase activating effector protein (ARF GAP), 

was a surprise in that it couldn’t be linked to any known drug resistance mechanisms like 

drug pumps or the ergosterol pathway and therefore represented a new drug target [334]. 

Excited about this result, I looked for drugs that would directly target AGE3. Because I 

couldn’t find such a drug based on extensive literature reviews, I reasoned that any drug 

that inhibits the process AGE3 is involved in could potentially suffice. Fortunately, BFA 

is such a drug. When I combined FCZ with BFA, I recorded one of the most exciting 

results that I obtained during my graduate student experience; the FCZ/BFA combination 

resulted in a potent fungicidal synergy not only in C. albicans WT cells, but also against 

various drug resistant clinical isolates and other non-albicans fungal pathogens (s. 

chapter III). These in vitro results clearly demonstrate the potency and wide applicability 

of the FCZ/BFA combination. Encouraged by these positive outcomes, I next wanted to 

know whether FCZ/BFA would work in vivo. Although our in vivo results confirmed that 

AGE3 is a good drug target, the FCZ/BFA combination didn’t improve survival of mice 

challenged with C. albicans WT cells. One speculation for this outcome is that the host 

system rapidly eliminates BFA and thus the FCZ/BFA combination isn’t acting long 
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enough to kill fungal cells. This view is supported by pharmacodynamic studies 

demonstrating that BFA is eliminated within minutes after administration, potentially 

through the host glutathione S-transferase system [335,336]. 

 Together, our published reverse genetic strategy successfully led to the 

identification of a new drug target, but also highlighted that BFA is not an ideal candidate 

for in vivo use.  

 

 How could we improve the FCZ/BFA synergy? The FCZ/BFA combination 

satisfied one of two criteria that would qualify for the title ‘Holy Grail of antifungal 

therapy’. The first criterion is that the therapy must attack a process that is essential for 

fungal survival (the FCZ/BFA combination did that), and the second criterion is that the 

treatment must be safe and doesn’t attack the host (BFA is not safe for human use). In an 

attempt to satisfy the second criterion, one could replace BFA with a fungal specific drug 

that doesn’t influence the mammalian ARF cycling process. This approach could be 

challenging, however, because AGE3 and other proteins that are tightly linked to AGE3’s 

function like ARFs or ARF GEFs, are highly conserved. An alternative approach towards 

the Holy Grail therapy could be to elucidate why AGE3 is important for drug resistance 

by identifying the downstream effector protein that mediates the drug phenotype, and 

then target that protein for combination therapy. This strategy might also be challenging 

because AGE3 is not involved in a single process. Simply speaking, AGE3’s role relates 

to vesicle transport between the ER-Golgi, Golgi-membrane as well as from the 

membrane to endosomes [337,338,339]. Therefore, the reason why age3 mutants are 

drug sensitive might be related to more than one protein that are either not trafficking 

correctly through the secretion pathway or are not properly recycled from the plasma 

membrane.  

 Yet another route towards the Holy Grail could be to go back to S. cerevisiae 

and perform a suppressor screen by asking which gene, when overexpressed, suppresses 

age3’s drug sensitivity. Such a screen might reveal fungal specific drug targets, but is 

also limited in case there is more than one gene responsible for AGE3’s drug phenotype. 

 Finally, given that this initial drug identification screen failed at the stage of 

translating promising in vitro results to the mouse model, setting up a new drug program 
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could begin directly at this critical stage. Several in vivo C. albicans infection models 

have been developed that would allow high throughput screening for drug synergies, for 

example by incubating C. elegans with C. albicans and than asking which drug 

combination eliminates the fungus but still allows the worm to live [340].  

 

 

 VI.3. Forward genetics and the hunt for new virulence genes  
 

 Finding the “Holy Grail” of antifungal drug therapy represents one way to get a 

grip on fungal infections. Another route towards improved therapy options is by first 

understanding the biology behind the infection. In other words, what makes a fungus 

pathogenic and what are the virulence factors? Morphological adaptation to 

environmental signals is such a virulence attribute of C. albicans (s. chapter IV.1). As 

demonstrated above, surrogate models can provide useful information for a process under 

investigation in the target organism, but this strategy is limited when looking at 

morphology, as true hyphal formation is not observed in S. cerevisiae.  I was therefore 

curious to investigate genetic approaches that would allow screening for genes that are 

involved in the yeast-to-hyphae switch directly in the pathogen. This would ideally be 

done with a deletion library that represents single-knock out mutants of every non-

essential gene. Unfortunately, such a resource is not available in C. albicans, but would 

clearly be desirable. To maximize chances of identifying new genes involved in 

regulating morphology, any alternative screening technique would have to meet the 

following three criteria; the screen should be on a genome-wide scale, it should be 

unbiased and should result in complete gene inactivation.  

 The UAU1 technique (s. chapter I.4.2) satisfies these 3 criteria. I therefore 

selected this approach and created about 5000 mutants and screened them for different 

phenotypes (s. our published original research in chapter IV.2). As proof-of-concept, I 

was first interested in finding auxotrophic mutants and identified a trp1 mutant. I then 

screened for mutants that result in FCZ sensitivity, but was unable to recover any robust 

hits (data not shown). At the same time, I was looking for mutants that are deficient in the 

yeast-to-hyphal transition. This identified two genes or processes that have previously 
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been linked to hyphal development (CDC39 and VPS52) [143,341], as well as one gene 

that has not been linked to morphology in C. albicans, ARP2. Deletion mutants of ARP2, 

ARP3 as well as a double arp2/arp3 mutant were unable to form hyphae under all 

conditions tested and the arp2 mutant was avirulent in a mouse systemic infection model. 

Taken together, this forward genetic screen successfully identified new genes involved in 

the yeast-to-hyphal switch and virulence. 

 

 Why is the yeast-to-hyphal switch critical for virulence? One current view is that 

while the yeast form contributes to the dissemination in the host, the hyphal form plays a 

role during organ colonization, facilitates tissue penetration and escape after host cell 

internalization [131,342]. Both the yeast and the hyphal form of C. albicans are important 

for virulence as mutants locked in either morphology become avirulent [343]. This 

suggests that elements of both growth forms are contributing cooperatively to virulence. 

Curiously, in contrast to C. albicans, where the filamentous form is induced once the 

fungus enters in contact with the host, most other pathogenic dimorphic fungi exist as 

non-pathogenic hyphal forms in the environment and transition into the pathogenic yeast 

form when in contact with the host. For example, Histoplasma capsulatum naturally 

grows in the filamentous form in the soil, but after humans have inhaled conidia 

(aerosolized spores), H. capsulatum transitions into the pathogenic yeast form, maybe to 

hide from host immune cells such as neutrophils, monocytes and macrophages [344]. 

Locking H. capsulatum in the hyphal from prevents virulence [345]. Other dimorphic 

fungi of the ascomycete phylum like Blastomyces dermatitidis, Coccidioides immitis, 

Paracoccidioides brasiliensis, Sporothrix schenkii and Penicillium marnefiii similarly 

exist as non-pathogenic filamentous forms in the soil and transition into the pathogenic 

yeast form when inhaled by humans and other mammalian hosts. Other fungi like 

Cryptococcus spp. require the filamentous form for production of spores that are either 

directly inhaled by humans or first germinate to from yeast-like cells, which can also be 

inhaled and cause disease [346]. Finally, the dimorphic plant pathogen Ustilago maydis 

from the basidiomycota phylum can grow as yeast, but successful plant infection requires 

the filamentous form [347]. Yet other plant and human fungal pathogens like A. 

fumigatus are strictly filamentous, but are still able to subvert host defenses and cause 
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disease.  

 Together, these examples illustrate that there is no universal rule, for example 

that yeast are pathogenic and hyphae are not, but instead exemplify the variety of 

mechanisms that fungi use to succeed as pathogens and thus support the idea that 

strategies for fungal pathogenesis have evolved repeatedly and independently throughout 

the fungal kingdom [343].  

 

 Another question in the field regarding C. albicans morphology is whether 

pseudohyphae are an intermediate state between yeast and hyphae or whether 

pseudohyphae represent a distinct morphological form [348]. This question has been 

addressed in a recent study that used regulated expression of a transcription factor, 

UME6, which regulates the yeast to hyphal switch [349]. In the absence of any hyphal 

inducting cues, C. albicans cells grew as yeast when UME6 expression was not induced 

and as hyphae when UME6 expression was induced. Intermediate expression levels 

resulted in a third state – pseudohyphae. Increasing UME6 expression from the 

pseudohyphae state gave rise to a mix of pseudohyphae and hyphae. When cells were 

first allowed to grow as hyphae and UME6 expression was then turned off, pseudohyphae 

formed within 3h and yeast cells were observed at 7h. Thus, the filamentous program can 

reversibly be invoked in a gradual fashion, providing evidence that pseudohyphae are an 

intermediate morphological form in C. albicans [348]. Despite these data, some 

observations remain that are not consistent with this simplified model of pseudohyphae 

being an intermediate state [155]. For example, differences in terms of the mechanism of 

polarized growth, cell cycle organization as well as hydrolysis of the primary septum 

after cytokinesis all suggest that pseudohyphae are more similar to yeast than hyphal cells 

[350]. As well, yeast and pseudohyphae possess a structure termed polarisome (a protein 

complex at the growing bud tip responsible for nucleating filamentous actin needed for 

delivering secretory vesicles to the tip), while hyphal cells have a polarisome and a 

spitzenkörper (a structure located near the growing hyphal tip that is rich in secretory 

vesicles) [351]. Therefore, while argument exist that support both sides of pseudohyphae 

being an intermediate vs transient state, additional experiments are required to settle this 

debate.  
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 VI.4. The beauty and the beast of genetic screening 
 

 The finding that ARP2 was not required for survival in C. albicans was 

surprising, as the Arp2/3 complex performs functions that are highly essential for 

survival in many organisms (s. chapter V). If it had not been through forward genetic 

screening, we might not have gained this knowledge in C. albicans. Thus, one beauty of 

forward genetic screening is that we ended up with a gene that is surprisingly not 

essential and now provides the advantage of studying related functions in a viable 

deletion mutant. The flipside, or the ‘beast’ of this result, is that we face the daunting 

question ‘why is Arp2/3 not essential in C. albicans?’ 

 

 Stepping back and looking at the evidence of essentiality in one model fungus, 

S. cerevisiae, it turns out that viable Arp2/3 complex mutants exist, but that almost all of 

these mutants show severe growth defects [352]. Six of the seven subunits have been 

successfully deleted, ARC40 being the only ‘truly’ essential gene in that study [352]. 

Tetrad analysis of diploid strains carrying a disruption of one of the 7 subunits revealed 

that the frequency of viable spores varied between mutants and was 11%, 16%, 0%, 

2.5%, 52%, 88%, or 11% for ARP2, ARP3, ARC40, ARC35, ARC19, ARC18, and ARC15 

respectively. Most viable mutants grew poorly with doubling times of 7-9h compared to 

2-3h for WT or arc18 mutants. The question of essentiality is difficult to answer by these 

initial studies, but in the best case suggest that deletion of most Arp2/3 complex subunits 

results in serious growth defects while ARC18 might have Arp2/3-unrelated functions. 

Later on, other scientists independently attempted to reconstruct Arp2/3 mutants, but 

were not successful even when using the same strain background as the first study had 

used [353]. Today, the general perception in the field is that Arp2/3 performs functions 

that are essential for survival in S. cerevisiae. 

  

 Arp2/3 mutants in C. albicans show some morphological and cell wall related 
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phenotypes, but grow relatively well with doubling times only slightly increased from 

around 110 min for WT to about 130 min in arp2 or arp3 mutants (s. chapter IV.2). So 

why is Arp2/3 so dispensable in C. albicans? One way to answer this is by realizing that 

Arp2/3’s essentiality is condition dependent. When grown in an artificial environment in 

the lab, this fungus doesn’t need Arp2/3 for survival, but when grown in its natural 

habitat in the host, Arp2/3 becomes essential. Therefore, the identification of arp2 

mutants in our forward genetics screen might have been favored by using the right 

conditions to allow growth without Arp2/3’s function. A similar conclusion has been 

drawn by Winter and colleagues who first published a report that showed that ARP3 is 

essential in budding yeast, but 2 years later the same authors reported that they had 

obtained viable arp3 cells [352,354]. They explain this difference by media conditions, 

where slight caramelization of the sugar results in cells death, whereas no caramelization 

of the media allowed isolation of viable spores.  

  

 While defects in the yeast-to-hyphae transition might explain why C. albicans 

arp2/3 mutants are avirulent and therefore why Arp2/3 is essential in vivo, it is more 

difficult to speculate why Arp2/3 is not essential in vitro. Genome-wide transcriptional 

profiling showed that arp2 mutants have significantly elevated expression of many actin 

related genes, such as actin bundling proteins Abp1 and Sac6 as well as other proteins 

involved in actin regulation (e.g. type I myosin Myo5, cofilin, the amphiphysin Rvs161, 

and other regulators of morphology such as Rga2, a GAP for the polarity-establishment 

protein Cdc42). This suggests that arp2 cells might compensate for defect in Arp2/3 

functions by using other parts of the actin cytoskeleton like actin filaments to perform 

processes essential for survival.  

 

 Why is Arp2/3 not needed for endocytosis? Our studies showed that in C. 

albicans arp2/3 mutants could still endocytose bulk-membrane lipids (FM4-64) and a 

fluid marker (LY) (s. chapter IV.2). These initial observations were unexpected because 

live cell imaging has demonstrated that actin patches are sites of endocytosis and that 

these patches are being simultaneously internalized together with cargos like FM4-64 or 

fluorescently labeled !-factor pheromone in S. cerevisiae [252,253]. This has led to the 
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model of how clathrin-mediated endocytosis works, resulting in a pathway where 

different protein modules cooperate to drive vesicle internalization (s. Figure 2). Given 

that the clathrin-mediated endocytic (CME) pathway is the only well described endocytic 

route in fungal cells, I decided to investigate the CME pathway in C. albicans and test its 

functionality in arp2/3 mutants (s. chapter V.2). To do this, I analyzed the behavior of 

every stage of the CME pathway by live cell fluorescent microcopy of GFP-tagged 

proteins and quantitative motion analysis. This analysis showed that in C. albicans WT 

cells the CME pathway has a similar structure compared to other fungal species. All 

proteins examined had spatio-temporal behavior that was predicted from other systems, 

thus demonstrating that the CME pathway is conserved in C. albicans. In arp2 mutants, 

on the other hand, every component examined had major defects. Collectively, these data 

show that the clathrin-mediated pathway is non-functional in the absence of Arp2/3 and 

therefore suggest alternative endocytotic routes exist in C. albicans (s. chapter V.2).  

  

 How does Arp2/3-independent endocytosis work? There are several arguments 

that suggest that Arp2/3-independent endocytosis is an active process; First, chemical 

inhibition of actin dynamics abrogated FM4-64 uptake in arp2 cells, and second, FM4-64 

is selectively localized only to the vacuolar membranes, but not other organelles. We can 

speculate that if the FM4-64 cargo traffics by vesicles, then these structures might be 

either too small or too faint to be visualized by our microscopy techniques. Alternatively, 

we can think of mechanisms that help the cargo cross the plasma membrane, for example 

with the help of flippases. Once across the membrane, the cargo might fuse directly with 

the vacuole. This is supported by live cell imaging data showing that vacuoles are very 

mobile in C. albicans and often appear to be in close proximity to the plasma membrane 

(s. movies in chapter IV.2, available at: 

http://onlinelibrary.wiley.com/doi/10.1111/j.1365-2958.2009.07038.x/suppinfo). If 

flippases are involved in Arp2/3-independent endocytosis, maybe such a mechanism has 

evolved in the pathogen in order to survive drug treatments. Jia and colleagues have 

shown that flippases like Rta2 are involved in drug resistance [355,356]. The authors 

showed that deleting Rta2 resulted in increased azole susceptibility, while overexpression 

of Rta2 in a strain that lacks all three major drug pumps, CDR1, CDR2 and MDR1, 
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conferred azole resistance. They also showed that export rate of some sphingolipids was 

decreased in rta2 mutants. The notion that C. albicans has adapted mechanisms that 

evolved to overcome drug resistance, is also supported by the observation that drug 

pumps like CDR1 and CDR2 are involved in translocation of a second major lipid found 

in eukaryotic membranes, phospholipids [357]. Although it is not clear how lipids are 

transported across the plasma membrane or how the fluid phase marker LY is 

endocytosed in arp2/3 mutants of C. albicans, it remains possible that this fungus 

adapted mechanisms initially involved in drug resistance to endocytose or exocytose 

defective lipids or cell wall components in an Arp2/3-independent fashion.  

 

 Together, while our studies have provided evidence for CME-independent 

endocytic pathways in fungal cells, how exactly this process works and whether this 

mechanism is C. albicans specific, remains an interesting area of future research. I could 

suggest that our initial studies can contribute to the start of a mini-scientific-revolution 

similar to the situation when scientists discovered that in mammalian systems, 

endocytosis does not need clathrin, which led to the identification of many clathrin-

independent endocytic pathways.  

 

 

 



  
 
133 

VII. Appendix 
 

  During the course of my PhD work, I have contributed to several publications as 

a co-author. However, because the topics of those publications were not directly aligned 

with the main themes of my thesis, I consider mentioning the 5 co-authored publications 

in the appendix as appropriate. My contribution to these papers was that I performed all 

in vivo mouse studies, where we injected different C. albicans strains directly into the 

blood stream of either WT mice (B6) or immunocompromised A/J mice. The goal of 

these studies was to evaluate the pathogenicity of various C. albicans mutants that other 

lab members had created. Finally, in one publication (chapter VII.2.), I contributed by 

thoroughly evaluating two different methods that can be used to assess whether genetic 

manipulation of C. albicans mutants has resulted in unintended chromosomal 

rearrangements associated with aneuploidy. The five publications are listed below. 

 Finally, although evaluations for Faculty 1000 Biology (F1000) are not 

considered publications of original research, they are nevertheless a contribution to the 

scientific community. As an associate F1000 member, I have identified and evaluated 

some of the most significant articles in our field and explained their importance. Links to 

the 6 F1000 evaluations are given below (chapter VII.6).  
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The SAGA/ADA coactivator complex, which regulates numerous cellular processes by coordinating histone acetylation,
is widely conserved throughout eukaryotes, and analysis of the Candida albicans genome identifies the components of
this complex in the fungal pathogen. We investigated the multiple functions of SAGA/ADA in C. albicans by determining
the genome-wide occupancy of Ada2p using chromatin immunoprecipitation (ChIP). Ada2p is recruited to 200 promoters
upstream of genes involved in different stress-response functions and metabolic processes. Phenotypic and transcriptomic
analysis of ada2 mutant showed that Ada2p is required for the responses to oxidative stress, as well as to treatments with
tunicamycin and fluconazole. Ada2p recruitment to the promoters of oxidative resistance genes is mediated by the
transcription factor Cap1p, and coactivator function were also established for Gal4p, which recruits Ada2p to the
promoters of glycolysis and pyruvate metabolism genes. Cooccupancy of Ada2p and the drug resistance regulator Mrr1p
on the promoters of core resistance genes characterizing drug resistance in clinical strains was also demonstrated. Ada2p
recruitment to the promoters of these genes were shown to be completely dependent on Mrr1p. Furthermore, ADA2
deletion causes a decrease in H3K9 acetylation levels of target genes, thus illustrating its importance for histone acetyl
transferase activity.

INTRODUCTION

Candida albicans is a major cause of morbidity and mortality
in bloodstream infections. This pathogen can also colonize
various biomaterials and readily forms dense biofilms that
are resistant to most antifungal agents. Because of the chal-
lenges of drug resistance (Kontoyiannis and Lewis, 2002),
extensive efforts are underway to identify new drug targets
for therapeutic intervention. Despite the large number of
studies undertaken on the genetic determinism of C. albicans
pathogenesis, transcriptional regulation involving chroma-
tin remodeling in this potentially virulent commensal re-
mains largely unknown.

In eukaryotic cells, remodeling of chromatin structure is a
critical factor in the control of gene expression because nu-
cleosomes create an inherent physical obstacle for the bind-
ing of transacting factors, such as transcription factors (TFs)
and RNA polymerases. Histone proteins function as build-
ing blocks to package eukaryotic DNA into repeating nu-
cleosomal units that can be organized into highly condensed

chromatin fibers (Kornberg and Lorch, 1999). Histone tails
protruding beyond the nucleosome core are subjected to
many posttranslational modifications, such as acetylation,
methylation, phosphorylation, and ubiquitination, all of
which can affect chromatin structure and thus regulation of
gene expression (Grant, 2001). The Spt-Ada-Gcn5-acetyl-
transferase (SAGA) coactivator complex regulates numerous
cellular processes through coordination of histone posttrans-
lational modifications (Baker and Grant, 2007). Histone acet-
ylation mediated by the SAGA complex through the histone
acetyl transferase (HAT) Gcn5p has been widely studied.
SAGA is targeted specifically to inducible gene promoters
primarily through direct interaction with acidic activator
domains of TFs, such as Gal4p and Gcn4p (Baker and Grant,
2007). In the budding yeast Saccharomyces cerevisiae, SAGA
modulates the expression of !10% of the measurable ge-
nome. The SAGA-dominated genes are strongly enriched in
stress-responsive genes involved in challenges such as heat,
oxidative agents, acidity, DNA damage, carbon or nitrogen
starvation, and unfolded proteins (Daniel and Grant, 2007).
Other investigations showed that transcriptional activation
of some processes such as amino acid, phosphate, and ga-
lactose metabolism were completely dependant on chroma-
tin remodeling mediated by SAGA (Berger et al., 1992).
Although best known for its role in regulating transcrip-
tional activation, SAGA is also required for optimal tran-
scription elongation, mRNA export, and DNA repair (Huis-
inga and Pugh, 2004).

The Ada1-5 proteins (Alteration/deficiency in activation)
are components of SAGA and are encoded by genes that,
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when inactivated, alleviate the toxicity of the chimeric acti-
vator GAL4-VPS16 in S. cerevisiae (Barrios et al., 2007). Fur-
thermore, it was demonstrated (Marcus et al., 1994) that the
Ada2/Ada3/Gcn5 complex is sufficient for robust histone
and nucleosomal HAT activity. Gcn5p interacts with Ada2p
in vivo and in vitro, thus establishing a physical and genetic
link between these transcriptional components (Marcus et
al., 1994). Moreover, biochemical studies have shown that
Ada2p interacts directly with the activation domains of
Gcn4p and Gal4p, and indirectly with the TATA-binding
protein (TBP), arguing that Ada2p may mediate interactions
between the acidic activator domains of TFs and the basal
transcriptional machinery component TFIID (Barlev et al.,
1995; Bhaumik and Green, 2001; Larschan and Winston,
2001).

The first evidence in C. albicans of a role for chromatin
remodeling was the report (Klar et al., 2001) that treating
cells with the deacetylase inhibitor trichostatin A or deletion
of the deacetylase-encoding genes HDA1 or RPD3 caused
increases in the frequency of white-opaque switching. A
recent study undertaken in C. albicans has also shown that
Ada2p is required for the cell wall damage response, most
probably by acting in combination with a variety of other
regulators (Bruno et al., 2006). However, up to now there has
been little information about the biological processes con-
trolled by the C. albicans SAGA/ADA coactivator complex.

In this study we have begun to elucidate the multiple
functions of SAGA/ADA coactivator complex in C. albicans.
Using chromatin immunoprecipitation (ChIP) coupled with
microarray analysis (ChIP–CHIP), we have established the
promoter occupancy of the SAGA/ADA component Ada2p.
Our results yield insight into the role of Ada2p in drug,
oxidative stress, and unfolded protein responses (UPRs) as
well as virulence. We also investigated the importance of
Ada2p recruitment by the transcription factors Cap1p and
Gal4p to the promoters of oxidative stress responsive and
glycolysis genes, respectively. Interestingly, we showed that
Ada2p was involved in fluconazole tolerance, and its cooc-
cupancy with the drug resistance regulator Mrr1p on the
promoters of core resistance genes characterizing drug re-
sistance in MDR1-overexpressing clinical strains was dem-

onstrated. Likewise, we have shown that an ada2 deletion
causes a clear decrease of histone acetylation in vivo. These
data demonstrate the role of Ada2p in chromatin remodel-
ing through histone acetylation in addition to its function as
a specific transcriptional coactivator recruited by TFs to their
target promoters.

MATERIALS AND METHODS

C. albicans Strain Construction, Plasmids, and Media
Strains used in this study are listed in Table 1. Cell growth, transformation,
and DNA preparation were carried out using standard yeast procedures.
Cells were grown at 30°C in YPD media (1% yeast extract, 2% peptone, 2%
dextrose). ADA2 and MRR1 were tandem affinity purification (TAP)-tagged in
vivo with a TAP-URA3 PCR product containing 100-bp homology up- and
downstream of each open reading frame (ORF) as described by Lavoie et al.
(2008). Transformants were selected on YPD !ura plates and correct integra-
tion of the TAP-tag was checked by PCR and sequencing. For Ada2-TAP ChIP
in mrr1 mutant, the TAP-tagging was performed using pFA-TAP-SAT1 plas-
mid to generate a cassette that contains a dominant nourseothricin resistance
marker (SAT1). pFA-TAP-SAT1 was generated as follows: the SAT1 gene was
amplified by PCR from the previously published plasmid (Reuss et al., 2004)
using primers SAT1F and SAT1R. Subcloning of the C. albicans SAT1 marker
was done by ligation of AscI-PmeI PCR fragments in AscI-PmeI–digested
pFA-TAP-URA3.

ADA2-TAP expressed in BWP17 strain was fully functional based on
complementation of the oxidative stress sensitivity phenotype. Deleting the
nontagged allele in the ADA2-TAP strain revealed that this strain has a
comparable sensitivity to the single knockout strain and even to the parental
strain. The same procedure was used to demonstrate the functionality of
MRR1-TAP using the fluconazole sensitivity phenotype.

Drug Susceptibility Tests
Stock solutions were prepared using ethanol as the solvent for menadione
(200 mM) and DMSO for fluconazole (100 mg/ml). Growth inhibition by
menadione was assessed using a serial dilution inhibition test as described by
Bruno et al. (2006). Fluconazole susceptibility was quantified using a micro-
titer plate liquid assay. The data are presented as the percent of relative
growth of the cells in fluconazole-containing medium compared with the
growth of the same strain in fluconazole-free medium. The values represent
the means " SDs of three independent experiments performed in triplicate.

Whole-Genome Location Profiling by ChIP-CHIP
and ChIP-Real Time Quantitative PCR
ChIP experiments were performed as described previously with some mod-
ifications (Guillemette et al., 2005). Briefly, cells were grown to an optical
density at 600 nm of 2 in 40 ml of YPD. We followed the ChIP protocol

Table 1. Candida albicans strains used in the study

Strain Genotype Reference

SC5314 Clinical isolate Gillum et al. (1984)
BWP17 ura3D::limm434/ura3D::limm434 his1::hisG/his1::hisG arg4::hisG/arg4::hisG Wilson et al. (1999)
DAY286 ura3::imm434/ura3::imm434 his1::hisG/his1::hisG arg4::hisG-ARG4-URA3/

arg4::hisG
Davis et al. (2002)

VIC1057a ada2#::ARG4/ada2#::URA3 his1::hisG/his1::hisG Bruno et al. (2006)
VIC1145a ada2#::ARG4/ada2#::URA3 pHIS1::his1::hisG/his1::hisG Bruno et al. (2006)
VIC1197a ada2#::ARG4/ada2#::URA3 pADA2::HIS1::his1::hisG/his1::hisG Bruno et al. (2006)
CJD20b ura3#::limm434/ura3#::limm434 his1::hisG/his1::hisG arg4::hisG/arg4::hisG

cap1::hisG-URA3-hisG/cap1::hisG
Alarco and Raymond (1999)

CMM3a gal4#::ARG4/gal4#::HIS1 his1::hisG/his1::hisG Martchenko et al. (2007)
AS-20a ADA2/ADA2-TAP-URA3
AS-21a gal4#::ARG4/gal4#::HIS1 his1::hisG/his1::hisG ADA2/ADA2-TAP-URA3 This study
AS-22b cap1::hisG-URA3-hisG/cap1::hisG ADA2/ADA2-TAP-URA3 This study
AS-23a MRR1/MRR1-TAP-URA3 This study
MRR1M4Bc mrr1#::FRT/mrr1#::FRT Morschhauser et al. (2007)
AS-24c mrr1#::FRT/mrr1#::FRTADA2/ADA2-TAP-SAT1 This study

a Strains derived from BWP17 and have the genotype ura3#::!imm434/ura3#::!imm434 arg4::hisG/arg4::hisG his1::hisG/his1::hisG.
b Strain derived from CAI4 and have the genotype ura3::imm434/ura3::imm434.
c Strain derived from the clinical strain SC5314.
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available at http://www.ircm.qc.ca/microsites/francoisrobert/en/317.html
with the following modifications: chromatin was sonicated to an average 300
bp, and 700 !l of whole-cell extract (WCE) was incubated with IgG Sepharose
beads (Amersham, Piscataway, NJ). Immunoprecipitated DNA was used for
either whole-genome location profiling or gene-specific real time quantitative
PCR analysis. For whole-genome location profiling, tagged ChIPs were la-
beled with Cy5 dye, and untagged (mock) ChIPs were labeled with Cy3 dye.
Microarrays containing 11,817 70-mer oligonucleotide probes were cohybrid-
ized with tagged immunoprecipitated (Cy5-labeled) and mock-immunopre-
cipitated (untagged strain; Cy3-labeled) DNA samples. Microarray hybrid-
ization, washing, and scanning were performed as described (Nantel et al.,
2006). Prehybridization and hybridization solutions consisted of DIG Easy
Hyb solution (Roche Diagnostics, Mannheim, Germany) with 0.45% salmon
sperm DNA and 0.45% yeast tRNA. Slides were washed once in 1.0% SSC,
0.2% SDS at 42°C for 10 min; twice in 0.1% SSC, 0.2% SDS at 42°C for 10 min;
and once in 0.1% SCC at 24°C for 5 min, followed by four rinses in 0.1% SSC.
ChIPs were air dried before being scanned using a ScanArray Lite microarray
scanner (PerkinElmer, Waltham, MA). QuantArray was used to quantify
fluorescence intensities. Data handling and analysis were carried out using
Genespring v.7.3 (Agilent Technologies, Palo Alto, CA). The significance
cutoff was determined using the distribution of log-ratios for each factor. It
was set at 2 SDs from the mean of log-transformed fold enrichments. Values
shown are an average of two biological replicates derived from independently
isolated transformants of tagged and mock constructs.

Quantitative real-time PCR (qPCR) was performed using the Corbett Rotor-
Gene RG-3000A (Corbett Research, Sydney, Australia) with SYBR Green
fluorescence (Qiagen, Chatsworth, CA). qPCR was performed using 1 ng of
TAP-ChIPed DNA or total genomic DNA extracted from WCE. Cycling was
for 15 min at 95°C, followed by 45 cycles of 95°C for 10 s, 58°C for 15 s, and
72°C for 15 s. All samples were tested in triplicate and means were used for
further calculations. Fold-enrichments of tested promoter sequences were
estimated by using the coding sequence of the C. albicans ACT1 ORF as a
reference. ACT1 was chosen as a reference since no IP enrichment was
detected for ACT1 ORF in the ADA2-TAP strain relative to the control strain
BWP17. Fold-enrichment of the tested promoter sequences was estimated
using the comparative !!Ct method as described by Guillemette et al. (2005).
Primer sequences used for this analysis are summarized in Supplemental
Table S1.

Histone acetylation was assessed by ChIP-qPCR as described above using
anti-acetyl-Histone H3 (Lys9; 06-942, Upstate Biotechnology, Lake Placid,
NY) and anti-acetyl-Histone H4 (06-598, Upstate Biotechnology) antibodies.

Expression Analysis by qPCR
For fluconazole, tunicamycin, and menadione treatments, cultures were in-
oculated from a fresh colony and grown overnight in YPD at 30°C. Cultures
were then diluted to an OD600 of 0.1 in 100 ml of fresh YPD and grown at the
same initial temperature until an OD600 of 0.8. The culture was divided in
two volumes of 50 ml; one sample was maintained as the control, and the
other treated with compounds cited above. Candida cells were exposed to 10
!g/ml fluconazole and 4.73 !M tuncamycin for 1 h and to 0.2 mM menadione
for 30 min. Cells were then centrifuged 2 min at 3500 rpm, the supernatants
were removed, and the samples were quick-frozen and stored at "80°C.

cDNA was synthesized from 2 !g of total RNA using the reverse-transcrip-
tion system (50 mm Tris-HCl, 75 mm KCl, 10 mm dithiothreitol (DTT), 3 mm
MgCl2, 400 nm oligo(dT)15, 1 !m random octamers, 0.5 mm dNTPs, and 200
U Superscript III reverse transcriptase; Invitrogen, Carlsbad, CA). The total
volume was adjusted to 20 !l, and the mixture was then incubated for 60 min
at 42°C. Aliquots of the resulting first-strand cDNA were used for real-time
PCR amplification experiments. Real-time PCRs were performed as described
for ChIP-qPCR.

The HAC1 splicing rate in tunicamycin-challenged cells was evaluated by
quantifying specifically the HAC1 spliced mRNA (sHAC1) by qPCR using the
primer pair HAC1F1 and HAC1R1. The primer HAC1R1 was designed to
overlap the contiguous exons generated after the excision of the unconven-
tional intron (Wimalasena et al., 2008). The results were normalized using Ct
values obtained for ACT1. The splicing rate in the ada2 mutant was deter-
mined by comparing sHAC1 levels using the wild type (wt) as a reference.

Virulence Studies
Virulence testing of C. albicans was done as previously described (Mullick et
al., 2004). Briefly, 8- to 12-wk old C57BL/6J mice (Jackson Laboratories, Bar
Harbor, ME) were inoculated via the tail vein with 200 !l of a suspension
containing 3 # 105 C. albicans in PBS. Five male mice were used for each
experimental group. Mice were closely monitored over a period of 21 d for
clinical signs of disease such as lethargy, ruffled fur, or hunched back. Mice
showing extreme lethargy were considered moribund and were killed. All
experimental procedures involving animals were approved by the Biotech-
nology Research Institute Animal Care Committee, which operated under the
guidelines of the Canadian Council of Animal Care.

RESULTS
Ada2p Binds 200 Gene Promoters Associated with Specific
Functional Categories
BlastP analysis revealed that, in C. albicans, the same SAGA/
ADA core components were present as in S. cerevisiae (Table
2). Functional domain conservation of the core components
GCN5/ADA2/ADA3 was also verified and showed a high
degree of similarity (data not shown). In the present study
we focused on a core component of the SAGA/ADA com-
plex: Ada2p, which was shown to be crucial for histone
acetylation in S. cerevisiae (Marcus et al., 1994; Barrios et al.,
2007).

We set out to investigate the genomic occupancy of Ada2p
using ChIP-CHIP. Cells expressing a TAP-tagged version of
Ada2p were lysed and sonicated, and the DNA-Ada2p-TAP
was purified. Cross-linking was reversed, and the purified
DNA was amplified by ligation-mediated PCR, labeled with
Cy5, and hybridized to a microarray containing 5423 inter-
genic and 6394 intragenic 70-mer oligonucleotide probes. As
a control, DNA that was precipitated from BWP17 cells was
labeled with the Cy3 fluorochrome. All experiments were
repeated twice from samples cross-linked separately. Using
a cutoff of two SDs above the mean of log ratios (giving a
1.44-fold enrichment cutoff), Ada2p was found to associate
with 200 of the 11,817 probes in our microarray layout
(Figure 1A and Supplemental Table S2). To assess the reli-
ability of the ChIP-CHIP method, the immunoprecipitated
DNA from two other independent ChIP experiments was
quantified using qPCR. A total of 18 promoters were se-
lected and a set of three pairs of PCR primers per promoter
were designed to amplify 0 to "200-bp, "200- to "400-bp,
and "400- to "600-bp regions upstream the ATG. The result
obtained for the 18 selected promoters confirmed binding of
Ada2p to the promoters identified by ChIP-CHIP (Figure
1B). The peak intensity of enrichment was most commonly
observed in the 0 to "400-bp region.

To gain further insight into the biological function of
Ada2p, Gene Ontology (GO) biological process categories
were assigned to the 200 genes near Ada2p-occupied loci.
For these analyses, all GO categories of genes having an
enrichment p $ 0.01 were selected. Functional categories of
Ada2p target genes are summarized in Figure 1C. This
analysis revealed a significant enrichment in genes related to
metabolic process such as glycolysis (p % 5.49e-17), pyruvate
metabolism (p % 1.08e-07), and protein biosynthesis (p %
4.08e-05). Functional categories belonging to stress response
were significantly represented in our set. These include
genes connected to oxidative stress (p % 7.69e-05) and drug
response (p % 1.56e-05), as well as protein folding (p %
3.95e-08). Ada2p was found to occupy cell wall gene pro-
moters (p % 5.06e-07) consisting essentially of GPI (glyco-
sylphosphatidylinositol)-anchored proteins. Interestingly,
Ada2p was recruited to promoters of proteasome regulatory
genes (p % 3.65e-03) including the gene encoding the tran-
scription factor Rpn4p. Categories such as lipid metabolism
(p % 2.23e-01), amino acid metabolism (p % 5.34e-02), DNA
replication (p % 8.08 e-02), early secretion pathway (p %
8.3e-01), vacuolar acidification (p % 1.23e-01), and chromatin
maintenance (p % 4.01e-01) did not meet the statistical cutoff
criterion in this experiment. Ada2p was also found in the
promoter of a large number of hypothetical genes (50 genes).

ADA2 Depletion Affects Histone Acetylation In Vivo
In the budding yeast S. cerevisiae, the HAT catalytic subunit
of the SAGA coactivator complex, Gcn5p, was shown to
preferentially acetylate multiple lysine residues on the N-
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terminal tails of histones H3 and H2B (Suka et al., 2001).
Furthermore, Ada2p was found to be required for the Gcn5p
nucleosomal HAT activity in vivo (Candau et al., 1997). In
light of this data, we sought to examine the role of Ada2p in
HAT in C. albicans by assessing histone acetylation levels
and by performing ChIP-qPCR using antibodies directed
against acetylated histones H3K9 and H4 in wt and in ada2
cells.

Acetylation levels of the entire ORF as well as 1 kbp
upstream of the GAL4 and MDR1 genes were quantified
relative to the acetylation level of the ACT1 coding region
(Figure 2). In wt cells, GAL4 and MDR1 showed increased
H3K9-acetylation compared with the ACT1 coding region.
Notably, the H3K9-acetylation profiles of the two genes
were different; although GAL4 exhibits a peak in the
!200-bp promoter region, MDR1 H3K9-acetylation level
peaked at the 3"-extremity of the ORF (Figure 2). In both
genes, H3K9-acetylation was significantly decreased but not
completely abolished in the ada2-deleted strain. For each
gene, the wt H4-acetylation profiles were similar to those of
H3K9; however, no significant differences were recorded in
the ada2 mutant (data not shown). Thus, these results sug-
gest that Ada2p is required for a specific histone acetylation
in vivo.

ada2 Mutant Strains Show Altered Sensitivity to
Fluconazole and Oxidative Stress and Display Attenuated
Virulence
Genes involved in the oxidative stress and drug responses
were significantly overrepresented in Ada2p-bound pro-
moters. This finding prompted us to assess if the inactiva-

tion of this regulator affects drug and oxidative stress sen-
sitivity. As shown in Figure 3A, on YPD medium, wt and the
ada2 mutant, as well as the revertant strain, grew similarly.
On YPD medium supplemented with 0.2 mM menadione,
growth of ada2 mutant cells was completely abolished,
whereas the revertant was slightly inhibited and its sensi-
tivity was found to be comparable to that of the parent
strain. The same effect was observed with hydrogen perox-
ide (data not shown). The sensitivity of an ada2 mutant strain
in the presence of the azole drug fluconazole was evaluated
using a liquid microdilution assay. The growth of the ada2
strain was indeed moderately inhibited in the presence of
fluconazole compared with the revertant and parental
strains (Figure 3B). This result suggests that in addition to
the crucial role in mediating oxidative stress resistance,
Ada2p contributes to azole tolerance.

Sensitivity to oxidative stress inducers is often linked to
a decrease in virulence. Because ada2 was hypersensitive
to menadione and hydrogen peroxide, we determined if
this gene is required for C. albicans virulence. The C.
albicans strains DAY286 (wt), an ada2 mutant strain, and
an ada2 revertant were tested in a mouse systemic infec-
tion model by intravenous tail infection. As shown in
Figure 3C, although 100% of the mice infected with the wt
strain died within 12 d, only 20% of mice infected with the
ada2 mutant died in this period. The revertant strain
showed an intermediate survival rate consistent with the
reintroduction of one copy of Ada2p. This finding reveals
that the ada2 deletion causes attenuated virulence during
systemic infection.

Table 2. Candida albicans homologs of the Saccharomyces cerevisiae SAGA/ADA coactivator complexes

S. cerevisiae protein Systematic name
C. albicans
homologs E value Function in S. cerevisiae

HAT
Gcn5 (Ada4) YGR252W orf19.705 6.1e-153 Histone acetyltransferase

Ada
Ada1 YPL254W orf19.307 8.9e-37 Transcription coactivators required for

nucleosomal acetylation by Gcn5Ada2 YDR448W orf19.2331 7.1e-127
Ada3 YDR176W orf19.3023 2.6e-49

Spt
Spt3 YDR392W orf19.7622 6.0e-91 TBP interaction, transcriptional repression
Spt8 YLR055C orf19.4312 9.1e-87
Spt7 YBR081C orf19.7572 9.8e-144 Complex stability and maintenance
Spt20 (Ada5) YOL148C orf19.422 1.2e-28

TAF
TAF5 YBR198C orf19.536 4.7e-176 Structural integrity of the complex and

interaction with basal transcription
machinery

TAF6 YGL112C orf19.7454 6.8e-106
TAF9 YMR236W orf19.1111 3.8e-41
TAF10 YDR167W orf19.3242 8.1e-35
TAF12 YDR145W orf19.470 1.1e-46

H2B deubiquitylation
Ubp8 YMR223W orf19.1767 4.8e-70 Deubiquitylation of H2BK123
Sgf11 YPL047W orf19.7360 9.1e-08 Required for association of Ubp8 and Sus1

with SAGA
Sus1 YBR111W-A orf19.6795 8.8e-10 mRNA export

Chd
Chd1 YER164W orf19.3035 0 Recognition of H3K4 methylation and

potentiation of histone acetylation by
GCN5

Rtg2 YGL252C — — SLIK stability
Other

Sgf29 YCL010C orf19.7074 8.8e-58 Unknown
Tra1 YHR099W orf19.139 0 Interaction with transcriptional activators
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Ada2p Regulates the Expression of Drug, Oxidative Stress
and Unfolded Protein–Responsive Genes
To assess whether hypersensitivity to oxidative stress, as
well as Ada2p occupancy correlates with gene expression,
RNA levels of oxidative stress–responsive genes was deter-
mined. We analyzed the expression level of the transcription

factor CAP1 as well as CTA8 (homolog of S. cerevisiae HSF1),
SOD6, TRX1, and the glutathione peroxidase GPX2 in wt
and the ada2 mutant under normal growth conditions and
after treatment with menadione. The data revealed that, for
the wt, the transcript levels of the selected genes were no-
ticeably increased when cells were challenged with menadi-

Figure 1. Genome-wide location of Ada2p. (A) Location analysis scatter plot. DNA fragments derived from ChIP were labeled with Cy5,
compared with genomic DNA fragments from an untagged strain, and labeled with Cy3. Both samples were hybridized to a single array.
Representative scatter plot for Ada2p includes lines representing the 2-SD cutoff (1.44-fold). (B) In vivo occupancy of Ada2p at various
intergenic regions. TAP ChIP DNA was subjected to qPCR to validate ADA2 binding to 0 to !20-bp, !200- to !400-bp, and !400 to !600-bp
promoter regions. SDs were based on data from two independent experiments. (C) GO biological process annotation of Ada2p bound
promoters. The p value was calculated using hypergeometric distribution as described in the GO Term Finder Tool Web site (www.
candidagenome.org/cgi-bin/GO/goTermFinder).

Figure 2. Ada2 deletion affects acetylation of H3K9 in vivo. Fine mapping of GAL4 and MDR1 H3K9 acetylation in the wt and ada2 mutant
using ChIP-qPCR. The IP enrichments represent the binding ratios that were all normalized to the ACT1 ORF, which was set to 1.
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Figure 3. Phenotypic analysis of ada2 mutant. (A) Absence of Ada2p causes hypersensitivity to menadione. Fivefold serial dilutions of wt,
ada2 mutant, and revertant strains were grown on YPD supplemented with menadione at 0.2 mM and grown at 30°C for 48 h. (B) Fluconazole
sensitivity of ada2 revealed using microtiter plate liquid assay. The data are presented as the percent relative growth of the cells in
fluconazole-containing medium compared with the growth of the same strain in fluconazole-free medium. The values represent the means !
SDs of three independent experiments performed in duplicate. (C) Survival of mice infected with C. albicans ada2 mutant (!), ada2 revertant
(‚), and wt parental (E) strains. Mice were inoculated by tail vein injection, and survival was measured over a 21-d period. Average
expression of oxidative stress–responsive genes is shown in wt and ada2 cells 30 min after 0.2 mM menadione treatment. The reported values
are the means ! SD of three independent experiments.
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one (Figure 4A). This activation was significantly reduced
but not fully abolished in the absence of Ada2p for all tested
genes.

Furthermore, we sought to determine whether the Ada2p-
dependent transcriptional inducibility of drug-responsive
genes contributes to azole tolerance. To this end, transcript
levels of the two drug transporters Cdr1p and Mdr1p, as
well as the phosphatidylinositol transfer protein Pdr16p,
were evaluated in the wt and in the ada2 mutant under
normal condition and after challenge with fluconazole. In
the wt background, the expression of CDR1, PDR16, and
MDR1 was significantly induced, whereas in the ada2 mu-
tant the inducibility of those genes was impaired (Figure
4B). Although Ada2p was also seen to interact with the
promoter of the transcription factor Ndt80p, known to be
required for drug tolerance by regulating CDR1 expression
(Wang et al., 2006a), no differential expression of the NDT80
gene was noticed in the wt or in the ada2 mutant in response
to fluconazole (data not shown).

In the budding yeast S. cerevisiae, SAGA/ADA was shown
to play an important role in mediating the UPR (Welihinda
et al., 1997, 2000). In our study, we found that Ada2p binding
was significantly enriched for gene promoters whose prod-
ucts are involved in protein folding (Figure 1A). Indeed,
promoters for several chaperones such as Hsp90p, Hsp104p,
Hsp60p, and Hsp31p as well as the endoplasmic reticulum
(ER)-resident chaperone Kar2p and the ER-thioloxidase
Ero1p were bound by Ada2p. To investigate whether Ada2p
is required for the activation of the UPR in C. albicans,
expression of the chaperones HSP90, SSA2, and KAR2 as
well as ERO1 was assessed in the wt and the ada2 mutant
treated or not with the UPR-inducing agent tunicamycin.
Additionally, the expression level of IRE1, widely known to
mediate the UPR in eukaryotes by regulating Hac1p synthe-

sis through HAC1 mRNA splicing, was also monitored. No-
ticeably, Ada2p bound to the IRE1 promoter with a moder-
ate enrichment ratio of 1.31, which was just below the
defined cutoff. In the wt background, the transcript level of
all selected genes was induced in tunicamycin-treated cells.
In the ada2 mutant, although tunicamycin inducibility of
KAR2 and ERO1 was partially impaired, SSA2, IRE1, and
HSP90 up-regulation was completely abolished (Figure 4C).
The effect of the ada2 deletion on the splicing of HAC1
mRNA was also evaluated using qRT-PCR as outlined in
Materials and Methods. The Hac1p splicing rate was assessed
in the presence of tunicamycin, and our results revealed a
reduction of 26% of HAC1 splicing in the ada2 mutant com-
pared with the wt (data not shown). Despite the apparent
role of Ada2p in regulating UPR gene expression and HAC1
splicing, there was no significant difference in sensitivity to
tunicamycin or DTT between the ada2 mutant and wt cells
(data not shown).

Specific Recruitments of Ada2p by Gal4p, Cap1p, and
Mrr1p Transcription Factors

Recruitment by Gal4p to Glycolysis and Pyruvate Metabolism
Gene Promoters. In the budding yeast S. cerevisiae, recruit-
ment of the SAGA complex to regulate GAL genes
through Gal4p has been broadly investigated. Indeed,
many studies have shown that the transcriptional activa-
tion of GAL genes was completely dependent on SAGA
(Sterner et al., 1999; Bhaumik and Green, 2001; Larschan
and Winston, 2001). Although the sequence and synteny
of the Leloir pathway genes are highly conserved between
S. cerevisiae and C. albicans, the regulatory circuit control-
ling this metabolic process is completely different (Mar-
tchenko et al., 2007). GAL4 is not required for control of

Figure 4. Ada2p regulates the expression of drug-, oxidative stress–, and UPR-responsive genes. Average expression of oxidative stress–
(A), drug- (B), and UPR- responsive (C) genes is shown in wt and ada2. The reported values are the means ! SD of three independent
experiments.
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the Leloir pathway genes but instead participates in the
regulation of genes, representing 2% of C. albicans ge-
nome, which are involved in a diverse range of cellular
process including glycolysis.

In our study glycolysis stood out as the most significantly
enriched category for Ada2p binding. This prompted us to
ask whether Ada2p is required for Gal4p to regulate glyco-
lysis genes in C. albicans. To test this hypothesis, we per-
formed genome-wide mapping of Ada2p in a gal4 deletion
mutant. Our result revealed clearly that the occupancy of all
Ada2p-bound glycolysis promoters was dramatically re-
duced in the absence of GAL4 (Table 3). Ada2p occupancy at
promoters of genes encoding the pyruvate metabolism
genes Pdc11p, Pda1p, Pdx1p, Lat1p, and Pdb1p was also lost
in gal4 background (Table 3). These data suggest that Ada2p
is exclusively recruited by Gal4p to regulate genes from the
glycolysis pathway and pyruvate metabolism.

Cap1p Recruitment to the Promoters of Oxidative Stress–
responsive Genes. Because many promoters bound by
Ada2p were found upstream of genes previously reported to

be regulated by Cap1p, we compared the Ada2p occupancy
data with the published transcription profiling undertaken
on the cap1 mutant treated with H2O2 (Wang et al., 2006b). A
significant overlap (p ! 1.04e-13) was found between
Cap1p-dependant genes and Ada2p bound promoters con-
sisting of 15 common genes (Figure 5). When Ada2p binding
cutoff was reduced to 1.2 the overlap was expanded to 27
genes (p ! 1.8e-32). Based on these results, it is possible that
Cap1p is recruited by Ada2p to its target promoter genes as
part of the oxidative stress response. To test this hypothesis,
we mapped, using ChIP, Ada2-TAP in vivo occupancy in
a cap1 mutant strain. The "1- and "200-bp promoter
regions of the Cap1p-dependant genes TTR1, GRP2,
GPX2, YCF1, MDR1, and CIP1 were targeted for occu-
pancy enrichment using qPCR. Our result demonstrates
clearly that Ada2p promoter binding for all tested genes
was decreased in the cap1 mutant compared with the
parental strain (Figure 5).

Mrr1p Recruitment to the Promoters of Genes Related to
Fluconazole Clinical Resistance. Intriguingly, Ada2p was

Table 3. Ada2p promoter occupancies of glycolysis and pyruvate metabolism genes in the wt and gal4 mutant

Orf19 Gene name Description Gal4p binding motif Position

Binding
ratio

wt gal4

Glycolysis
orf19.4941 TYE7 bHLH transcription factor GCC (N11) GGC "1214 2.11 0.91
orf19.3575 CDC19 Putative pyruvate kinase CGG (N11) TCG "263 2.14 0.91
orf19.3967 PFK1 Alpha subunit of

phosphofructokinase
TCC (N11) GGG "753 2.21 0.95

orf19.6540 PFK2 Beta subunit of
phosphofructokinase

CCC (N11) GGC "586 2.01 1.00

orf19.3997 ADH1 Alcohol dehydrogenase CGG (N11) CCG "613 2.04 1,03
orf19.3888 PGI1 Glucose-6-phosphate isomerase TCC (N11) GGC "508 1.84 0.96
orf19.6745 TPI1 Triose-phosphate isomerase CGT (N11) CCG -291 1.79 0.84
orf19.4617 FBA1 FBA1 Putative fructose-

bisphosphate aldolase
GCC (N11) GGT "397 1.78 1.1

orf19.5338 GAL4 Transcription factor with zinc
cluster DNA-binding motif

CGA (N11) CCG "710 1.5 1.04

orf19.1067 GPM2 Phosphoglycerate mutase CGA (N11)CCG "268 1.55 1.15
orf19.6814 TDH3 Glyceraldehyde-3-phosphate

dehydrogenase
ACC (N11) GGC "303 1.65 1.08

orf19.395 ENO1 ENO1 Enolase (2-phospho-D-
glycerate-hydrolyase)

GCC (N11) GGT "308 2.6 1.03

orf19.903 GPM1 Phosphoglycerate mutase AGG (N11) CCG "268 2.55 1.13
orf19.3651 PGK1 Phosphoglycerate kinase ACC (N11) GGC "456 2.5 0.98

Pyruvate metabolism
orf19.2877 PDC11 Pyruvate decarboxylase GCC (N11) GGG "324 1.95 0.89
orf19.5021 PDX1 Dihydrolipoamide dehydrogenase

(E3)-binding protein of the
mitochondrial pyruvate
dehydrogenase (PDH) complex

GCC (N11) GGT "164 2.02 1.15

orf19.3097 PDA1 E1 alpha subunit of the pyruvate
dehydrogenase (PDH) complex

GCC (N11) GGT "141 1.86 0.87

orf19.5294 PDB1 E1 beta subunit of the pyruvate
dehydrogenase (PDH) complex

GCC (N11) GGT "196 1.87 0.92

orf19.6561 LAT1 Dihydrolipoamide acetyltransferase
component (E2) of pyruvate
dehydrogenase complex

GCC (N11) GGT "242 1.8 0.93

Translation and ribosome
assembly

orf19.2935 RPL10 Cytoplasmic ribosomal subunits — — 1.72 1.71
orf19.6265 RPS22A Cytoplasmic ribosomal suunits — — 1.56 2.15

Occupancy of RPL10 and RPS22A promoters is shown as a control. Detection of Gal4p motif was performed as described by Hogues et al. (2008).
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found to bind promoters of genes constitutively activated in
azole-resistant clinical strains overexpressing Mdr1p
(Karababa et al., 2004). Recent work elucidated the mecha-
nism controlling the overexpression of MDR1 and multi-
drug resistance in those clinical isolates (Morschhauser et al.,
2007). Drug resistance was caused by a gain-of-function
mutation in a zinc cluster transcription factor called Mrr1p.
We identified a common core set of eight overexpressed
genes, including MDR1 (IFD5 and IFD7 were not considered
because they were removed from Assembly 21), which over-
lap with Ada2p-binding genes (Figure 6A). This finding
suggests that Ada2p is recruited to the promoters of genes
mediating azole resistance, most probably by its association
with Mrr1p. To support this hypothesis we first used ChIP-
qPCR to determine if Mrr1p binds to the cis-regulatory
regions of these eight core genes mediating azole clinical
resistance. As shown in Figure 6B, Mrr1p binding was sig-
nificantly enriched for seven promoters among the eight
resistance genes. The overlap with Ada2p-binding consisted
of six resistance genes.

Taking into consideration the key role of Mrr1p as a
master regulator of drug resistance, along with Ada2p cooc-
cupancy of core resistance genes, Ada2p might function as a
coactivator of Mrr1p. This was demonstrated by assessing
Ada2-TAP in vivo occupancy in a mrr1 mutant strain using
ChIP-qPCR targeting the !1- and !200-bp promoter regions
of the eight core resistance genes. Our result demonstrates
clearly that Ada2p promoter binding for the six resistance
genes cooccupied by both Ada2p and Mrr1p decreased in the
mrr1 mutant compared with the parental strain (Figure 6B).

DISCUSSION

The absence of a complete sexual cycle in C. albicans, in
addition to its diploid nature, limits the use of classical
genetic approaches to dissect mechanisms controlling its
virulence. In the model yeast S. cerevisiae the usefulness of
ChIP-CHIP has been demonstrated in several studies that
revealed unexpected regulatory functions or features

Figure 5. Cap1p recruits Ada2p to the pro-
moter of oxidative stress–responsive genes.
ChIP-qPCR occupancy analysis of Ada2p at the
indicated promoter regions in the wt strain (u)
and cap1 mutant (f). Error bars, SD of two
biological replicates. Occupancy of RPL10 pro-
moters is shown as a control. Venn diagram
depicting the overlap between Ada2p bound
promoters and Cap1p-dependant genes is
shown.

Figure 6. Mrr1p recruits Ada2p to the promoter of core genes related to fluconazole clinical resistance. (A) Relationship between Ada2p
bound genes and the core genes associated with drug resistance of clinical strains overexpressing MDR1 as revealed by two independent
profiling studies. (B) Ada2p and Mrr1p occupancy of the eight core resistance genes are listed in addition to RPL10 used as a negative control.
Primers were designed to amplify 200 base pairs upstream the ATG. a ORF not physically mapped; b ORF deleted from Assembly 20;
c significantly enriched for seven promoters among the eight resistance genes.
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(Harbison et al., 2004; Pokholok et al., 2006). Recently, ChIP-
CHIP has been used in C. albicans to study TFs regulating
drug resistance (Liu et al., 2007; Znaidi et al., 2008) and to
describe the unexpected rewiring of transcriptional regula-
tory networks controlling the choice of mating type (Tsong
et al., 2006) or the expression of ribosomal protein genes
(Hogues et al., 2008). In our study, the use of this genomic
tool allowed us to gain insights into the roles of Ada2p as a
transcriptional regulator of many biological processes. In-
deed, the functions of the promoter targets of Ada2p guided
our experiments into its roles into the regulation of stress-
dependent gene expression and azole sensitivity.

The finding that Ada2p occupies a broad range of C.
albicans promoters suggests that this activator plays a global
role in transcriptional regulation, as was already established
for the SAGA/ADA coactivator complex in S. cerevisiae. This
observation complements expression-profiling data that
showed a wide variety of gene expression alterations in the
C. albicans ada2 mutant (Bruno et al., 2006). These results,
together with the fact that the deletion of ADA2 leads to a
significant decrease in H3K9 acetylation, imply that Ada2p
is a general transcriptional regulator that operates through
chromatin acetylation. This finding is consistent with the
general model proposing that actively transcribed genes are
correlated with increased histone acetylation mediated by
enzymes with HAT activity (Roth et al., 2001).

In eukaryotic cells, transcriptional coactivator complexes
such as SAGA/ADA have been shown to facilitate the ac-
tivity of sequence specific gene activators (TFs). This func-
tional feature emphasizes that SAGA/ADA specificity is
determined by the TF that recruits the coactivator complex
to its target genes (Naar et al., 2001). In the current study, the
direct dependence of Ada2p recruitment on three TFs,
Cap1p, Mrr1p, and Gal4p, was investigated. Ada2p occu-
pancy of glycolysis as well as pyruvate metabolism gene
promoters was almost completely lost in the gal4 mutant
(Table 3). This dependency was also demonstrated for
Cap1p and Mrr1p directing Ada2p to the promoters of ox-
idative responsive and core resistance genes, respectively
(Figures 5 and 6). This suggests the specific role of C. albicans
Ada2p depending on the TFs Cap1p, Mrr1p and Gal4p and
therefore uncovers the functional conservation of mecha-
nism by which SAGA/ADA operates in this pathogen.

Identification of Ada2p target genes in C. albicans pro-
vided insights into different stress response categories con-
trolled by this coactivator. In S. cerevisiae, SAGA was found
to specifically effect the activation of genes that are com-
monly up-regulated in response to a variety of environmen-
tal stresses, such a heat, oxidation, acidity, DNA damage,
starvation, and the presence of unfolded proteins (Huisinga
and Pugh, 2004). These genes form what has been called the
environmental stress response and are regulated by the TFs
Msn2p and Msn4p (Gasch and Werner-Washburne, 2002).
Even though the closest C. albicans homologues of MSN2
and MSN4 are not involved in modulating the response to
global stress (Nicholls et al., 2004), we nevertheless show
that Ada2p binds the promoters of similar stress-response
genes that are up-regulated after treatment with oxidative
agents, heat, and inhibitors of protein folding (Figure 1C).
Promoters of genes involved in vacuolar acidification
(RIM101, VMA7, and RBF1), as well as DNA replication
(RNR1, RNR21, RNR22, and DLS1), were also bound by
Ada2p. Taking into consideration the high degree of func-
tional similarity between SAGA/ADA in both S. cerevisiae
and C. albicans, it seems likely that this complex is evolu-
tionarily conserved and controls the general stress-response
pathway in both species.

Because the genome-wide occupancy of Ada2p revealed
association with specific functions in C. albicans, we evalu-
ated the consequence of ada2 deletion on different physio-
logical responses. The sensitivity of ada2 mutants was exam-
ined in different stress conditions such as heat (42 and 45°C),
excess of unfolded protein (tunicamycin and DTT), pH (acid
and alkaline), genotoxic agents (MMS and EMS), oxidative
agents (H2O2 and menadione), and osmotic stress (NaCl).
No obvious phenotypic aberrations were recorded except
for the oxidative agents. The absence of apparent pheno-
types could be explained by the presence of other redundant
coactivator complexes that can be recruited as a substitute of
SAGA/ADA. Indeed, this assumption is supported by the
results of studies undertaken in S. cerevisiae that demon-
strated overlapping functions between the TFIID and SAGA
complexes (Lee et al., 2000; Huisinga and Pugh, 2004). Thus,
genes could depend equally on both complexes, and a pro-
moter that is dominated by a particular complex could still
use the other to a lesser degree. However it is important to
note that Ada2p appears to be the major contributor to the
response to oxidative stress in C. albicans. This implies that
SAGA/ADA in C. albicans is the bona fide coactivator com-
plex mediating oxidative tolerance. Consequently, our ob-
servation that ada2 mutants are much less virulent in a
systemic mouse infection model could be related to its high
sensitivity to oxidative stress. This might result in reducing
the protection of fungal cells against different ROS that are
generated by phagocytes and dendritic cells (Urban et al.,
2006).

The mechanisms of antifungal resistance in C. albicans
remain an area of intense scientific investigation (Cannon et
al., 2007). Interestingly, Ada2p binds the promoters of sev-
eral drug transporters, namely MDR1, CDR1, CDR4, QDR1,
YCF1, FLU1, ORF19.4531, and ORF19.301 as well as the
phosphatidylinositol transfer gene PDR16. A moderate in-
crease in sensitivity to fluconazole was observed in cells
lacking ADA2 in addition to impaired inducibility of MDR1,
CDR,1 and PDR16 after the addition of fluconazole. Thus,
Ada2p plays a role in C. albicans azole tolerance, most prob-
ably by its recruitment as a coactivator by TFs that control
the expression of at least MDR1, CDR1, and PDR16. Consti-
tutive activation of the transcriptional regulators of efflux
pumps such as Tac1p, Upc2p, or Mrr1p have been associ-
ated with clinical azole resistance in C. albicans (Coste et al.,
2007; Morschhauser et al., 2007; Znaidi et al., 2008), and those
TFs could use Ada2p as a coactivator to activate their tar-
gets. The moderate phenotype of ada2 mutants observed in
the presence of fluconazole might be the consequence of the
use of alternative transcriptional coactivators. Meanwhile,
Ada2p was found to occupy promoters of core genes medi-
ating azole resistance of clinical isolates overexpressing
MDR1. Recently, the mechanism of this type of resistance
has been shown to include a gain of function mutation in the
TF Mrr1p, thus resulting in the overexpression of its target
genes. In our work, we have shown that Mrr1p and Ada2p
cooccupied six gene promoters among the eight core resis-
tance genes, including MDR1. Ada2p occupancy of these
genes was completely dependent on Mrr1p, demonstrating
that Ada2p functions as a coactivator for Mrr1p. To investi-
gate the role of Ada2p in mediating drug resistance in C.
albicans, ADA2 was deleted from a resistant clinical strain
overexpressing MDR1 (data not shown). No obvious alter-
ation of fluconazole sensitivity was noticed. This can be
explained again by the presence of redundant coactivator
complexes that can be recruited by Mrr1p as a substitute for
SAGA/ADA. However, we have also considered in the
current study that the impaired inducibility of CDR1 and
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PDR16 in an ada2 mutant could also be a cause of the
reduced sensitivity toward fluconazole. The latter two resis-
tance genes were shown to be under the control of Tac1p or
Upc2p rather than Mrr1p (Liu et al., 2007; Znaidi et al., 2008).
It is possible that these resistance regulators might share the
recruitment of the coactivator Ada2p to their target genes.

Recent evidence describing the transcriptional rewiring of
the Leloir pathway genes in C. albicans suggests that the GAL
genes responsible for the breakdown of galactose are not
under the control of the closest Gal4p homolog in this or-
ganism (Martchenko et al., 2007). This TF was rather shown
to be required for transcriptional activation of genes in-
volved in glucose metabolism. Global location mapping of
Gal4p binding demonstrates a significant enrichment at
gene promoters involved in glycolysis as well as pyruvate
metabolism (C. Askew and M. Whiteway, unpublished
data). In the present study, we have demonstrated that
Ada2p is recruited by Gal4p to regulate genes involved in
glycolysis and pyruvate metabolism. Taking into consider-
ation the complete dependency of transcriptional activation
of GAL genes on SAGA/ADA in S. cerevisiae, our finding
highlights the fact that even though C. albicans Gal4p has
distinct functions, and even a different transcriptional acti-
vation domain, its intimate interaction with SAGA/ADA
has been conserved in both organisms. This evidence further
emphasizes the functional conservation of the SAGA/ADA
coactivator complex in which Ada2p is a crucial constituent.
Thus, it seems that transcriptional rewiring is not restricted
to TF but also to their coactivators.

ACKNOWLEDGMENTS
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Abstract

It has come to our attention that approximately 35% of 4 100 published
microarray datasets, where transcript levels were compared between two different
strains, exhibit some form of chromosome-specific bias. While some of these arose
from the use of strains whose aneuploidies were not known at the time, in a
worrisome number of cases the recombinant strains have acquired additional
aneuploidies that were not initially present in the parental strain. The aneuploidies
often affected a different chromosome than the one harboring the insertion site.
The affected strains originated from either CAI-4, RM1000, BWP17 or SN95 and
were produced through a variety of strategies. These observations suggest that
aneuploidies frequently occur during the production of recombinant strains and
have an effect on global transcript profiles outside of the afflicted chromosome(s),
thus raising the possibility of unintended phenotypic consequences. Thus, we
propose that all Candida albicans mutants and strains should be tested for
aneuploidy before being used in further studies. To this end, we describe a new
rapid testing method, based on a multiplex quantitative PCR assay, that produces
eight bands of distinct sizes from either the left or right arms of each C. albicans
chromosome.

Introduction

We wish to warn the Candida albicans research community
that cases of aneuploidy in C. albicans laboratory strains,
first identified by Chen et al. (2004) and reviewed exten-
sively by Rustchenko (2007), are commonly exacerbated
following routine genetic manipulations such as gene inser-
tions and inactivations.

Candida albicans is an opportunistic fungal pathogen
with a diploid genome and an incomplete sexual cycle.
While its genome sequence was first released in 2000,
published in 2004 (Jones et al., 2004) and annotated in
2005 (Braun et al., 2005), the lack of detailed physical and
genetic maps have delayed the production of a final chro-
mosomal assembly by several years (Nantel, 2006). Never-
theless, researchers using techniques such as pulse-field gel
electrophoresis and contour-clamped homogeneous electri-
cal field (CHEF) gels were already amassing a significant

body of evidence demonstrating chromosomal instability in
C. albicans under laboratory conditions (Rustchenko, 2007).
For example, cells whose sole source of carbon was L-sorbose
tended to lose a copy of chromosome 5 (Chr 5) while
growth in D-arabinose promoted Chr 6 trisomy (Rustchen-
ko et al., 1994; Kabir et al., 2005). Chen et al. (2004)
observed the loss of one copy of Chr 1 in strains exposed to
5-fluoroorotic acid. They also demonstrated that the com-
monly used laboratory strains CAI-4 and SGY-243 carried
an extra copy of Chr 1 and that this triploidy had a negative
effect on virulence. Comparative genome hybridization
(CGH) studies conducted by Selmecki et al. (2005) identi-
fied an additional, albeit unstable, Chr 2 aneuploidy in CAI4
as well as a heterozygous deletion in the right arm of Chr 5
in RM1000 and its derivative BWP17. The recent release of
the C. albicans genome assembly by van het Hoog et al.
(2007) has permitted more detailed studies including the
identification of a Chr 5 isochromosome linked to azole
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resistance (Coste et al., 2006; Selmecki et al., 2006). Finally,
it was suggested by Ahmad et al. (2008) that different stock
of the same C. albicans laboratory strain may harbor
different types of chromosomal aberrations. All of these
results suggest that the C. albicans genome has enough
plasticity to support a wide variety of different chromoso-
mal aneuploidies and that changes in chromosome copy
numbers often arise as a response to stress.

Materials and methods

Analysis of microarray data

Candida albicans transcriptional profiling data were ex-
tracted from a variety of sources and visualized using the
GENESPRING GX v7.3 (Agilent Technologies) physical view.
Alternatively, fluorescence data on target genes were sorted
in Microsoft Excel according to their chromosomal map
coordinates and visualized on a scatter plot.

CGHs

Candida albicans genomic DNA was isolated from a satu-
rated overnight culture with the Qiagen Genomic DNA
Extraction kit and labeled with either Cy3 or Cy5 dyes with
the Bioprime CGH Labeling (Invitrogen). Unincorporated
nucleotides were removed with Qiagen PCR columns and
the labeled probes were then hybridized as described to
DNA microarrays spotted with 6354 70mer oligonucleotide
probes representing most of the genes identified in Genome
Assembly 19 (Nantel et al., 2006). Normalization and data
analysis were performed in GENESPRING GX v7.3 (Agilent
Technologies). When used to validate suspected aneuploi-
dies, most GCH experiments needed to be performed only
once. Because our microarray probes are randomly distrib-
uted, it is impossible for noise, dye bias or probe localization
artifacts to produce a fluorescence ratio bias that is specific
only to certain chromosomes. Thus, even a very weak
change in median fluorescence ratio becomes very obvious
when viewed in this chromosomal context.

Multiplex PCR

The genomic DNA was purified by the Yeast Smash & Grab
DNA miniprep method as described by Rose et al. (1990).
For multiplex PCR, we used the Qiagen multiplex PCR kit.
PCR reaction mixtures (total volume, 50 mL) contained
1!Qiagen multiplex PCR master mix, 0.125mM equimolar
primers mixture (either A or B, see Table 1) and 1–50 ng of
purified genomic DNA (the specific amount must be
evaluated by each individual lab). Thermal cycling was
carried out in a Thermocycler 9600 (Perkin-Elmer) with a
denaturation step of 95 1C for 15min, 23 cycles with 30 s
denaturation at 94 1C, 30 s annealing at 57 1C, 45 s elonga-

tion at 72 1C and the last elongation step at 72 1C for 7min.
When performed to validate an already known aneuploidy,
the PCR assays needed to be performed only once to validate
the results. When used for screening, replicate experiments
on several individual colonies are advisable.

Agilent 2100 Bioanalyzer microcapillary
electrophoresis

Following amplification, 1 mL of the PCR reaction was
loaded into the well of a Bioanalyzer chip prepared accord-
ing to manufacturer’s protocol for the DNA 7500 Lab Chips
(Agilent Technologies). The aneuploidy of the mutant DNA
was determined by the relative ratio of the peak height of the
mutant and wild-type (SC5314) DNA fragments in the
chromatogram. The ratio for each chromosome was then
divided by the median of the ratio for all chromosomes.
Alternatively, the elution profile graphics were scaled and
overlapped in an image processing software such as ABODE

PHOTOSHOP.

Results

Following the completion of the C. albicans genome assem-
bly (van het Hoog et al., 2007), we noticed that some of our
transcriptional profiles exhibited chromosome-specific bias.
Thus, we extended this analysis to 4 100 published and
unpublished microarray experiments where two different
strains, usually a mutant and its wild-type parent, were
directly compared. As reported in Table 2, we observed cases
of chromosomal bias in 22 out of 59 C. albicans strains
(36.2%). For example, in Fig. 1, we can clearly see that the
transcriptional profiles obtained by comparing a Dmkc1
recombinant strain (Oberholzer et al., 2006) to the SC5314
control strain show an enrichment in overexpressed genes
that are located in Chr 1, 2, 5, 6 and 7 while the genes in Chr
3, 4 and R tend to be repressed. While the actual fold-change
can be minor, the bias can be easily detected, as long as the
probes are spotted in a random position on the microarray
slides so that experimental noise and most changes in
transcript abundance are evenly distributed. The second
example, taken from Tsong et al. (2003), is especially
interesting because we can see both up- and downregulated
chromosome bias; the general repression of Chr 2 genes is
due to the use of the Chr 2 trisomic CAI4 strain as a control,
while the increase in the fluorescence ratios of genes in Chr 6
is the probable result of a chromosome duplication event
during the generation of this strain.

This analysis was conducted with transcriptional profiling
data and not from CGH experiments, where genomic DNA
from two strains is differently labeled and hybridized to
microarrays. CGH on some strains has confirmed that the
changes in transcript profiles are indeed the result of
changes in gene copy number although it is difficult to
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determine precisely whether we are dealing with chromo-
some duplication, chromosome loss or some other type of
karyotype rearrangement. In some cases, we noticed that
individual transformed colonies can carry different aneu-
ploidies. For example, Fig. 2 shows CGH data from two
individual colonies of a strain, produced at the NRC-BRI,
that express an HA-tagged version of the Rfg1p transcrip-
tion factor. While both clones had the extra copy of Chr 2
normally found in the parental CAI4 strain, one of the
clones also had an additional copy of Chr 1. Whether the
extra Chr 1 arose from an independent duplication event or
from a mixed population of Chr 2 and Chr 1/2 triploids in
our CAI4 stocks has not been determined. Nevertheless, it
should be noted that we failed to detect any Chr 1 bias in
CGH experiments comparing our CAI4 and SC5314 stocks.
Another case of colony-specific aneuploidy occurred during
the production of Dfun31 mutants at Columbia University.
As illustrated in Fig. 3a, transcriptional profiling on three
independently isolated strains revealed that two of them

seem to be missing a copy of Chr R (or have an extra copy of
Chr 1–7). This experiment is also used to illustrate that a
chromosomal aneuploidy can also affect gene expression
patterns in the nonamplified chromosomes. A mutant vs.
wild-type comparison of the transcriptional profiles of genes
located on the nonaneuploid Chr 1–7 showed that the two
strains with the Chr R aneuploidies were more similar to
each other than to the strain with the correct number of
chromosome copies (Fig. 3b and c). These observations,
along with those produced by Selmecki et al. (2006), thus
confirm that changes in the copy number of certain genes
can result in compensatory changes in the expression profiles
of other genes located outside of the afflicted chromosomes.

In light of these results, we developed a multiplex PCR
assay that can rapidly detect cases of chromosomal aneu-
ploidy, the formation of isochromosomes or the loss of
chromosome ends. Each assay consists of eight pairs of
primers that are specific for unique regions near the left or
the right arm of each chromosome (see Table 1). As

Table 1. Primer sequences used in the multiplex PCR aneuploidy detection assay

Chr

Primer set A (left arm) Primer set B (right arm)

Sequences Positions Amplicon lengths Sequences Positions Amplicon lengths

1 Ca21Chr1_A_L

acttgtacggctggaaaaact

21272 301 Ca21Chr1_B_L

caactgccaaactagttccaa

3155855 305

Ca21Chr1_A_R

gccaagtatgagagggttgat

21572 Ca21Chr1_B_R

tgttggtgttttaccgtgttt

3156159

2 Ca21Chr2_A_L

cgagttaaactttcggtttcc

15481 383 Ca21Chr2_B_L

tccttctggcccttctaagta

2213805 375

Ca21Chr2_A_R

attgagggattgaacaaggag

15863 Ca21Chr2_B_R

aagagtgagcttgttctgggt

2214179

3 Ca21Chr3_A_L

atgctcctgtaatacgctcct

38238 478 Ca21Chr3_B_L

catgttttagttggtcgatgg

1779058 471

Ca21Chr3_A_R

gctcacacaatccaaccatag

38715 Ca21Chr3_B_R

gtaaccgacaaactccatgtg

1779528

4 Ca21Chr4_A_L

cacagagatgacagaacaccc

6565 588 Ca21Chr4_B_L

gatttgcggtggtttattttt

1614471 593

Ca21Chr4_A_R

cttgatccccaccatagactt

7152 Ca21Chr4_B_R

aaactagtctaccctgccgaa

1615063

5 Ca21Chr5_A_L

tgacaacattggagatggtct

28726 472 Ca21Chr5_B_L

cggtcatgtatttgattacgg

1163697 741

Ca21Chr5_A_R

agatttcgaatcacgcttttt

29467 Ca21Chr5_B_R

tatctgcagacgactacccag

1164437

6 Ca21Chr6_A_L

acatcatcctgtaacgccata

13849 925 Ca21Chr6_B_L

tgcgtctagatacaacaaggc

1014943 917

Ca21Chr6_A_R

caggtcaactcaacttccaga

14773 Ca21Chr6_B_R

acttggcatcaacttccttct

1015859

7 Ca21Chr7_A_L

gtcattccgaatctcaaacct

4219 1153 Ca21Chr7_B_L

aagtatgcaatttctttgggg

931287 1151

Ca21Chr7_A_R

tgaaaagtgcaggagaatcac

5371 Ca21Chr7_B_R

tcctcagcctgtttgtagttg

932437

R Ca21ChrR_A_L

ccaatataccccaatccaaac

18490 1430 Ca21ChrR_B_L

atttggtagaagatcgatggg

2287349 1438

Ca21ChrR_A_R

aaagacttgttccacctcacc

19919 Ca21ChrR_B_R

aagacaacaacgaagatgctg

2288786
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Table 2. Identification of unexpected aneuploidies in microarray profiles

Mutation Function Gene locations Aneuploidy

Mode of production

(reference if different

from array data) Reference for array data

D9-330 Antifungal resistance N/A Isochromosome 5! directed

evolution

Cowen et al. (2002)

D11-330 Antifungal resistance N/A Gain of Chr 7! Directed evolution Cowen et al. (2002)

D12-165 Antifungal resistance N/A Gain of Chr 7! Directed evolution Cowen et al. (2002)

D12-330 Antifungal resistance N/A Gain of Chr 4! Directed evolution Cowen et al. (2002)

Defg1/cph1 Transcription factors Chr R and Chr 1 Gain of Chr 7z Ura-blaster

(Lo et al., 1997)

Nantel et al. (2002)

35/65 profiles Combinations of MTL

transcriptional

regulators in White

and Opaque cells

Various Mixed cell population, some

with gain of either Chr 6 or 7.

Use of CAI4 as control also

caused Chr 2 bias in 33 of the

comparisons

PCR disruption

cassettes

Tsong et al. (2003)

Dcdc35 Adenylate Cyclase Chr 7 Gain of Chr 2z Ura-blaster (Rocha et al.,

2001)

Harcus et al. (2004)

Dssn6 Transcription factor Chr 3 Gain of Chr 7 Ura-blaster Garcia-Sanchez et al.

(2005)

Dmkc1 MAP kinase Chr R Loss of Chr 3, 4 and R PCR disruption

Cassette

Oberholzer et al. (2006)

Dsst2 GTPase activator Chr 5 Gain of Chr 6 PCR disruption

Cassette

Dignard & Whiteway

(2006)

Dtac1 Transcription factor Chr 5 Loss of Chr 5w MPAR-flipping Znaidi et al. (2007)

TAC1

replacements

Transcription factor Chr 5 Gain of Chr 5 and/or 7w MPAR-flipping Znaidi et al. (2007)

Dcph1 Transcription factor Chr 1 Gain of Chr 6 and 7z Ura-blaster

(Lo et al., 1997)

Huang et al. (2008)

Dras1 Small GTPase Chr 2 Gain of Chr 4 and loss of Chr

5–6

hph-URA3-hph

disruption cassette

(Feng et al., 1999)

B. Hube, GSE11490

Dste4 Gs subunit Chr 2 Loss of Chr 1-3 Ura-blaster

Drds2 Transcription factor Chr R Loss of Chr 1 Ura-blaster B. Turcotte (unpublished

data)

Dfun31 Ser/Thr protein kinase Chr 3 Loss of Chr R PCR disruption

Cassette

J. Rauceo and A.

Mitchell (unpublished

data)

Dvma22 Membrane protein Chr R Loss of right arm of Chr Rw PCR disruption

Cassette

E. Epp and M. Whiteway

(unpublished data)

Dnrg1 Transcription factor Chr 7 Gain of Chr 2 and 4wz Ura-blaster

(Murad et al., 2001)

C. Lacroix and A. Nantel

(unpublished data)

HA-Rfg1 Tagged transcription

factor

Chr 1 Gain of Chr 1 and/or Chr 2wz Insertion in Rps1 site C. Lacroix and A. Nantel

(unpublished data)

Nrg1-HA Tagged transcription

factor

Chr 1 Gain of Chr 2wz Insertion in Rps1 site C. Lacroix and A. Nantel

(unpublished data)

Note that the ‘loss’ of a chromosome might also be indicative of duplication of the remaining chromosomes or the presence of a trisomic chromosome

in the control strain.

Following a review of available data, profiles for the following mutants did not seem to exhibit obvious aneuploidies: Dace2, Dada2, Dals2, Dals4,
Dbcr1, Dbub2, Dcdc5, Dcdc53, Dcdr1 Dcdr2, Dcek1, Dcka2, Dcrz1, Dcph1 Defg1, Dcst20, Ddfg16, Defg1, Defg1 Defh1, Defh1, Dgal4, Dgcn2, Dgcn4,
Dhog1, Dhst7, Dmsn4 Dmnl1, Dmyo5, Dmyo5 Dhog1, Dmyo5 Dmkc1, Dmyo5DSH3DA, Drfg1, Drim101, Drlm1, Dsit4, Dsla2, Dssr1, Dtup1, D8-330,
N4-330.
!Observation validated by CGH (Selmecki et al., 2006; A. Selmecki, L.E. Cowen and J. Berman, unpublished data).
wObservation validated by CGH in our lab.
zObservation validated by the PCR assay.
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illustrated in Fig. 4, the resulting PCR reactions produce
eight amplicons of different sizes, one from each chromo-
some arm. The production of quantitative data requires
some optimization specific for each lab and PCR machine,
usually by varying the amount of template genomic DNA or
the number of amplification cycles. For quantification
purposes, we use an Agilent Bioanalyzer, a very precise
capillary electrophoresis instrument that produces reprodu-
cible results in a very short amount of time. Identification of
aneuploidies can be performed either by directly comparing
the elution profiles (Fig. 4a) or by measuring normalized
peak heights (Fig. 4b). In the examples shown in Fig. 4a, we
can easily detect the extra Chr 2 and Chr 4 in the Dnrg1
strain as well as the small deletion in the right arm of the
BWP17 Chr 5. In Fig. 4b, we can discern the extra Chr 1 and
Chr 6 in strain DkCa169 that were observed by Legrand et al.
(2008) as well as the additional Chr 5 and Chr 7 described by
Znaidi et al. (2007) in the TAC1/tac1 D<FRT SZY20 strain.
We choose these strains because they represent examples of
aneuploidies in seven out of the eight chromosomes, while
BWP17 is an example of a deletion that only affects one arm.

Discussion

We present evidence that the routine genetic manipulation
of C. albicans often results in the acquisition of unwanted
chromosomal aneuploidies. We have observed chromosome
duplications in any one of eight chromosomes of C. albicans,
with recombinant derivatives originating from either the
CAI-4, RM1000, BWP17 or SN95 strains, and with strains
produced by a variety of techniques including long-term
treatment with Fluconazole, Ura-blaster-mediated gene de-
letion, the insertion of disruption cassettes produced by
PCR, MPAR-flipping or the insertion of genes encoding
tagged transcription factors at the Rps1 site. Almost all the
cases of chromosomal bias affected a different chromo-
some(s) than the actual site of the recombinant modifica-
tion, which is to be expected because same-chromosome
aberrations would have been easily detected as part of the
regular Southern blotting controls that often follow strain
production. Ever since we became aware of this problem,
aneuploidy testing has been routinely applied in our lab and

Fig. 1. Example of chromosomal bias in published transcriptional pro-

files. Each spot represents fluorescence ratio data (log 2) from genes that

were ordered according to their position on the eight Candida albicans

chromosomes. The top panel represents a comparison between a Dmkc1

strain and its CAI4 parental strain (Oberholzer et al., 2006). The bottom

panel shows the profile obtained from a comparison between a ‘white’

morphology strain expressing the a1, a2, a1 and a2 MTL transcriptional

regulators and its CAI4 parental strain at 23 1C (Tsong et al., 2003).

Fig. 2. Example of different aneuploidies from two distinct colonies.

These graphs represent the fluorescence ratios (log 2) from individual

probes in a CGH comparing one of two colonies expressing the HA-

Rfg1p transcription factor with a CAI4-pCaEXP empty-vector control

strain that had previously been confirmed to have two copies of each

chromosome. While the fold change in CGH should be expected to be at

least 1.5-fold for a triploid vs. diploid comparison, we note that the

QUANTARRAY software used to quantify our microarrays tends to under-

estimate fluorescence ratios.
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we have developed a rapid multiplex PCR assay that can
cheaply identify chromosomal aberrations in less than a day.
Although not every laboratory is expected to have access to a
Bioanalyzer or similar equipment, band quantification from
a regular gel is possible if the experimenter is skillful enough
to detect a 50% increase in band intensity. Alternatively, the
primer sequences included therein could easily be adapted
into a quantitative PCR (qPCR) assay. In our hands, the
PCR assay works fairly well in the detection of simple
aneuploidies that affect one or even two chromosomes.

Results with multichromosomal aneuploidies are much
more difficult to interpret precisely; we can tell that some-
thing is wrong but matching peak heights to the afflicted
chromosome is not always possible because we can not
normalize the data. Finally, it should be noted that none of
our assays can currently detect loss of heterozygocity (LOH).
It would not surprise us if rates of unwanted LOH turned
out to be as abundant as aneuploidies.

The phenotypic consequences of these chromosomal
aberrations are difficult to assess without a direct

Fig. 3. Aneuploidies can affect transcriptional

profiles outside of the afflicted chromosomes.

(a) Fluorescence intensities in a transcriptional

profiling experiment of one of three Dfun31
mutants compared with a DAY185 control strain.

Downregulation of Chr R genes is apparent.

(b and c) Scatter plots showing the similarity of

transcriptional profiles between the genes

outside of Chr R in a comparison of two

individual Dfun31 mutants lacking a copy of Chr

R (b), or a Dfun31 mutant lacking a Chr R, when

compared with a control strain without the

Dfun31 mutation and an equal number of

chromosomes. Spots represent the fluorescence

ratios of 486 genes in Chr 1–7 that had a 1.5-fold

change or more in at least one experiment.

R2 values represent the similarities in the profiles

between the two strains and indicate that the

aneuploid strains produce profiles that are more

similar to each other.

Fig. 4. Aneuploidy detection with a multiplex

PCR assay. (a) Bioanalyzer profiles of multiplex

PCR reactions using primer set A (left panel) or

primer set B (right panel). We used as templates

genomic DNA from either a validated SC5314

control strain, a Dnrg1 strain (with extra copies of

Chr 2 and 4) or the BWP17 strain carrying a

heterozygous deletion on the right arm of Chr 5.

Images of the profiles were scaled to similar sizes,

thus allowing the identification of amplicons with

a different abundance (arrowheads). In (b), the

multiplex PCR assay was conducted with primer

set A on genomic DNA from strains SC5314,

DkCa169 (Legrand et al., 2008) and SZY20

(Znaidi et al., 2007). Graphs represent the

mutant/SC5314 ratio of the median normalized

peak heights on the X-axis and each

chromosome on the Y-axis. A log2 ratio above 0.2

(in red) was considered to be significant and

indicative of aneuploidy for these chromosomes.
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comparison between an aneuploid and a nonaneuploid
strain. The aneuploidy-dependent bias in transcriptional
profiling data is generally very subtle, most notably because
C. albicans is a diploid and an extra allele would thus
increase gene dosage by 50%. Assuming an equivalent
change in gene expression, this would only result in a
1.5-fold change in fluorescence ratio, which is the detection
limit of most transcriptional profiling experiments.
Consequently, we believe that most of the lists of signifi-
cantly modulated genes are still valid. More worrisome
and difficult to detect would be variations in gene ex-
pression patterns that would result from a change in
transcription factor dosage, a phenomenon that was ob-
served by Selmecki et al. (2006) with the Tac1p transcription
factor.

In conclusions, based on our global microarray data
analysis and general observations by the Montreal Candida
research community, we believe that we are dealing with a
fairly common phenomenon with a significant impact on
Candida research. In light of these observations, we propose
the following recommendations:
! The affected transcriptional profiles listed in Table 2
should not be used in global data analysis. The data
currently in public databases, such as CGD and GEO, should
be tagged appropriately.
! Important Candida albicans mutants and strains should
be tested for aneuploidy, either by CHEF, CGH on DNA
microarrays or by qPCR, before being used in subsequent
experiments. For example, our lab recently produced 31
strains that express TAP-tagged transcription factors. These
control experiments allowed us to eliminate six additional
cases of aneuploidies (19%).
! During the production of C. albicans strains, multiple
colonies should be isolated after every transformation to
facilitate the isolation of a strain with the standard back-
ground karyotype.
! Finally, researchers should pay close attention to the
culture stocks used for the construction of their re-
combinant strains. Ahmad et al. (2008) have identified
CAF4-2 as a stable Ura" derivative while we have tested
the SN76, SN95, SN152 and SN148 strains (Noble &
Johnson, 2005) and have found them to be initially free of
aneuploidies.
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Abstract

Glycolysis is a metabolic pathway that is central to the assimilation of carbon for either respiration or fermentation and
therefore is critical for the growth of all organisms. Consequently, glycolytic transcriptional regulation is important for the
metabolic flexibility of pathogens in their attempts to colonize diverse niches. We investigated the transcriptional control of
carbohydrate metabolism in the human fungal pathogen Candida albicans and identified two factors, Tye7p and Gal4p, as
key regulators of glycolysis. When respiration was inhibited or oxygen was limited, a gal4tye7 C. albicans strain showed a
severe growth defect when cultured on glucose, fructose or mannose as carbon sources. The gal4tye7 strain displayed
attenuated virulence in both Galleria and mouse models as well, supporting the connection between pathogenicity and
metabolism. Chromatin immunoprecipitation coupled with microarray analysis (ChIP-CHIP) and transcription profiling
revealed that Tye7p bound the promoter sequences of the glycolytic genes and activated their expression during growth
on either fermentable or non-fermentable carbon sources. Gal4p also bound the glycolytic promoter sequences and
activated the genes although to a lesser extent than Tye7p. Intriguingly, binding and activation by Gal4p was carbon
source-dependent and much stronger during growth on media containing fermentable sugars than on glycerol.
Furthermore, Tye7p and Gal4p were responsible for the complete induction of the glycolytic genes under hypoxic growth
conditions. Tye7p and Gal4p also regulated unique sets of carbohydrate metabolic genes; Tye7p bound and activated genes
involved in trehalose, glycogen, and glycerol metabolism, while Gal4p regulated the pyruvate dehydrogenase complex. This
suggests that Tye7p represents the key transcriptional regulator of carbohydrate metabolism in C. albicans and Gal4p
provides a carbon source-dependent fine-tuning of gene expression while regulating the metabolic flux between
respiration and fermentation pathways.
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Introduction

In order to grow and thrive in a wide range of hosts, pathogens
not only depend on certain virulence factors but also metabolic
flexibility; therefore, they must be able to assimilate various carbon
sources. Carbohydrates are the primary and preferred source of
metabolic carbon for most organisms, and are used for generating
energy and producing biomolecules. Most sugars are converted to
glucose 6-phosphate or fructose 6-phosphate before entering the
glycolytic pathway. Glycolysis is then responsible for converting
these hexose phosphates into the key metabolite pyruvate while
producing ATP and NADH (Figure 1). From there, cells carry out
two major strategies of energy production: fermentation and
respiration. Although both processes regenerate NAD+, respira-
tion is significantly more energetically efficient than fermentation
as it produces additional ATP through the tricarboxylic acid
(TCA) cycle and oxidative phosphorylation. However, regardless
of the mode of energy production, glycolysis is the central,
common pathway for both processes. As glycolysis is critical for

carbon assimilation, the pathway has been shown to be up-
regulated during infections and important to the virulence in
pathogenic bacteria, parasites, and fungi [1–6].
Since glycolysis is a central metabolic pathway, it is strictly

regulated. While there are different levels of regulation of the
process, transcriptional control is common to bacteria, fungi,
plants, and animals. The glycolytic enzymes are transcriptionally
regulated in response to environmental conditions such as oxygen
levels, carbon source and availability, and to cellular demands
such as metabolite concentrations and energy needs. However, in
most species the regulators of glycolytic gene expression have not
been identified, so our understanding of transcriptional control of
glycolysis in eukaryotes is mainly based on the non-pathogenic
yeast Saccharomyces cerevisiae (for review see [7]). In S. cerevisiae, the
transcription regulators Gcr1p and Gcr2p are primarily respon-
sible for activating the expression of the glycolytic genes [8,9].
Gcr1p binds to CT boxes (59-CTTCC-39) upstream of the
glycolytic genes and Gcr2p acts as a co-activator by forming a
complex with Gcr1p [10,11]. Deleting either gene decreases the
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expression levels of the glycolytic genes resulting in growth defects
during culture on glucose [9,12]. However, the mutant strains
display wild type growth rates on non-fermentable carbon sources
[9,12]. The factor Tye7p (also referred to as Sgc1p) is another
glycolysis-specific regulator in S. cerevisiae. Tye7p has been shown
to be involved in the activation of several glycolytic genes,
although not to the same extent as Gcr1p and Gcr2p [13]. This
activation is independent of GCR1 and the tye7 strain displays no
growth defects under any carbon source regime [13,14]. The
transcription factors Rap1p, Abf1p, and Reb1p also have roles in
activating the glycolytic genes, but these are global factors involved
in many cellular processes [15–18].
Although the glycolytic circuit is well characterized in S.

cerevisiae, most organisms to do not have GCR1 or GCR2 homologs
[19]. Furthermore, it is well established that the Saccharomyces-
lineage exhibits a unique dependence on the fermentation
pathway: these yeasts mainly ferment sugars to ethanol instead
of using respiration, even under aerobic conditions [20]. S. cerevisiae
up-regulates glycolysis and represses the TCA cycle in the
presence of glucose allowing this aerobic fermentation behavior
to occur [21]. Only when no fermentable carbon sources are
present, after the post-diauxic shift, will S. cerevisiae switch to the
respiratory mode. This phenomenon is known as the Crabtree
effect and is due to a glucose repression circuit that is largely
regulated by the transcriptional repressors Mig1p and Rgt1p, the
protein kinase Snf1p, and the protein complex SCFGrr1 [20]. This
regulatory circuit is proposed to have developed from the adaptive
potential derived from the whole-genome duplication that
occurred after the divergence of Saccharomyces from Kluyveromyces
[22,23]; the repression circuit is common to the Saccharomyces-
lineage and many of the genes retained from the whole-genome
duplication are involved in the lifestyle adaptation to aerobic
ethanol production [24–26].
The facultative anaerobic lifestyle of Crabtree-positive Saccha-

romyces yeasts is in contrast to that of most other eukaryotes, which
are either facultative or obligate aerobes and lack the glucose
repression circuit. Under aerobic conditions, Crabtree-negative
cells predominately oxidize pyruvate to carbon dioxide through

the TCA cycle. In the absence of oxygen, most aerobic organisms
are able to utilize the fermentation pathway to some extent to
continue regenerating NAD+. This difference in metabolic flux is
highlighted by transcription profiles of the aerobic fungi
Trichoderma reesei, Neurospora crassa, and Aspergillus oryzae, which
show little or no repression of the TCA cycle in glucose rich
compared to glucose poor growth conditions, and therefore do not
rely as heavily on the fermentation pathway as does S. cerevisiae
[27–29].
The opportunistic human fungal pathogen Candida albicans is a

facultative aerobe and thus metabolizes carbon sources in response
to oxygen availability similar to that of a typical eukaryotic cell. C.
albicans is responsible for various non life-threatening infections
such as oral thrush and vaginitis but in extreme cases, especially in
immunosuppressed individuals, it can cause potentially lethal
systemic infections. In fact, Candida species are the most common
isolated agent in fungal infections and the fourth leading cause of
nosocomial bloodstream infections in the United States, with an
attributable mortality rate of approximately 38–49% and
treatment costs estimated to be $1.7 billion annually [30–33]. C.
albicans accounts for more than half of all Candida infections
[30,33], highlighting the importance of understanding the
metabolism of this pathogen for the development of effective
antifungal treatments.
Crabtree-negative organisms that lack GCR1/2 homologs, such

as C. albicans, must control transcription of glycolytic genes
differently than does S. cerevisiae. In this study, we characterized
two fungal-specific activators of the glycolytic pathway in C.
albicans, Tye7p and Gal4p. Deleting both genes resulted in severe
growth defects when the mutant cells were cultured on
fermentable carbon sources when respiration was inhibited or
oxygen was limited, and chromatin immunoprecipitation coupled
with microarray analysis (ChIP-CHIP) and transcription profiling
showed these factors bind to and regulate expression of the
glycolytic pathway genes. Tye7p and Gal4p are also required for
complete pathogenicity as the mutant strains showed attenuated
virulence. This work therefore defines the key regulatory elements
controlling glycolytic gene expression in a facultative aerobic
pathogen.

Results

Deletion of CaGAL4 and CaTYE7 results in a severe
growth defect on fermentable carbon sources when the
respiration pathway is disrupted
We investigated possible transcriptional regulators of glycolytic

gene expression in C. albicans. In the well-studied yeast S. cerevisiae,
Gcr1p, Gcr2p, and Tye7p are key glycolysis-specific activators.
Unlike Gcr1p and Gcr2p, which are limited to Saccharomyces and
closely related yeasts, Tye7-like transcription factors can be found
throughout the Saccharomycotina subphylum. Therefore, while
there are no homologs of Gcr1p or Gcr2p in C. albicans, there is a
CaTye7p. ScTye7p and CaTye7p share 87% amino acid
similarity in the DNA binding basic-helix-loop-helix (bHLH)
domain but only 33% in the activation domain. A recent
investigation also implicated the CaGal4p transcription regulator
in the expression of genes involved in glycolysis [34]; while Gal4p
in S. cerevisiae is a well-characterized zinc cluster transcription
factor that regulates galactose catabolism, it does not fulfill this role
in C. albicans. ScGal4p and CaGal4p also share homology strictly
in the DNA-binding domain. Due to the potential or observed
involvement of these factors in aspects of carbohydrate metabo-
lism, we tested the role of CaTye7p and CaGal4p in the control of
glycolytic gene expression in C. albicans.

Author Summary

Pathogens must be able to assimilate the carbon sources
in their environment to generate sufficient energy and
metabolites to survive. Since glycolysis is a central
metabolic pathway, it is important for this metabolic
flexibility. The most commonly isolated agent in human
fungal infections, Candida albicans, depends upon glycol-
ysis for the progression of systemic disease. We investi-
gated glycolytic transcriptional regulation in C. albicans
and defined two key regulators of the pathway, Tye7p and
Gal4p. We demonstrated that these factors are important
for the fermentative growth of C. albicans both in vitro and
in vivo and also regulate the input and output fluxes of
glycolysis. The gal4tye7 strain showed attenuated virulence
in a Galleria and two mouse models, potentially due to the
severe growth defect in oxygen-limiting environments.
Gal4p and Tye7p represent fungal specific regulators
involved in the pathogenicity of the organism that may
be exploited in the development of antifungal treatments.
Our study describes a fungal glycolytic transcriptional
circuit that is fundamentally different from that of the
model yeast Saccharomyces cerevisiae, providing further
evidence that the transcriptional networks in S. cerevisiae
need not be generally representative of the fungal
kingdom.

Carbohydrate Regulation in Candida albicans

PLoS Pathogens | www.plospathogens.org 2 October 2009 | Volume 5 | Issue 10 | e1000612

157



Figure 1. An overview of the central metabolic pathways in yeast. The enzyme names are for C. albicans but some have not been directly
characterized and are annotated based on S. cerevisiae homology. Genes bound and activated by Gal4p and Tye7p are in red, genes bound and
activated mainly by Tye7p are in blue, and genes bound and activated mainly by Gal4p are in green. Genes in black are not bound and activated by
either factor. For simplicity, ‘‘*’’ represents reactions requiring ATP, ‘‘**’’ represents reactions producing ATP, and ‘‘***’’ represents reactions
generating NADH. These symbols are given for reactions of the glycolytic pathway only.
doi:10.1371/journal.ppat.1000612.g001
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We first constructed tye7 and gal4tye7 deletion strains to use in
conjunction with our previously generated gal4 strain [34]. We
tested the ability of all strains to grow on the fermentable carbon
sources glucose, fructose, mannose, and galactose, and the non-
fermentable carbon source glycerol. On solid media, no growth
defect was evident for any deletion strain regardless of the carbon
source or concentration tested (Figure 2A). However, when the
more sensitive liquid assay was used with glucose, galactose, and
glycerol carbon sources, it was able to identify a minor growth
defect for the gal4tye7 strain with glucose media, as the doubling
time was 147 min compared to that of the wild type of 123 min
(Table 1 and Figure S1A). As C. albicans lacks the glucose

repression mechanism that exists in S. cerevisiae, its respiration
pathway is active under glucose growth conditions so it is not
critically dependent on the glycolytic pathway. Although glycolysis
is central to both the respiration and fermentation pathways, it is
more important for fermentative metabolism since under these
conditions the cell must rely exclusively on the ATP generated by
glycolysis. As a result, glycolysis proceeds at a higher rate in
fermenting cells [20].
To mimic the fermentative metabolism of S. cerevisiae, the

mitochondrial inhibitor antimycin A was added to the solid media,
and cells in liquid culture were grown without aeration. These
changes disrupt the proton gradient and ultimately prevent the

Figure 2. GAL4 and TYE7 are involved in fermentative growth with glucose, fructose or mannose as the sole carbon source. WT refers
to strain CMM1. Cells were serially diluted and a representative dilution is displayed. Pictures were taken from plates where the carbon source was at
2% although the 0.2% plates gave similar results. (A) Solid media without antimycin A. Pictures were taken after 2–3 days of growth. (B) Solid media
with antimycin A (2 mg/ml). Pictures were taken after 2–3 days of growth except for galactose (6 days).
doi:10.1371/journal.ppat.1000612.g002
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production of ATP by oxidative phosphorylation via the
respiration pathway. When C. albicans was forced to use
fermentation, a severe growth defect during culture on glucose,
fructose or mannose media was evident for the double mutant
strain (Figures 2B and S1B and Table 1). Therefore, it appears that
both Gal4p and Tye7p are involved in fermentative growth with
most fermentable carbon sources. The tye7 strain showed a minor
growth defect under these fermentative conditions while the gal4
strain still grew at wild type levels, suggesting that Tye7p is a more
important regulator of fermentative growth. This prediction was
supported by the complemented strains, as reintroducing one copy
of TYE7 was sufficient to restore wild type growth rates to the
double mutant strain, while one copy of GAL4 resulted in only
partial restoration (Figure S1B). Therefore, although both factors
appear to be involved in regulating the fermentative growth
pathway, Tye7p plays a more central role.
Galactose was unique among the fermentable carbon sources

tested as no distinct phenotype was observed for the gal4tye7 strain
compared to the wild type under fermentative growth conditions
(Figures 2B and S1B). This is likely due to the Kluyver effect,
which is thought to be a result of insufficient sugar uptake, and
prevents the growth on certain sugars in the absence of respiration
[35]. The fermentative growth conditions used (growth without
aeration and antimycin A at 2 mg/ml) do not completely inhibit
respiration, which allowed the strains to grow, although very
slowly, in galactose media. Most yeast hexose transporters are able
to take up glucose, fructose, and mannose, while galactose uptake
requires separate transporters. If galactose uptake is the limiting
step, then any effect of GAL4 or TYE7 on the fermentation
pathway will be minimized. Therefore, the lack of observed
difference between the mutant strain and the wild type in
Figures 2B and S1B is not because the gal4tye7 strain grows well
on galactose media when respiration is disrupted, but instead is a
result of the comparably poor growth of the wild type strain (Table
S1).

Location profiling reveals that Gal4p and Tye7p bind
many carbohydrate metabolic promoter targets
To gain insight into why Gal4p and Tye7p are required for

fermentative growth, we performed ChIP-CHIP to determine
their binding targets. ChIP-CHIP of chromosomally TAP-tagged
Gal4p and Tye7p was first performed during growth in glucose
media since glucose is the primary carbon source that stimulates
the glycolytic pathway. Two different microarray formats, single
spot full-genome arrays and whole-genome tiling arrays, were used
to provide different strategies for data analysis and for validation
purposes. Gal4p bound 98 targets and Tye7p bound 271 targets

with the single probe full-genome array (Tables S2 and S3), so
Tye7p appears to function as a more global regulator. However,
both gene sets were significantly enriched for glucose/carbohy-
drate metabolic processes and both factors bound essentially all the
glycolytic genes. The Gene Ontology (GO) biological processes
that were enriched in the bound-gene sets are displayed in
Figure 3A. The results are similar between the two factors except,
as is discussed below, Gal4p bound more targets involved in
pyruvate metabolism. Although Tye7p bound a large number of
targets, no GO process is enriched other than carbon metabolism.
The tiling array showed highly similar results but was able to

identify a few additional targets including three glycolytic genes,
PFK26-2, GLK1, and GLK4. Smoothed peak intensity curves of the
tiling array binding events were created to estimate the largest fold
enrichments and thus the most significant targets. For Gal4p, the
13 bona fide glycolytic pathway promoters are in the top 68
smoothed peak intensities while for Tye7p they are in the top 52
peaks (Tables S4 and S5). Therefore, the glycolytic promoters are
among the most significant targets for both factors. As well, several
genes involved in ethanol fermentation (PDC11, ADH1, and
NDE1) are included in this group of targets. Therefore, the ChIP-
CHIP data suggests that Gal4p and Tye7p are involved in the
entire fermentation pathway from glucose to ethanol.
Although Gal4p and Tye7p bound many common targets, there

were a significant number of individual binding events, some of
which are related to carbohydrate metabolism (Figure 3B). The
clearest example is that Gal4p bound the promoter sequences of
the five genes encoding the pyruvate dehydrogenase complex
(PDH) while Tye7p bound the promoter sequences of the three
genes for the trehalose synthase complex. Tye7p also bound
several genes involved in glycogen and glycerol metabolism. A
summary of selected metabolic binding targets under glucose
growth conditions is shown in Figure 4A and Table S6. Many of
the Gal4p and Tye7p targets are linked to the glycolytic pathway
suggesting that these factors also regulate the input and output
fluxes of the pathway.

Both Gal4p and Tye7p activate genes required for
fermentative growth
ChIP-CHIP is a whole-genome approach for determining

binding locations of a transcription factor; however, it is
insufficient to give a complete picture of a factor’s biological
function. As was observed with GAL4, the binding and
transcription profiles can provide different insights. Therefore, to
complement the ChIP-CHIP analysis, transcription profiling
comparing wild type and mutant strains was performed under
glucose growth conditions. The expression levels of selected
carbohydrate metabolic genes is illustrated in Figure 4B and Table
S7. As expected, not all targets bound by ChIP-CHIP showed
differential expression and not all differentially regulated genes
showed direct binding of the transcription factors; however, in
general the most significantly bound targets were down-regulated
in the absence of the factor. The glycolytic and fermentation genes
were down-regulated in the tye7 strain confirming Tye7p’s role as
an activator of fermentative metabolism. Gal4p is also involved in
the activation of the glycolytic/fermentation genes because the
expression levels of these genes were lower in the gal4tye7 strain
compared to the tye7 strain. The involvement of Gal4p in the
activation of glycolytic gene expression was masked in the gal4
expression profiles, most likely because the absence of GAL4
caused an up-regulation of TYE7 [34]. Therefore, Tye7p appears
able to significantly compensate for the loss of Gal4p, further
supporting the idea that it plays a more central role in glycolytic
gene regulation than does Gal4p.

Table 1. Doubling times under glucose growth conditions.

Strain Aeration (min) Static (min)

WT 123 139

tye7/tye7 121 155

gal4/gal4 116 132

gal4/gal4/tye7/tye7 147 210

gal4/GAL4/tye7/tye7 126 163

gal4/gal4/tye7/TYE7 129 138

Doubling times of the strains for the glucose growth curves in Figure S1. The
natural log of the OD600 was plotted versus time and the best-fit line of the
exponential phase was determined. The doubling time was equal to ln2/slope.
doi:10.1371/journal.ppat.1000612.t001
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The ChIP-CHIP data showed that only Tye7p bound the genes
involved in trehalose metabolism. Expression of the trehalose
metabolic genes was down-regulated in the tye7 strain but not
further reduced in the gal4tye7 strain indicating that Gal4p is not
involved in their activation. Trehalose is a glucose disaccharide that
has a role as a storage carbohydrate in yeast. Another important
storage molecule in yeast is glycogen. Tye7p also bound several
glycogen metabolic targets (GPH1, GDB1, GLG1, GSY1, and GLC3)
that were subsequently down-regulated in the tye7 strain and showed
no influence of Gal4p in the gal4tye7 strain. As well, Tye7p was the
sole regulator of several glycerol metabolic targets (DAK2, GCY1,
GPP1, GPD1, and GPD2). On the other hand, Gal4p activated the
PDH genes with no influence from Tye7p. These genes were not
down-regulated in the tye7 strain (some were slightly up-regulated
along with GAL4) but were reduced in the gal4tye7 strain.
The down-regulated genes were analyzed for GO enrichment.

As expected, all the categories were related to carbon metabolism.

Generally, the two deletion strains had similar results with
glycolysis (tye7 P-value: 1.34E-18; gal4tye7: 1.44E-15) and cellular
alcohol metabolic process (tye7: 4.48E-17; gal4tye7: 8.33E-16) being
the most significantly enriched categories.

Tye7p regulates the cell’s commitment to glycolysis
Tye7p directly activated many genes involved in trehalose and

glycogen metabolism independently of Gal4p. As well, the genes
encoding the glycolytic-committing enzyme phosphofructokinase
(PFK1 and PFK2) were among the top six most down-regulated
genes in the tye7 strain while the gluconeogenesis-specific gene FBP1
was moderately down-regulated. Therefore, it appears that Tye7p
regulates the flux between energy storage and energy production at
the glucose-6-phosphate branch point (Figure 1). To support this
claim, we investigated whether the levels of trehalose and glycogen
were different in the tye7 strain compared to the wild type. Since
exponentially growing cells have low trehalose levels that rapidly

Figure 3. Gal4p and Tye7p bind many carbohydrate metabolic promoter targets under glucose growth conditions. (A) GO enrichment
of YPD binding targets for Gal4p and Tye7p. Targets with a normalized fold enrichment .1.5 and a P-value,0.1 with the single spot full-genome
microarray (98 and 271 genes for Gal4p and Tye7p, respectively) were analyzed with the CGD GO Term Finder (http://www.candidagenome.org/cgi-
bin/GO/goTermFinder). The P-value of enrichment for each GO category is indicated. (B) Overlap of YPD binding targets from (A). The common
targets are highly enriched for glycolysis genes. The Gal4p independent targets include the five components of the PDH while the Tye7p
independent targets contain the three components of the trehalose synthase complex.
doi:10.1371/journal.ppat.1000612.g003
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accumulate during stationary phase [36], trehalose amounts were
determined from cells at both phases. We observed significantly
increased levels of trehalose in the tye7 strain for both stationary and
logarithmic phase cells (Figure 5A). Additionally, iodine staining
showed that the glycogen content in the tye7 cells was higher than
that of the wild type (Figure 5B). The higher storage carbohydrate
levels correlate with the expression profile as FBP1 and the majority

of genes involved in trehalose and glycogen metabolism were down-
regulated 2–3 fold while PFK1 and PFK2 were down-regulated
approximately 6 and 9 fold, respectively. Therefore, the glucose-6-
phosphate flux in the tye7 strain would favor trehalose and glycogen
synthesis. In contrast, the gal4 strain showed wild type levels of both
storage carbohydrates, suggesting that Tye7p alone regulates the
cell’s decision to commit to glycolysis or energy storage.

Figure 4. Gal4p and Tye7p bind to and regulate the expression of genes involved in the fermentation pathway under glucose
growth conditions. Heat map displays of the ChIP-CHIP and expression profiles were created with the Cluster and TreeView programs (http://rana.
lbl.gov/EisenSoftware.htm). (A) Tye7p and Gal4p ChIP-CHIP binding profiles of selected metabolic targets with the single spot full-genome
microarray. Fold enrichments displayed represent the intergenic probe for the respective gene and enrichments ,1.0 were adjusted to 1.0 for
graphical purposes. Black represents no binding while red represents binding with the color brightness indicating the degree of enrichment. Binding
to the glycolytic genes was so strong that binding to two neighboring probes was sometimes observed. In such cases, both values were included as
these occurred in situations where a shared promoter region contained two probes but the tiling array confirmed the presence of a single binding
site. The fold enrichments of these and other metabolic targets are given in Table S6. (B) Transcription profile of selected metabolic genes for the tye7
and gal4tye7 strains. Black represents no change in expression, green is down-regulated, and red is up-regulated with the color brightness indicating
the degree of expression change. The expression levels of these and other metabolic genes are given in Table S7.
doi:10.1371/journal.ppat.1000612.g004
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Tye7p binds its targets independently of the carbon
source while Gal4p displays differential binding
It is clear that Gal4p and Tye7p are important for fermentative

growth when glucose, fructose or mannose is the carbon source.
Although there was no phenotype during growth on galactose or
glycerol, we investigated the effect of these carbon sources on
binding to identify any differences (Dataset S1). Figure 6A illustrates
the ChIP-CHIP results of selected carbohydrate metabolic targets
during growth on galactose and glycerol media with the behavior
during growth on glucose included as a comparison.
A striking trend was the difference in binding between Gal4p

and Tye7p under the various carbon sources. Whereas the peak
intensity of Gal4p binding changed based on the carbon source,
the peak sizes of Tye7p binding were largely unaffected
(Figure 7A). This pattern was consistent for the majority of targets
resulting in a decrease in the overall number of Gal4p binding
targets from glucose to galactose to glycerol and a similar overall
number of binding sites for Tye7p with the different carbon
sources (Figure S2). Therefore, Gal4p binds its few targets in a
carbon source-dependent manner while Tye7p appears to be a
more global regulator that binds its targets independently of the
carbon source the cells are growing on. This difference in target
binding dependent on the carbon source could be a direct result of
the protein levels of the transcription factors. We compared
protein levels during growth in YPD, YPGal, and YPGly media
relative to YP media and observed that Gal4p is significantly
induced by glucose while Tye7p has a more constitutive expression
(Figure S3). These results further support the inference that Tye7p
is the more central regulator of carbohydrate metabolism.
Another trend was that Gal4p showed stronger binding to the

promoters of genes encoding the glycolytic pathway enzymes that
acted in the later part of the pathway (from TPI1 on) compared to
the early part of the pathway, regardless of the carbon source of
the growth medium (Figure 6A). In Figure 7A, HXK2 binding is

representative of early pathway genes and PGK1 binding is
representative of later pathway genes. Interestingly, this difference
in binding within the pathway corresponds at the point where the
six carbon glucose molecule has been converted to two three
carbon products and also represents the separation between the
initial ATP consuming steps and the later energy producing steps
(Figure 1). Therefore, while Tye7p appears to be involved in
committing the cell to glycolysis, Gal4p appears to focus on the
later part of the pathway to promote energy production once the
commitment is made.

CaTye7p and CaGal4p bind to distinct motifs
The binding distribution curves created with the tiling array

were also used to predict the motif that CaGal4p and CaTye7p
recognize by looking for sequences enriched around the binding
sites of the top peak intensity targets. ScGal4p has a well
established 59-CGG(N11)CCG-39 motif [37]. Analysis of the top
CaGal4p binding targets revealed enrichment for this motif
(Figure 7B). Since ScGal4p and CaGal4p have 86% sequence
similarity in the DNA binding domain, it is reasonable to expect
they would recognize a similar sequence. The binding distribution
curves of HXK2, PGK1, and PDA1 showed Gal4p motifs near the
binding sites of CaGal4p (Figure 7A).
As previously mentioned, CaTye7p is a bHLH transcription

factor. These type of factors are known to recognize the E-box
sequence 59-CANNTG-39 [38]. The motif enriched among the top
CaTye7p binding targets contains this bHLH signature (Figure 7B).
The binding distribution curves of HXK2, PGK1, and TPS3 showed
Tye7p motifs near the binding sites of CaTye7p (Figure 7A).

Tye7p and Gal4p are carbon-source dependent
activators
To gain further insight into how Gal4p and Tye7p regulate

their targets in response to different carbon sources, transcription

Figure 5. Deletion of TYE7 results in higher trehalose and glycogen levels. (A) The trehalose content of wild type (BWP17), tye7, and gal4
cells at both stationary and logarithmic phases were measured. Trehalose levels (nmol trehalose per mg cell protein) were reported relative to the
wild type in stationary phase. Both wild type and gal4 cells had no detectable trehalose levels in the logarithmic phase and were not included in the
graph. (B) Wild type (BWP17), tye7, and gal4 cells were exposed to iodine vapor to indicate the glycogen content as iodine vapor stains cells brown
upon reacting with glycogen. The tye7 cells stained a darker brown than the wild type indicating that there is more glycogen present.
doi:10.1371/journal.ppat.1000612.g005
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profiles comparing wild type and deletion strains with galactose
and glycerol as the sole carbon source were performed. Figure 6B
illustrates the expression profiles of selected carbohydrate
metabolic targets during growth on galactose and glycerol media
with the behavior during growth on glucose included as a
comparison (complete lists of down-regulated genes in Tables S8,
S9, S10, S11, S12 and S13). The glycolytic genes were down-
regulated in the tye7 strain under galactose and glycerol growth
conditions but not as significantly as with glucose-containing
media. Gal4p strongly activated the glycolytic genes on glucose
and galactose media but had only minimal effect when glycerol
was the carbon source. This result correlates with the location

profiling data as Gal4p displayed reduced binding under glycerol
growth conditions. Tye7p and Gal4p’s carbon-source dependent
roles in glycolytic gene expression were validated by quantitative
real-time PCR (qPCR) (Figure S4).

Gal4p and Tye7p are involved in glycolytic gene
induction in hypoxic growth conditions
Pathogens must not only be adept at utilizing different carbon

sources but must also be able to handle changes in oxygen levels.
For C. albicans, this flexibility involves growth in oxygen rich
environments such as the skin and oral mucosal layers and oxygen
poor niches such as inner organs. Since serious systemic infections

Figure 6. Comparison of ChIP-CHIP and expression profiles with glucose, galactose, and glycerol media. Heat map displays were
created as described in Figure 4. (A) Tye7p and Gal4p ChIP-CHIP binding profiles of selected metabolic targets with the single probe full-genome
microarray. The fold enrichments of these and other metabolic targets are given in Table S6. (B) Transcription profiles of selected metabolic genes for
tye7 (1) and gal4tye7 (2) strains under glucose (Glu), galactose (Gal), and glycerol (Gly) carbon sources. The expression levels of these and other
metabolic genes are given in Table S7.
doi:10.1371/journal.ppat.1000612.g006
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Figure 7. Gal4p displays carbon source-dependent binding while Tye7p binds its targets constitutively. (A) Binding of Gal4p and Tye7p
to HXK2 (i), PGK1 (ii), PDA1 (iii), and TPS3 (iv) under glucose, galactose, and glycerol growth conditions with the tiling array. HXK2 and PGK1 represent
common glycolytic targets while PDA1 and TPS3 represent Gal4p and Tye7p specific targets, respectively. The ORF and 1500 bp upstream region is
shown. Values for each data point were determined by taking the mean fold enrichment of each probe and the surrounding four probes. The dashed
blue and green lines represent the Tye7p and Gal4p binding sites, respectively (approximated over the three carbon sources). The consensus motifs
and their positions are indicated for each factor. (B) Consensus motifs based on the top 30 peak intensities from the tiling array for Gal4p and Tye7p
on glucose media. The sequence surrounding the peak point (covering 5 probes, 300 bp) for each target was sent to MEME (http://meme.sdsc.edu/
meme4/) and the most significant motif (Gal4p: E=9.3E-24; Tye7p: E=1.8E-15) is reported.
doi:10.1371/journal.ppat.1000612.g007
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are associated with these oxygen poor conditions and the glycolytic
genes are known to be up-regulated in response to hypoxia in C.
albicans [39], we tested the ability of our deletion strains to grow in
oxygen-limiting environments. The gal4 strain was unaffected but
the tye7 and gal4tye7 strains displayed a severe growth defect
(Figure 8A). This defect was observed not only at 30uC but also at
37uC, the human physiological temperature (Figure S5A). This is
further validation for Gal4p and Tye7p’s role in fermentative
metabolism.
To confirm that Tye7p is responsible for the induction of the

glycolytic genes under hypoxic conditions we repeated the
expression profile under glucose growth conditions in the presence
of nitrogen instead of oxygen (for complete lists see Tables S14 and
S15). As observed under oxygen rich (normoxic) growth
conditions, the glycolytic genes were down-regulated (Figure 8B
and Table S7). However, there were some differences compared to
the normoxia profile. First, some metabolic genes altered their
expression to adjust to the low oxygen environment in the absence
of the key glycolytic activator. These changes include the up-
regulation of gluconeogenesis-specific genes, glycerol synthesis
genes, pentose phosphate pathway genes, and the PDH genes, all
of which were either down-regulated or not significantly regulated
in the normoxia profile. The lack of a fully functional glycolytic
pathway would result in gluconeogenesis stimulation, glycerol
synthesis is an alternative to ethanol fermentation to regenerate
NAD+, the pentose phosphate pathway is an alternative to
glycolysis to generate reducing equivalents, and increasing PDH
expression would promote respiration for any of the available
pyruvate. Second, GAL4 expression was significantly up-regulated
(5.5 fold compared to 1.4 fold in normoxic conditions). This up-
regulation also explains the increase in PDH expression and is
likely why some glycolytic genes were not as significantly down-
regulated. Third, the expression of many more genes was altered
in the hypoxia profile, but many of these could be attributed to the
significant growth defect of the tye7 strain (doubling time was
approximately 220 min compared to the wild type at around
110 min). We chose to just focus on the effect on metabolic gene
expression as we had already established Tye7p as a metabolic
regulator under normoxic conditions.
Based on the reduced growth rate of the gal4tye7 strain

compared to the tye7 strain in low oxygen growth conditions, we
assumed that Gal4p was also involved in the induction of the
glycolytic genes. The expression profile with the gal4tye7 strain was
not done due to the severe growth defect. However, to confirm our
hypothesis we transferred normoxia grown cultures to low oxygen
conditions for 30 min and analyzed glycolytic gene expression by
qPCR. The gal4tye7 strain showed a significant further down-
regulation compared to the tye7 strain (Figure 8C).
To ensure our hypoxia experimental set-up was accurate and

that the glycolytic genes were induced, we compared the wild type
strain under hypoxic and normoxic conditions (Figure 8B and
Table S7). Our results agreed well with previously published data
[39] as glycolytic, fermentation, stress response, cell wall, fatty
acid, iron metabolism, and hyphae-specific genes were up-
regulated while TCA cycle, respiration, and ATP-synthesis genes
were down-regulated (for complete lists see Tables S16 and S17).
Surprisingly, TYE7 and GAL4 expression appeared down-

regulated in the wild type under hypoxia. Recently, it has been
shown that the glycolytic genes can be rapidly induced under
hypoxia before subsequently declining [40]. This dynamic
expression is especially true for transcription factors that must be
quickly up-regulated to activate their target genes but may become
down-regulated once their target genes have reached their needed
expression levels. Therefore, we measured the levels of TYE7,

GAL4, and the glycolytic gene CDC19 at four different time points
following a shift to hypoxic growth conditions (Figure S6). We
observed a rapid increase in TYE7 and GAL4 expression in the first
15 minutes followed by a sharp decline. In contrast, CDC19
induction was longer and the decline less drastic. Thus, TYE7 and
GAL4 are initially induced by hypoxia to activate the glycolytic
genes before they are subsequently down-regulated.

Complete glycolytic activation by Gal4p and Tye7p is
required for full virulence
Since metabolic flexibility and growth under low oxygen

conditions are important for pathogens, we investigated the effect
of deleting GAL4 and TYE7 on the virulence of C. albicans. We
chose to first test all of our strains using the greater wax moth
Galleria mellonella as a host model. Screening the virulence of C.
albicans strains in Galleria has been shown to produce similar results
to those measured through systemic infections with mice [41]. As
controls, injections of PBS or UV/heat-killed BWP17 did not kill
any Galleria over seven days, demonstrating that any death was
attributable to viable C. albicans cells. The gal4 strain showed a
minor, but significant (P=0.008, log-rank test) difference com-
pared to the wild type, while both the tye7 and gal4tye7 strains
showed very significant (P,0.0001, log-rank test) attenuated
virulence (Figure 9). These results correlate with the observed
growth defects under hypoxic conditions. If the mutant strains
grow slower than the wild type due to a lower oxygen environment
inside the insect, the insect is able to survive for a longer period of
time.
The double mutant strain was also tested in two mouse models,

A/J and C57BL/6J, to support the result from the Galleria model
and allow for further analysis. The A/J strain is C5 deficient and is
highly sensitive to systemic infection with C. albicans while the
C57BL/6J strain is C5 sufficient and therefore is less sensitive [42].
As with the Galleria model, the gal4tye7 strain displayed significant
attenuated virulence in both A/J (P=0.0009, log-rank test) and
C57BL/6J (P=0.0007) mouse models (Figure 10A).
Fungal loads from different tissues were examined. For the A/J

mice, two sets of six mice were injected with the gal4tye7 strain.
Fungal loads for the first set were determined 24 hours after
injection, when the mice challenged with the wild type and
revertant strains were euthanized due to moribundity. Fungal
loads from the kidney, liver, and heart were significantly lower
(P=0.002, 0.002, and 0.009, respectively, Mann-Whitney test) in
the gal4tye7 infected mice compared to mice challenged with the
wild type strain (Figure 10B and Table 2). The fungal load of the
second set was determined when the gal4tye7 infected mice became
moribund. The fungal burden of this set showed comparable levels
to the mice injected with the wild type strain (Figure 10B and
Table 2). For the C57BL/6J mice, kidney fungal loads were
determined following euthanization due to moribundity or survival
until day 21. Five of the six C57BL/6J mice challenged with the
gal4tye7 strain survived until day 21 and four of them completely
cleared the infection (Figure 10B).
Histological examination showed in vivo hyphae formation of the

mutant strain in the kidney of A/J mice (Figure 10C) and
confirmed the observations that the gal4tye7 strain is able form
hyphae in the presence of serum, N-acetylglucosamine, and spider
media in vitro (data not shown). These results further support the
hypothesis that the reduced virulence of the double mutant strain
is attributed to a growth defect due to low oxygen environments in
the host, which allows the organism to survive with the infection
for a longer time and increases the chance the host’s immune
system is able to clear the infection.
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Figure 8. TYE7 and GAL4 are important for hypoxic growth and the induction of glycolytic genes in a low oxygen environment. (A)
Cells were serially diluted, plated on YPD, and incubated in an anaerobic chamber at 30uC for 4 days. The chamber was flushed daily with nitrogen.
Due to the space limitation of the chamber, the revertant strains were unable to be spotted on the same plate. A second experiment including the
revertant strains was done on two separate plates to verify the results (Figure S5B). (B) Heat map displays were created as described in Figure 4.
Transcription profiles of selected metabolic genes for (from left to right) BWP17 hypoxia relative to BWP17 normoxia, tye7 hypoxia relative to BWP17
hypoxia, and tye7 normoxia relative to BWP17 normoxia. The expression levels of these and other metabolic genes are given in Table S7. (C) The
expression levels of several glycolytic genes were measured by qPCR in the tye7 and gal4tye7 strains relative to the wild type (BWP17) after 30 min of
growth under hypoxic conditions. ACT1 was used as the reference.
doi:10.1371/journal.ppat.1000612.g008
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Discussion

Although fungi generally have similarly designed metabolic
pathways, their transcriptional regulation of these pathways can be
quite different, as illustrated by the human fungal pathogen C.
albicans and the non-pathogenic yeast S. cerevisiae. Crabtree-positive
yeasts, such as S. cerevisiae, have developed a circuit that represses
the respiration pathway and up-regulates the glycolytic/fermen-
tation pathway in the presence of excess glucose even under
aerobic conditions. In contrast, C. albicans is Crabtree-negative and
prefers to completely oxidize carbohydrates through the respira-
tion pathway in aerobic conditions, only relying on the
fermentation pathway in the absence of oxygen. Furthermore, C.
albicans up-regulates the glycolytic pathway in low oxygen
conditions while S. cerevisiae does not [39]. These metabolic
responses of C. albicans are similar to the majority of fungi and
other eukaryotes. Therefore, it is important to extend our
understanding of transcriptional control of carbohydrate metab-
olism beyond S. cerevisiae to other organisms.
Although the glycolytic transcriptional circuit has been studied

in the yeast Kluyveromyces lactis [19,43], which lacks the glucose
repression circuit, this organism is closely related to S. cerevisiae and
its glycolytic genes are mainly regulated by orthologs of Gcr1p and

Gcr2p. It appears that K. lactis is an intermediate between S.
cerevisiae and the majority of aerobic fungi that do not contain
GCR1/2 homologs and therefore it is not a representative model of
Crabtree-negative fungi. We characterized Tye7p and Gal4p, two
transcriptional activators of the glycolytic pathway in C. albicans,
which lacks GCR1/2 homologs. Deleting both factors resulted in a
severe growth defect during culture on several fermentable carbon
sources (glucose, fructose, and mannose) when respiration was
inhibited or oxygen was limited; the single mutant gal4 strain
showed no growth defects while the tye7 strain displayed a slight
growth defect under these conditions. All deletion strains grew at
near wild type levels on a non-fermentable carbon source or with
fermentable sources when the respiration pathway was not
disrupted.
ChIP-CHIP and transcription profiling revealed that both

Tye7p and Gal4p are directly involved in the activation of the
entire glycolytic pathway. Tye7p bound all the glycolytic
promoters in a carbon source-independent manner and the tye7
strain showed a down-regulation of these genes that was most
significant in glucose growth conditions. Gal4p binding to the
promoter sequences of the glycolytic genes was affected by the
carbon source with a decrease in binding from glucose to galactose
to glycerol. Gal4p’s role in the activation of these genes was also

Figure 9. GAL4 and TYE7 are required for full virulence in a Galleriamodel. The survival curves for the indicated strains are shown. Each point
represents the average daily survival rate based on four replicates of 20 insects. The BWP17 and CMM1 survival curves were not significantly different
(P.0.05, log-rank test), demonstrating the limited effect of histidine and arginine auxotrophies.
doi:10.1371/journal.ppat.1000612.g009
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Figure 10. The gal4tye7 strain shows attenuated virulence in both A/J and C57BL/6J mouse models. (A) A/J (i) and C57BL/6J (ii) mice
were injected with either wild type (CAS8), gal4/gal4/tye7/tye7 (CAS9), or gal4/GAL4/tye7/TYE7 (CAS10) strains. A/J mice were monitored until
considered moribund while C57BL/6J were monitored over a 21 day period. The revertant strain was omitted from the A/J graph since all six mice
were euthanized on day 1 and would be masked by the wild type line. (B) (i) The kidney fungal load was determined 24 hours after injection for the
A/J mice. Mice infected with the gal4tye7 strain had approximately ten times less C. albicans cells than the mice challenged with either the wild type
or revertant strains. Another fungal load of gal4tye7 infected mice was determined upon moribundity and showed comparable levels to the mice
injected with the wild type strain after 24 hours. (ii) The kidney fungal load was determined upon euthanization of C57BL/6J mice when moribundity
was determined or mice survived until day 21. (C) Kidney sections of A/J infected mice were taken after euthanization and C. albicans cells were
revealed with the Grocott-Gomori methenamine-silver stain. Pictures shown are from tissue infected with the gal4tye7 strain indicating hyphal
formation. There was no obvious difference compared to sections taken from kidneys infected with wild type or revertant strains (data not shown).
doi:10.1371/journal.ppat.1000612.g010
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carbon source-dependent with the strongest effect during growth
on glucose and galactose. Furthermore, transcription profiling and
qPCR confirmed that both Tye7p and Gal4p are involved in the
induction of the glycolytic genes under hypoxic growth conditions.
Gal4p and Tye7p also regulated metabolic processes linked to

the glycolytic pathway. Some of these roles are common while
some are independent of one another. Tye7p bound to and
activated many genes involved in trehalose and glycogen
metabolism without Gal4p’s involvement. As well, Tye7p strongly
activated the genes encoding phosphofructokinase, which catalyzes
an irreversible glycolytic-committing reaction. We showed that
deleting TYE7 increases the levels of trehalose and glycogen, likely
a result of the severely reduced glycolytic flux due to the extremely
low expression of PFK1 and PFK2. Deleting GAL4 had no effect on
the storage carbohydrate levels. Therefore, Tye7p has a role in
determining whether glucose is stored or utilized for energy
derivation, similar to Gcr1p in S. cerevisiae [44,45]. Coordinately
regulating this flux ensures that the cell is committed either to
storing energy or producing energy as to avoid futile cycling;
therefore, it is logical that the key glycolytic activator also regulates
trehalose and glycogen metabolism.
Another equilibrium that requires regulation is the flux between

fermentation and respiration. This flux depends on the competi-
tion for pyruvate between pyruvate decarboxylase (PDC) and the
pyruvate dehydrogenase complex (PDH) [46]. In S. cerevisiae,
glucose induces PDC expression to promote fermentation while
the PDH genes are unaffected and the TCA cycle is repressed
[21]. In A. oryzae and N. crassa, both the PDC and PDH are
induced by glucose and the TCA cycle is not repressed [28,29].
Increasing the transcription level of the PDH may be a mechanism
employed by Crabtree-negative cells to allow the PDH to out-
compete PDC, thereby increasing the respiratory capacity of the
cell. Both Gal4p and Tye7p bound to and activated the genes
involved in fermenting pyruvate to ethanol indicating that these
factors regulate the entire fermentation process from glucose to
ethanol. However, only Gal4p bound and activated the PDH
genes suggesting that it plays an important role in the metabolic
flux of the cell in directing respiration vs. fermentation modes.
Consequently, Gal4p has an indirect effect on the TCA cycle.
Although Gal4p did not bind the promoter sequences of the TCA
cycle genes in the ChIP-CHIP profile (except LSC1/2), deleting
GAL4 subsequently results in the down-regulation of the PDH
genes and ultimately several TCA cycle genes [34].
Therefore, although both Gal4p and Tye7p are key regulators

of the glycolytic pathway, each has its own distinct role. Tye7p is
the central transcriptional regulator of carbohydrate metabolism
that provides a strong basal level of glycolytic expression while
controlling the flux into the pathway and committing the cell to
glycolysis. Gal4p is a carbon source-dependent regulator that fine-

tunes gene expression based on the cells’ need for the fermentation
pathway. It assists Tye7p by increasing glycolytic gene expression
during growth on fermentable carbon sources. In the presence of
fermentable carbon sources Gal4p is able to significantly enhance
the energy producing part of the glycolytic pathway and promote
respiration by activating the PDH to meet the increased energy
needs of the cell and minimize the dependence on fermentation.
This assistance is not required with non-fermentable carbon
sources as the glycolytic flux is lower since gluconeogenesis is
stimulated and the cells grow at a slower rate with reduced energy
needs.
The most common types of antifungal drugs for C. albicans

infections, azoles, polyenes, and echinocandins, target cell
membrane and cell wall integrity; however, targeting fungal
metabolism could provide for future drug development. The
importance of glycolysis to C. albicans’ pathogenicity has been
shown as deleting CDC19 causes avirulence while a conditional
mutant of FBA1 results in attenuated virulence [3,4]. Since the
components of metabolic pathways are generally highly conserved,
orthologs exist in humans reducing interest in these functions as
potential drug targets (i.e. C. albicans CDC19 has approximately
50% amino acid identity with human pyruvate kinases). However,
Gal4p and Tye7p are fungal-specific regulators and therefore
represent potential antifungal targets. GAL4 and TYE7 were shown
to be important for the virulence in a Galleria and two mouse
models. This virulence effect is likely a result of a growth defect
due to the low oxygen conditions that are present in invasive
infections. The ability of two-thirds of the gal4tye7 injected
C57BL/6J mice to clear the infection highlights the real potential
of Gal4p and Tye7p as drug targets. Although the double mutant
strain did show significant attenuated virulence in all three host
models, it was not avirulent. This is likely attributed to the
metabolic flexibility of C. albicans and its ability to use alternative
carbon sources. The importance of alternative carbon metabolism
to C. albicans’ pathogenicity has been previously demonstrated as
deleting key enzymes of the glyoxylate cycle, gluconeogenesis, and
ß-oxidation pathways reduces virulence [3,47,48].
It appears that Gal4p and Tye7p have altered their function

throughout the evolution of fungi. We analyzed other genomes in
the Saccharomycotina subphylum and observed a pattern relating
the presence of GCR1/2 homologs and the clustering of the Gal4p
motif. Species that possess GCR1/2 homologs have an enrichment
of the Gal4p motif upstream of the GAL regulon genes while
species lacking GCR1/2 homologs have an enrichment of the
Gal4p motif in the promoter regions of the glycolytic genes.
Therefore, it appears that the rewiring of Gal4p coincides with the
loss/gain of GCR1/2, and that Gal4p and Tye7p likely regulate
glycolysis in the Saccharomycotina species lacking GCR1/2
homologs. Intriguingly, this rewiring event also appears to coincide
with changes in the galactose sensory network [49].
Along with the ribosomal transcriptional network [50,51], the

transcriptional regulatory control of glycolysis represents an
example of the plasticity of circuits throughout the evolution of
fungi. The Rap1p ribosomal circuit and the Gcr1p/Gcr2p
glycolytic circuit are unique to S. cerevisiae and closely related
species, suggesting that the transcriptional networks of S. cerevisiae
are not representative models of the fungal kingdom. However,
there is a key distinction between these two rewiring events. While
the regulatory components of the ribosomal network are different,
the ultimate outcome is identical. On the other hand, carbon
metabolism regulation is fundamentally different between Saccha-
romyces and other eukaryotes suggesting that the entire carbohy-
drate transcriptional network has undergone rewiring, not just the
regulators. Thus, investigating the regulation of carbon metabo-

Table 2. Fungal loads of selected tissues from A/J infected
mice.

Strain Mean burden (log CFU/organ)

Day 1 Day 2, 3, and 4

Kidney Liver Heart Kidney Liver Heart

WT 6.160.3 4.260.2 4.060.5 N/A N/A N/A

gal4/gal4/tye7/tye7 4.960.2 3.560.3 2.760.6 6.160.5 4.060.3 4.060.4

gal4/GAL4/tye7/TYE7 5.960.3 3.960.3 3.760.5 N/A N/A N/A

doi:10.1371/journal.ppat.1000612.t002
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lism in Crabtree-negative organisms is important as little can be
extrapolated based on S. cerevisiae. This study thus defines the key
regulatory elements of glycolytic gene expression and provides
insights into the mode of transcriptional regulation of carbohy-
drate metabolism in a typical eukaryotic cell and a human
pathogen.

Materials and Methods

C. albicans strains and media
The C. albicans strains used in this study are listed in Table S18.

Cells were generally grown at 30uC in media containing 1% yeast
extract, 2% peptone, with either 2% dextrose (YPD), 2% galactose
(YPGal), or 2% glycerol (YPGly). All media was supplemented
with uridine (50 mg/ml).

Strain constructions
Plasmids and oligonucleotides used in this study are listed in

Tables S19 and S20, respectively. Gal4p and Tye7p were tagged
chromosomally with a TAP-URA3 PCR product [52]. Transfor-
mations were carried out using standard procedures [53]. Correct
integration of the TAP-tag was confirmed by PCR, and western
blots were used to verify protein expression.
BWP17 was used for generating the tye7 strain. CMM3 (gal4)

[34] was used to generate the gal4tye7 strain. The deletion and
complementation strains were created using the SAT1-flipper
cassette as described [54] with some modifications. The tye7
disruption construct was created by cloning 500 bp flanking
sequences of TYE7 into the plasmid pSFS2A. The plasmid was
linearized prior to transformation. Transformants were selected on
YPD plates containing 200 mg/ml of nourseothricin and con-
firmed by PCR. Excision was performed by incubation at 30uC for
5 hours in YP media with 2% maltose before plating on YPD
plates. Confirmation of excision events was done by PCR. The
process was repeated for disruption of the second allele. Revertants
of tye7 and gal4 were created using the gal4tye7 strain.
Complementation of tye7 was carried out by reintroducing the
ORF at its native locus by replacing the upstream flanking
sequence in the tye7 disruption cassette with the complete TYE7
ORF. A complementation cassette that consisted of the complete
GAL4 ORF and a 500 bp downstream flanking sequence was
constructed for reintroduction of GAL4 at its native locus. We
selected clones that replaced the HIS1 deletion cassette and then
restored histidine prototrophy by transformation with NruI-
digested pGEM-HIS1 [55].
CMM3 and CMM1 (wild type prototrophic equivalent of

CMM3) [34] were also used in the phenotypic assays. In all assays
BWP17 and CMM1 were used as control strains but they usually
gave identical results so only one was generally shown. The
exception was for the liquid growth curves as BWP17 plateaued at
a lower OD600 than CMM1. In this case, the tye7 strain was
compared to BWP17 and normalized to CMM1 for graphical
purposes.
As uridine auxotrophy affects virulence but can be restored by

integration of URA3 at the RPS10 locus [56], for the mouse studies
the CMM1, gal4/gal4/tye7/tye7, and gal4/GAL4/tye7/TYE7 strains
were made prototrophic by targeting the URA3 marker to the
RPS10 locus through StuI digestion of CIp10. Correct integration
was confirmed by PCR and qPCR verified that only one copy of
URA3 was integrated.

Phenotypic assays
Serial spotting plate assays were carried out as described [57]

except cells were washed twice with sterile water before plating.

Cells were plated on synthetic complete media containing the
carbon source at 0.2% or 2% and agarose at 2% to minimize
carbon source impurities. Antimycin A (2 mg/ml) was added to
inhibit respiration. For liquid assays, cells were grown to log phase
in synthetic medium with 5% glycerol, washed twice with sterile
water, and resuspended at an OD600 = 0.1 in synthetic media
containing the carbon source at 2%. Cells were either grown at
30uC in flasks with shaking (aerobic conditions) or in microtiter
plates without shaking (static conditions). Samples were done in
triplicate and the average was used for analysis. For growth under
hypoxic conditions, cells were spotted on YPD plates and
incubated in an anaerobic chamber. The chamber was flushed
daily with nitrogen to remove oxygen and any by-products.

ChIP-CHIP analysis
ChIP experiments were performed as previously described [52]

with some modifications. Briefly, cells were grown to OD600 = 2 in
40 ml of YPD, YPGal, or YPGly. Tagged ChIPs were labeled with
Cy5 dye and untagged (mock) ChIPs were labeled with Cy3 dye.
Microarray hybridization and washing were performed as
described [58]. Scanning was done with a ScanArray Lite
microarray scanner (Perkin Elmer). QuantArray was used to
quantify fluorescence intensities. Data handling and analysis were
carried out using Genespring v.7.3 (Agilent Technologies). The
significance cut-off was determined using the distribution of log-
ratios for each factor. A minimum of three biological replicates
were analyzed for each carbon source condition with hybridization
to single spot full-genome (ORF and intergenic) microarrays
containing 11,817 70-mer oligonucleotide probes [52]. For
determining the number of targets and GO analysis with the
single probe microarrays, the cut-off was a fold enrichment .1.5
and a t-test P-value,0.1.
One replicate of the ChIP-CHIP experiments for each carbon

source condition was hybridized to a custom designed whole-
genome tiling array for further analysis. Using the C. albicans
Genome Assembly 21 [59] and the MTL alpha locus [60], we
extracted a continuous series of 242,860 60 bp oligonucleotides
each overlapping by 1 bp. We eliminated 2062 probes containing
stretches of at least 13 A/T nucleotides. The remaining 240,798
probes were used to produce a whole-genome tiling array using
the Agilent Technologies eArray service (https://earray.chem.
agilent.com/erray/).

Tiling array data processing and peak detection
Lowess normalization of the intensity ratio of each of the

240,798 probes was done using an in-house software implemen-
tation. The signal along each chromosome was smoothed using a
median filter (n = 3) followed by a Gaussian low-pass filter
(s=150 bp). For peak localization, the smoothed signal was
interpolated at 10 bp intervals using cubic-spline resampling.
Peaks were reported in decreasing order of the smoothed
intensities.

RNA extraction and transcription profiles
RNA was extracted with the RNeasy Kit (Qiagen) as per

manufacturer’s instructions. Briefly, cells were grown to
OD600 = 0.8 in YPD, YPGal, or YPGly in aerated flasks
(normoxia) and disrupted using acid washed glass beads.
Transcriptional profiling was carried out as described [58] with
20 mg of RNA used for cDNA synthesis. A minimum of three
biological replicates on double spotted ORF microarrays (6,394
intragenic 70-mer oligonucleotide probes) were used for analysis
[58]. Scanning and analysis were carried out as described for
ChIP-CHIP except scanning was performed at two different laser
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PMTs to avoid saturated signals for a few highly expressed
transcripts including several glycolytic genes. For GO analysis and
the supplementary complete lists the cut-off was a difference in
expression .1.5 or ,0.67 and a t-test P-value,0.05.
Expression profiles under hypoxic conditions were performed as

described above except bottles containing YPD media were
flushed with nitrogen to remove oxygen. Two biological replicates
were performed and statistical analysis was done as with normoxic
conditions.
For qPCR analysis of glycolytic gene expression under hypoxic

conditions, BWP17, tye7, and gal4tye7 cultures were grown to
OD600 = 0.7 in YPD in an aerated flask. The cultures were then
transferred to bottles flushed with nitrogen and grown for an
additional 30 min before the RNA was extracted as above and
analyzed by qPCR.
For hypoxic induction kinetic analysis, BWP17 was grown to

OD600 = 0.8 in YPD in an aerated flask. Half the culture was
transferred to bottles flushed with nitrogen while the other half was
left to grow in the aerated flask. At different time points the RNA
was extracted and compared by qPCR.

qPCR analysis
For qPCR, cDNA was synthesized from 5 mg of total RNA

using the reverse-transcription system (50 mM Tris-HCl, 75 mM
KCl, 5 mM DTT, 3 mM MgCl2, 400 nM oligo(dT)15, 1 mM
random octamers, 0.5 mM dNTPs, 200 units Superscript III
reverse transcriptase; Invitrogen). The mixture was incubated for
60 min at 50uC. Aliquots were used for qPCR, which was
performed using the Corbett Rotor-Gene RG3000A (Corbett
Research) with SYBR Green fluorescence (Qiagen). Cycling was
10 min at 95uC followed by 40 cycles (95uC, 10 s; 58uC, 15 s;
72uC, 20 s). Samples were done in triplicate and means were used
for calculations. Fold changes were estimated using the compar-
ative DDCt method as described [61] with the coding sequence of
the C. albicans ACT1 ORF as a reference.

Measuring trehalose and glycogen levels
Trehalose levels were measured as based on previous studies

[62]. Briefly, cells were either grown to log phase (OD600 = 2) or
grown for 40 hours to reach stationary phase, washed twice with
cold water, and resuspended in water. Cells were lysed by
incubating at 95uC for 30 min and the supernatant was used for
enzymatic analysis. Reactions (50 ml of sample, 100 ml 270 mM
citric acid buffer pH 5.7, and 0.15 U trehalase (Sigma)) were
incubated at 37uC for 5 hours. Glucose amounts were assayed
with the hexokinase glucose kit (Sigma) with endogenous glucose
levels determined based on reactions without trehalase. A BCA
protein assay (Pierce) was performed as per manufacturer’s
instructions. Relative trehalose levels were based on nmol
trehalose per mg of cell protein. Three biological replicates were
performed for each strain and condition. Glycogen levels were
estimated using the iodine vapor method [63]. Cells were serially
diluted, spotted on YPD plates, and incubated for 24 hours
at 30uC. The cells were then exposed to iodine vapor for 5
minutes.

Measuring protein expression levels
To determine the protein expression of Gal4p and Tye7p under

different carbon sources, overnight cultures in YPD were diluted
to OD600 = 0.4 and grown for 2 hours in fresh YPD. Cells were
washed twice with sterile water and resuspended in YP, YPD,
YPGal, or YPGly media and grown for an additional 3 hours. The
cells were then washed with TBS buffer and lysed using acid
washed glass beads (same lysis buffer as ChIP-CHIP except for

addition of a phosphatase inhibitor cocktail (Roche)). The protein
extract was clarified by centrifugation and a BCA protein assay
(Pierce) was performed as per manufacturer’s instructions. Gal4p
and Tye7p were separated on a 10% SDS gel and transferred to a
PVDF membrane. A rabbit polyclonal antibody directed against
the TAP-tag (Open Biosystems) was used (1:2000 dilution). A
mouse anti-actin monoclonal antibody (1:500 dilution, Chemicon)
was used to probe actin as a loading control. HRP-conjugated
anti-rabbit and anti-mouse secondary antibodies (Santa Cruz)
were used (1:10,000 dilution). The HRP signal was revealed using
the Lumi-Light Western Blotting Substrate (Roche).

Virulence studies
For Galleria mellonella studies, overnight cultures were washed

twice with PBS and resuspended in PBS at OD600 = 8. Larvae, in
the final instar, weighing 180610 mg were injected between the
third pair prothoracic legs with 10 ml of suspension (86105 cells).
Infected larvae were incubated at 37uC in the dark with excess of a
multigrain diet supplemented with glycerol and vitamins [64].
Four replicates, each consisting of 20 insects, were carried out with
survival rates measured daily for a period of 7 days. Death was
determined based on the lack of response to touch and the inability
to right themselves. A BWP17 culture was irradiated with UV for
2 hours and incubated at 95uC for 1 hour before injection to
confirm that viable C. albicans cells were responsible for death.
Kaplan-Meier survival curves were created and compared with
the log-rank test (GraphPad Prism 5).
Mouse studies were carried out as previously described [65].

Briefly, 8–12 week-old A/J and C57BL/6J mice (Jackson
Laboratories, Bar Harbor, ME) were inoculated via the tail vein
with 200 ml of a suspension containing 36105 C. albicans in PBS.
Six mice, three female and three male, were used for each
experimental group except for the gal4tye7 injected A/J set where
six females and six males were used. Mice were closely monitored
and those showing extreme lethargy were considered moribund
and were euthanized. Target organs were removed aseptically and
homogenized in PBS before plating on YPD plates containing
chloramphenicol (34 mg/ml). The number of yeast colonies per
organ was determined, log-transformed, and compared using the
Mann-Whitney test (GraphPad Prism 5). Comparative genomic
hybridization (CGH) analysis was performed on all strains prior to
injection to verify that no aneuploidy arose as a result of any of the
genetic manipulations. All experimental procedures involving mice
were approved by the Biotechnology Research Institute Animal
Care Committee, which operated under the guidelines of the
Canadian Council of Animal Care.

Supporting Information

Figure S1 Liquid assays verify that GAL4 and TYE7 are involved
in fermentative growth with glucose, fructose or mannose as the
carbon source. WT refers to strain CMM1. (A) Growth curves
where strains were grown with aeration. (B) Growth curves where
strains were grown without aeration.
Found at: doi:10.1371/journal.ppat.1000612.s001 (1.30 MB PDF)

Figure S2 Overlap of binding targets for Gal4p and Tye7p
under glucose, galactose, and glycerol growth conditions. Peaks
common to all three carbon sources had peak intensities .2 fold
in all three conditions with the tiling array data. A peak was
considered to be unique to a carbon source (or sources) if the peak
intensity in the condition (or conditions) was .2 fold and the
peak intensities in the remaining carbon sources were ,1.4 fold.
This result confirms that for most targets Gal4p displays carbon-
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source dependent binding while Tye7p binding is more con-
stitutive.
Found at: doi:10.1371/journal.ppat.1000612.s002 (0.53 MB PDF)

Figure S3 Both Gal4p and Tye7p are induced by glucose but
Tye7p has a higher constitutive expression. Protein expression
levels of Gal4p and Tye7p under different carbon sources are
presented. YP media with no additional carbon source was
included to establish the basal level of expression. Actin was used
as the loading control.
Found at: doi:10.1371/journal.ppat.1000612.s003 (0.24 MB PDF)

Figure S4 qPCR validation of transcription profile results under
oxygen rich growth conditions. Expression levels for HXK2 (A),
CDC19 (B), and TDH3 (C) were determined in tye7 and gal4tye7
strains relative to the wild type (BWP17) under normoxic growth
conditions. ACT1 was used as the reference. TDH3 was included
since its expression was unchanged according to the transcription
profiles despite being bound by Gal4p and Tye7p (Figure 6A);
however, qPCR showed that TDH3 is indeed activated by Gal4p
and Tye7p. We later discovered that there was a spotting problem
with the TDH3 probe for the particular set of microarrays used
and therefore we omitted the gene from the expression profile heat
map displays in Figures 4B, 6B, and 8B.
Found at: doi:10.1371/journal.ppat.1000612.s004 (0.30 MB PDF)

Figure S5 GAL4 and TYE7 are important for hypoxic growth
at both 30uC and 37uC. (A) Strains were serially diluted on YPD
plates and incubated in an anaerobic jar at 37uC for 2 days. WT
refers to strain CMM1. (B) Strains were serially diluted on two
separate YPD plates and incubated in an anaerobic jar at 30uC
for 4 days. One representative dilution is shown. The WT for
the top row is CMM1 and the WT for the bottom row is
BWP17. One copy of either GAL4 or TYE7 is able to restore the
growth defect of the double mutant strain although the GAL4
revertant does not grow at wild type levels since TYE7 is still
deleted.
Found at: doi:10.1371/journal.ppat.1000612.s005 (1.67 MB PDF)

Figure S6 GAL4 and TYE7 are initially induced by hypoxia. The
expression levels of GAL4, TYE7, and CDC19 were measured in
BWP17 by qPCR at different time points following a shift from
normoxic to hypoxic growth conditions. ACT1 was used as the
reference.
Found at: doi:10.1371/journal.ppat.1000612.s006 (0.57 MB PDF)

Table S1 Doubling times under fermentative growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s007 (0.02 MB XLS)

Table S2 Gal4p ChIP-CHIP targets with glucose as the carbon
source.
Found at: doi:10.1371/journal.ppat.1000612.s008 (0.03 MB XLS)

Table S3 Tye7p ChIP-CHIP targets with glucose as the carbon
source.
Found at: doi:10.1371/journal.ppat.1000612.s009 (0.05 MB XLS)

Table S4 Top Gal4p YPD binding peaks with tiling array.
Found at: doi:10.1371/journal.ppat.1000612.s010 (0.02 MB XLS)

Table S5 Top Tye7p YPD binding peaks with tiling array.
Found at: doi:10.1371/journal.ppat.1000612.s011 (0.02 MB XLS)

Table S6 ChIP-CHIP binding enrichments of selected meta-
bolic genes under different carbon sources.
Found at: doi:10.1371/journal.ppat.1000612.s012 (0.03 MB XLS)

Table S7 Expression levels of selected metabolic genes for tye7
and gal4tye7 strains under different carbon sources and oxygen
levels.

Found at: doi:10.1371/journal.ppat.1000612.s013 (0.03 MB XLS)

Table S8 Genes down-regulated in tye7 strain in glucose growth
conditions.
Found at: doi:10.1371/journal.ppat.1000612.s014 (0.03 MB XLS)

Table S9 Genes down-regulated in gal4tye7 strain in glucose
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s015 (0.03 MB XLS)

Table S10 Genes down-regulated in tye7 strain in galactose
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s016 (0.02 MB XLS)

Table S11 Genes down-regulated in gal4tye7 strain in galactose
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s017 (0.04 MB XLS)

Table S12 Genes down-regulated in tye7 strain in glycerol
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s018 (0.03 MB XLS)

Table S13 Genes down-regulated in gal4tye7 strain in glycerol
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s019 (0.03 MB XLS)

Table S14 Genes down-regulated in tye7 strain in glucose
hypoxic growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s020 (0.07 MB XLS)

Table S15 Genes up-regulated in tye7 strain in glucose hypoxic
growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s021 (0.05 MB XLS)

Table S16 Genes down-regulated in BWP17 strain in glucose
hypoxic growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s022 (0.04 MB XLS)

Table S17 Genes up-regulated in BWP17 strain in glucose
hypoxic growth conditions.
Found at: doi:10.1371/journal.ppat.1000612.s023 (0.05 MB XLS)

Table S18 Strains used in this study.
Found at: doi:10.1371/journal.ppat.1000612.s024 (0.03 MB XLS)

Table S19 Plasmids used in this study.
Found at: doi:10.1371/journal.ppat.1000612.s025 (0.02 MB XLS)

Table S20 Primers used in this study.
Found at: doi:10.1371/journal.ppat.1000612.s026 (0.02 MB XLS)

Dataset S1 ChIP-CHIP normalized tiling array data. Columns
correspond to (L to R) Tye7p YPD, YPGal, YPGly; Gal4p YPD,
YPGal, YPGly. The start (.) and end (|) of each ORF is
indicated. Values given for each probe are log2 (fold enrichment)
with negative values indicating enrichment for Gal4p or Tye7p
binding. Significant binding events are highlighted in green.
Found at: doi:10.1371/journal.ppat.1000612.s027 (3.52 MB ZIP)
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The NDT80/PhoG transcription factor family includes ScNdt80p, a key modulator of the progression of
meiotic division in Saccharomyces cerevisiae. In Candida albicans, a member of this family, CaNdt80p, modulates
azole sensitivity by controlling the expression of ergosterol biosynthesis genes. We previously demonstrated
that CaNdt80p promoter targets, in addition to ERG genes, were significantly enriched in genes related to
hyphal growth. Here, we report that CaNdt80p is indeed required for hyphal growth in response to different
filament-inducing cues and for the proper expression of genes characterizing the filamentous transcriptional
program. These include noteworthy genes encoding cell wall components, such as HWP1, ECE1, RBT4, and
ALS3. We also show that CaNdt80p is essential for the completion of cell separation through the direct
transcriptional regulation of genes encoding the chitinase Cht3p and the cell wall glucosidase Sun41p.
Consistent with their hyphal defect, ndt80 mutants are avirulent in a mouse model of systemic candidiasis.
Interestingly, based on functional-domain organization, CaNdt80p seems to be a unique regulator character-
izing fungi from the CTG clade within the subphylum Saccharomycotina. Therefore, this study revealed a new
role of the novel member of the fungal NDT80 transcription factor family as a regulator of cell separation,
hyphal growth, and virulence.

Candida albicans is an opportunistic pathogen responsible
for various non-life-threatening infections, such as oral thrush
and vaginitis, and accounts for more than half of all Candida
infections (21, 40). This pathogen is also a major cause of
morbidity and mortality in bloodstream infections, especially in
immunosuppressed individuals. In addition, C. albicans can
colonize various biomaterials and readily forms dense biofilms
that are resistant to most antifungal agents. The ability of this
fungus to switch from yeast to filamentous forms (true hyphae
or pseuohyphae) is a crucial determinant for host invasion and
thus virulence (1). Hyphal growth can be initiated by different
environmental cues, such as temperature, pH, or nutrient
availability (1). Consequently, morphological switching implies
a complex interplay of various sensing and signal transduction
pathways, as well as transcriptional regulatory networks stim-
ulating or repressing hyphal formation. Deciphering the mo-
lecular mechanisms that underlie this morphological switch is
currently of high interest. Despite the large number of studies
in recent years, the molecular determinism of C. albicans mor-
phogenesis is still not fully understood.

The NDT80/PhoG transcription factor (TF) family includes
the DNA-binding meiosis-specific protein ScNdt80p, a key

modulator of the progression of the meiotic divisions in the
yeast Saccharomyces cerevisiae (15, 33). This family also
includes VIB-1, which is a regulator of conidiation in Neu-
rospora crassa (41) and shares a region of similarity to
PhoG, a possible non-phosphate-repressible acid phos-
phatase in Aspergillus nidulans (23). Structural studies re-
vealed that this family is related to the Ig-fold family of
transcription factors, which includes the human TFs p53,
NF-!B, STAT, and AML-Runt and the Rel subfamilies (20,
24). All of these Ig-fold proteins bind DNA in similar man-
ners, using loops and other features at one end of the
"-sandwich. In C. albicans, a member of this family, named
CaNdt80p (orf19.2119), has recently been identified as a key
modulator of azole sensitivity due to its participation in the
control of ergosterol biosynthesis gene expression (36). Ge-
nome-wide occupancy using chromatin immunoprecipita-
tion coupled with high-density tiling arrays showed that, in
addition to ERG genes, this TF bound a large number of
gene promoters with diverse biological functions, such as
cell wall, hyphal growth, carbohydrate metabolism, and the
mitotic cell cycle. Additionally, de novo motif analysis of
CaNdt80p-bound promoters revealed that, as in S. cerevi-
siae, this regulator bound to the middle sporulation element,
5#-gNCRCAAAY-3#, in C. albicans (where the lowercase
letter indicates a semiconserved residue, R indicates a pu-
rine, N indicates any nucleotide, and Y indicates either a
thymine or a cytosine).

The finding that CaNdt80p occupies the promoter regions of
23% of C. albicans genes suggests that the TF might control
other biological processes, in addition to drug sensitivity (6,
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36). Since CaNdt80p targets were significantly enriched in
genes related to hyphal growth, this prompted us to study its
potential role in morphological switching and host invasion. In
this study, we continued to elucidate the multiple functions of
CaNdt80p in C. albicans by demonstrating its central role in
regulating cell separation, hyphal differentiation, and viru-
lence. Interestingly, based on its functional-domain organiza-
tion, CaNdt80p seems to be a unique TF characterizing fungi
from the CTG clade within the subphylum Saccharomycotina.

MATERIALS AND METHODS

C. albicans strains, plasmids, and media. The strains used in this study are
listed in Table 1. For general propagation and maintenance conditions, the
strains were cultured at 30°C in yeast-peptone-dextrose (YPD) medium supple-
mented with uridine (2% Bacto peptone, 1% yeast extract, 2% dextrose, and 50
!g/ml uridine, with the addition of 2% agar for solid medium). Cell growth,
transformation, and DNA preparation were carried out using standard yeast
procedures. For filamentation assays, cells were grown at 37°C in YPD supple-
mented with either 10% fetal bovine serum (Invitrogen) or 2.5 mM N-acetyl-D-
glucosamine (Sigma) or in M199 medium (Sigma) buffered with 150 mM HEPES
to pH 8.0. For growth under hypoxic conditions, cells were spotted on YPS (2%
Bacto peptone, 1% yeast extract, 2% sucrose, 2% agar) plates and incubated in
an anaerobic chamber (Oxoid; HP0011A) at 37°C. The chamber was flushed
daily with nitrogen to remove oxygen and any by-products.

Cell separation defects were assessed as described previously (11), except that
more than 500 cells were counted for each strain.

To overexpress CHT3 and SUN41 in the null mutant ndt80, open reading
frames (ORFs) of each gene were amplified from genomic DNA using the two
sets of primers Cht3F1/Cht3R1 and Sun41F1/Sun41R1 (Table 2), respectively.
The PCR fragments were digested with the restriction enzymes MluI and NheI
and cloned in the same sites of the CIp-ACT1-CYC vector (2). The plasmid was
sequenced to confirm the integrity of the genes. Plasmids CIp-ACT1-CHT3 and
CIp-ACT1-SUN41 were digested with the StuI restriction enzyme and used to
transform the ndt80 mutant strain (AS32). The absence of aneuploidy was con-
firmed in the overexpressing mutants using comparative genome hybridization as
described previously (36).

Gene expression profiling. For gene expression profiling under the yeast form,
saturated overnight cultures of the wild type (wt) (BWP17) and ndt80/ndt80
strain AS31 were diluted to a starting optical density at 600 nm (OD600) of 0.1
in 50 ml fresh YPD and grown at 30°C to an OD600 of 0.8. Hyphae were induced
by growing Candida cells in YPD plus 10% fetal bovine serum (FBS) at 37°C to
an OD600 of 0.8. Cultures were harvested by centrifugation at 3,000 " g for 5
min, and the pellet was rapidly frozen in liquid nitrogen.

To extract RNA from cells, samples stored at #80°C were placed on ice, and
RNeasy buffer RLT was added to the pellets at a buffer/pellet ratio of 10:1
(vol/vol). The pellet was allowed to thaw in the buffer while being vortexed briefly
at high speed. The resuspended pellet was placed back on ice and divided into
1-ml aliquots in 2-ml screw cap microcentrifuge tubes containing 0.6 ml of
3-mm-diameter acid-washed glass beads. Samples were homogenized 5 times for
1 min each time at 4,200 rpm using a Beadbeater. The samples were placed on
ice for 1 min after each homogenization step. After the homogenization, the
Qiagen RNeasy protocol was followed as recommended. Total-RNA samples

were eluted in RNase-free H2O. The RNA quality and integrity were assessed
using an Agilent 2100 bioanalyzer.

cDNA labelings and microarray hybridizations were performed as previ-
ously described (30). Briefly, 20 !g of total RNA was reverse transcribed
using oligo(dT)21 in the presence of Cy3- or Cy5-dCTP (Invitrogen) and
Superscript III reverse transcriptase (Invitrogen). Thereafter, the template
RNA was degraded by adding 2.5 units RNase H (USB) and 1 !g RNase A
(Pharmacia), followed by incubation for 15 min at 37°C. The labeled cDNAs
were purified with a QIAquick PCR Purification Kit (Qiagen). Prior to
hybridization, Cy3/Cy5-labeled cDNA was quantified using a NanoDrop ND-
1000 UV-VIS spectrophotometer (NanoDrop) to confirm dye incorporation.
Prehybridization and hybridization solutions consisted of DIG Easy Hyb
solution (Roche Diagnostics, Mannheim, Germany) with 0.45% salmon
sperm DNA and 0.45% yeast tRNA. The hybridization was carried out at 42°C
for 20 h in a SlideBooster Hyb chamber SB 800 (Advalytix, Brunnthal, Germany)
with regular microagitation of the sample. The slides were washed once in 1.0%
SSC (1" SSC is 0.15 M NaCl plus 0.015 M sodium citrate), 0.2% SDS at 42°C for
5 min; twice in 0.1% SSC, 0.2% SDS at 42°C for 5 min; and once in 0.1% SSC at
24°C for 5 min, followed by four rinses in 0.1% SSC. The chips were air dried before
being scanned using a ScanArray Lite microarray scanner (Perkin Elmer). Microar-
ray data were analyzed with GeneSpring GX v7.3 (Agilent Technologies), and genes
with statistically significant changes in transcript abundance were identified using a
Welch t test with a false-discovery rate (FDR) of less than 5%.

Expression analysis by qPCR. For quantitative real-time PCR (qPCR), cDNA
was synthesized from 5 !g of total RNA using the Invitrogen reverse transcrip-
tion system [50 mM Tris-HCl, 75 mM KCl, 5 mM dithiothreitol (DTT), 3 mM
MgCl2, 400 nM oligo(dT)15, 20 ng random octamers, 0.5 mM deoxynucleotide
triphosphates (dNTPs), 200 units Superscript III reverse transcriptase]. The
mixture was incubated for 60 min at 50°C. The cDNAs were then treated with 2
U of RNase H (Promega) for 20 min at 37°C, followed by heat inactivation of the
enzyme at 80°C for 10 min. Aliquots were used for qPCR, which was performed
using the Mx3000P QPCR System (Agilent) with the QuantiTect SYBR green
PCR master mix (Qiagen). Cycling was done for 10 min at 95°C, followed by 40
cycles of 95°C for 10 s, 58°C for 15 s, and 72°C for 15 s. Samples were done in
triplicate, and means were used for calculations. Fold changes were estimated by
using the coding sequence of the C. albicans ACT1 ORF as a reference. Fold

TABLE 1. Candida albicans strains used in the study

Strain Genotype Source or
reference(s)

BWP17 his1/his1 ura3/ura3 arg4/arg4 13, 39
DAY286 his1/his1 ura3/ura3 arg4/arg4::pARG4::URA3 8
AS31 ndt80::HIS1/ndt80::URA3 arg4/arg4 36
AS32 ndt80::HIS1/ndt80::HIS1 arg4/arg4 36
AS33 ndt80::HIS1/ndt80::HIS1

RP10/rp10::pCIp10-NDT80 arg4/arg4
36

AS40 ndt80::HIS1/ndt80::HIS1
RP10/rp10::pCIpACT1-CHT3 arg4/arg4

This study

AS41 ndt80::HIS1/ndt80::HIS1
RP10/rp10::pCIpACT1-SUN41 arg4/arg4

This study

TABLE 2. Primers used in the study

Primer name Primer sequence Purpose

Cht3F1 CGACGCGTATGCTATACTTGTT
AACTATATTTTC

CHT3
overexpression

Cht3R1 CTAGCTAGCATTATAGATAACC
ACTGTACTTGGT

Sun41F1 ATGAGATTTTCACAAGCTAC
TGTT

SUN41
overexpression

Sun41R1 CTAGCTAGCATTATACAAGACA
AAGTCAGCTTC

qCht3F2 ACTACCTCCACAGCACCAAC qPCR
qCht3R2 GTAGAAGTGGCAGGTTTAGTTG
qSun41F2 TGTGAATGGGGTGTCAAGAA qPCR
qSun41R2 AGCACCACCTCTCCAAGTGT
qAct1 F1 GAAGCCCAATCCAAAAGA qPCR
qAct1 R1 CTTCTGGAGCAACTCTCAATTC
qAls3 F1 CGGTTGCGACTGCAAAGAC qPCR
qAls3 R1 GACCAACCCAAAACAGCATTCC
qHwp1 F1 CAGTTCCACTCATGCAACCATC qPCR
qHwp1 R1 GCAATACCAATAATAGCAGC

ACCG
qYwp1 F1 CTG ATA TTC GTA ATG CTG

GTA AAG TG
qPCR

qYwp1 R1 GGA GTT TCA CCC ATT AAT
CTT CTT C

qEce1 F1 CCGGCATCTCTTTTAACTGG qPCR
qEce1 R1 GAGATGGCGTTCCAGATGTT
qCax4 F1 TCAATTCATGGGATTTTTCG qPCR
qCax4 R1 CCCCGTAATTAATCCAGCAA
qNrg1 F1 TGCAACCCCAACAAACACTA qPCR
qNrg1 R1 TGACGTTGTTGATATGATGCTG
qTec1 F1 TGGTGCTTATTCACGTGTCC qPCR
qTec1 R1 GTGGTGGTCATGCCAATAGT
qRBT4 F1 CGATGCTGATGGTGGTAATG qPCR
qRBT4 R1 TTGGTCATCTGAAGGGAAGC
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enrichments of the tested coding sequences were estimated using the compara-
tive !!CT method as described previously (14).

Virulence studies. Mouse studies were carried out as previously described (27).
Briefly, 8- to 12-week-old B6 mice (Jackson Laboratories, Bar Harbor, ME) were
inoculated via the tail vein with 200 "l of a suspension containing 3 # 105 C.
albicans cells in phosphate-buffered saline (PBS). Six mice, three females and
three males, were used for each experimental group. The mice were closely
monitored, and those showing ruffled fur, hunched backs, and extreme lethargy
were considered moribund and were euthanized. To determine fungal loads, the
kidneys from each mouse were removed aseptically and homogenized in 5 ml of
PBS before being plated on YPD plates containing chloramphenicol (34 "g/ml).
The number of yeast colonies per kidney was determined and log transformed.
All experimental procedures involving animals were approved by the Biotech-
nology Research Institute Animal Care Committee, which operated under the
guidelines of the Canadian Council of Animal Care.

RESULTS

The Saccharomycotina CTG clade harbors two distinct
paralogs of the NDT80/PhoG-like TF family. Screening the C.
albicans genome allowed us to identify two putative proteins
with a conserved NDT80/PhoG-like DNA-binding domain
(DBD), corresponding to orf19.2119 (CaNdt80p) and orf
19.513. Analysis of their DBDs at the amino acid level revealed
that they both shared 55% similarity with the meiosis-specific
transcription factor ScNdt80p of S. cerevisiae. Domain archi-
tecture analysis of the two C. albicans TFs showed that
orf19.513 had a domain organization similar to that of
ScNdt80p, consisting of the DBD located in the N-terminal
region followed by a putative activation domain in the C-
terminal region (Fig. 1A). In contrast, orf19.2119 exhibited a
unique organization that was the opposite of that of orf19.513
and ScNdt80p (Fig. 1A).

Examination of ascomycete genomes using the BlastP
program was performed in order to identify putative or-
thologs of the NDT80/PhoG TF. The results showed that all
ascomycete fungi have a single putative Ndt80p displaying a
domain organization similar to those of ScNdt80p and
orf19.513. The sole exception was the monophyletic CTG
clade within the Saccharomycotina, containing organisms
that translate CTG as serine instead of leucine and that
harbor an additional gene homolog with a domain organi-
zation similar to that of orf19.2119 (Fig. 1B).

Deletion of CaNDT80 affects cell separation. By combining
genome-wide location and transcriptional profiling, we have
previously revealed a key role of CaNdt80p in modulating
azole sensitivity through the regulation of the expression of
ergosterol (ERG) biosynthesis genes (36). In addition to ERG
gene promoters, Ndt80p was found to bind a large number of
gene promoters, demonstrating that the regulator might oper-
ate in other biological processes. In order to further analyze
other potential cellular functions controlled by CaNdt80p, we
monitored the yeast growth morphology of cells missing both
ndt80 alleles when cultured in YPD at 30°C. As shown in Fig.
2A, microscopic observation revealed that ndt80 cells showed
altered cell morphology corresponding to a defect in cell sep-
aration, as well as abnormal cell size, compared to both wt and
revertant strains. ndt80 mutants consist of relatively swollen
yeast cells forming chains connected by septa, as visualized by
calcofluor white staining, along with a significant increase in
the percentages of chains of cells with 3 or 4, 5 or 6, or more
than 6 cells (Fig. 2B).

CaNdt80p is required for the transcriptional activation of
cell separation genes. To gain insight into the underlying mo-
lecular mechanism leading to the cell separation defect, we
examined transcriptional differences between wt and ndt80
cells growing in YPD at 30°C using whole-genome microarrays.
Using a statistical-significance analysis with an estimated false-
discovery rate of 5%, in addition to a cutoff of 1.5-fold, we
identified 111 genes that require CaNdt80p for their proper
expression, including 68 upregulated genes and 43 downregu-
lated genes (see Table S1 in the supplemental material).

Our previous genome-wide location study demonstrated
that, under yeast-promoting growth conditions, CaNdt80p
binds 1,446 gene promoters (36). By cross-referencing these
data with the list of Ndt80p transcriptionally dependent genes,
we were able to identify candidate CaNdt80p direct target
promoters whose genes are transcriptionally regulated during
the yeast growth phase (Fig. 3A). Gene expression analysis
indicated that some CaNdt80p direct targets were activated (46
genes), whereas others were repressed (25 genes), in the ndt80
mutant. This finding suggests that the TF functions as both an
activator and a repressor of gene expression.

Interestingly, among the genes that the ndt80 mutants failed to
activate, we found the putative cell wall glycosidase gene SUN41,
which is required for cell separation in C. albicans (11, 16). Ad-
ditionally, we were interested in the Cht3p chitinase, which
showed an average reduction in transcript abundance of 4.5-fold
in ndt80/ndt80 mutants, although these levels of repression were
not consistent enough for it to pass the threshold of statistical
significance in our 4 replicates. Both the SUN41 and CHT3 gene
promoters are bound by CaNdt80p (Fig. 3B), and their inactiva-
tion leads to a cell separation defect similar to that observed in
ndt80 mutants. This suggests that CaNdt80p could directly control
the expression of genes implicated in cell separation completion
and that the cell separation defect in ndt80 mutants is the conse-
quence of CHT3 and/or SUN41 depletion.

The ndt80 cell separation phenotype is suppressed by over-
expression of CHT3 or SUN41. In order to confirm that the cell
separation defect observed in ndt80 is related to the depletion
of at least one of these two cell wall degradation genes, we
sought to investigate if overexpression of either CHT3 or
SUN41 could restore the wt phenotype in ndt80 mutants. For
this purpose, the CHT3 and SUN41 ORFs were placed under
the control of the CaACT1 promoter and expressed in the
ndt80 background. Overexpression of these two genes was con-
firmed using quantitative real-time PCR, and the results dem-
onstrated that the expression levels of CHT3 and SUN41 were
significantly augmented compared to the wt strain (Fig. 4A).
We then quantified the cell separation defect by counting the
cells per chain in the overexpression mutants. As shown in Fig.
4B, the ndt80 cell separation phenotype was reverted by over-
expressing either CHT3 or SUN41. Indeed, cells were found
predominantly as single cells or as mother-daughter cells in
overexpression mutants, similar to what was observed in the wt
and revertant strains. This supports the idea that the cell sep-
aration defect in ndt80 cells can be attributed to the depletion
of CHT3 and SUN41.

CaNdt80p is essential for hyphal growth in response to
different filament-inducing conditions. The ndt80 mutants
were also tested for the ability to form hyphae under different
environmental conditions. Wt cells grown in liquid medium
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FIG. 1. The NDT80/PhoG transcription factor family across Ascomycota. (A) Functional-domain organizations of NDT80/PhoG family
members in Saccharomyces cerevisiae and Candida albicans. Both the DNA-binding domain (Ndt80p DBD) and putative glutamine-rich activation
domain (Ndt80p AD) are represented. (B) Structural organizations of NDT80/PhoG family members across different classes of ascomycetes. The
topology of the tree was based on Fitzpatrick et al. (12). The CTG clade is highlighted by a red box. WGD identifies the clade containing species
in which whole-genome duplication has occurred.
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containing serum or N-acetylglucosamine revealed vigorous
filamentation (Fig. 5A and B). In contrast, the ndt80 mutants
differentiated into short and swollen elongated cells with a high
frequency of lateral branches in the presence of the serum
(Fig. 5A).

Similar results were obtained under hypoxic conditions and at
pH 8. Indeed, while the wt and revertant strains showed abundant
filamentation at the edges of colonies, ndt80 developed smooth
colonies with no mycelial growth even after prolonged incubation
(Fig. 5C and D). This filamentation defect of ndt80 mutants was

FIG. 2. Ndt80p is required for cell separation completion. (A) Images of wt (DAY286), ndt80/ndt80 mutant (AS31), and revertant ndt80/
ndt80/NDT80 (AS33) strains showing the cell separation defect. The cells were stained with calcofluor white. (B) Quantification of the cell
separation defect. Shown are the percentages of chains of cells containing 1 or 2, 3 or 4, 5 or 6, or more than 6 cells.

FIG. 3. Ndt80p directly regulates genes implicated in cell separation. (A) Relationship between Ndt80p-bound genes and genes showing altered
expression in the ndt80 mutant (AS31). (B) Ndt80p promoter occupancies of the endochitinase Cht3p and the glucosidase Sun41p as determined
by Sellam et al. (36). The positions of the middle sporulation element motifs are shown.
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also observed under other filament-inducing conditions, namely,
RPMI and spider media (data not shown).

CaNdt80p is required for the activation of hypha-specific
genes. To gain insight into the role of CaNdt80p in mediating
hyphal growth in C. albicans, we used microarrays to compare

the transcriptomes of ndt80 mutant and wt cells grown in the
presence of serum at 37°C. Using a statistical-significance anal-
ysis with an estimated false-discovery rate of 5%, in addition to
a stringent cutoff of 3-fold, we found that ndt80 mutant cells
had a severe gene expression defect, as they failed to fully

FIG. 4. The ndt80 cell separation defect is reverted by the overexpression of CHT3 or SUN41. (A) Average transcript levels of CHT3 and
SUN41 in overexpression mutants relative to the wt strain (DAY286). For each gene, two clones (clones C1 and C20 for the ndt80/Act::SUN41
strain and clones C1 and C11 for the ndt80/Act::CHT3 strain) were evaluated. The reported values are the means of two independent experiments.
(B) Evaluation of the percentages of chains of cells with 1 or 2, 3 or 4, 5 or 6, or more than 6 cells in overexpressing strains.
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activate 82 genes and to repress 41 genes (see Table S2 in
the supplemental material). As illustrated in Fig. 6, the
ndt80 mutant was unable to upregulate genes that had been
previously characterized as being activated during the yeast-
to-hypha switch, including genes encoding cell wall compo-
nents (HWP1, ECE1, RBT4, ALS3, ALS10, and HYR1) and
a superoxide dismutase (SOD5), as well as two secreted
aspartyl proteinases (SAP4 and SAP5). Quantitative real-
time PCR was used to confirm the expression defects of

some of these genes specifying the yeast-to-hypha transition
(Table 3).

Interestingly, activation of two TFs required for the positive
regulation of hypha-specific genes, Ume6p and Tec1p, was
found to be dependent on CaNdt80p. Additionally, ndt80 mu-
tants failed to downregulate genes repressed during hypha
formation, including YWP1, CAX4, MNN22, RHD1, RHD3,
ALD5, and the transcriptional repressor NRG1 (Fig. 6). This
clearly demonstrates that CaNdt80p is required for both the

FIG. 5. CaNdt80p is essential for hyphal growth in response to different filament-inducing conditions. (A and B) Cell morphologies of wt
(DAY286), ndt80/ndt80 mutant (AS31), and revertant ndt80/ndt80/NDT80 (AS33) strains on liquid media supplemented with fetal bovine serum
(A) or N-acetyl-D-glucosamine (B). (C and D) Colony morphologies of wt, ndt80, and revertant strains after 5 days of growth on solid media under
hypoxic conditions (C) or in M199 medium at pH 8 (D).
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activation and the repression of genes characterizing the mor-
phogenetic transcriptional program in C. albicans.

CaNdt80p is required for full virulence in a mouse model.
The ability of C. albicans to switch from yeast to hyphae is
critical for host invasion and virulence. Since ndt80 mutants
were unable to form hyphae in response to different filament-
inducing conditions, we investigated if the TF is required for C.
albicans virulence by using a mouse model. The C. albicans
strain DAY286 (wt), an ndt80 mutant strain, and a revertant
were tested in a mouse model for systemic infection by intra-
venous injection in the tail vein. As shown in Fig. 7A, while
70% of the mice infected with the wt and revertant strains
became moribund within 12 days postinfection, none of the
ndt80 strain-infected mice showed any clinical signs of ad-
vanced infection, such as ruffled fur, hunched back, or extreme
lethargy, until the end of the experiment (day 21). Fungal loads
from kidney tissues were also examined. As shown in Fig. 7B,

the fungal loads were significantly lower in ndt80 strain-in-
fected mice than in mice challenged with the wt or revertant
strain. Taken together, these findings demonstrate that Ndt80p
is a critical determinant of C. albicans pathogenicity.

FIG. 6. CaNdt80p is required for the activation of hypha-specific genes. Shown are the overlaps between genes differentially regulated during the
yeast-to-hypha switch as determined by Nantel et al. (29) and Kadosh et al. (17) and genes downregulated (A) or upregulated (B) in a wt-versus-ndt80
comparison.

TABLE 3. qPCR analysis of genes identified as differentially
expressed by microarray experiments in wt-versus-ndt80

comparison under hypha-promoting conditions

Gene ORF Microarraya qPCRa,b

ALS3 orf19.1816 0.03 5.08E!03 " 0.0
HWP1 orf19.1321 0.08 8.73E!03 " 0.0
ECE1 orf19.3374 0.03 2.16E!02 " 0.2
YWP1 orf19.3618 30.59 867.06 " 0.4
CAX4 orf19.3682 5.10 19.42 " 3.2
NRG1 orf19.7150 3.87 7.16 " 0.1
TEC1 orf19.5908 0.20 0.23 " 0.1
RBT4 orf19.6202 0.02 0.34 " 0.1

a Average fold change.
b Each value is the mean " standard deviation of two independent experi-

ments, each with three replicates.

FIG. 7. Ndt80p is required for full virulence in a B6 mouse model.
(A) Survival of mice infected with ndt80 mutant, ndt80 revertant, and wt
parental strains. Mice were inoculated by tail vein injection, and survival was
measured over a 21-day period. (B) The kidney fungal load was determined
7 days after injection. The error bars indicate standard deviations.
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DISCUSSION

CaNdt80p is a novel transcriptional regulator unique to the
Saccharomycotina CTG clade. In the present study, we have
shown that CaNdt80p, encoded by orf19.2119, has a unique
functional domain organization distinct from that of ScNdt80p.
However, another member of the Ndt80/PhoG TF family, en-
coded by orf19.513, exists in C. albicans, and in addition to
significant sequence similarity, this TF showed exactly the
same domain organization as the meiosis-specific TF
ScNdt80p. This suggests that orf19.513 is the “true” C. albicans
ortholog of ScNdt80p. Nevertheless, we have decided to con-
tinue using the common name CaNDT80 to define orf19.2119,
as this gene has already been the subject of several publications
by us and others and we have been unable to find any growth
conditions that would result in the transcription of the
orf19.513 gene (results not shown).

The presence of an ScNdt80p-like TF in all ascomycetes
suggests an important function of this regulator (Fig. 1B).
Surprisingly, orf19.2119-like TFs were found exclusively in
fungi belonging to the monophylic CTG clade of Saccharomy-
cotina. In addition to C. albicans, this group contains a large
number of closely related pathogenic yeasts, such as Candida
parapsilosis, Candida tropicalis, Candida lusitaniae, and Can-
dida guilliermondii. Recently, Butler et al. (3) revealed signif-
icant expansions of the cell wall, secreted aspartase, and trans-
porter gene families in pathogenic species of the CTG clade,
suggesting adaptations associated with pathogenesis. Such
large-scale amplification of a gene family and its contributions
to promoting virulence have also been attributed to other as-
comycete and basidiomycete species (34, 37). Gene duplication
and the expansion of multiple gene families are considered to
be major forces in evolution by allowing functional innovation.
These observations argue that the presence of two members of
the Ndt80/PhoG TF family in C. albicans, with highly similar
DBDs, is most likely the result of gene duplication events from
a common ancestor. Taking into consideration the role of
CaNdt80p in virulence, the appearance or the retention of this
TF in the Candida clade could be related to its critical role in
adaptation to its mammalian host environment.

CaNdt80p is a general transcriptional regulator acting as
both an activator and a repressor. Using the global and unbi-
ased approach of chromatin immunoprecipitation (ChIP)-Chip
assays, we have demonstrated that CaNdt80p occupies a large
number of promoter regions representing 23% of C. albicans
genes (36). In addition, we have clearly demonstrated that
CaNdt80p is required for the modulation of different biological
processes, such as cell separation, hyphal growth, virulence,
and azole sensitivity. Taken together, these results suggest that
CaNdt80p is a multifunctional general transcriptional regula-
tor. Gene expression analysis indicated that some direct targets
of CaNdt80p were upregulated whereas others were repressed
in ndt80 mutants. These findings suggest that this TF plays
bifunctional roles as a repressor and an activator. Interestingly,
in addition to structural and functional similarities between the
CaNdt80p and p53 family members (20), p53 also has positive
or negative effects on the activities of its target promoters (31).

Intriguingly, CaNdt80p was found to bind a large number of
gene promoters that did not show any significant changes in
gene expression under yeast-promoting conditions when the

TF was absent. This phenomenon seems to be common in
human TFs, where changing the level of a TF alters the ex-
pression levels of only 1 to 10% of its known target genes (10).
It seems, therefore, that only a small proportion of the binding
sites for a factor might be functional in a given cell type and
that their functionality could be determined by cell-specific
partners that need to be recruited for transcriptional activation
or repression. Alternatively, TF networks may be fairly robust
and able to compensate for a missing regulator. In our study,
this can be illustrated by the example of the promoter region of
NRG1, which exhibits significant Ndt80p binding in cells grow-
ing as yeasts. However, no NRG1 transcript level alteration was
observed in ndt80 mutants grown under the same conditions.
On the other hand, transcriptional profiling in the presence of
serum revealed that the ndt80 mutants failed to downregulate
NRG1 in response to serum. Assuming that Ndt80p binds to
the NRG1 promoter under hypha-promoting conditions, this
suggests that the repression of this transcriptional repressor
requires a hypha-specific partner.

Ndt80p is a new regulator of cell separation in C. albicans. In
S. cerevisiae, cell separation occurs during the G1 phase and is
achieved by the degradation of septal components, composed
essentially of chitin, which holds the mother and daughter cells
together after cytokinesis (4, 9). Degradation of septal mate-
rials is accomplished by the endochitinase Cts1p, which is re-
sponsible for the lysis of the primary septum at the neck (19).
In addition to chitinase, glucanases, such as Eng1p, Scw11p,
and Sun4p, play a complementary role and are required for
dissolution of the secondary septum and/or the surrounding
cell wall materials holding the mother and daughter cells to-
gether (25, 42). In addition to the tight spatial regulation of
hydrolytic enzymes, strict temporal regulation during the cell
cycle is also required (42). In both S. cerevesiae and fission
yeast, this is achieved by the transcription factor Ace2p, which
activates the expression of the chitinase CTS1 and other glu-
canases specifically in the G1 phase (9). In C. albicans, deleting
CaACE2 results in a dramatic defect in cell separation, as well
as attenuated virulence (18). Additionally, it was shown that
CaAce2p is required for the transcriptional activation of the
chitinase Cht3p and other glucanases, highlighting an evolu-
tionarily conserved role of this TF in fungi (18, 26). Recent
genome-wide investigations using DNA microarrays have re-
vealed four successive waves of genes that are expressed peri-
odically during the C. albicans cell cycle (7). Among these
waves, ACE2 was found to peak periodically during the G2/M
transition and to activate cell separation genes (CHT3, DSE1,
SCW4, SCW11, and ENG1), which therefore are transcribed
periodically at the M/G1 transition. Interrogation of the Can-
dida Cell Cycle database (http://www.bri.nrc.ca/candida/cycle/)
for cycling transcripts revealed that NDT80 was not considered
a periodic gene; however, a slight peak was observed exactly at
the G2/M transition in synchrony with ACE2. Based on this
observation, the cell separation role of Ndt80p might be cell
cycle regulated, as it is for Ace2p.

In this work, we have reported a novel function of Ndt80p in
controlling cell separation in C. albicans through direct tran-
scriptional activation of genes encoding the endochitinase
Cht3p and the !-glucanase Sun41p. It is therefore likely that
cell separation completion in this pathogen is the result of
contributions from both Ace2p and Ndt80p gene targets.

642 SELLAM ET AL. EUKARYOT. CELL

185



While both Ndt80p and Ace2p are required for cell separation
during mitotic exit, the overlap between the targets of these
two TFs consists of only two genes, CHT3 and SUN41 (26).
Ndt80p was not found to be required for transcriptional acti-
vation of other Ace2p cell separation targets, such as DSE1,
DSE4, and SCW11. Considering that Ndt80p was not found in
the promoter region of ACE2 (36) and is not required for its
proper expression, in addition to the fact that NDT80 expres-
sion was not altered in ace2 mutants, the two TFs might op-
erate independently in two distinct transcriptional regulatory
networks to control cell separation.

Ndt80p plays a central role in hyphal development and
virulence in C. albicans. In C. albicans, the role of transcriptional
regulators of hyphal growth has been the subject of numerous
investigations. In this work, we have enriched the repertoire of C.
albicans filamentation TFs by demonstrating the critical function
of CaNdt80p in hyphal development. In C. albicans, the yeast-to-
hypha transition is triggered by various environmental stimuli,
such as serum, neutral pH, high temperature, nutrient starva-
tion, and CO2 (1). Deletion of CaNDT80 abolished the ability
of C. albicans to undergo the yeast-to-hypha transition in re-
sponse to a large set of hypha-inducing conditions. Since sens-
ing of filamentation stimuli operates through a variety of dis-
tinct sensing/signalization pathways, Ndt80p is thus thought to
act as a critical downstream effector promoting hypha forma-
tion in response to different signals conveyed by different up-
stream pathways.

Transcriptional profiling revealed that the hyphal defect of
ndt80 mutants was correlated with the inability to activate hypha-
specific genes, such as HWP1, ECE1, RBT4, ALS3, HYR1, SAP4,
and SAP5. Additionally, given the fact that Ndt80p can act as a
repressor, the hyphal defect of the ndt80 mutants could also be
the consequence of the nonrepression of yeast-specific genes,
such as YWP1, CAX4, MNN22, RHD1, RHD3, and ALD5. Based
on our transcriptional-profiling data, the molecular basis of the
hyphal defects of the ndt80 mutants can be explained in three
possible ways. (i) ndt80 cells fail to repress the transcriptional
repressor Nrg1p. Taking into account the critical role of Nrg1p in
hypha-specific gene regulation (17), together with the occupancy
of the NRG1 promoter by Ndt80p (36), C. albicans filamentous
growth mediated by CaNdt80p might be an outcome of the re-
lease of Nrg1p repression at hypha-specific gene promoters. (ii)
ndt80 cells fail to activate the expression of genes encoding the
transcriptional activators Ume6p and Tec1p. In our previous
study, the UME6 and TEC1 promoters were shown to be bound
by Ndt80p, and we have shown here that UME6 and TEC1 acti-
vation in the presence of serum requires Ndt80p. Thus, CaNdt80p
acts upstream of Ume6p and Tec1p, which, in turn, are implicated
in activating the filamentation transcriptional program. (iii) ndt80
cells fail to activate key hypha-specific genes. In addition to the
indirect-regulation models, we cannot rule out the possibility that
CaNdt80p directly activates part of the hypha transcriptional re-
sponses, since it was found to bind the promoters of many hypha-
specific genes, such as ECE1, ALS3, ALS1, HWP1, HYR1, and
RBT4.

The ability of C. albicans to undergo morphological switch-
ing is a critical pathogenicity determinant. In fact, hyphal dif-
ferentiation facilitates the invasion of host tissues and also
helps C. albicans to escape from phagocytosis (22, 35). The loss
of virulence of ndt80 mutants is most likely attributable to the

key role of Ndt80p in controlling hyphal growth. However, the
ability of this TF to activate other virulence-related functions,
such as adhesion (HWP1, ALS1, ALS3, and ALS10) (5, 32, 38)
or extracellular proteolytic activity (SAP4 and SAP5) (28), can-
not be ruled out.
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Summary
Biofilm development by Candida albicans requires
cell adhesion for the initial establishment of the
biofilm and the continued stability after hyphal devel-
opment occurs; however, the regulation of the
process has not been fully established. Using chro-
matin immunoprecipitation coupled to microarray
analysis (ChIP-chip) we have characterized a regulon
containing the Mcm1p factor that is required for the
initial surface adhesion during biofilm formation. In
the yeast Saccharomyces cerevisiae several Mcm1p
regulons have been characterized in which regulatory
specificity is achieved through cofactors binding a
sequence adjacent to the Mcm1p binding site. This
new Mcm1p regulon in C. albicans also requires a
cofactor, which we identify as the transcription factor
Ahr1p. However, in contrast to the other yeast regu-
lons, Ahr1p alone binds the target promoters, which
include several key adhesion genes, and recruits
Mcm1p to these sites. Through transcription profiling
and qPCR analysis, we demonstrate that this Ahr1p–
Mcm1p complex directly activates these adhesion
genes. When the regulatory circuit was disrupted by
deleting AHR1, the strain displayed reduced adher-
ence to a polystyrene surface. We also demonstrate a
role for the regulon in hyphal growth and in virulence.

Our work thus establishes a new mechanism of
Mcm1p-directed regulation distinct from those
observed for other Mcm1p co-regulators.

Introduction
Candida albicans is a commensal fungus inhabiting the
skin, gastrointestinal and genitourinary tracts of warm-
blooded animals such as humans. However, C. albicans
is also an opportunistic pathogen that can colonize and
invade host tissues causing potentially lethal systemic
infections. In fact, Candida species are the most com-
monly isolated agent in human fungal infections with C.
albicans accounting for more than half of these cases
(Wisplinghoff et al., 2004; Leroy et al., 2009).

Part of the success of C. albicans as a pathogen is
attributed to its development of biofilm structures that
protect the fungus from host defence mechanisms and
decrease its sensitivity to most antifungal drugs (Hawser
and Douglas, 1995; Chandra et al., 2001; Ramage et al.,
2002), although the precise mechanisms of this resis-
tance are not well understood (Vediyappan et al., 2010).
An initial step in biofilm formation is adherence of yeast
cells to a surface. After a basal layer is established, the
biofilm matures by developing hyphal filaments and pro-
ducing an extracellular matrix. The result is a stable,
dense mass of yeast, pseudohyphal and hyphal cells
embedded within this matrix of carbohydrates and
proteins. C. albicans is able to adhere to a variety of
surfaces both in vitro and in vivo; these include implanted
medical devices such as catheters and heart valves.
Biofilm development on these devices is frequently linked
with nosocomial infections (Douglas, 2003; Kojic and
Darouiche, 2004) and the resistance of biofilms towards
antifungals significantly complicates treatment. Often
catheters must be removed to allow for effective antifun-
gal therapy (Mermel et al., 2001) and thus the under-
standing of biofilm regulation is of significant medical
interest.

Adhesion is critical for the development of the initial
basal layer as well as the stability of the mature biofilm.
The Agglutinin-Like Sequence (ALS) gene family of cell
surface glycoproteins and the cell surface hyphal protein
HWP1 have a primary role in adhesion in C. albicans.
Deletion of ALS1, ALS2, ALS3 or HWP1 has been shown
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to disrupt biofilm formation (Zhao et al., 2005; 2006;
Nobile et al., 2006a; Sellam et al., 2009a). With the
exception of ALS2, these genes are known to be under
the positive regulation of the transcription factor Bcr1p
(Nobile and Mitchell, 2005). A bcr1 deletion strain has a
severe adhesion defect resulting in the formation of a
rudimentary biofilm (Nobile and Mitchell, 2005; Nobile
et al., 2006b). Outside of Bcr1p, little is known about the
regulation of adhesion genes in C. albicans, although it is
probable that any additional adhesion regulators will be
Candida-specific transcription factors. C. albicans and the
model yeast Saccharomyces cerevisiae diverged from a
common ancestor approximately 235–841 million years
ago (Heckman et al., 2001; Douzery et al., 2004), and
unlike C. albicans, S. cerevisiae does not naturally form
biofilms or have orthologues of the ALS gene family,
HWP1 or BCR1.

In general, transcription factors are bipartite in nature,
possessing distinct DNA binding and activation domains.
The requirement of a strong protein–DNA interaction
constrains the flexibility of the DNA binding domain to
evolve, resulting in several well-conserved domains that
form the basis of transcription factor families. One of
these families, the zinc cluster proteins, is characterized
by a signature motif (CX2CX6CX5–12CX2CX6–8C) contain-
ing six conserved cysteine residues that bind two zinc
atoms (for review see MacPherson et al., 2006). This
family of regulators is found exclusively in fungi. In S.
cerevisiae, zinc cluster transcription factors are involved
in regulating a broad range of cellular processes includ-
ing primary and secondary metabolism, mitosis and
meiosis, chromatin remodelling, stress response and
multidrug resistance (MacPherson et al., 2006). Interest-
ingly, while S. cerevisiae possesses 54 such factors, C.
albicans contains 77 (Braun et al., 2005). Thus, there
are many zinc cluster proteins in C. albicans with no
obvious orthologues in S. cerevisiae. These factors rep-
resent regulators that are potentially involved in
Candida-specific processes such as virulence, the
white–opaque transition, hyphal growth and biofilm for-
mation.

This study characterizes one of these Candida-
specific zinc cluster factors encoded by ORF19.7381.
Provisionally named ZCF37 in the Candida Genome
Database (CGD, http://www.candidagenome.org/), our
findings demonstrate that Zcf37p is the DNA binding
factor that recruits Mcm1p to target promoters that lack
canonical Mcm1 binding sites, establishing a new
mechanism of Mcm1p-directed regulation. This Zcf37p–
Mcm1p complex plays an important role in adhesion by
directly activating adhesion genes, and is also involved
in hyphal growth and in virulence. As a result, we have
named ORF19.7381 as AHR1 for Adhesion and Hyphal
Regulator.

Results
Identification of a Candida-specific zinc cluster
transcription factor

Candida albicans possesses many uncharacterized puta-
tive zinc cluster transcription factors. Our group recently
characterized CaNdt80p, a transcription factor involved in
regulating ergosterol biosynthesis, hyphal growth, cell
separation and virulence (Sellam et al., 2009b; 2010).
Interestingly, a putative zinc cluster transcription factor,
AHR1 (ORF19.7381), was significantly downregulated in
the ndt80 expression profile under hyphal-inducing con-
ditions (Sellam et al., 2010), suggesting that Ahr1p might
contribute to the inability of the ndt80 deletion strain to
form hyphae. As well, it was reported that an ahr1 deletion
strain exhibits morphological defects when cultured on
Spider media at 30°C or on either YPD or Lee’s media at
37°C (Homann et al., 2009).

Sequence analysis of C. albicans Ahr1p revealed puta-
tive orthologues only in the Candida-clade of the Saccha-
romycotina subphylum (data not shown), a pattern similar
to that previously observed for CaNdt80p (Sellam et al.,
2010). Searches directed outside of the Candida-clade
showed homology strictly in the well-conserved zinc
cluster DNA binding domain. Our lab and others have
used the technique of chromatin immunoprecipitation
coupled to microarray analysis (ChIP-chip) to characterize
C. albicans transcription factors and provide insights into
the evolution of its transcriptional networks (Borneman
et al., 2007; Hogues et al., 2008; Tuch et al., 2008; Askew
et al., 2009; Nobile et al., 2009; Lavoie et al., 2010).
Therefore, we decided to perform ChIP-chip with Ahr1p as
this factor represents a potential Candida-specific mor-
phological regulator.

Location profiling reveals that Ahr1p binds the
promoters of genes involved in biofilm formation

We performed two biological replicates of the ChIP-chip
experiment under standard growth conditions (log phase
in YPD media at 30°C) and hybridized half of each sample
to our full-genome microarray that contains single-
intergenic probes. The enriched targets of the two repli-
cates were highly similar (P = 4.82 ¥ 10-121) so one
replicate was chosen to hybridize to a tiling array for
detailed analysis. There were 275 sites with a smoothed-
peak intensity greater than twofold. Assigning these
peaks to particular genes (Table S1, see Experimental
procedures for criteria) and taking into account multiple
peaks in the same gene’s promoter resulted in 182 gene
targets. Gene ontology (GO) analysis of these targets
revealed enrichment for biofilm formation, filamentous
growth, adhesion, regulation of RNA metabolism and
amino acid transport (Fig. 1A). While approximately 60%
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of C. albicans’ genes have an orthologue in S. cerevisiae
(based on the latest CGD orthologue mapping, March 29,
2010, http://www.candidagenome.org), only 41% of Ahr1p
targets (74 out of 182 genes) have a S. cerevisiae ortho-
logue, suggesting that the factor is important for regulat-
ing Candida-specific processes.

Ahr1p recognizes a characteristic zinc cluster
factor motif

The binding sites of Ahr1p were analysed for the presence
of a motif. Zinc cluster factors commonly bind as dimers to
a pair of CGG triplets organized as direct, indirect or
inverted repeats that are separated by a sequence of
variable length (MacPherson et al., 2006). De novo motif
analysis by MEME of the top Ahr1p peak intensity targets
(at least fivefold) showed a strong enrichment for one
motif (E-value = 1.0 ¥ 10-73) (Fig. 1B). This sequence
shows characteristics of a typical zinc cluster factor motif
with CGG/GCC triplets separated by eight bases.

Ahr1p recruits Mcm1p to Ahr1p target sites

Intriguingly, the motif enriched in the Ahr1p ChIP-chip
targets is identical to a motif previously reported for
Mcm1p in C. albicans (Tuch et al., 2008). Mcm1p is a
highly conserved fungal regulator with a MADS-box
domain that functions as both a DNA binding and a dimer-
ization domain. Mcm1p has been well studied in S. cer-
evisiae where it has been shown to be involved in
modulating distinct regulons controlling the cell cycle,

mating and arginine metabolism (for review see Messen-
guy and Dubois, 2003). Mcm1p functions as a combina-
torial regulator; it requires different cofactors to achieve
regulatory specificity, with the cofactor binding to a
sequence adjacent to the Mcm1p binding site. ChIP-chip
of Mcm1p in C. albicans showed that a subset of the
targets (110 of the 761 total targets) had a non-canonical
motif distinct from the standard MADS-box type motif
[CC(A/T)6GG] found at the other targets (Tuch et al.,
2008). This binding pattern was unique to C. albicans as
ChIP-chip of Mcm1p in S. cerevisiae and the dairy yeast
Kluyveromyces lactis showed enrichment only for the
canonical Mcm1p motif (Tuch et al., 2008). The C.
albicans-specific non-canonical Mcm1p motif was the
same one we discovered among the Ahr1p targets, and
as seen with the Ahr1p sites, this subset of Mcm1p targets
was enriched for genes involved in adhesion and biofilm
formation (Tuch et al., 2008).

As the Mcm1p non-canonical motif has characteristics
of a zinc cluster factor motif and it is unlikely Mcm1p
recognizes two distinct motifs, we hypothesized that
Ahr1p is responsible for binding to these non-canonical
motif targets and directing Mcm1p to regulate gene
expression. To test this hypothesis we performed ChIP-
chip of Mcm1p in both a wild-type strain [Mcm1p(WT)] and
a strain deleted for AHR1 [Mcm1p(ahr1)]. We had previ-
ously performed ChIP-chip with Mcm1p to demonstrate
the validity of our TAP-tag approach (Lavoie et al., 2008)
compared with the Mcm1p antibody method employed by
Tuch et al. (2008). However, we did not hybridize Mcm1p
to a tiling array in that previous work so we repeated the

Fig. 1. Ahr1p binds many promoter targets
involved in biofilm formation and recognizes a
typical zinc cluster motif.
A. ChIP-chip of Ahr1p was performed and the
182 gene targets with a peak intensity greater
than twofold were analysed for GO
enrichment. GO categories with P < 0.0005
are displayed with the P-value indicated. Only
the general categories of adhesion and
filamentous growth are shown although more
specific categories related to these processes
were enriched but were omitted because of
redundancy.
B. Consensus motif representing the binding
site of Ahr1p based on the top peak intensity
targets (> 5-fold enrichment). The sequence
surrounding each peak point (covering five
probes, 300 bp) was sent to MEME
(http://meme.sdsc.edu/meme4_5_0/intro.html)
and the most significant motif is reported.
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ChIP-chip experiment of Mcm1p in the wild-type strain. As
a control, before hybridizing to the tiling array we hybrid-
ized half the sample to the single-intergenic-probe full-
genome array. The enriched targets were highly similar to
our previously published list (P = 6.88 ¥ 10-182) (Lavoie
et al., 2008). Two biological replicates of Mcm1p(ahr1)
were performed and showed highly similar results with the
single-intergenic-probe array (P < 10-300). One replicate
was chosen for hybridization to the tiling array.

Comparison of the Mcm1p(WT) and Ahr1p ChIP-chip
targets with the tiling array revealed a strong overlap
between the two experiments. All of the top 50 Ahr1p
peak intensity sites were bound by Mcm1p(WT)
(Table 1). Of the 182 gene targets of Ahr1p, 179 were
bound by Mcm1p(WT) with a peak intensity greater than
1.5 with 146 having an enrichment of more than 2. Addi-
tionally, Mcm1p(WT) bound the promoters of 352 genes
that were not Ahr1p targets (see Table S2 for complete
gene targets).

Including the Mcm1p(ahr1) ChIP-chip results (see
Table S3 for complete gene targets) in the analysis
showed a clear interaction between Mcm1p and Ahr1p. Of
the top 50 Ahr1p peak intensity targets, 48 were affected
by the loss of AHR1 with 42 having peak intensities less
than twofold in Mcm1p(ahr1) (Table 1). Comparing
Mcm1p(WT) vs. Mcm1p(ahr1), GO analysis revealed that
the P-value of enrichment was reduced for the Ahr1p-
related processes including biofilm formation (1.07 ¥ 10-06

vs. 2.79 ¥ 10-04), filamentous growth (9.49 ¥ 10-07 vs.
1.29 ¥ 10-04) and adhesion (1.53 ¥ 10-06 vs. 2.54 ¥ 10-03)
but increased for Ahr1p-independent processes such as
arginine metabolism (2.12 ¥ 10-04 vs. 4.47 ¥ 10-07).

We performed motif analysis with the highest peak
intensity targets (at least fivefold). For Mcm1p(WT),
MEME analysis showed enrichment of two motifs corre-
sponding to the Mcm1p canonical motif (E-value =
3.7 ¥ 10-110) and non-canonical motif (E-value = 2.5 ¥
10-17) (Fig. 2A) as previously reported (Tuch et al., 2008).
For Mcm1p(ahr1), MEME analysis revealed only the
canonical motif (E-value = 5.8 ¥ 10-167) with a higher
enrichment in the data set compared with Mcm1p(WT)
(Fig. 2A). Therefore, based on GO and motif analysis,
Ahr1p is required for Mcm1p to recognize the non-
canonical motif. Thus, from here on, the Mcm1p motif
refers to the canonical motif for Mcm1p, and the Ahr1p
motif refers to the non-canonical motif that represents
Mcm1p binding directed by Ahr1p.

The Mcm1p targets can be divided into four groups. The
first group (type 1) is the largest and represents Mcm1p
targets that were unaffected by the loss of AHR1
(Fig. 2Bi). Mcm1p binds these targets directly as the
binding sites generally contained Mcm1p motifs and were
not significantly bound by Ahr1p. The second group (type
2) consists of targets that were bound by Mcm1p(WT), but

Table 1. Mcm1p ChIP-chip fold enrichments of the top Ahr1p
binding sites.

Gene namea
Ahr1p fold
enrichment

Mcm1p(WT)
fold
enrichment

Mcm1p(ahr1)
fold
enrichmentb

CTA4 20.67 12.67 –
RME1c 15.73 7.95 –
orf19.699 14.96 9.47 –
CAM1 13.03 7.37 –
SPO11/RCR1 12.53 11.17 –
orf19.7152 11.19 6.99 –
EFG1c 10.55 10.73 –
COG2/RFG1c 10.48 11.33 –
CDC8/SVL3 10.41 5.92 –
AHR1/orf19.7380c 10.36 7.95 –
N/A 10.09 7.24 –
CTN2 9.91 3.76 –
N/A 9.90 6.47 –
MDR1d 9.52 12.88 6.99
N/A 9.46 7.10 –
AHR1 9.15 10.55 2.04
GIT2 9.14 5.94 –
ALS1 9.07 7.06 –
orf19.6805c 9.00 6.69 –
ENA21 8.87 7.87 –
TEC1c 8.67 9.03 –
GCN4 8.48 3.88 –
orf19.2332/orf19.2333 7.98 5.62 –
N/A 7.87 7.12 –
orf19.7306 7.61 9.35 2.24
EMC9/orf19.1906 7.60 5.25 –
CSR1 7.45 6.85 –
orf19.251d 7.04 8.06 5.66
orf19.6996 7.03 6.48 –
orf19.4459 6.98 6.67 –
FCR1 6.95 5.46 –
NTA1/orf19.851 6.86 5.50 –
GAP4 6.75 4.30 –
APN2/orf19.1835 6.73 4.94 –
orf19.4531d 6.70 8.90 8.45
orf19.450c 6.66 6.95 –
SFK1c 6.40 6.52 –
PHM7/orf19.2169 6.37 10.38 –
AAF1c 6.35 5.44 –
PHO2c 6.16 4.73 –
N/A 6.16 4.08 –
orf19.2724 6.15 3.60 3.58
N/A 6.12 5.19 –
RPC31 6.08 4.93 –
CRZ2c 6.00 5.36 –
PYR2 5.91 2.84 –
SFK1c 5.78 5.70 3.02
FAA4c 5.73 5.92 3.64
SOD5/orf19.2059 5.59 3.18 –
GPX2 5.40 4.23 –

a. Peaks at the 3′ ends of adjacent genes could not be associated
with a gene and are called N/A.
b. Fold enrichments < 2 are indicated with ‘–’.
c. Binding site is > 2 kb upstream of the gene’s start codon.
d. Mcm1p canonical motif at binding site among Mcm1p(ahr1)
targets with a fold enrichment > 2.
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lost all binding in Mcm1p(ahr1) (Fig. 2Bii). These targets
were strongly bound by Ahr1p and generally possessed
the Ahr1p motif. Note in Fig. 2Bii how the Ahr1p and
Mcm1p(WT) peaks overlap indicating a common binding
site. Mcm1p binds this group of targets, which includes
several adhesion genes and hyphal regulators involved in
biofilm formation (ALS1, ALS4, HWP1, EFG1 and TEC1),
indirectly through Ahr1p. The third group (type 3) is the
smallest and is characterized by a reduction but not com-
plete loss of Mcm1p(ahr1) binding compared with
Mcm1p(WT) (Fig. 2Biii). These targets were bound by
Ahr1p but analysis of these promoter regions often
revealed the presence of both the Mcm1p and Ahr1p
motifs. As Mcm1p is able to bind these targets both
directly and indirectly, loss of AHR1 only disrupts the
indirect interaction. In the case of MDR1, the
Mcm1p(ahr1) peak is narrower than the Mcm1p(WT) peak
and has shifted towards the Mcm1p motif demonstrating
loss of the indirect interaction through Ahr1p while main-
taining a direct interaction through the Mcm1p motif
(Fig. 2Biii). The final group (type 4) represents targets with
a higher peak intensity in Mcm1p(ahr1) compared with
Mcm1p(WT) and is discussed later.

To confirm an interaction between Ahr1p and Mcm1p
at the protein level, we performed immunoprecipitations
using an Ahr1p HA-tagged and Mcm1p Myc-tagged
strain. In an anti-HA antibody immunoprecipitation we
were able to detect both Ahr1p and Mcm1p (Fig. 2C). As
well, we were able to detect both proteins in an anti-Myc
antibody immunoprecipitation. Therefore, Ahr1p and
Mcm1p interact with each other, further supporting our
conclusions that Ahr1p recruits Mcm1p to Ahr1p target
promoters. Although it is impossible to accurately quan-
titate proteins during immunoprecipitations, essentially
no Ahr1p was found in the extracts after co-
immunoprecipitation with tagged Mcm1p, while consid-
erable Mcm1p was detected remaining after the Ahr1p
immunoprecipitation (data not shown). This result sug-
gests that the majority of Ahr1p is complexed with
Mcm1p while only a small fraction of Mcm1p is associ-
ated with Ahr1p, which correlates with the observation
that Mcm1p forms several other protein complexes
(Tuch et al., 2008).

The Ahr1p–Mcm1p complex directly activates the
expression of adhesion genes

To gain insight into the role of the Ahr1p–Mcm1p complex,
we focused on the effect of deleting AHR1. This approach
was used as Mcm1p is recruited to virtually all of Ahr1p’s
targets but Mcm1p is also involved in other Ahr1p-
independent regulons. Therefore, deleting AHR1 selec-
tively disrupts the Ahr1p–Mcm1p complex without
interfering with the other Mcm1p regulatory circuits. Fur-
thermore, MCM1 is an essential gene (Rottmann et al.,
2003) so deletion analysis is not possible.

We first performed an expression profile with an ahr1
deletion strain (log phase in YPD media at 30°C) to comple-
ment the ChIP-chip profile and determine which genes the
Ahr1p–Mcm1p complex directly controls. Comparing
expression levels between the ahr1 deletion strain and the
wild type and using a 1.5-fold cut-off, 92 genes were
expressed at lower levels in the mutant while 93 genes
were expressed at higher levels (Tables S4 and S5). The
most significantly downregulated genes showed a strong
correlation with the Ahr1p ChIP-chip results and this sug-
gests that Ahr1p functions mainly as a transcriptional acti-
vator. Of the top 15 genes with reduced expression in the
ahr1 strain, 13 were bound while only 3 of the top 15
upregulated genes were bound. Strikingly, four of the top
nine downregulated genes are involved in adhesion
(ALS1, ALS2, ALS4 and CSH1).

The adhesion gene HWP1 was not differentially
expressed even though Ahr1p bound its promoter.
However, HWP1 is expressed at higher levels in biofilm
cells compared with free-living yeast cells (Garcia-
Sanchez et al., 2004). Therefore, we determined the
expression levels of a set of adhesion genes in the ahr1
strain compared with the wild type during the initial adhe-
sion step in biofilm formation on polystyrene (Fig. 3). Under
these conditions HWP1 was downregulated in the ahr1
strain, demonstrating that the Ahr1p–Mcm1p complex acti-
vates the gene during adhesion to polystyrene. We also
measured BCR1 expression to determine whether any
changes in adhesion gene expression could be indirectly
attributed to this factor but we observed no change
(0.98 ! 0.16).

Fig. 2. Ahr1p directs Mcm1p binding to the non-canonical motif.
A. Consensus motifs representing the binding sites of Mcm1p in a wild-type strain and an ahr1 deletion strain based on ChIP-chip. The
sequence surrounding (covering five probes, 300 bp) the top peak intensity targets (> 5-fold enrichment) was sent to MEME
(http://meme.sdsc.edu/meme4_5_0/intro.html) and the most significant high-complexity motifs are reported.
B. ChIP-chip binding curves representing Ahr1p, Mcm1p(WT) and Mcm1p(ahr1) binding for type 1 (i), type 2 (ii) and type 3 (iii) Mcm1p targets.
Data points for the curves were plotted at each probe position of 60 bp intervals. Values were determined by taking the mean fold enrichment
of each probe and the surrounding four probes.
C. Immunoprecipitations with an Ahr1p HA-tagged and Mcm1p Myc-tagged strain were performed with cells grown in YPD media at 30°C. The
top labels refer to the antibody used in the immunoprecipitation and the labels on the right refer to the primary antibody used to probe the
membrane. The GFP antibody was used as a negative control and WCE represents the whole cell extract.
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Disrupting the Ahr1p–Mcm1p complex affects adhesion
ability and hyphal growth

During analysis of the adhesion gene expression levels,
we observed that after the 2 h incubation on polystyrene
there was a clear reduction in the number of ahr1 adhered
cells compared with the wild type (Fig. 4A). This adhesion
defect was also observed when silicone was used as the
substrate (data not shown). For the polystyrene sample, a
semi-quantitative XTT assay was performed to measure
the metabolic activity of the cells and thus approximate
the number of cells. The wells containing the ahr1 cultures
had about one-third of the metabolic activity of the wells
containing the wild-type cultures (Fig. 4B). The ahr1/
AHR1-TAP strain was included to demonstrate that the
TAP-tag used for the ChIP-chip experiment did not inter-
fere with the function of Ahr1p. The ahr1 strain was still
able to develop a biofilm with filamentation, although the
density was reduced because of the initial adhesion
defect (Fig. 4A). This result was reflected by the reduction
in the biofilm dry mass (Fig. 4C).

Although we observed hyphal formation in the ahr1
strain during biofilm development, we wanted to further
investigate the role of the Ahr1p–Mcm1p complex in
hyphal growth as our initial hypothesis was that Ahr1p
was a morphological regulator and the ChIP-chip of Ahr1p

was enriched for targets involved in filamentous growth.
On solid media at 37°C with YPD, YPD and serum, or
M199 pH 8, the ahr1 colonies were unable to form
wrinkles or filaments compared with the wild type (Fig. 5).
In liquid media, the ahr1 strain was still able to filament
when induced with serum but the average hyphal length
of the ahr1 cells was significantly shorter (P < 0.0001,
t-test) than either the wild-type or complemented strains
(Table S6). Therefore, the Ahr1p–Mcm1p complex is
involved in the regulation of adhesion and hyphal growth.

An ahr1 strain has attenuated virulence in a systemic
infection mouse model

As the Ahr1p–Mcm1p complex was involved in regulating
adhesion and showed defects in the yeast–hyphal switch,
we tested whether deleting AHR1 affects the virulence in a
systemic infection C57BL/6J mouse model. However,
because the ahr1 mutant (CAS12) was constructed in a
uracil auxotrophic background (BWP17), which can influ-
ence the interpretation of virulence results (Lay et al.,
1998), we created a new ahr1 deletion strain (CaEE534) in
the SN95 background. The SN95 strain does not have any
influence on virulence as shown by different labs using
various mouse models (Noble and Johnson, 2005; Epp
et al., 2010a). The SN95 ahr1 deletion strain (CaEE534)
showed filamentation and biofilm phenotypes similar to
strain CAS12 (data not shown). In the C57BL/6J mouse
model, the ahr1 strain (CaEE534) displayed significant
attenuated virulence compared with both the wild-type
(SN95, P = 0.0152, log–rank test) and complemented
strains (CaEE573, P = 0.0032) (Fig. 6A). We also
observed that the ahr1-injected mice accumulated a sig-
nificantly higher fungal burden at the time when the mice
became moribund (Fig. 6B), suggesting that the mice can
tolerate higher levels of the attenuated pathogen. Together,
our data suggest that the Ahr1p–Mcm1p regulon is impor-
tant for the full pathogenicity of C. albicans.

Discussion
The sequencing of multiple Candida species has allowed
for a detailed comparative genomic analysis between the
genomes of the Saccharomycotina subphylum (Butler
et al., 2009). A major goal of such an investigation is to
identify the genomic basis for the phenotypic differences in
pathogenicity. As the zinc finger transcription factor family
is more abundant in Candida species compared with Sac-
charomyces species (Butler et al., 2009), these transcrip-
tion factors are ideal candidates for regulators of Candida-
specific processes important for virulence including the
yeast–hyphal transition and biofilm formation. By investi-
gating the Candida-specific zinc cluster transcription factor
Ahr1p in C. albicans, we were able to identify a new Mcm1p
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Fig. 3. The Ahr1p–Mcm1p complex activates ALS1, ALS4 and
HWP1 under adhesion-promoting growth conditions. RNA was
extracted after 2 h of adhesion to a polystyrene surface and mRNA
expression of selected adhesion genes was determined by qPCR
for the ahr1 strain (CAS12) compared with the wild-type strain
(CAS19). ‘NC’ indicates no change in gene expression. ALS3 and
ALS9 were included as comparison references as neither Ahr1p
nor Mcm1p bound their promoters and their expression was
unchanged in the ahr1 transcription profile.
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co-regulator involved in virulence and virulence-related
processes. Using ChIP-chip and co-immunoprecipitation,
we established that Ahr1p binds its target promoters,
including several adhesion genes, through a zinc cluster
factor motif, and that it interacts with and recruits Mcm1p to
these sites. Previously observed Mcm1p regulons required
both Mcm1p and the cofactor to bind adjacently to the
DNA. Therefore, our study not only established an interac-
tion between Mcm1p andAhr1p but also a new mechanism
of Mcm1p-directed regulation.

This new mode of Mcm1p regulation appears to be a
recent development; the Ahr1p motif is only found in C.
albicans and the closely related C. dubliniensis as shown
by promoter analysis of the Mcm1p non-canonical motif
target orthologues across 32 fungal species (Tuch et al.,
2008), although the complex may have evolved earlier
and just recently moved to this set of targets. If the
regulon is a recent development, it is possible that the
mode of Ahr1p–Mcm1p regulation is still in a transitory
state. Originally, Ahr1p and Mcm1p might have each

Fig. 4. Disrupting the Ahr1p–Mcm1p
complex affects adherence to polystyrene and
reduces biofilm density. Strains used were
WT (CAS19), ahr1/ahr1 (CAS12),
ahr1/ahr1::AHR1 (CAS13) and
ahr1/AHR1-TAP (CAS15).
A. Overnight cultures were resuspended in
RPMI media at OD600 = 1 and 100 ml was
added to each well in a 96-well plate. After
2 h of rocking incubation at 37°C, the
non-adherent cells were removed, the wells
were washed with PBS, and pictures were
taken at 20¥ (top panel) and 40¥ (middle
panel) magnification. Fresh RPMI media was
added, the plate was incubated with rocking
for 24 h at 37°C to allow for biofilm
development, and pictures were then taken at
40¥ magnification (bottom panel).
B. An XTT assay was performed after the 2 h
adhesion step. Absorbencies were reported
relative to the WT strain. The symbol ‘***’
indicates a significant difference (P < 0.0001,
t-test) compared with both wild-type and
complemented strains.
C. Biofilm dry masses were determined after
24 h of development. Masses were reported
relative to the WT strain. The symbol ‘**’
indicates a significant difference (P < 0.01,
t-test) compared with both wild-type and
complemented strains.
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bound DNA separately, similar to the situation observed
with the other known yeast Mcm1p regulons (Messenguy
and Dubois, 2003). Over time, Ahr1p and Mcm1p might
then have evolved to interact at a protein level with DNA
providing a scaffold for this to occur. Eventually, the two
proteins developed a strong enough interaction that
Mcm1p no longer needed to directly bind DNA. Without
selective pressure acting on the Mcm1p motif at the
Ahr1p–Mcm1p targets, it was lost for most of the targets,
resulting in the type 2 targets that are completely depen-
dent on Ahr1p DNA binding, while it was retained at a few
sites, the current type 3 targets containing both Ahr1p and
Mcm1p motifs. Alternatively, the type 2 targets might rep-
resent the ancestral mode of regulation developed by an
initial protein–protein interaction between Mcm1p and
Ahr1p. Over time, Mcm1p binding sites developed for a
few targets allowing Mcm1p to directly interact with the
DNA. In this scenario, the regulon is evolving towards
type 3 targets and the standard mode of Mcm1p
regulation.

Mcm1p type 2 targets demonstrate the potential of
ChIP-chip to detect indirect protein–DNA interactions and
falsely associate a motif with a transcription factor. Recent

studies have developed methods that attempt to address
this problem by distinguishing direct and indirect transcrip-
tion factor binding events (Gordan et al., 2009; Zhu et al.,
2009). It was found that 16% of the ChIP-chip data sets
from S. cerevisiae correlated with indirect binding of the
factor (Gordan et al., 2009). The ability to determine
whether a transcription factor is binding directly or indi-
rectly is useful in predicting protein complexes, just as we
showed in this study.

We further investigated the functional role of this
newly formed Mcm1p complex in C. albicans. Our
results established that the Ahr1p–Mcm1p complex is a
direct activator of several key adhesion genes and that
disrupting this complex by deleting AHR1 resulted in
reduced adherence of C. albicans cells to polystyrene

Fig. 5. The Ahr1p–Mcm1p complex controls the yeast–hyphal
switch. Cells were serially diluted and a representative dilution is
shown. Strains used were WT (CAS19), ahr1/ahr1 (CAS12) and
ahr1/ahr1::AHR1 (CAS13). Pictures were taken after 4 days for
M199 pH 8 and after 2 days for the other conditions. Although the
ahr1/ahr1::AHR1 strain did not revert the phenotype for YPD and
M199 pH 8 at 37°C, three independently constructed heterozygous
strains (CAS25) showed the same phenotype as the complemented
strain (data not shown), indicating that AHR1 shows
haplo-insufficiency under some hyphal growth conditions.
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(CaEE534) and ahr1/ahr1::AHR1 (CaEE573) strains. Mice were
monitored daily according to approved protocols.
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Mutant-infected mice survived longer and accumulated a
statistically significantly higher fungal burden compared with both
WT and revertant-infected mice as indicated (***P < 0.001;
**P < 0.01; ns P > 0.05).
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and silicone surfaces. The ahr1 strain was able to
develop a biofilm, but with a reduced biomass. As well,
the ahr1 strain had defects in the yeast–hyphal switch
under several different growth conditions. Although we
analysed the ahr1 strain in order to selectively disrupt
the Ahr1p–Mcm1p complex, it should be noted that over-
expression of MCM1 has been shown to result in
increased adhesion as well as defects in the yeast–
hyphal transition (Rottmann et al., 2003).

Our results, combined with previous studies on Bcr1p,
suggest that the Ahr1p–Mcm1p complex and Bcr1p
regulate adhesion genes separately. Ahr1p or Mcm1p
did not bind the promoter of Bcr1p and BCR1 expres-
sion was not affected by deletion of AHR1. As well,
AHR1 expression was not affected by deletion of BCR1
(Nobile and Mitchell, 2005). Furthermore, the Ahr1p–
Mcm1p complex and Bcr1p have some different adhe-
sion targets as Ahr1p–Mcm1p solely regulate ALS4
while Bcr1p solely regulates ALS3 (Nobile and Mitchell,
2005; Nobile et al., 2006b).

Disrupting the Ahr1p–Mcm1p interaction caused
Mcm1p to bind new sites in which the peak intensity was
greater in the ahr1 mutant strain compared with the wild-
type strain (type 4 targets). Analysis of this group of
targets revealed that these sites are almost exclusively
found near protein translation genes including most of the
ribosomal protein encoding genes. Interestingly, many of
the peaks were at the 3′ end of these genes so our peak
analysis algorithm would either not associate the peak
with a gene or assign the peak to a different gene. The
peak intensity of the type 4 targets was generally just
above the cut-off in the ahr1 strain (2- to 2.5-fold) and
often there was a weak signal in the wild-type strain.
Generally, no Mcm1p motif was present. Therefore, it
appears that Mcm1p very weakly associates with the
translational machinery genes and disrupting the interac-
tion with Ahr1p enhances this association.

Our study primarily focused on the role of the Ahr1p–
Mcm1p complex in regulating adhesion; however, our
results suggest additional roles for the regulon. As pre-
viously mentioned, there is a link between biofilm devel-
opment and drug resistance. Mcm1p has been shown to
regulate MDR1, which encodes a key drug transporter
that is upregulated in many fluconazole-resistant strains,
although it was concluded that elements upstream of the
Mcm1p canonical motif were also required for MDR1
activation (Riggle and Kumamoto, 2006). Our results
demonstrated that Mcm1p binds to the MDR1 promoter
at its canonical motif independently of Ahr1p and is also
recruited to a non-canonical motif by Ahr1p. This Ahr1p
motif is upstream of the Mcm1p motif and is located in a
region identified as containing a cis-acting sequence of
MDR1 (Harry et al., 2005; Hiller et al., 2006). As well,
Cdr1p, another key drug transporter upregulated in

fluconazole-resistant strains, is also a type 3 Mcm1p
target. Although the ahr1 strain shows no difference in
sensitivity to fluconazole compared with the wild type
(Homann et al., 2009), the role of the Ahr1p–Mcm1p
complex in regulating drug transporters is an area of
interest.

Links have also been established between biofilm for-
mation and mating in C. albicans. Pheromone induces
mating in opaque cells but promotes substrate adhesion
and enhanced biofilm development in white cells (Daniels
et al., 2006). Both white and opaque cell responses to
pheromone involve the same receptors and MAP-kinase
pathway but activate a different transcription factor (Yi
et al., 2008). While Cph1p is the target of the opaque cell
pheromone response pathway (Yi et al., 2008), Tec1p is
the downstream target of the white cell pheromone
response pathway (Sahni et al., 2010). Tuch et al. (2008)
identified that the subset of non-canonical Mcm1p targets
includes several regulators of the white–opaque switch
and strongly overlaps with the binding targets of Wor1p.
As Ahr1p recruits Mcm1p to the promoter regions of TEC1
and the white–opaque regulators WOR1, WOR2 and
EFG1, the complex’s role in this aspect of cell function is
another area of interest.

Our study provides insight into a Mcm1p regulon con-
trolled by a Candida-specific zinc cluster factor involved
in the regulation of important pathogenic characteristics
such as adhesion and the yeast–hyphal transition. The
reduced virulence of the ahr1 strain in a systemic infec-
tion mouse model further highlights the potential of zinc
cluster proteins as antifungal drug targets. Zinc cluster
proteins have a common structural domain, are fungal
specific and regulate diverse cellular processes; there-
fore, the targeted disruption of the zinc cluster domain
would certainly result in severe consequences to the
cell. Continuing to characterize the zinc cluster family
members unique to C. albicans will allow for more
insight into the regulation of Candida-specific transcrip-
tional networks that are critical for the virulence of this
fungus.

Experimental procedures
C. albicans strain construction and media

The C. albicans strains used in this study are listed in
Table S7. Unless otherwise stated, cells were grown at 30°C
in media containing 1% yeast extract, 2% peptone, 2% dex-
trose (YPD) and supplemented with uridine (50 mg ml-1).

Gene disruption of AHR1 was done as described previ-
ously for NDT80 (Sellam et al., 2009b) in a BWP17 back-
ground using URA3 and HIS1 PCR deletion cassettes,
resulting in ahr1 deletion strain CAS12. For an auxotrophic
control, the plasmid CIp20 (Dennison et al., 2005) was
digested with StuI and transformed into BWP17, resulting in
strain CAS19. The ahr1/ahr1::AHR1 complemented strain
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(CAS13) was created using the SAT1-flipper cassette as
previously done for TYE7 and GAL4 (Askew et al., 2009).
The AHR1 gene along with 500 bp upstream and down-
stream homology regions of AHR1 were cloned into plasmid
pSFS2A (Reuss et al., 2004), resulting in plasmid pCA4. We
selected clones that replaced the HIS1 deletion cassette and
then restored histidine prototrophy by transformation with
NruI-digested pGEM-HIS1 (Wilson et al., 1999). As some
filamentation phenotypes were not reverted, independent
AHR1/ahr1 heterozygous deletion strains (CAS25) were
created with the HIS1 PCR deletion cassette and then trans-
formed with StuI-digested CIp10 (Murad et al., 2000). For
ChIP-chip experiments, Ahr1p and Mcm1p were tagged chro-
mosomally with a TAP-URA3 PCR product (Lavoie et al.,
2008) in either a BWP17 or ahr1 background (strains CAS11,
CAS23 and CAS24). For the ahr1 strain (CAS12) back-
ground, the URA3 marker from the deletion cassette was
recycled using 5-fluoroorotic acid. To ensure that the TAP-tag
did not interfere with the function of Ahr1p, the HIS1 PCR
deletion cassette was used to delete the untagged allele of
strain CAS11, resulting in strain CAS15. For immunoprecipi-
tations, Ahr1p was tagged with a HA-HIS1 PCR product and
Mcm1p was tagged with a MYC-URA3 PCR product (Lavoie
et al., 2008) in a SN76 background, resulting in strain CAS18.
Correct integration for all tags was confirmed by PCR and
Western blots were used to verify protein expression. For the
mouse study, a new ahr1 deletion strain (CaEE534) and
complemented strain (CaEE573) were constructed in the
SN95 background to eliminate any URA3 positional effects
(Lay et al., 1998). The nourseothricin marker was used as
previously described (Epp et al., 2010b). Briefly, 300 bp of
upstream and downstream homology regions of AHR1 were
cloned into plasmid pSFS2A (Reuss et al., 2004), resulting in
plasmid pEE95, to sequentially delete both alleles of AHR1.
Plasmid pCA4 was used to construct the revertant strain
(CaEE573) as was done to create CAS13 in the BWP17
background.

ChIP-chip

ChIP-chip experiments were performed as previously
described (Askew et al., 2009) with two biological replicates
for each condition. Half of the labelled samples were hybrid-
ized to single spot full-genome (ORF and intergenic) micro-
arrays containing 11 817 70-mer oligonucleotide probes
(Lavoie et al., 2008). Targets with a fold enrichment > 1.5
were compared between the two replicates to ensure a high
degree of overlap. The other half of one replicate was then
chosen for hybridization to a custom designed whole-genome
tiling array (Askew et al., 2009). Normalization and peak
detection were performed as previously described (Askew
et al., 2009). Peaks located within 2 kb upstream and 120 bp
downstream (to account for location uncertainty of the tiling
array) of a start codon were assigned to the gene and
reported in Tables S1–S3 with ORFs annotated as ‘dubious’
or ‘spurious’ removed from the analysis. In the case of diver-
gent promoters both genes were included provided the peak
was within 2 kb of each gene’s start codon. Genes with
multiple peaks in the promoter were counted only once for
GO analysis, which was performed as previously described
(Lavoie et al., 2010).

Immunoprecipitations and Western blotting

An Ahr1p HA-tagged and Mcm1p Myc-tagged strain (CAS18)
was grown to OD600 = 1.0 in YPD media at 30°C. Cells were
harvested by centrifugation, washed with IP150 buffer
[50 mM Tris-HCl (pH 7.4), 150 mM NaCl, 2 mM MgCl2, 0.1%
NP40], and lysed by vortexing with glass beads in IP150
buffer supplemented with a protease inhibitor cocktail tablet
(Roche) and 1 mM phenylmethylsulfonyl fluoride (PMSF).
The protein extract was clarified by centrifugation and incu-
bated at 4°C with beads conjugated with anti-Myc mouse
monoclonal antibody (9E10), anti-GFP rabbit polyclonal anti-
body (Santa Cruz) or anti-HA rabbit polyclonal antibody
(Roche). Following incubation, beads were washed three
times with IP150 buffer, boiled with SDS gel loading buffer
and resolved in 4–20% gradient SDS polyacrylamide gels.
The separated polypeptides were transferred onto a nitrocel-
lulose membrane and analysed by Western blotting using
anti-HA (3F10) or anti-Myc (9E10) monoclonal antibodies.

RNA extraction, transcription profiles and qPCR analysis

RNA extraction and transcription profiles were performed and
analysed as previously described (Askew et al., 2009). Four
biological replicates were done (YPD at 30°C) comparing the
wild-type (BWP17) and ahr1 deletion (CAS12) strains and
gene lists were created using a fold change in expression
> 1.5 or < 0.67 and a t-test P-value < 0.05.

Cells for qPCR analysis were prepared as described for
the XTT adhesion assays below except 2 ml of OD600 = 0.5
cell suspension was added to each well in a six-well poly-
styrene plate (Nunclon). After a 2 h incubation at 37°C both
adherent and non-adherent cells were collected with a cell
scraper and the RNA was extracted. qPCR analysis was
performed as previously described (Askew et al., 2009)
except with the Mx3005P QPCR System (Agilent). Samples
were done in triplicate and four biological replicates were
performed.

Adhesion and biofilm analysis

XTT assays were carried out as previously described
(Ramage et al., 2001; Kelly et al., 2004). Briefly, overnight
YPD cultures were washed twice with PBS and resuspended
in RPMI 1640 (Gibco) supplemented with L-glutamine to
OD600 = 1. Ninety-six-well polystyrene plates (Costar) were
used and 100 ml of cells was added to each well. The plates
were placed in a rocking incubator at 37°C for 2 h. The media
and any non-adherent cells were removed and the wells were
washed three times with PBS. After washing, 100 ml of a
freshly prepared XTT-menadione solution (0.5 g l-1 XTT in
PBS and 1 mM menadione in acetone) was added to sample
and control wells. The plate was incubated in the dark for 2 h
at 37°C and the colorimetric change resulting from XTT
reduction was measured at 490 nm. Five biological replicates
done in triplicate were performed.

Determination of biofilm dry mass was determined based
on previous studies (Palanisamy et al., 2010) with 2 ml of
OD600 = 0.5 cell suspension added to each well in a six-well
polystyrene plate (Nunclon) for the 2 h adhesion step. After
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washing with PBS, 2 ml of fresh media was added and the
plate was incubated with rocking for an additional 24 h. Bio-
films were collected and dried at 37°C for 48 h. Three bio-
logical replicates done in triplicate were performed.

Virulence study

The mouse study was carried out as previously described
(Mullick et al., 2004). Briefly, 8- to 12-week-old C57BL/6J
mice (Jackson Laboratories, Bar Harbor, ME, USA) were
inoculated via the tail vein with 200 ml of a suspension con-
taining 3 ¥ 105 C. albicans in PBS. Ten mice, five female
and five male, were used for each experimental group. Mice
were closely monitored according to approved protocols
and those mice showing extreme lethargy were considered
moribund and were euthanized. Kaplan–Meier survival
curves were created and compared with the log–rank test
and the Kruskal–Wallis test was used to assess significance
between fungal burdens (GraphPad Prism 5). The number
of fungal cells per kidney was determined by removing
kidneys aseptically and homogenizing in PBS before plating
on YPD plates containing chloramphenicol (34 mg ml-1). All
experimental procedures involving mice were approved by
the Biotechnology Research Institute Animal Care Commit-
tee, which operated under the guidelines of the Canadian
Council of Animal Care.

Accession codes
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 VII.6. Faculty 1000 Biology evaluations 
 
 
Epp E, Whiteway M: "This paper fills a gap of our understanding of how endocytosis 
works in yeast by..." Evaluation of: [Smaczynska-de Rooij II et al. A role for the 
dynamin-like protein Vps1 during endocytosis in yeast. J Cell Sci. 2010 Oct 15; 123(Pt 
20):3496-506; doi: 10.1242/jcs.070508]. Faculty of 1000, 18 Jan 2011. 
http://www.F1000.com/7664956 
 
 
Epp E, Whiteway M: "This paper confirms that the yeast dynamin-like protein VPS1 is 
involved in the internalization step..." Evaluation of: [Nannapaneni S et al. The yeast 
dynamin-like protein Vps1:vps1 mutations perturb the internalization and the motility of 
endocytic vesicles and endosomes via disorganization of the actin cytoskeleton. Eur J 
Cell Biol. 2010 Jul; 89(7):499-508; doi: 10.1016/j.ejcb.2010.02.002]. Faculty of 1000, 18 
Jan 2011. http://www.F1000.com/2629956 
 
 
Epp E, Whiteway M: "In this paper by Wurtele et al. the authors show that modulation of 
the acetylation..." Evaluation of: [Wurtele H et al. Modulation of histone H3 lysine 56 
acetylation as an antifungal therapeutic strategy. Nat Med. 2010 Jul; 16(7):774-80; doi: 
10.1038/nm.2175]. Faculty of 1000, 13 Aug 2010. http://www.F1000.com/4770956 
 
 
Epp E, Whiteway M: "Interestingly, the authors of this work have shown that Candida 
albicans pathogenesis has a requirement..." Evaluation of: [Lopes da Rosa J et al. Histone 
acetyltransferase Rtt109 is required for Candida albicans pathogenesis. Proc Natl Acad 
Sci U S A. 2010 Jan 26; 107(4):1594-9; doi: 10.1073/pnas.0912427107]. Faculty of 
1000, 13 Aug 2010. http://www.F1000.com/4769957 
 
 
Epp E, Whiteway M: "This interesting study enhances our understanding of how azole 
drugs act against fungal pathogens by..." Evaluation of: [Zhang YQ et al. Requirement 
for ergosterol in V-ATPase function underlies antifungal activity of azole drugs. PLoS 
Pathog. 2010; 6(6):e1000939; doi: 10.1371/journal.ppat.1000939]. Faculty of 1000, 11 
Jun 2010. http://www.F1000.com/3540960 
 
 
Epp E, Whiteway M: "This interesting paper provides a mechanism for how the actin 
cytoskeleton regulates morphogenesis in Candida..." Evaluation of: [Zou H et al. 
Candida albicans Cyr1, Cap1 and G-actin form a sensor/effector apparatus for activating 
cAMP synthesis in hyphal growth. Mol Microbiol. 2010 Feb; 75(3):579-91; doi: 
10.1111/j.1365-2958.2009.06980.x]. Faculty of 1000, 18 Jan 2010. 
http://www.F1000.com/1480960 
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