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Abstract

Deterministic and stochastic hybrid optimal control problems are studied for systems where
autonomous and controlled state jumps are allowed at the switching instants and, in addition
to running costs, switching between discrete states incurs costs. Features of special interest in
this work are the possibility of state space dimension change, and existence of low dimensional
switching manifolds. In other words, the hybrid state space is considered as the direct product
of a set of discrete state components with finite cardinality and a set of Euclidean spaces whose
dimensions depend upon the discrete state components; and Euclidean spaces contain switching
manifolds which correspond to autonomous switchings and jumps, and which are allowed to be
codimension k submanifolds of the corresponding Euclidean state spaces, where k is greater than
or equals to one.

Statements of the Hybrid Minimum Principle (HMP) and Hybrid Dynamic Programming
(HDP) are presented and it is shown that under certain assumptions the adjoint process in the
HMP and the gradient of the value function in HDP are identical to each other almost everywhere
along optimal trajectories. Furthermore, results for stochastic hybrid optimal control problems
are established which generalize those of the deterministic case. A key feature of the stochastic
hybrid systems framework under consideration is the presence of the hard constraints imposed
by switching manifolds on diffusion-driven state trajectories; these constraints influence the
boundary conditions in the Stochastic Hybrid Minimum Principle (SHMP).

In addition to analytic examples, an electric vehicle equipped with a dual-stage planetary
transmission is modelled in this framework, where, due to the special structure of the
transmission, the mechanical degree of freedom changes during the transition period. Hybrid
control problems for energy and time optimality of an electric vehicle acceleration task
are studied which reveal unanticipated aspects of optimal energy saving strategies for the
transmission control.
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Résumé

Des problèmes de commande optimal pour systèmes hybrides déterministes et stochastiques sont
étudiés dans le cas de systèmes où, aux instants de commutation, des sauts autonomes ainsi que
des sauts contrôlés d’état sont permis, les commutations étant soumises à des coût au même
titre que l’évolution de la composante continue de la trajectoire d’état. Des caractéristiques
d’intérêt particulier dans notre analyse sont la possibilité de changement de dimension de l’espace
d’état, ainsi que la possibilité d’existence de variétés de commutation de basse dimension. En
d’autres termes, l’espace d’état hybride considéré est formé d’un produit direct d’un ensemble
fini de composantes d’état discrètes, et un ensemble d’espaces euclidiens dont les dimensions
dépendent des composants d’état discrets. De plus, les variétés de commutation correspondant
aux commutations et sauts autonomes sont autorisées à être des sous-variétés de codimension k

de l’espace d’état correspondant, où k est égal ou supérieur à l’unité.
Les énoncés du Principe Minimum Hybride (HMP) et de la Programmation Dynamique

Hybride (HDP) sont présentés et il est démontré que, sous certaines hypothèses, le processus
adjoint dans le HMP et le gradient de la fonction valeur dans HDP sont identiques presque partout
sur des trajectoires optimales. De plus, des résultats liés à des problèmes de commande optimale
pour systèmes hybrides stochastiques sont établis et généralisent ceux du cas déterministe. Une
caractéristique clé du cadre de systèmes hybrides stochastiques considéré est la présence de
contraintes strictes imposées sur les processus conduites par la diffusion, et imposées au niveau
des variétés de commutation. Ces contraintes influencent les conditions aux limites dans le
Principe Minimum Hybride Stochastique (SHMP).

En plus d’exemples purement mathématiques, un véhicule électrique équipé d’une
transmission épicycloı̈dale à deux étages est modélisé dans ce cadre. Le modèle présente la
caractéristique que, en raison de la structure particulière de la transmission, le degré de liberté
mécanique change au cours de la période de transition. Les problèmes de contrôle hybrides pour
l’optimalité d’énergie et la minimisation du temps liés à une tâche d’accélération pour un véhicule
électrique sont étudiés, et leur solution révèle des aspects inattendus de stratégies d’économie
d’énergie optimales pour le contrôle de la transmission.
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Claims of Originality and Published Work

Claims of Originality

The following original contributions are presented in this thesis:

• Presentation of hybrid systems in a unified general framework within which the results of
the Hybrid Minimum Principle (HMP) and Hybrid Dynamic Programming (HDP) as well
as their relationship (in the form of the adjoint-gradient relation) are valid. This framework
permits the study of hybrid systems where autonomous and controlled state jumps are
allowed at the switching instants and the associated optimal control problems consisting of
a large range of terminal, running, and switching costs.

• The extension of the Hybrid Minimum Principle (HMP) to optimal control problems in
the presence of switching costs, and to hybrid systems with possible state space dimension
change and existence of low dimensional switching manifolds. Related publications: [J2,
P1, C2, C3, C4, C5, C6, C7].

• The formulation and the proof of the Stochastic Hybrid Minimum Principle (SHMP) for the
first time. A feature of special interest is the effect of hard constraints imposed by switching
manifolds on diffusion-driven state trajectories, that to the best of our knowledge has not
been considered in the literature before. Related publications: [P1, C1].

• The extension of Hybrid Dynamic Programming (HDP) within the same unified framework
as that in which the HMP results are presented. In particular, in contrast to other versions
of HDP, the majority of which study infinite horizon problems where optimal controls are
stationary, the results of this thesis are presented for finite horizon problems; furthermore,
the assumptions required for the derivation of HDP in this work are less restrictive and, in
particular, do not restrict the domains and codomains of the family of jump maps. Related
publications: [J1, P2, C2].

• The presentation of two proof methods (one based on variations over optimal trajectories
and the other with variations over general, i.e. not necessarily optimal, trajectories) for
establishing the relationship between the Minimum Principle and Dynamic Programming
for both Classical and Hybrid Systems. Both proofs are different in approach from the
classical arguments and require weaker differentiability assumptions. Furthermore, the
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boundary conditions for the case of hybrid systems have not been proved in the literature
before. Related publications: [J1, C5].

• The presentation of three examples with analytical solutions. Related publications: [C2,
C4, C6].

• A general Riccatti formalism for optimal tracking problems with quadratic costs for the
control of hybrid systems with linear (affine) dynamics. Related publications: [J1].

• The application of hybrid optimal control theory to the industrial problem of vehicle
electrification. Related publications: [J2, P3, C3, C8].
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1Groupe d’Études et de Recherche en Analyse des Décisions (Group for Study and Research in Decision
Analysis)

2Regroupement pour l’étude des Environnements PARTagés Intelligents (Centre for the Study of Distributed
Intelligent Shared Environments)



vii

Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
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Chapter 1

Introduction

There is now an extensive literature on the optimal control of hybrid systems. On one hand,
the generalization of the fundamental Pontryagin Maximum Principle (PMP) [1] results in the
Hybrid Minimum Principle (HMP). The formulation by Clarke and Vinter [2, 3], referred to
by them, as “Optimal Multiprocesses” provides a Minimum Principle for hybrid systems of a
very general nature in which switching conditions are regarded as constraints in the form of set
inclusions and the dynamics of the constituent processes are governed by (possibly nonsmooth)
differential inclusions. A similar philosophy is followed by Sussmann [4, 5] where a nonsmooth
Minimum Principle is presented for hybrid systems possessing a general class of switching
structures. Due to the generality of the results in [2–5] degeneracy is not precluded and therefore,
additional hypotheses need to be imposed to make the HMP results significantly informative (see
e.g. Caines, Clarke, Liu, and Vinter [6] for more discussion); such hypotheses (typically of a
controllability nature) are usually too restrictive to cover many practical problems of engineering
interest. An alternative philosophy, followed by Shaikh and Caines [7], Garavello and Piccoli [8],
and Taringoo and Caines [9, 10], is to ensure the validity of the HMP in a non-degenerate form
by introducing hypotheses on the dynamics, transitions and switching events. To name a few
other versions of the HMP in its appearances within the development of optimal control theory
one cites the work of Riedinger, Kratz, Iung and Zanne [11], Xu and Antsaklis [12], Azhmyakov,
Boltyanski and Poznyak [13], and Dmitruk and Kaganovich [14].

The generalization of Bellman’s Dynamic Programming [15] for hybrid systems, on the other
hand, results in the theory of Hybrid Dynamic Programming (HDP). Infinite horizon - HDP
formulations have been given by Bensoussan and Menaldi [16], Branicky, Borker and Mitter
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[17], Dharmatti and Ramaswamy and later Barles et al. [18, 19], as well as finite horizon HDP
formulations appearing in the work of Hedlund and Rantzer [20], Caines, Egerstedt, Malhamé
and Schöllig [21, 22] and Shaikh and Caines [23], to name but few of the major publications on
the theory of HDP.

The relationship between the Minimum Principle and Dynamic Programming, for classical
optimal control problems, was addressed as early as the formal announcement of the Pontryagin
Minimum Principle [1], and this relationship has been elaborated by many others since then. In
particular, Clarke and Vinter [24, 25], Yong and Zhou [26, 27], Kim [28], Fleming and Rishel
[29], Cannarsa and Frankowska [30], and Cernea and Frankowska [31] have established the
relationship with rigorous proof methods. The result states that, under technical assumptions,
the adjoint process in the MP and the gradient of the value function in DP are equal. In contrast
to classical optimal control theory, the relation between the Minimum Principle and Dynamic
Programming in the hybrid systems framework has been the subject of a very limited number of
studies.

The generalization of classical optimal control theory to stochastic systems results in
Stochastic Dynamic Programming (SDP) and Stochastic Minimum Principle (SMP). One of the
main differences between the stochastic differential equations appearing in stochastic optimal
control problems and deterministic differential equations for deterministic problems is that “time”
cannot be reversed and their solvability is interpreted as the existence of solutions adapted
solely to the forward filtration (see e.g. Ma and Yong [32]). This requires the introduction
of a notion of forward-backward stochastic differential equations (FBSDE), first presented
by Bismut [33], and then elaborated more in the optimal control framework by Bensoussan
[34], Pardoux and Peng [35], etc., and in the general theory of forward-backward stochastic
differential equations by Antonelli, Ma, Protter, Yong, Hu, and Peng (see e.g. [32] and references
therein). Stochastic Dynamic Programming (SDP) including the Stochastic Hamilton-Jacobi-
Bellman (SHJB) equation are presented by Kushner [36], Krylov [37], Fleming and Soner [38],
Fleming and Rishel [29], Yong and Zhou [26], and others. Versions of the Stochastic Minimum
Principle (SMP) are presented by Kushner and Schweppe [39, 40], Haussmann [41], Bismut
[33], Bensoussan [42], and Peng [43]. The optimal control of stochastic hybrid systems, i.e.
control systems that involve the interaction of continuous dynamics, discrete dynamics and
stochastic diffusions, has been the subject of a limited number of studies. The SMP formulation
in Aghayeva and Abushov [44] considers only controlled switching and jumps, and the Stochastic
Dynamic Programming (SDP) formulation in Bensoussan and Menaldi [45] studies infinite
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horizon problems where optimal controls are stationary.
The primary goal of this thesis is to build a bridge between the above three research

fields towards a unified framework for the optimal control of deterministic and stochastic
hybrid systems. The secondary goal of the thesis is to illustrate the theoretical results for
several analytical and industrial applications, and in particular, the application of hybrid optimal
control theory for the control of electric vehicles equipped with multi-stage transmissions. The
organisation of the thesis is as follows. Deterministic hybrid optimal control results are presented
in Part I as follows:

Chapter 2 introduces a unified general framework for the presentation of hybrid systems and
their associated hybrid optimal control problems within which the Hybrid Minimum Principle
(HMP), Hybrid Dynamic Programming (HDP) and their mutual relationship can be established.
This framework permits the study of hybrid systems with both autonomous and controlled state
jumps allowed at the switching instants and their associated optimal control problems with a large
range of terminal, running, and switching costs.

The Hybrid Minimum Principle (HMP), presented in Chapter 3, gives necessary conditions
for the optimality of the trajectory and the control inputs of a given hybrid system with fixed initial
conditions and a predetermined sequence of autonomous and controlled switchings. It should be
remarked that the establishment of a central sequence optimization for the determination of the
optimal switching sequence for hybrid optimal control problems is an open problem. Distinctive
aspects in this work in comparison with other versions of the HMP are the presence of state
dependent switching costs, the possibility of state space dimension change, and the existence
of low dimensional switching manifolds. The necessary conditions of the HMP are expressed
in terms of the minimization of the hybrid system’s Hamiltonians defined along the hybrid
trajectory corresponding to a sequence of discrete states and continuous valued control inputs
on the associated time intervals. A feature of special interest is the boundary conditions on the
adjoint processes and the Hamiltonian functions at autonomous and controlled switching times
and states; these boundary conditions may be viewed as a generalization of the optimal control
case of the Weierstrass–Erdmann conditions of the calculus of variations [46].

Chapter 4 discusses Hybrid Dynamic Programming (HDP) which employs the optimal cost
to go (value function) for the hybrid optimal control problem as its fundamental notion. It is
proved that on a bounded set in the state space, the cost to go functions are Lipschitz with a
common Lipschitz constant which is independent of the control and hence their infimum, i.e.
the value function, is Lipschitz with the same Lipschitz constant. The necessary conditions of
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HDP are then established in the form of the Hamilton-Jacobi-Bellman (HJB) equation and the
corresponding boundary conditions.

The relationship between the HMP and HDP is studied in Chapter 5. We elaborate the
classical arguments for the proof of this relationship which are based on the the derivation of
the differential equations governing the value function gradient process. However, classical
proof methods are based upon the derivation of the gradient dynamics from the Hamilton-
Jacobi-Bellman equation, and the employment of the Filippov theorem (see e.g. [47, p. 149-
150]), which requires the openness of the set of points from which a transition to the reference
trajectory is possible [1, p. 70]. A major difficulty for this approach is the lack of differentiability
of the value function, and consequently, the adjoint-gradient relationship is usually expressed
within the general framework of nonsmooth analysis that declares the inclusion of the adjoint
process in the set of generalized gradients of the value function [24–28, 30, 31]. For classical
and hybrid optimal control problems with appropriately smooth vector fields and costs, when the
optimal feedback control possesses an admissible set of discontinuities, we establish the adjoint-
gradient relationship in the form of an almost everywhere equality. One proof method is based
on variations over optimal trajectories and the other one is based upon variations over general
trajectories and the study of the gradient of the (not necessarily optimal) cost to go function. For
the hybrid case, the arguments are accompanied by the corresponding boundary conditions at the
switching instants.

Chapter 6 discusses three examples with analytical solutions and also presents the general
Riccatti formalism for tracking problems of hybrid systems with linear / affine vector fields and
quadratic costs.

Chapter 7 presents a hybrid systems formulation of an electric vehicle equipped with a dual-
stage planetary gearbox and employs hybrid optimal control theory to find the optimal inputs
for the gear changing problem for electric vehicles. A feature of special interest is that, due
to the perpetual connectedness of the motor to the wheels via the seamless transmission, the
mechanical degree of freedom changes during the transition period. Therefore, the modelling of
the powertrain requires the consideration of autonomous and controlled state jumps accompanied
by changes in the dimension of the state space.

In part II of the thesis in Chapter 8, stochastic hybrid optimal control problems are studied.
We extend the framework established in Chapter 2 in order to cover a general class of stochastic
hybrid systems with state dependant diffusions which are subject to autonomous and controlled
switchings and state jumps. A feature of special interest is the effect of hard constraints imposed
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by switching manifolds on diffusion-driven state trajectories. A first order variational analysis is
performed on the stochastic hybrid optimal control problem via the needle variation methodology
and the necessary optimality conditions are then established in the form of the Stochastic Hybrid
Minimum Principle (SHMP).

Future research directions are presented in Chapter 9.
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Part I

Deterministic Hybrid Optimal Control
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Chapter 2

Hybrid Optimal Control Problems

2.1 Hybrid Systems

Hybrid control systems appear in a vast range of natural and artificial settings; examples
include multi-tank mixing and fractionating systems in chemical engineering, multi-mode
aircraft controls and gain scheduled control laws, space vehicle and satellite control systems,
automobile anti-lock breaking systems, multilink and cooperative robotic manipulator systems,
and recombinant genetic processes in microbiology.

One of the main difficulties in the discussion of hybrid systems is that the term “hybrid” is
not restrictive enough and, inevitably, the domains of definition of hybrid systems in different
scientific communities do not necessarily intersect in a general class of systems. For instance,
the Computer Science community primarily views hybrid systems as a finite automata computer
program interacting with an analogue environment and therefore, the emphasis is often on the
discrete event dynamics, whereas the continuous dynamics is frequently of a relatively simple
form [48–55]. Even in the Control Systems community, hybrid systems stability theory (see
e.g. [55–66]) views hybrid systems differently from hybrid optimal control theory (see e.g.
[2–5, 7–9, 11–14, 16–23, 67–73]). Most notably, hybrid control input values in stability analyses
have simpler structures compared to the admissible set of input values considered for optimal
control purposes.

The definition of hybrid systems in this thesis covers a general class of nonlinear systems
with autonomous and controlled state jumps allowed at the switching instants. Features of
special interest in this work are the possibility of state space dimension change, and existence
of low dimensional switching manifolds. In other words, the hybrid state space is considered
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as the direct product of a set of discrete state components with finite cardinality and a set of
Euclidean spaces whose dimensions depend upon the discrete state components and further,
switching manifolds corresponding to autonomous switchings and jumps are allowed to be
codimension k submanifolds in Rnq (the corresponding state space), where 1 ≤ k ≤ nq. Further
generalizations such as the lying of the system’s vector fields in Riemannian spaces [9, 67],
nonsmooth assumptions [2–5,16,18], and state-dependence of the control value sets [8], as well as
restrictions to certain subclasses such as those with regional dynamics [21,22], and with specified
families of jumps [16–19] are possible throughout minor variations over the framework presented
below.

Definition 2.1. A (deterministic) hybrid system (structure) H is a septuple

H= {H := Q×M, I := Σ×U,Γ,A,F,Ξ,M } (2.1)

where the symbols in the expression and their governing assumptions are defined as below.
A0: H := Q×M is called the (hybrid) state space of the hybrid system H, where
Q = {1,2, ..., |Q|} ≡

{
q1,q2, ...,q|Q|

}
, |Q|< ∞, is a finite set of discrete states (components),

and
M = {Rnq}q∈Q is a family of finite dimensional continuous valued state spaces, where

nq ≤ n < ∞ for all q ∈ Q.
I := Σ×U is the set of system input values, where
Σ with |Σ|< ∞ is the set of discrete state transition and continuous state jump events extended

with the identity element, and
U =

{
Uq
}

q∈Q is the set of admissible input control values, where each Uq⊂Rmq is a compact
set in Rmq .

The set of admissible (continuous) control inputs U (U) := L∞ ([t0,T∗) ,U), is defined to be
the set of all measurable functions that are bounded up to a set of measure zero on [t0,T∗) ,T∗<∞.
The boundedness property necessarily holds since admissible input functions take values in the
compact set U .

Γ : H×Σ→ H is a time independent (partially defined) discrete state transition map.
Ξ : H × Σ→ H is a time independent (partially defined) continuous state jump transition

map. All ξσ ∈ Ξ, ξσ : Rnq → Rnp , p ∈ A(q,σ) are assumed to be continuously differentiable in
the continuous state x ∈ Rnq .

A : Q×Σ→ Q denotes both a deterministic finite automaton and the automaton’s associated



2 Hybrid Optimal Control Problems 9

transition function on the state space Q and event set Σ, such that for a discrete state q∈Q only the
discrete controlled and uncontrolled transitions into the q-dependent subset {A(q,σ) ,σ ∈ Σ} ⊂
Q occur under the projection of Γ on its Q components: Γ : Q×Rn×Σ→H|Q. In other words, Γ

can only make a discrete state transition in a hybrid state (q,x) if the automaton A can make the
corresponding transition in q.

F is an indexed collection of vector fields
{

fq
}

q∈Q such that fq ∈ Ck fq
(
Rnq×Uq→ Rnq

)
,

k fq ≥ 1, satisfies a joint uniform Lipschitz condition, i.e., there exists L f < ∞ such that∥∥ fq (x1,u1)− fq (x2,u2)
∥∥ ≤ L f (‖x1− x2‖+‖u1−u2‖), for all x,x1,x2 ∈ Rnq , u,u1,u2 ∈ Uq,

q ∈ Q.
M = {mα : α ∈ Q×Q,} denotes a collection of switching manifolds such that, for any

ordered pair α ≡ (α1,α2) = (q,r), mα is a smooth, i.e. C∞ codimension k sub-manifold of
Rnq , k∈

{
1, · · · ,nq

}
, described locally by mα =

{
x : m1

α (x) = 0∧·· ·∧mk
α (x) = 0

}
, and possibly

with boundary ∂mα . It is assumed that mα ∩mβ = /0, whenever α1 = β1 but α2 6= β2, for all
α,β ∈ Q×Q. �

We note that the case where mα is identified with its reverse ordered version mᾱ giving
mα = mᾱ is not ruled out by this definition, even in the non-trivial case mp,p where α1 = α2 = p.
The former case corresponds to the common situation where the switching of vector fields at the
passage of the continuous trajectory in one direction through a switching manifold is reversed if
a reverse passage is performed by the continuous trajectory, while the latter case corresponds to
the standard example of the bouncing ball.

If not specified explicitly as a low dimensional switching manifold, the general use of the
term switching manifold is for the case where k = 1, i.e. switching manifolds are considered to
be codimension 1 sub-manifold of Rnq , and those cases with 1 < k ≤ nq are referred to as low
dimensional switching manifolds.

Switching manifolds will function in such a way that whenever a trajectory governed by
the controlled vector field meets the switching manifold transversally there is an autonomous
switching to another controlled vector field or there is a jump transition in the continuous state
component, or both. A transversal arrival on a switching manifold mq,r, at state xq ∈ mq,r ={

x ∈ Rnq : mq,r (x) = 0
}

occurs whenever

∇mq,r
(
xq
)T fq

(
xq,uq

)
6= 0, (2.2)

for uq ∈Uq, and q,r ∈ Q. It is assumed that:
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A1: The initial state h0 := (q0,x(t0)) ∈ H is such that mq0,q j (x0) 6= 0, for all q j ∈ Q. �

Definition 2.2. A hybrid input process is a pair IL ≡ I[
t0,t f )

L := (SL,u) defined on a half open
interval

[
t0, t f

)
, t f < ∞, where u ∈ U and SL = ((t0,σ0) ,(t1,σ1) , · · · ,(tL,σL)), L < ∞, is a

finite hybrid sequence of switching events consisting of a strictly increasing sequence of times
τL := {t0, t1, t2, . . . , tL} and a discrete event sequence σ with σ0 = id and σi ∈ Σ, i ∈ {1,2, · · · ,L}.

�

Definition 2.3. A hybrid state process (or trajectory) is a triple (τL,q,x) consisting of the
sequence of switching times τL = {t0, t1, . . . , tL}, L < ∞, the associated sequence of discrete
states q = {q0,q1, . . . ,qL}, and the sequence x(·) =

{
xq0 (·) ,xq1 (·) , . . . ,xqL (·)

}
of piece-wise

differentiable functions xqi (·) : [ti, ti+1)→ Rn. �

Definition 2.4. The input-state trajectory for the hybrid system H satisfying A0 and A1 is a
hybrid input IL = (SL,u) together with its corresponding hybrid state trajectory (τL,q,x) defined
over

[
t0, t f

)
, t f < ∞, such that it satisfies:

(i) Continuous State Dynamics: The continuous state
component x(·) =

{
xq0 (·) ,xq1 (·) , . . . ,xqL (·)

}
is a piecewise continuous function which

is almost everywhere differentiable and on each time segment specified by τL satisfies the
dynamics equation

ẋqi (t) = fqi

(
xqi (t) ,u(t)

)
, a.e. t ∈ [ti, ti+1), (2.3)

with the initial conditions

xq0 (t0) = x0 (2.4)

xqi (ti) = ξσi

(
xqi−1 (ti−)

)
:= ξσi

(
lim
t↑ti

xqi−1 (t)
)

(2.5)

for (ti,σi) ∈ SL. In other words, x(·) =
{

xq0 (·) ,xq1 (·) , . . . ,xqL (·)
}

is a piecewise
continuous function which is almost everywhere differentiable and is such that each xqi (·)
satisfies

xqi (t) = xqi (ti)+
∫ t

ti
fqi

(
xqi (s) ,u(s)

)
ds (2.6)

for t ∈ [ti, ti+1).
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(ii) Autonomous Discrete Transition Dynamics: An autonomous (uncontrolled) discrete state
transition from qi−1 to qi together with a continuous state jump ξσi occurs at the
autonomous switching time ti if xqi−1 (ti−) := limt↑ti xqi−1 (t) satisfies a switching manifold
condition of the form

mqi−1qi (x(ti−)) = 0 (2.7)

for qi ∈ Q, where mqi−1qi (x) = 0 defines a (qi−1,qi) switching manifold and it is not the
case that either (i) x(ti−) ∈ ∂mqi−1qi or (ii) fqi−1 (x(ti−) ,x(ti−))⊥ ∇mqi−1qi (x(ti−)), i.e.
ti is not a manifold termination instant (see [74]). With the assumptions A0 and A1 in
force, such a transition is well defined and labels the event σqi−1qi ∈ Σ, that corresponds to
the hybrid state transition

h(ti)≡
(
qi,xqi (ti)

)
=
(

Γ
(
qi−1,σqi−1qi

)
,ξσqi−1qi

(
xqi−1(ti−)

))
(2.8)

(iii) Controlled Discrete Transition Dynamics: A controlled discrete state transition together
with a controlled continuous state jump ξσ occurs at the controlled discrete event time ti
if ti is not an autonomous discrete event time and if there exists a controlled discrete input
event σqi−1qi ∈ Σ for which

h(ti)≡
(
qi,xqi (ti)

)
=
(

Γ
(
qi−1,σqi−1qi

)
,ξσqi−1qi

(
xqi−1(ti−)

))
(2.9)

with
(
ti,σqi−1qi

)
∈ SL and qi ∈ A(qi−1). �

Theorem 2.1. [74] A hybrid system H with an initial hybrid state (q0,x0) satisfying assumptions

A0 and A1 possesses a unique hybrid input-state trajectory on [t0,T∗∗), where T∗∗ is the least of

(i) T∗ ≤ ∞, where [t0,T∗) is the temporal domain of the definition of the hybrid system,

(ii) a manifold termination instant T∗ of the trajectory h(t) = h(t,(q0,x0) ,(SL,u)),

t ≥ t0, at which either x(T∗−) ∈ ∂mq(T∗−)q(T∗) or fq(T∗−) (x(T∗−) ,u(T∗−)) ⊥
∇mq(T∗−)q(T∗) (x(T∗−)). �

We note that Zeno times, i.e. accumulation points of discrete transition times are ruled out by
Definitions 2, 3 and 4.
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2.2 Hybrid Optimal Control Problem

For the class of hybrid systems introduced above, we study hybrid optimal control problems with
a large range of running, terminal and switching costs. With the exception of the infinite horizon
problems considered in [16–19, 68], this framework is in accordance with the majority of the
work on the Hybrid Minimum Principle (HMP) (see [4, 5, 7–9, 11, 12, 67, 75–78]) and a number
of publications on Hybrid Dynamic Programming (HDP) (see e.g. [21–23, 69]) defined on finite
horizons.

A2: Let
{

lq
}

q∈Q , lq ∈Cnl (Rn×U → R+) ,nl ≥ 1, be a family of cost functions with nl = 2
unless otherwise stated; {cσ}σ∈Σ

∈ Cnc (Rn×Σ→ R+) ,nc ≥ 1, be a family of switching cost
functions; and g ∈ Cng (Rn→ R+) ,ng ≥ 1, be a terminal cost function satisfying the following
assumptions:

(i) There exists Kl < ∞ and 1 ≤ γl < ∞ such that
∣∣lq (x,u)∣∣ ≤ Kl

(
1+‖x‖γl

)
and∣∣lq (x1,u1)− lq (x2,u2)

∣∣≤ Kl (‖x1− x2‖+‖u1−u2‖), for all x ∈ Rn,u ∈U,q ∈ Q.

(ii) There exists Kc < ∞ and 1≤ γc < ∞ such that |cσ (x)| ≤ Kc
(
1+‖x‖γc

)
, x ∈ Rn,σ ∈ Σ.

(iii) There exists Kg < ∞ and 1≤ γg < ∞ such that |g(x)| ≤ Kg
(
1+‖x‖γg

)
, x ∈ Rn. �

Consider the initial time t0, final time t f < ∞, and initial hybrid state h0 = (q0,x0). With the
number of switchings L held fixed, the set of all hybrid input trajectories in Definition 2.2 with
exactly L switchings is denoted by IIIL, and for all IL :=(SL,u)∈ IIIL the hybrid switching sequences
take the form SL =

{
(t0, id) ,

(
t1,σq0q1

)
, . . . ,

(
tL,σqL−1qL

)}
≡ {(t0,q0) ,(t1,q1) , . . . ,(tL,qL)} and

the corresponding continuous control inputs are of the form u∈U =
⋃L

i=0 L∞ ([ti, ti+1) ,U), where
tL+1 = t f .

Let IL be a hybrid input trajectory that by Theorem 2.1 results in a unique hybrid state process.
Then hybrid performance functions for the corresponding hybrid input-state trajectory are defined
as

J
(
t0, t f ,h0,L; IL

)
:=

L

∑
i=0

∫ ti+1

ti
lqi

(
xqi (s) ,u(s)

)
ds+

L

∑
j=1

cσq j−1q j

(
t j,xq j−1

(
t j−
))

+g
(
xqL

(
t f
))

(2.10)
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Definition 2.5. The Bolza Hybrid Optimal Control Problem (BHOCP) is defined as the
infimization of the hybrid cost (2.10) over the family of hybrid input trajectories IIIL, i.e.

Jo (t0, t f ,h0,L
)
= inf

IL∈IIIL
J
(
t0, t f ,h0,L; IL

)
(2.11)

�

Definition 2.6. The Mayer Hybrid Optimal Control Problem (MHOCP) is defined as a special
case of the BHOCP where lq (x,u) = 0 for all q ∈ Q and cσ

(
t j,x

(
t j−
))

= 0 for all σ ∈ Σ.
�

Remark 2.1. The Relationship between Bolza and Mayer Hybrid Optimal Control Problems:

In general, a BHCOP can be converted into an MHCOP with the introduction of the auxiliary
state component z and the extension of the continuous valued state to

x̂q :=

[
zq

xq

]
(2.12)

With the definition of the augmented vector fields as

˙̂xq = f̂q (x̂,u) :=

[
lq (x,u)

fq (x,u)

]
, (2.13)

subject to the initial condition

ĥ0 =
(
q0, x̂q0 (t0)

)
=

(
q0,

[
0
x0

])
, (2.14)

and with the switching boundary conditions governed by the extended jump function defined as

x̂
(
t j
)
= ξ̂

(
x̂
(
t j−
))

:=

[
z
(
t j−
)
+ c
(
x
(
t j−
))

ξ
(
x
(
t j−
)) ]

, (2.15)

the cost (2.10) of the BHOCP turns into the Mayer form with

J
(
t0, t f , ĥ0,L; IL

)
:= ĝ

(
x̂qL

(
t f
))

, (2.16)
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where
ĝ
(
x̂qL

(
t f
))

= z
(
t f
)
+g
(
x
(
t f
))

. (2.17)

�

Definition 2.7. The cost to go associated with an instant t ∈
[
t0, t f

]
which corresponds to some

1≤ j≤ L+1, such that t ∈
(
t j−1, t j

]
, and for the state h = (q,x) in the hybrid state space is given

by

J
(
t, t f ,q,x,L− j+1; IL− j+1

)
=
∫ t j

t
lq (x,u)ds+

L

∑
i= j

cσqi−1qi

(
ti,xqi−1 (ti−)

)
+

L

∑
i= j

∫ ti+1

ti
lqi

(
xqi (s) ,u(s)

)
ds+g

(
xqL

(
t f
))

, (2.18)

�

Definition 2.8. The value function V is defined as the optimal cost to go over the family of hybrid
control inputs, i.e.

V (t,q,x,L− j+1) := inf
IL− j+1

J
(
t, t f ,q,x,L− j+1; IL− j+1

)
(2.19)

�
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Chapter 3

Hybrid Minimum Principle (HMP)

The Minimum Principle (MP), also called the Maximum Principle in the pioneering work of
Pontryagin et al. [1], is a milestone of systems and control theory that led to the emergence of
optimal control as a distinct field of research. This principle states that any optimal control along
with the optimal state trajectory must solve a two-point boundary value problem in the form of an
extended Hamiltonian canonical system, as well as an extremization condition of the Hamiltonian
function. Whether the extreme value is maximum or minimum depends on the sign convention
used for the Hamiltonian definition. The generalization of the Minimum Principle for hybrid
systems, i.e., control systems with both continuous and discrete states and dynamics, results in
the Hybrid Minimum Principle (HMP). The HMP gives necessary conditions for the optimality
of the trajectory and the control inputs of a given hybrid system with fixed initial conditions and
a sequence of autonomous and controlled switchings. These conditions are expressed in terms of
the minimization of the distinct Hamiltonians indexed by the discrete state sequence of the hybrid
trajectory. A feature of special interest is the boundary conditions on the adjoint processes and the
Hamiltonian functions at autonomous and controlled switching times and states; these boundary
conditions may be viewed as a generalization of the optimal control case of the Weierstrass–
Erdmann conditions of the calculus of variations [46].
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3.1 The Hybrid Minimum Principle (HMP) for Free Endpoint Problems

Theorem 3.1. Consider the hybrid system H subject to assumptions A0-A2, and the HOCP (2.11)
for the hybrid performance function (2.10). Define the family of system Hamiltonians by

Hq
(
xq,λq,uq

)
= λ

T
q fq

(
xq,uq

)
+ lq

(
xq,uq

)
, (3.1)

xq,λq ∈ Rnq , uq ∈ Uq, q ∈ Q. Then for an optimal switching sequence qo and along the

corresponding optimal trajectory xo, there exists an adjoint process λ o such that

ẋo =
∂Hqo

∂λq

(
xo

q,λ
o
q ,u

o
q
)
, (3.2)

λ̇
o =−

∂Hqo

∂xq

(
xo

q,λ
o
q ,u

o
q
)
, (3.3)

almost everywhere t ∈
[
t0, t f

]
with

xo
qo

0
(t0) = x0, (3.4)

xo
qo

j

(
t j
)
= ξσ j

(
xo

qo
j−1

(
t j−
))

, (3.5)

λ
o
qo

L

(
t f
)
= ∇g

(
xo

qo
L

(
t f
))

, (3.6)

λ
o
qo

j−1

(
t j−
)
≡ λ

o
qo

j−1

(
t j
)
= ∇ξσ j

T
λ

o
qo

j

(
t j+
)
+∇cσ j + p∇m, (3.7)

where p ∈R when t j indicates the time of an autonomous switching, and p = 0 when t j indicates

the time of a controlled switching. Moreover,

Hqo (xo,λ o,uo)≤ Hqo (xo,λ o,u) , (3.8)

for all u ∈Uqo , that is to say the Hamiltonian is minimized with respect to the control input, and

at a switching time t j the Hamiltonian satisfies

Hqo
j−1
(xo,λ o,uo)|t j− ≡ Hqo

j−1

(
t j
)
= Hqo

j

(
t j
)
≡ Hqo

j
(xo,λ o,uo)|t j+

. (3.9)

�

Proof. We first study a needle variation to the optimal input at the last location uo
qL

at a
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Lebesgue instant t ∈ (tL, tL+1]≡
(
tL, t f

]
to derive Hamiltonian canonical equations (3.2) and (3.3),

the adjoint terminal condition (3.6), and the Hamiltonian minimization condition (3.8) in that
location. This part is very similar to the proof of the classical Pontryagin Minimum Principle.

Next, we perform a variation in the penultimate, L− 1st, location in order to obtain (i)

Hamiltonian canonical equations (3.2) and (3.3), and (ii) the Hamiltonian minimization condition
(3.8) at the location qL−1, as well as (iii) the boundary conditions (3.5) and (3.7), and (iv) the
Hamiltonian boundary condition (3.9) at time tL.

Then we extend the analysis for a general switching instant t j and prove that (i) to (iv) above
hold for all locations.

For simplicity of the notation, we assume that the hybrid optimal control problem is presented
in the Mayer form (see Remark 2.1).

First, consider a needle variation at a Lebesgue time t ∈ (tL, tL+1]≡
(
tL, t f

]
in the form of

uε (τ) =



uo
q j−1

(τ) if τ ∈
[
t j−1, t j

)
1≤ j ≤ L

uo
qL
(τ) if τ ∈ [tL, t− ε)

v if τ ∈ [t− ε, t)

uo
qL
(τ) if τ ∈

[
t, t f
]

. (3.10)

This corresponds to a perturbed trajectory x̂ε (τ) ,τ ∈
[
t0, t f

]
that necessarily satisfies x̂ε (τ) =

x̂o (τ) for τ ∈ [t0, t). Denoting

δ x̂ε
qL
(τ) := x̂ε

qL
(τ)− x̂o

qL
(τ) =

∫ t

t−ε

[
f̂ qL

(
x̂ε

qL
(s) ,v

)
− f̂ qL

(
x̂o

qL
(s) ,uo

qL
(s)
)]

ds

+
∫

τ

t

[
f̂ qL

(
x̂ε

qL
(s) ,uo

qL
(s)
)
− f̂ qL

(
x̂o

qL
(s) ,uo

qL
(s)
)]

ds, (3.11)

the first order state variation is defined as

y(τ) :=
d

dε
x̂ε (τ)

∣∣∣∣
ε=0
≡ lim

ε→0

1
ε

δ x̂ε (τ) , (3.12)

and it is shown by Linearization Theory (see e.g. [74, 79] that

yqL

(
t f
)
= ΦqL

(
t f , t
)[

f̂ qL

(
x̂ε

qL
(t) ,v

)
− f̂ qL

(
x̂o

qL
(t) ,uo

qL
(t)
)]
, (3.13)
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where ΦqL is the state transition matrix corresponding to the linearized system, i.e.

d
dτ

ΦqL (τ, t) =
∂

∂ x̂qL

f̂ qL

(
x̂o

qL
(τ) ,uo

qL
(τ)
)

ΦqL (τ, t) , (3.14)

with ΦqL (t, t) = I(nqL+1)×(nqL+1).
The optimality of x̂o gives

ĝ
(
x̂ε

qL

(
t f
))
≥ ĝ

(
x̂o

qL

(
t f
))

, (3.15)

which is equivalent to

d
dε

J (uε)

∣∣∣∣
ε=0

=

[
∂ ĝ

∂ x̂qL

(
x̂o

qL

(
t f
))]T

yqL

(
t f
)
≥ 0. (3.16)

Substitution of (3.13) into (3.16) results in

∂ ĝ
∂ x̂qL

(
x̂o

qL

(
t f
))T

ΦqL

(
t f , t
)

f̂qL

(
x̂o

qL
(t) ,v

)
≥ ∂ ĝ

∂ x̂qL

(
x̂o

qL

(
t f
))T

Φq1

(
t f , t
)

f̂q1

(
x̂o

qL
(t) ,uo

qL
(t)
)
.

(3.17)
Setting

λ̂
o
qL

T
(t)≡

[
λ

o
0,qL

(t) ,λ o
qL

T (t)
]
=

∂ ĝ
∂ x̂qL

(
x̂o

qL

(
t f
))T

Φq1

(
t f , t
)
, (3.18)

for t ∈
(
tL, t f

]
and evaluating it at t = t f we obtain

λ̂
o
qL

(
t f
)
=

∂ ĝ
∂ x̂qL

(
x̂o

qL

(
t f
))

, (3.19)

where, by the definition (2.17) for ĝ, it is equivalent to

λ
o
0,qL

(
t f
)
= 1, (3.20)

λ
o
qL

(
t f
)
=

∂g
∂xqL

(
xo

qL

(
t f
))
≡ ∇g

(
xo

qL

(
t f
))

. (3.21)

Also by differentiation of (3.40) with respect to t we obtain

d
dt

λ̂
o
qL
(t) =−

∂ f̂qL

∂ x̂qL

T [
ΦqL

(
t f , t
)]T ∂ ĝ

∂ x̂qL

(
x̂o

qL

(
t f
))

=−
∂ f̂qL

∂ x̂qL

T

λ̂
o
qL
(t) , (3.22)
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which is equivalent to

d
dt

λ
o
0,qL

= 0, (3.23)

d
dt

λ
o
qL

=−

(
∂ lqL

(
xo

qL
(t) ,uo

qL
(t)
)

∂xqL

)
λ

o
0,qL

(t)−

(
∂ fqL

(
xo

qL
(t) ,uo

qL
(t)
)

∂xqL

)T

λ
o
qL
(t) (3.24)

The zero dynamics (3.23) with the terminal condition (3.20) gives λ o
0,qL

(t) = 1, for all
t ∈
(
tL, t f

)
, and equation (3.24) is equivalent to

λ̇
o
qL

=−
∂HqL

(
xo

qL
,λ o

qL
,uo

qL

)
∂xqL

, (3.25)

which is valid on
(
tL, t f

)
and where by definition

HqL

(
xqL ,λqL ,uqL

)
= lqL

(
xqL ,uqL

)
+λ

T
qL

fqL

(
xqL ,uqL

)
. (3.26)

From the definition of Hamiltonian (3.26) and through a simple differentiation, the
Hamiltonian canonical equation (3.2) for the state is also verified.

Also from (3.17) and (3.26) the Hamiltonian minimization

HqL

(
xo

qL
,λ o

qL
,uo

qL

)
≤ HqL

(
xo

qL
,λ o

qL
,v
)
, (3.27)

is obtained for all v ∈UqL .

Now consider a needle variation at time t ∈ (tL−1, tL] in the form of

uε (τ) =



uo
q j−1

(τ) if τ ∈
[
t j−1, t j

)
1≤ j ≤ L−1

uo
qL−1

(τ) if τ ∈ [tL, t− ε)

v if τ ∈ [t− ε, t)

uo
qL−1

(τ) if τ ∈ [t, tL−δ ε)

uo
qL
(tL) if τ ∈ [tL−δ ε , tL)

uo
qL
(τ) if τ ∈

[
tL, t f

]
, (3.28)

where δ ε ≥ 0 corresponds to the case when the perturbed trajectory arrives on the switching
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manifold m̂(x̂) := mqL−1qL (x) = 0 at an earlier instant (the case with a later arrival time is handled
in a similar fashion, and the controlled switching case, i.e. the case with no switching manifold
can be studied by setting δ ε = 0).

For τ ∈ [t, tL−δ ε) we may write

δ x̂ε
qL−1

(τ) := x̂ε
qL−1

(τ)− x̂o
qL−1

(τ) =
∫ t

t−ε

[
f̂ qL−1

(
x̂ε

qL−1
(s) ,v

)
− f̂ qL−1

(
x̂o

qL−1
(s) ,uo

qL−1
(s)
)]

ds

+
∫

τ

t

[
f̂ qL−1

(
x̂ε

qL−1
(s) ,uo

qL−1
(s)
)
− f̂ qL−1

(
x̂o

qL−1
(s) ,uo

qL−1
(s)
)]

ds, (3.29)

At tL the state of the optimal trajectory is determined by

x̂o
qL
(tL) = ξ̂

(
x̂o

qL−1
(tL−)

)
= ξ̂

(
x̂o

qL−1
(tL−δ

ε)+
∫ tL

tL−δ ε

f̂qL−1

(
x̂o

qL−1
(τ) ,uo

qL−1
(τ)
)

dτ

)
, (3.30)

and the state of the perturbed trajectory is calculated as

x̂ε
qL
(tL) = ξ̂

(
x̂ε

qL−1
(tL−δ

ε−)
)
+
∫ tL

tL−δ ε

f̂qL

(
x̂ε

qL
(τ) ,uo

qL
(tL)
)

dτ. (3.31)

Thus

δ x̂ε
qL
(tL) = x̂ε

qL
(tL)− x̂o

qL
(tL) = ξ̂

(
x̂ε

qL−1
(tL−δ

ε−)
)
+
∫ tL

tL−δ ε

f̂qL

(
x̂ε

qL
(τ) ,uo

qL
(tL)
)

dτ

− ξ̂

(
x̂o

qL−1
(tL−δ

ε)+
∫ tL

tL−δ ε

f̂qL−1

(
x̂o

qL−1
(τ) ,uo

qL−1
(τ)
)

dτ

)
, (3.32)

and hence, the first order forward state sensitivity at tL is calculated as

yqL (tL) =
∂ ξ̂

∂ x̂qL−1

(
x̂o

qL−1
(tL−)

)
yqL−1 (tL−)+ lim

ε→0

δ ε

ε

[
f̂qL

(
ξ̂

(
x̂o

qL−1
(tL−)

)
,uo

qL
(tL)
)

− ∂ ξ̂

∂ x̂qL−1

(
x̂o

qL−1
(tL−)

)
f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

)]
, (3.33)
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where

lim
ε→0

δ ε

ε
=

[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

yqL−1 (tL−)[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

) . (3.34)

Using the notation

f̂ ξ̂ ,qL−1

qL,ξ̂
:= f̂qL

(
ξ̂

(
x̂o

qL−1
(tL−)

)
,uo

qL
(tL)
)
− ∂ ξ̂

∂ x̂qL−1

(
x̂o

qL−1
(tL−)

)
f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

)
,

(3.35)
Equation (3.33) is written as

yqL (tL) =
∂ ξ̂

∂ x̂qL−1

(
x̂o

qL−1
(tL−)

)
yqL−1 (tL−)

+ f̂ ξ̂ ,qL−1

qL,ξ̂

[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

yqL−1 (tL−)[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

) . (3.36)

Similar to the previous analysis, the first order forward state sensitivity is propagated in
[
tL, t f

]
by ΦqL and therefore

yqL

(
t f
)
= ΦqL

(
t f , tL

) ∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

ΦqL−1 (tL, t)

[
f̂

(
x̂o

qL−1
(t),v

)
qL−1 − f̂

(
x̂o

qL−1
(t),uo

qL−1
(t)
)

qL−1

]

+ΦqL

(
t f , tL

)
f̂ ξ̂ ,qL−1

qL,ξ̂

[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

yqL−1 (tL−)[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

) . (3.37)
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Therefore, the optimality condition (3.16) is expressed as ∂ ĝ
∂ x̂qL

T

Φ
(t f ,tL)
qL

∂ ξ̂

∂ x̂qL−1

+

∂ ĝ
∂ x̂qL

T
Φ
(t f ,tL)
qL f̂ ξ̂ ,qL−1

qL,ξ̂

∂ m̂
∂ x̂qL−1

T
f̂

(
x̂o

qL−1
(tL−),uo

qL−1
(tL−)

)
qL−1

[
∂ m̂

∂ x̂qL−1

]T

Φ
(tL,t)
qL−1 f̂

(
x̂ε

qL−1
(t),v

)
qL−1

≥

 ∂ ĝ
∂ x̂qL

T

Φ
(t f ,tL)
qL

∂ ξ̂

∂ x̂qL−1

+

∂ ĝ
∂ x̂qL

T
Φ
(t f ,tL)
qL f̂ ξ̂ ,qL−1

qL,ξ̂

∂ m̂
∂ x̂qL−1

T
f̂

(
x̂o

qL−1
(tL−),uo

qL−1
(tL−)

)
qL−1

[
∂ m̂

∂ x̂qL−1

]T

Φ
(tL,t)
qL−1 f̂

(
x̂o

qL−1
(t),uo

qL−1
(t)
)

qL−1 .

(3.38)

Denoting

p :=

∂ ĝ
∂ x̂qL

(
x̂o

qL

(
t f
))T

ΦqL

(
t f , tL

)
f̂ ξ̂ ,qL−1

qL,ξ̂[
∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

]T

f̂qL−1

(
x̂o

qL−1
(tL−) ,uo

qL−1
(tL−)

) , (3.39)

and setting

λ̂
o
qL−1

T
(t)=

∂ ĝ
(
x̂o

qL

(
t f
))

∂ x̂qL

T

ΦqL

(
t f , tL

) ∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

+ p

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

TΦqL−1 (tL, t) ,

(3.40)
for t ∈ [tL−1, tL] and evaluating it at t = tL we obtain

λ̂
o
qL−1

T
(tL) =

∂ ĝ
(
x̂o

qL

(
t f
))

∂ x̂qL

T

ΦqL

(
t f , tL

) ∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

+ p

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

T

= λ̂
o
qL

T
(tL+)

∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

+ p

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

T

(3.41)
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By the definition of ξ̂ in (2.15), we have

∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

=

[
∂ ξ̂

∂ z
∂ ξ̂

∂x

]
=


∂ [z+c]

∂ z
∂ [z+c]

∂x1
· · · ∂ [z+c]

∂xn
∂ξ1
∂ z

∂ξ1
∂x1

· · · ∂ξ1
∂xn

...
... . . . ...

∂ξn
∂ z

∂ξn
∂x1

· · · ∂ξn
∂xn

=


1 ∂c
∂x1
· · · ∂c

∂xn

0 ∂ξ1
∂x1
· · · ∂ξ1

∂xn
...

... . . . ...
0 ∂ξn

∂x1
· · · ∂ξn

∂xn

=

[
1 ∇cT

0 ∇ξ

]
,

(3.42)
and also since ∂m

∂ z = 0 we have

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

=

[
∂ m̂
∂ z
∂ m̂
∂x

]
=

[
0

∇m

]
. (3.43)

Hence, (3.41) is equivalent to

λ̂
o
qL−1

(tL)≡

[
λ o

qL−1,0 (tL)

λ o
qL−1

(tL)

]
=

∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

T

λ̂
o
qL
(tL+)+ p

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1

=


1 0 · · · 0
∂c
∂x1

∂ξ1
∂x1

· · · ∂ξn
∂x1...

... . . . ...
∂c
∂xn

∂ξ1
∂xn

· · · ∂ξn
∂xn


[

λ o
qL,0 (tL+)

λ o
qL
(tL+)

]
+ p

[
0

∇m

]
=

[
1

∇ξ T λ o
qL
(tL+)+∇c+ p∇m

]
,

(3.44)

i.e.

λ
o
qL−1,0 (tL) = 1, (3.45)

λ
o
qL−1

(tL) = ∇ξ
T

λ
o
qL
(tL+)+∇c+ p∇m . (3.46)

Differentiating (3.40) with respect to t leads to

d
dt

λ̂
o
qL−1

(t) =−

(
∂ f̂qL−1

∂ x̂qL−1

(
x̂o

qL−1
(t) ,uo

qL−1
(t)
))T

λ̂
o
qL−1

(t) , (3.47)
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which is equivalent to

d
dt

λ
o
qL−1,0 (t) = 0, (3.48)

d
dt

λ
o
qL−1

(t) =−

∂ lqL−1

(
xo

qL−1
(t) ,uo

qL−1
(t)
)

∂xqL−1

λ
o
0 (t)−

∂ fqL−1

(
xo

qL−1
(t) ,uo

qL−1
(t)
)

∂xqL−1

T

λ
o
qL−1

(t) .

(3.49)

Therefore, λ o
qL−1,0 (t) = 1 for t ∈ (tL−1, tL) is obtained as before and

λ̇
o
qL−1

=−
∂HqL−1

(
xo

qL−1
,λ o

qL−1
,uo

qL−1

)
∂xqL−1

, (3.50)

holds for t ∈ (tL−1, tL) with the Hamiltonian defined as

HqL−1

(
xqL−1,λqL−1,uqL−1

)
= lqL−1

(
xqL−1,uqL−1

)
+λ

T
qL−1

fqL−1

(
xqL−1,uqL−1

)
. (3.51)

Also from (3.38) the minimization of the Hamiltonian is concluded as

HqL−1

(
xo

qL−1
,λ o

qL−1
,uo

qL−1

)
≤ HqL−1

(
xo

qL−1
,λ o

qL−1
,v
)
, (3.52)

for all v ∈UqL−1 .
Evaluating both HqL−1 and HqL at tL gives

HqL−1 (tL−) = lqL−1

(
xo

qL−1
(tL−) ,uo

qL−1
(tL−)

)
+λ

o
qL−1

(tL−)T fqL−1

(
xo

qL−1
(tL−) ,uo

qL−1
(tL−)

)
=
[
λ̂

o
qL−1

(tL−)
]T

f̂qL−1

(
x̂qL−1 (tL−) ,u

o
qL−1

(tL−)
)

=

∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

T

λ̂
o
qL
(tL+)+ p

∂ m̂
(

x̂o
qL−1

(tL−)
)

∂ x̂qL−1


T

f̂qL−1

(
x̂qL−1 (tL−) ,u

o
qL−1

(tL−)
)

=

λ̂
o
qL
(tL+)T

∂ ξ̂

(
x̂o

qL−1
(tL−)

)
∂ x̂qL−1

+

∂ ĝ
∂ x̂qL

T
ΦqL

(
t f , tL

)
f̂ ξ̂ ,qL−1

qL,ξ̂

∂ m̂
∂ x̂qL−1

T
f̂

(
x̂o

qL−1
(tL−),uo

qL−1
(tL−)

)
qL−1

[
∂ m̂

∂ x̂qL−1

]T

 f̂ (tL−)qL−1
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=
∂ ĝ

∂ x̂qL

T

Φ
(t f ,tL)
qL

∂ ξ̂

∂ x̂qL−1

f̂

(
x̂qL−1(tL−),u

o
qL−1

(tL−)
)

qL−1 +

∂ ĝ
∂ x̂qL

T
ΦqL

(
t f , tL

)
f̂ ξ̂ ,qL−1

qL,ξ̂

∂ m̂
∂ x̂qL−1

T
f̂ (tL−)qL−1

[
∂ m̂

∂ x̂qL−1

]T

f̂ (tL−)qL−1

=
∂ ĝ

∂ x̂qL

T

Φ
(t f ,tL)
qL

∂ ξ̂

∂ x̂qL−1

f̂ (tL−)qL−1 +
∂ ĝ

∂ x̂qL

T

Φ
(t f ,tL)
qL

[
f̂ (tL)qL −

∂ ξ̂

∂ x̂qL−1

f̂ (tL−)qL−1

]

=
∂ ĝ

∂ x̂qL

T

ΦqL

(
t f , tL

)
f̂qL

(
ξ̂

(
x̂o

qL−1
(tL−)

)
,uo

qL
(tL)
)
= λ̂

o
qL
(tL+)T f̂qL

(
x̂o

qL
(tL) ,uo

qL
(tL)
)

= lqL

(
xo

qL
(tL) ,uo

qL
(tL)
)
+λ

o
qL
(tL+)T fqL

(
xo

qL
(tL) ,uo

qL
(tL)
)
= HqL (tL+) , (3.53)

which is equivalent to (3.9).

We now consider a needle variation at a Lebesgue time t ∈ (tn−1, tn) in the form of

uε (τ) =



uo
q j−1

(τ) if τ ∈
[
t j−1, t j

)
1≤ j ≤ n−1

uo
qn−1

(τ) if τ ∈ [tn−1, t− ε)

v if τ ∈ [t− ε, t)

uo
qn−1

(τ) if τ ∈ [t, tn−δ ε
n )

uo
qn
(tn) if τ ∈ [tn−δ ε

n , tn)

uo
qk
(τ) if τ ∈

[
tk, tk+1−δ ε

k+1

)
n≤ k ≤ L

uo
qk+1

(tk+1) if τ ∈
[
tk+1−δ ε

k+1, tk+1
)

n≤ k < L

. (3.54)

As before,

yqn−1 (tn−) = Φqn−1 (tn, t)
[

f̂ qn−1

(
x̂ε

qn−1
(t) ,v

)
− f̂ qn−1

(
x̂o

qn−1
(t) ,uo

qn−1
(t)
)]

, (3.55)

and

yqn (tn)=

 ∂ ξ̂σn

∂ x̂qn−1

+
1[

∂ m̂qn−1qn
∂ x̂qn−1

]T
f̂ qn−1

(
x̂o

qn−1
(tn−) ,uo

qn−1
(tn−)

) f̂ ξ̂σn ,qn−1

qn,ξ̂σn

[
∂ m̂qn−1qn

∂ x̂qn−1

]T

yqn−1 (tn−) .

(3.56)
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Therefore,

yqL

(
t f
)
=

n

∏
k=L

[
Φqk (tk+1, tk)

∂ ξ̂σk

∂ x̂qk−1

+ γk f̂
ξ̂σk ,qk−1

qk,ξ̂σk

[
∂ m̂qk−1qk

∂ x̂qk−1

]T
]

×Φqn−1 (tn, t)
[

f̂ qn−1

(
x̂ε

qn−1
(t) ,v

)
− f̂ qn−1

(
x̂o

qn−1
(t) ,uo

qn−1
(t)
)]

, (3.57)

where

f̂
ξ̂σk ,qk−1

qk,ξ̂σk
:= f̂qk

(
ξ̂σk

(
x̂o

qk−1
(tk−)

)
,uo

qk
(tk)
)
−

∂ ξ̂σk

∂ x̂qk−1

(
x̂o

qk−1
(tk−)

)
f̂qk−1

(
x̂o

qk−1
(tk−) ,uo

qk−1
(tk−)

)
,

(3.58)
and

γk :=



0 controlled switching

1[
∂ m̂qk−1qk

∂ x̂qk−1

]T
f̂ qk−1

(
x̂o

qk−1
(tk−),uo

qk−1
(tk−)

) autonomous switching

. (3.59)

The optimality condition (3.16) is expressed as

[
∂ ĝ

∂ x̂qL

]T n

∏
k=L

[
Φqk (tk+1, tk)

∂ ξ̂σk

∂ x̂qk−1

+ γk f̂
ξ̂σk ,qk−1

qk,ξ̂σk

[
∂ m̂qk−1qk

∂ x̂qk−1

]T
]

×Φqn−1 (tn, t)
[

f̂ qn−1

(
x̂ε

qn−1
(t) ,v

)
− f̂ qn−1

(
x̂o

qn−1
(t) ,uo

qn−1
(t)
)]
≥ 0. (3.60)

Setting

λ̂
o
qn−1

T
(t) =

[
∂ ĝ

∂ x̂qL

]T n

∏
k=L

[
Φqk (tk+1, tk)

∂ ξ̂σk

∂ x̂qk−1

+ γk f̂
ξ̂σk ,qk−1

qk,ξ̂σk

[
∂ m̂qk−1qk

∂ x̂qk−1

]T
]

Φqn−1 (tn, t) , (3.61)
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for t ∈ [tn−1, tn], which is equivalent to

λ̂
o
qn−1

(t)≡

[
λ o

qn−1,0 (t)

λ o
qn−1

(t)

]

=
[
Φqn−1 (tn, t)

]T L

∏
k=n

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

=
[
Φqn−1 (tn, t)

]T [ ∂ ξ̂σn

∂ x̂qn−1

]T [
Φqn (tn+1, tn)

]T
+ γn

∂ m̂qn−1qn

∂ x̂qn−1

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T


×
L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

, (3.62)

we may evaluate (3.62) at t = tn to obtain

λ̂
o
qn−1

(tn) =

[ ∂ ξ̂σn

∂ x̂qn−1

]T [
Φqn (tn+1, tn)

]T
+ γn

∂ m̂qn−1qn

∂ x̂qn−1

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T


×
L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

, (3.63)

or

λ̂
o
qn−1

(tn)=

[
∂ ξ̂σn

∂ x̂qn−1

]T[
Φqn(tn+1, tn)

]T L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T[
Φqk(tk+1, tk)

]T
+γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

+γn
∂ m̂qn−1qn

∂ x̂qn−1

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

.

(3.64)
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Having established that

λ̂
o
qn
(τ) =

[
Φqn (tn+1,τ)

]T L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

,

(3.65)
and denoting the scalar product

pn := γn

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T L

∏
k=n+1

[ ∂ ξ̂σk

∂ x̂qk−1

]T [
Φqk (tk+1, tk)

]T
+ γk

∂ m̂qk−1qk

∂ x̂qk−1

[
f̂

ξ̂σk ,qk−1

qk,ξ̂σk

]T
 ∂ ĝ

∂ x̂qL

,

(3.66)
equation (3.64) gives

λ̂
o
qn−1

(tn) = λ̂
o
qn
(tn+)+ pn

∂ m̂qn−1qn

∂ x̂qn−1

. (3.67)

Since the induction hypothesis (3.65) is proved to hold for n = L− 1 (see (3.41)) and since
(3.65) for n implies (3.67), the boundary condition (3.7) is deduced from (3.67) in a similar way
as shown in (3.42) to (3.70), i.e. (3.67) is equivalent to

λ̂
o
qn−1

(tn) ≡

[
λ o

qn−1,0 (tn)

λ o
qn−1

(tn)

]
=


1 0 · · · 0
∂c
∂x1

∂ξ1
∂x1

· · · ∂ξn
∂x1...

... . . . ...
∂c
∂xn

∂ξ1
∂xn

· · · ∂ξn
∂xn


[

λ o
qL,0 (tL+)

λ o
qL
(tL+)

]
+ p

[
0

∇m

]
, (3.68)

which gives

λ
o
qn−1,0 (tn) = 1, (3.69)

λ
o
qn−1

(tn) = ∇ξ
T

λ
o
qn
(tn+)+∇cσn + p∇mqn−1qn . (3.70)

Differentiating (3.62) with respect to t leads to

d
dt

λ̂
o
qn−1

(t) =−

(
∂ f̂qn−1

∂ x̂qn−1

(
x̂o

qn−1
(t) ,uo

qn−1
(t)
))T

λ̂
o
qn−1

(t) , (3.71)
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which is equivalent to

d
dt

λ
o
qn−1,0 (t) = 0, (3.72)

d
dt

λ
o
qn−1

(t) =−

∂ lqn−1

(
xo

qn−1
(t) ,uo

qn−1
(t)
)

∂xqn−1

λ
o
0 (t)−

∂ fqn−1

(
xo

qn−1
(t) ,uo

qn−1
(t)
)

∂xqn−1

T

λ
o
qn−1

(t) .

(3.73)

Therefore, λ o
qn−1,0 (t) = 1 for t ∈ (tn−1, tn) is obtained as before and

λ̇
o
qn−1

=−
∂Hqn−1

(
xo

qn−1
,λ o

qn−1
,uo

qn−1

)
∂xqn−1

, (3.74)

holds for t ∈ (tn−1, tn) with the Hamiltonian defined as

Hqn−1

(
xqn−1,λqn−1,uqn−1

)
= lqn−1

(
xqn−1,uqn−1

)
+λ

T
qn−1

fqn−1

(
xqn−1,uqn−1

)
. (3.75)

Also from (3.60) the minimization of the Hamiltonian is concluded, i.e.

Hqn−1

(
xqn−1,λqn−1,uqn−1

)
≤ Hqn−1

(
xqn−1,λqn−1,v

)
, (3.76)

for all v ∈Uqn−1 .
Evaluating both Hqn−1 and Hqn at tn gives

Hqn−1 (tn−) = lqn−1

(
xqn−1 (tn−) ,uqn−1 (tn−)

)
+λqn−1 (tn−)

T fqn−1

(
xqn−1 (tn−) ,uqn−1 (tn−)

)
=
[
λ̂

o
qn−1

(tn−)
]T

f̂qn−1

(
x̂qn−1 (tn−) ,u

o
qn−1

(tn−)
)

=

∂ ξ̂

(
x̂o

qn−1
(tn−)

)
∂ x̂qn−1

T

λ̂
o
qn
(tn+)+ pn

∂ m̂
(

x̂o
qn−1

(tn−)
)

∂ x̂qn−1


T

f̂qn−1

(
x̂qn−1 (tn−) ,u

o
qn−1

(tn−)
)

=

λ̂
o
qn
(tn+)T

∂ ξ̂

(
x̂o

qn−1
(tn−)

)
∂ x̂qn−1

+ γn

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T

λ̂
o
qn
(tn+)

[
∂ m̂qn−1qn

∂ x̂qn−1

]T
 f̂ (tn−)qn−1
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= λ̂
o
qn
(tn+)T

∂ ξ̂

(
x̂o

qn−1
(tn−)

)
∂ x̂qn−1

f̂ (tn−)qn−1 +

[
f̂ ξ̂σn ,qn−1

qn,ξ̂σn

]T

λ̂ o
qn
(tn+)[

∂ m̂qn−1qn
∂ x̂qn−1

]T
f̂ (tn−)qn−1

[
∂ m̂qn−1qn

∂ x̂qn−1

]T

f̂ (tn−)qn−1

= λ̂
o
qn
(tn+)T

∂ ξ̂σn

(
x̂o

qn−1
(tn−)

)
∂ x̂qn−1

f̂ (tn−)qn−1 + λ̂
o
qn
(tn+)T

[
f̂ (tn)qn −

∂ ξ̂σn

∂ x̂qn−1

f̂ (tn−)qn−1

]
= λ̂

o
qn
(tn+)T f̂qn

(
x̂o

qn
(tn) ,uo

qn
(tn)
)

= lqn

(
xo

qn
(tn) ,uo

qn
(tn)
)
+λ

o
qn
(tn+)T fqn

(
xo

qn
(tn) ,uo

qn
(tn)
)
= Hqn (tn+) , (3.77)

which is equivalent to (3.9).

3.2 General Endpoint and Boundary Conditions

3.2.1 Time-Varying Vector Fields, Costs, and Switching Manifolds

For simplicity of the notation, in the previous section, the statement of the Hybrid Minimum
Principle and its proof was provided for time-invariant vector fields, time-invariant running,
switching and terminal costs, and time-invariant switching manifolds. It is, however, no loss
of generality as time-varying hybrid optimal control problems can be converted to time-invariant
problems by the extension of states, vector fields, etc. as

x̃q :=

[
θ

x̂q

]
≡

 θ

zq

xq

 , (3.78)

resulting in augmented vector fields as

˙̃xq = f̃q
(
x̃q,uq

)
:=

[
1

f̂q
(
x̂q,uq, t

) ]≡
 1

lq (x,u,θ)

fq (x,u,θ)

 , (3.79)
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subject to the initial condition

h̃0 =
(
q0, x̂q0 (t0)

)
=

q0,

 t0
0
x0


 , (3.80)

with the switching manifold
m̃(x̃) := m(x,θ) , (3.81)

and the extended jump function defined as

x̃q j

(
t j
)
= ξ̃σ j

(
x̃q j−1

(
t j−
))

:=

 θ
(
t j−
)

z
(
t j−
)
+ c
(
x
(
t j−
)
,θ
)

ξσ j

(
x
(
t j−
)
,θ
)

 . (3.82)

3.2.2 Packet of Needle Variations

For free endpoint problems as in the statement of Theorem 3.1, the performance measure (2.10)
for the family of trajectories indexed by the needle’s width ε must have a minimum at zero, hence
its derivative w.r.t. ε must be nonnegative (see (3.16)), and this easily yields the conditions of
the HMP. However, if the problem includes constraints on the right endpoint of trajectory, such a
variation may generate a trajectory that would not, in general, satisfy them. In order to guarantee
that the endpoint of varied trajectories hit the given constraints, the family of variations should
be rich enough, and therefore one has to consider not just one, but a finite number of needle
variations together, the so-called packet of needle variations, whose parameter is the collection of
widths of the needles, independent of each other (see e.g. [80] for more discussion). The packet
of needle variations are then used to construct a terminal cone which must be separated from
another convex cone generated by the tangent space of the terminal manifold and a ray in the
direction of cost decrease. The proof of the Minimum Principle with these terminal conditions
are extensively studied in the literature of the classical Pontryagin Minimum Principle (see e.g.
[1, 4, 47, 80, 81]).
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3.2.3 Abnormal Multiplier

For optimal control problems with general endpoint conditions such as termination at a pre-
specified point, another issue that may rise is that the set of admissible input-state trajectories1

has a single element. While this is no difficulty in determining the optimum which must be the
single element, it hinders the development of the theory in that it precludes the construction of
mappings based on needle variations of the type (3.10), (3.28), and (3.54). A classical example
in which the set of admissible input-state trajectories has a single element is provided in [29] as
follows. Consider the optimal control problem with scalar differential equation

ẋ = u2, (3.83)

with the control set U = [−1,1], and subject to the initial and terminal conditions

x(t0) = 0, (3.84)

x
(
t f
)
= 0, (3.85)

and consider any performance criterion as

J
(
t0, t f ,x0,x f

)
=
∫ t f

t0
l (x(s) ,u(s))ds. (3.86)

The only control whose corresponding trajectory satisfies the initial and terminal conditions
is

u(t)≡ 0, t0 ≤ t ≤ t f , (3.87)

and hence this is the only element of the set of admissible input-state trajectories.
Problems like the above example are referred to as abnormal problems (see e.g. [81] for

more discussion of abnormal problems) and in order for the necessary optimality conditions to
be satisfied, λ o

qk,0 (t) in (3.40) and (3.62) must be taken to be 0. The scalar λ o
qk,0 (t) is usually

referred to as the abnormal multiplier where for abnormal problems it is zero and for normal
problems nonzero (and therefore scalable to identity).

1The set of input-state trajectories (see Definition 2.4) satisfying the specified initial, boundary and terminal
conditions; see e.g. [29, 47] for more details.
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3.2.4 Low Dimensional Switching Manifolds

The usual assumption in design, analysis and control of hybrid systems is that switching
manifolds corresponding to autonomous switchings and jumps are smooth codimension 1 sub-
manifolds of Rn. In some studies like hybrid stability, this assumption reduces the analysis
by decoupling the sequence of switching and the uniform convergence of hybrid executions
within those with the same switching sequence. However, in the hybrid optimal control context,
the assumption of codimension 1 switching manifolds is not a necessity since the optimality
conditions are expressed in terms of the admissible controls and their corresponding trajectories
that satisfy the desired switching conditions. While numerous hybrid optimal control problems
can be considered where the system has switching manifolds with dimensions smaller than n−1
(see e.g. Section 6.3), i.e. where switching manifolds are codimension k sub-manifold of Rn

with k > 1, this class of hybrid systems has been the subject of a limited number of studies in the
hybrid optimal control context. The class of hybrid systems under study is further generalized by
letting the switching manifolds be codimension k sub-manifold of Rn, with k ∈ {1, · · · ,n}.

3.2.5 The General Statement of the Hybrid Minimum Principle

Theorem 3.2. Define the family of system Hamiltonians by

Hq
(
xq,λq,0,λq,uq, t

)
= λq,0 lq

(
xq,uq, t

)
+λ

T
q fq

(
xq,uq, t

)
, (3.88)

for xq ∈Rnq , λq,0 ∈R, λq ∈Rnq , uq ∈Uq, q ∈Q. Then for the optimal switching sequence qo and

along the optimal trajectory xo there exists constants λ o
qi,0 ≥ 0 and adjoint processes λ o

qi
such that[

λ o
qi,0,λ

o
qi

T
]
6= 0 and

ẋo
q =

∂Hqo

∂λq

(
xo

q,λ
o
q,0,λ

o
q ,u

o
q, t
)
, (3.89)

λ̇
o
q =−

∂Hqo

∂xq

(
xo

q,λ
o
q,0,λ

o
q ,u

o
q, t
)
, (3.90)
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almost everywhere t ∈
[
t0, t f

]
with

xo
qo

0
(t0) = x0, (3.91)

xo
qo

j−1

(
t j−
)
∈ m j :=

{
x ∈ Rnq j−1 : m1

q j−1q j
(x) = 0∧·· ·∧mk j

q j−1q j (x) = 0
}
, (3.92)

xo
qo

j

(
t j
)
= ξσ j

(
xo

qo
j−1

(
t j−
))

, (3.93)

xo
qo

L

(
t f
)
∈ m f ≡ mL+1 :=

{
x ∈ RnqL : m1

qL,stop (x) = 0∧·· ·∧mkL+1
qL,stop (x) = 0

}
, (3.94)

λ
o
qo

L

(
t f
)
= ∇g

(
xo

qo
L

(
t f
))

+
kL+1

∑
i=1

pi
L+1∇mi

L+1

(
xo

qo
L

(
t f
))

, (3.95)

λ
o
qo

j−1

(
t j−
)
≡ λ

o
qo

j−1

(
t j
)
= ∇ξσ j

T
λ

o
qo

j

(
t j+
)
+∇cσ j

(
xo

qo
j−1

(
t j−
))

+
k j

∑
i=1

pi
j∇mi

j

(
xo

qo
j−1

(
t j−
))

,

(3.96)

where m j = /0 and pi
j = 0 when t j indicates the time of a controlled switching and pi

j ∈ R when

t j indicates the time of an autonomous switching.

Moreover, the Hamiltonian is minimized with respect to the control input

Hqo
(
xo

q,λ
o
q,0,λ

o
q ,u

o
q, t
)
≤ Hqo

(
xo

q,λ
o
q,0,λ

o
q ,u, t

)
, (3.97)

for all u ∈Uq; and at a switching time t j the Hamiltonian satisfies

Hq j−1

(
t j−
)
≡ Hq j−1

(
xo

q j−1
,λ o

q j−1,0,λ
o
q j−1

,uo
q j−1

, to
j−
)

=Hq j

(
xo

q j
,λ o

q j,0,λ
o
q j
,uo

q j
, to

j+
)
+λ

o
q j,0

∂c
(

xo
qo

j−1

(
t j−
))

∂ t
+

k j

∑
i=1

pi
j

∂mi
j

(
xo

qo
j−1

(
t j−
))

∂ t
≡Hq j

(
t j+
)
.

(3.98)

For hybrid optimal control problems in which t f is not fixed (i.e. not a priori specified), then

Hq f

(
xq,λq,uq, to

f

)
+

∂g
(

xo
qo

L

(
t f
))

∂ t
+

kL+1

∑
i=1

pi
L+1

mi
L+1

(
xo

qo
L

(
t f
))

∂ t
= 0, (3.99)
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where for the time invariant case becomes

Hq f

(
xq,λq,uq, to

f

)
= 0. (3.100)

�

Corollary 3.3. For time-invariant low order switching manifolds, the boundary condition (3.96)
can be stated as

λ
o
qo

j−1

(
t j−
)
≡ λ

o
qo

j−1

(
t j
)
= ∇ξσ j

T
λ

o
qo

j

(
t j+
)
+∇cσ j

(
xo

qo
j−1

(
t j−
))

+ pn̂m, (3.101)

where

n̂m ‖ PROJ
span{∇mi}

fq j−1

(
xo

q j−1

(
t j−
)
,uo

q j−1

(
t j−
))

, (3.102)

i.e. n̂m is a vector in Rn parallel to the projection of fq j−1 in the (generally non-orthogonal)

vector space generated by the span of
{

∇mi
q j−1q j

}
, i ∈ {1, · · · ,k}. �
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Chapter 4

Hybrid Dynamic Programming (HDP)

The method of Dynamic Programming (DP), originated by R. Bellman [15], is a mathematical
technique for making a sequence of interrelated decisions, which can be applied to many
optimization problems (including classical discrete and continuous, as well as hybrid optimal
control problems). The basic idea of this method applied to continuous optimal controls is
to consider a family of optimal control problems with different initial times and states, and to
establish relationships among these problems via the so-called Hamilton-jacobi-Bellman (HJB)
equation. In contrast to the Minimum Principle, the Dynamic Programming methodology
provides solutions to the whole family of problems (with different initial times and states),
including the original problem. Similar to the MP, the method of DP constitute necessary
conditions for optimality which under certain assumptions become sufficient (see e.g. [26, 29,
47, 82, 83]). However, DP is widely used as a set of sufficient conditions for optimality after the
optimal control extension of Carathéodory’s sufficient conditions in Calculus of Variations (see
e.g. [26, 47, 83]).

The generalization of Dynamic Programming for hybrid systems results in the theory of
Hybrid Dynamic Programming (HDP) which, under the assumption of smoothness of the value
function, results in the Hamilton-Jacobi-Bellman (HJB) equation of HDP. A major drawback
in solving the HJB equation for obtaining the solution(s) of both classical and hybrid optimal
control problems is the requirement that the HJB equation admits classical solutions, i.e. the
solutions are assumed to be smooth enough to satisfy the HJB equation. Unfortunately, this is
not necessarily the case as the differentiability of the value function is violated at certain points
for numerous problems (see e.g. [26, 27, 47, 84–86]). To overcome this difficulty, Crandall
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and Lions [87] introduced the so-called viscosity solutions which is a notion for nonsmooth
solutions to partial differential equations. The key feature of viscosity analysis is to replace
the conventional derivatives by the (set-valued) super-/sub-differentials while maintaining the
uniqueness of solutions under very mild conditions [16, 18, 19, 24–28, 30, 31, 87].

4.1 Properties of the Value Function

Consider the hybrid system H subject to assumptions A0-A2, and the HOCP (2.11) for the hybrid
performance function (2.10). Then for the value function in Definition 2.8 we have the following
theorem:

Theorem 4.1. The value function (2.19) is Lipschitz in x uniformly in t for all t ∈
⋃L

i=0 (ti, ti+1),

i.e. for Br = {x ∈ Rn : ‖x‖< r} and for all t ∈ (ti, ti+1), x≡ xt ∈ Br there exist a neighbourhood

Nrx (xt) and a constant 0 < K < ∞ such that

|V (t,q,xt,L− j+1)−V (s,q,xs,L− j+1)|<K
(
‖xt−xs‖2+|s−t|2

)
1
2 , (4.1)

for s ∈ (ti, ti+1) and xs ∈ Nrx (xt). �

Proof. For a given hybrid control input IL− j+1 =
(
SL− j+1,u

)
we use x̂τ ≡ x̂(τ; t, x̂t) to denote the

extended continuous valued state as in (2.12) at the instant τ passing through xt , where t ≤ τ ≤ t f .
We also define

K1 = sup
{∥∥ f̂q (x̂,u)

∥∥ : (q, x̂,u) ∈ Q× B̂r×U
}
, (4.2)

where B̂r :=
{

x̂ =
[
z,xT ]T : |z|2 +‖x‖2 < r2

}
.

First, consider the stage where no remaining switching is available and hence t ∈ (tL, tL+1) =(
tL, t f

)
. In this case

x̂
(
t f ; t, x̂t

)
= x̂t +

∫ t f

t
f̂qL (x̂τ ,uτ)dτ, (4.3)

which gives ∥∥x̂
(
t f ; t, x̂t

)
− x̂t

∥∥≤ K1
∣∣t f − t

∣∣+∫ t f

t
K̂ f ‖x̂(τ; t, x̂t)− x̂t‖dτ, (4.4)

where K̂ f depends only on K f and Kl which are defined in assumptions A0 and A2 respectively.
By the Gronwall-Bellman inequality this results in

∥∥x̂
(
t f ; t, x̂t

)
− x̂t

∥∥≤ K1
∣∣t f − t

∣∣+∫ t f

t
K̂ f K1 (τ− t)eK̂ f (t f−τ)dτ ≤ K2

∣∣t f − t
∣∣≤ K2

∣∣t f − tL
∣∣ , (4.5)
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where K2 = max
{

K1, K̂ f K1
(
t f − tL

)
eK̂ f (t f−tL)

}
. Hence, by the semi-group properties of ODE

solutions and by use of (4.5), for s≥ t and x̂s ∈ Nrx̂ (x̂t) we have

∥∥x̂
(
t f ; t, x̂t

)
− x̂
(
t f ;s, x̂s

)∥∥≤ ‖x̂t− x̂s‖+‖x̂(s; t, x̂t)− x̂t‖+
∫ t f

s
K̂ f ‖x̂(τ; t, x̂t)− x̂(τ;s, x̂s)‖dτ

≤ ‖x̂t− x̂s‖+K2 |s− t|+
∫ t f

s
K̂ f ‖x̂(τ; t, x̂t)− x̂(τ;s, x̂s)‖dτ (4.6)

and therefore, by the Gronwall inequality we have

∥∥x̂
(
t f ; t, x̂t

)
− x̂
(
t f ;s, x̂s

)∥∥≤ (‖x̂t− x̂s‖+K2 |s− t|)eK̂ f (t f−s)

≤ (‖x̂t− x̂s‖+K2 |s− t|)eK̂ f (t f−tL) ≤ K
(
‖x̂t− x̂s‖2 + |s− t|2

) 1
2(4.7)

for some K < ∞ which depends only on t f − tL, K1 and K̂ f and not on the control input.
Since ĝ is Lipschitz in x̂ and x̂

(
t f ; t, x̂t

)
is Lipschitz in (t, x̂t)≡

(
t,
[
zt ,xT

t
]T), the performance

function
J
(
t, t f ,q,x,0; I0

)
=
∫ t f

t
lq (x,u)ds+g

(
xqL

(
t f
))
≡ ĝ

(
x̂
(
t f ; t, x̂t

))
(4.8)

is Lipschitz in x∈Br uniformly in t ∈
(
tL, t f

)
with a Lipschitz constant independent of the control.

Further, since the infimum of a family of Lipschitz functions with a common Lipschitz constant
is also Lipschitz with the same Lipschitz constant, V

(
t, t f ,q,x,0

)
the value function with no

switchs remaining is Lipschitz in x ∈ Br uniformly in t ∈
(
tL, t f

)
.

Now consider t,s ∈
(
t j, t j+1

)
where t j+1 indicates a time of an autonomous switching for

the trajectory x̂(τ; t, x̂t), and consider for definiteness the case where x̂(τ;s, x̂s) arrives on the
switching manifold described locally by m(x) = 0 at a later time t j+1+δ t (the case with an earlier
arrival time can be handled similarly by considering δ t < 0). It directly follows by replacing f̂qL

and t f by f̂q j and t j+1− in the above arguments, that

∥∥x̂
(
t j+1−; t, x̂t

)
− x̂
(
t j+1−;s, x̂s

)∥∥≤ K′
(
‖x̂t− x̂s‖2 + |s− t|2

) 1
2 (4.9)

Now since

∥∥x̂
(
t j+1 +δ t−;s, x̂s

)
− x̂
(
t j+1−;s, x̂s

)∥∥≤ K2
∣∣t j+1 +δ t− t j+1

∣∣= K2 |δ t| (4.10)
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and

∥∥x̂
(
t j+1 +δ t−;s, x̂s

)
− x̂
(
t j+1−; t, x̂t

)∥∥2

≤
∥∥x̂
(
t j+1 +δ t−;s, x̂s

)
− x̂
(
t j+1−;s, x̂s

)∥∥2
+
∥∥x̂
(
t j+1−; t, x̂t

)
− x̂
(
t j+1−;s, x̂s

)∥∥2 (4.11)

it is sufficient to show that the upper bound for |δ t| is proportional to
(
‖x̂t− x̂s‖2 + |s− t|2

) 1
2 .

This can be shown to hold by considering the fact that

m
(
x
(
t j+1 +δ t−;s,xs

))
= m

(
x
(
t j+1−;s,xs

)
+
∫ t j+δ t

t j

fq j

(
x(τ;s,xs) ,ut j−

)
dτ

)
= m

(
x
(
t j+1−; t,xt

)
+δx

(
t j+1−

)
+
∫ t j+δ t

t j

f

(
x(τ;s,xs),ut j−

)
q j dτ

)
= m

(
x
(
t j+1−; t,xt

))
= 0

(4.12)

For
∥∥δx

(
t j+1−

)∥∥< ε j+1 sufficiently small,

∇mT

(
δxt j+1−+

∫ t j+δ t

t j

f

(
x(τ;s,xs),ut j−

)
q j dτ

)
+O

(
ε

2
j+1
)
= 0 (4.13)

which is equivalent to

∇mT
δx
(
t j+1−

)
+
∫ t j+δ t

t j

∇mT f

(
x(τ;s,xs),ut j−

)
q j dτ +O

(
ε

2
j+1
)
= 0 (4.14)

Due to the transversal arrival of the trajectories with respect to the smooth switching manifold,∣∣∇mT fq j

∣∣ is lower bounded by a strictly positive number km, f (see (2.2)) and hence,

∣∣∇mT
δx
(
t j+1−

)
+O

(
ε

2
j+1
)∣∣= ∣∣∣∣∣

∫ t j+δ t

t j

∇mT f

(
x(τ;s,xs),ut j−

)
q j dτ

∣∣∣∣∣
≥
∫ t j+δ t

t j

∣∣∣∣∣∇mT f

(
x(τ;s,xs),ut j−

)
q j

∣∣∣∣∣dτ ≥ km, f |δ t| , (4.15)

which gives
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|δ t| ≤ 1
km, f

(
‖∇m‖

∥∥δx
(
t j+1−

)∥∥+ ∣∣O(ε2
j+1
)∣∣)

≤ 1
km, f
‖∇m‖ε j+1 + ε j+1 ≤

(
‖∇m‖
km, f

+1
)

ε j+1 = K j+1ε j+1 (4.16)

Hence, for t ∈
(
t j, t j+1

)
and xt ∈ Br there exist a neighbourhood Nrx (xt) such that for

s ∈
(
t j, t j+1

)
and xs ∈ Nrx (xt) we have

∥∥δx
(
t j+1−

)∥∥ ≤ K′
(
‖x̂t− x̂s‖2 + |s− t|2

) 1
2
< ε j+1 in

order to ensure that δ t ≤ K j+1ε j+1 and consequently∥∥x̂
(
t j+1+δ t−;s, x̂s

)
−x̂
(
t j+1−; t, x̂t

)∥∥≤K
(
‖x̂t−x̂s‖2+|s−t|2

)
1
2 , (4.17)

for K independent of the control. Since ξ̂ is smooth and time invariant, it is therefore Lipschitz
in x̂ uniformly in time. At the switching time t j+1 we have

J
(
t j+1−,q j, x̂,L− j; IL−j

)
=J
(

t j+1,q j+1, ξ̂ (x̂) ,L− j−1; IL−j−1

)
(4.18)

the Lipschitz property for the cost to go function J
(
t j+1−,q j, x̂,L− j; IL− j

)
follows from the

smoothness of ξ̂ and the Lipschitz property of J
(
t,q j+1, x̂t ,L− j−1; IL− j−1

)
. Namely, by

backward induction from the Lipschitzness of J (t,qL, x̂t ,0; Io) proved earlier, it is concluded that
J (t,qL−1, x̂t ,1; I1) is Lipschitz, from which J (t,qL−2, x̂t ,1; I2) is concluded to be Lipschitz, etc.
Since the Lipschitz constant is independent of the control and because the infimum of a family of
Lipschitz functions with a common Lipschitz constant is also Lipschitz with the same Lipschitz
constant, (4.1) holds and hence, the value function is Lipschitz.

Definition 4.1. Let M(i) denote the set of all (t,x) ∈ R×
⋃L

i=0Rnqi for which the i’th derivatives
of V exist and are continuous. �

Note that from Theorem 4.1, it is concluded that M(0) ⊇
⋃L

i=0 (ti, ti+1)×Rnqi , i.e. the value
function is at most discontinuous at the switching instants with non-zero switching costs and
non-identity jump maps.

Corollary 4.2. From Theorem 4.1 and Rademacher’s theorem (see e.g. [29,88,89]), the Lipschitz

property of the value function implies the differentiability almost everywhere, and hence the set

M(1) is dense in
⋃L

i=0 [ti, ti+1]×Rnqi . �
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4.2 Hybrid Dynamic Programming (HDP)

Theorem 4.3. Consider the hybrid system H and the HOCP (2.11) together with the assumptions

A0-A2 as above. Then for all (t,x) ∈ M(1) and q ∈ Q, the Hamilton-Jacobi-Bellman (HJB)

equation holds, i.e.

−∂V
∂ t

= inf
u

{
lq (x,u)+

〈
∇xV, fq (x,u)

〉}
, a.e. t ∈

[
t0, t f

]
, (4.19)

subject to the terminal condition

V
(
t f ,qL,x,0

)
= g(x) , (4.20)

and at the switching times ti ∈ τL = {t1, · · · , tL} subject to the boundary conditions

V
(
t j,q,x,L− j+1

)
=min

σ j∈Σ j

{
V
(
t j,Γ

(
q,σj
)
,ξσ j(x),L− j

)
+cσ j

(
t j,x
)}
, (4.21)

and

lq
(
x,uo (t j−,x

))
+
〈
∇xV, fq

(
x,uo (t j−,x

))〉
≡− ∂

∂ t
V
(
t j−,q,x,L− j+1

)
=− ∂

∂ t
V
(
t j−,Γ

(
q,σ j

)
,ξσ j (x) ,L− j

)
≡ l

Γ(q,σ j)
(
x,uo (t j,ξσ j (x)

))
+
〈

∇xV, f
Γ(q,σ j)

(
x,uo (t j,ξσ j (x)

))〉
, (4.22)

where if t j is a time of a controlled switching then Σ j = Σ subject to the automaton constraint that

Γ
(
q,σ j

)
is defined; and in the case of an autonomous switching, the set Σ j is reduced to a subset

of discrete inputs which are consistent with the switching manifold condition mq,Γ(q,σ j) (x) = 0.

�

Proof. In order to derive the HJB equation (4.19), we consider a Lebesgue time t and a hybrid
state

(
q,xq

)
∈ H, together with its associated number of switchings ahead L− j + 1, such that

t ∈
(
t j−1, t j

)
and

(
t,xq

)
∈M(1).
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The value function (2.19) in Definition 2.8 is defined as the optimal cost to go, i.e.

V (t,q,x,L− j+1) := inf
IL− j+1

{∫ t j

t
lq (x,u)ds+

L

∑
i= j

cσqi−1qi

(
ti,xqi−1 (ti−)

)
+

L

∑
i= j

∫ ti+1

ti
lqi

(
xqi (s) ,u(s)

)
ds+g

(
xqL

(
t f
))}

. (4.23)

For every t ′ ∈
[
t, t j
)
, Bellman’s Principle of Optimality results in

V
(
t,q,xq,L− j+1

)
= inf

u[
t,t′]

q

{∫ t ′

t
lq
(
xq
(
s; t,xq,uq (·)

)
,uq (s)

)
ds+V

(
t ′,q,xq

(
t ′; t,xq,uq (·)

)
,L− j+1

)}
, (4.24)

where

xq
(
t ′; t,xq,uq (·)

)
= xq (t)+

∫ t ′

t
fq
(
xq
(
s; t,xq,uq (·)

)
,uq (s)

)
ds . (4.25)

Fix v ∈Uq and let x(s;v)
q = xq

(
s; t,xq,v

)
be the state trajectory corresponding to the control

uq (τ)≡ v. By (4.24) we have

V
(
t,q,xq,L− j+1

)
≤
∫ t ′

t
lq
(
xq
(
s; t,xq,v

)
,v
)

ds+V
(
t ′,q,xq

(
t ′; t,xq,v

)
,L− j+1

)
, (4.26)

and therefore

−
V
(

t ′,q,x(t
′;v)

q ,L− j+1
)
−V

(
t,q,xq,L− j+1

)
t ′− t

− 1
t ′− t

∫ t ′

t
lq
(

x(s;v)
q ,v

)
ds≤ 0. (4.27)

As t ′ ↓ t

−
∂V
(
t,q,xq,L− j+1

)
∂ t

−
∂V
(
t,q,xq,L− j+1

)
∂xq

T

fq
(
xq,v

)
− lq

(
xq,v

)
≤ 0, (4.28)

which by taking the infimum results in

−
∂V
(
t,q,xq,L− j+1

)
∂ t

≤ inf
v

{
lq
(
xq,v

)
+

∂V
(
t,q,xq,L− j+1

)
∂xq

T

fq
(
xq,v

)}
. (4.29)



4 Hybrid Dynamic Programming (HDP) 43

On the other hand, for any ε > 0, t ′ ∈
(
t, t j
)

with 0 < t ′− t small enough, there exists a
uε,t ′ (·) ∈U such that∫ t ′

t
lq
(

xq

(
s; t,xq,uε,t ′ (·)

)
,uε,t ′ (·)

)
ds+V

(
t ′,q,xq

(
t ′; t,xq,uε,t ′ (·)

)
,L− j+1

)
≤V

(
t,q,xq,L− j+1

)
+ ε
(
t ′− t

)
. (4.30)

It should be noted that uε,t ′ (·) may be modified on a set of measure zero in [t, t ′] so that the
instant t is a Lebesgue point with respect to the integral appearing in (4.30) and furthermore,
the value of xq

(
s; t,xq,uε,t ′ (·)

)
is unchanged (see e.g. [9, 90, 91]) and hence the value of

V
(

t ′,q,xq

(
t ′; t,xq,uε,t ′ (·)

)
,L− j+1

)
is unchanged. Noting that

(
t,xq

)
∈M(1), it follows from

(4.30) that

− ε ≤−
V
(

t ′,q,xε,t ′
q (t ′) ,L− j+1

)
−V

(
t,q,xq,L− j+1

)
t ′− t

− 1
t ′− t

∫ t ′

t
lq
(

xε,t ′
q (s) ,uε,t ′ (s)

)
ds

=
1

t ′− t

∫ t ′

t
− ∂

∂ s
V
(
s,q,xq (s) ,L− j+1

)
−
[

∂

∂x
V
(

s,q,xε,t ′
q (s) ,L− j+1

)]T

fq

(
xε,t ′

q (s) ,uε,t ′ (s)
)

− lq
(

xε,t ′
q (s) ,uε,t ′ (s)

)
ds

≤ 1
t ′− t

∫ t ′

t
− ∂

∂ s
V
(
s,q,x(s)q ,L− j+1

)
−inf

u(s)q

{
lq
(
x(s)q ,u(s)q

)
+

[
∂

∂x
V
(
t,q,x(s)q ,L− j+1

)]T

fq

(
x(s)q ,u(s)q

)}
ds.

(4.31)

Due to the uniform continuity of functions fq and lq (see A0), we have

lim
s↓t

sup
x∈Rnq

inf
u∈Uq
|ψ (s,x,u)−ψ (t,x,u)|= 0, (4.32)

for ψ = fq, lq, and therefore as t ′ ↓ t

inf
uq

{
lq
(
xq,uq

)
+

[
∂

∂x
V
(
t,q,xq,L− j+1

)]T

fq
(
xq,uq

)}
− ε ≤− ∂

∂ t
V
(
t,q,xq,L− j+1

)
.

(4.33)
Combining (4.29) and (4.33) we obtain

− ∂

∂ t
V
(
t,q,xq,L− j+1

)
= inf

uq

{
lq
(
xq,uq

)
+

[
∂

∂x
V
(
t,q,xq,L− j+1

)]T

fq
(
xq,uq

)}
. (4.34)
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The terminal condition (4.20) and the switching condition (4.21) are directly deduced from
the definition of the value function (2.19). In order to prove (4.22), consider a time and
state just before the occurrence of switching

(
t j−,h j−1

(
t j−
))
≡
(
t j−,q j−1,xq j−1

(
t j−
))

, or
for short,

(
q,xq

(
t j−
))

. This state is mapped into the state
(
Γ
(
q,σ j

)
,ξσ j

(
xq
(
t j−
)))

after the
switching. Consider also a family of adjacent trajectories and their corresponding switching
pair

(
q,x′q

(
t ′j−
))

which experiences the same switching sequence and therefore mapped into(
Γ
(
q,σ j

)
,ξσ j

(
x′q
(

t ′j−
)))

. The selection of the adjacent trajectory is such that Cauchy
sequences for the difference in the switching instants, δ t j := t ′j− t j, and for the distance of the

trajectories at min
{

t j, t ′j
}

denoted by δxq converge independently to zero; the existence of such
sequences are guaranteed by the regularity of

(
q,xq

(
t j−
))

and the continuous dependence on the
initial condition for the corresponding trajectories. Without any loss of generality, it is assumed
that t ′j ≥ t j, and therefore, δxq = x′q

(
t j−
)
− xq

(
t j−
)
≡ x′q

(
t j
)
− xq

(
t j−
)
.

For the reference trajectory

x
Γ(q,σ j)

(
t ′j
)
= ξσ j

(
xq
(
t j−
))

+
∫ t ′j

t j

f
Γ(q,σ j)

(
x

Γ(q,σ j),uΓ(q,σ j)

)
ds, (4.35)

and for the adjacent trajectory

x′
Γ(q,σ j)

(
t ′j
)
= ξσ j

(
x′q
(
t j−
)
+
∫ t ′j

t j

fq
(
xq,uq

)
ds
)
, (4.36)

By definition, the value function for the reference trajectory satisfies

V
(
t j−,q,xq

(
t j−
)
,L− j+1

)
= cσ j

(
xq
(
t j−
))

+V
(

t ′j,Γ
(
q,σ j

)
,x

Γ(q,σ j)
(
t ′j
)
,L− j

)
+
∫ t ′j

t j

l
Γ(q,σ j)

(
x

Γ(q,σ j),uΓ(q,σ j)

)
ds, (4.37)

and for the adjacent trajectory

V
(
t j−,q,x′q

(
t j−
)
,L− j+1

)
=
∫ t ′j

t j

lq
(
xq,uq

)
ds

+ cσ j

(
x′q
(
t ′j−
))

+V
(

t ′j,Γ
(
q,σ j

)
,x′

Γ(q,σ j)

(
t ′j
)
,L− j

)
. (4.38)
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Subtracting (4.38) from (4.37) and writing the Taylor series expansion of the terms, we have

[
∇V
(
t j−,q,xq

(
t j−
)
,L− j+1

)]T
δxq =

l(
xq(t j−),uq(t j−))

q − l

(
x

Γ(q,σ j)
(t ′j),uΓ(q,σ j)

(t ′j)
)

Γ(q,σ j)

δ t

+
[
∇cσ j

(
xq
(
t j−
))]T (

δxq + fq
(
xq
(
t j−
)
,uq
(
t j−
))

δ t
)
+

[
∇V
(

t ′j,Γ
(
q,σ j

)
,x
(t ′j)
Γ(q,σ j)

,L− j
)]T

∇ξσ j

(
xq
(
t j−
))[

δxq + f (
xq(t j−),uq(t j−))

q δ t
]
− f

(
x

Γ(q,σ j)
(t ′j),uΓ(q,σ j)

(t ′j)
)

Γ(q,σ j)
δ t

+o(δ ) , (4.39)

or with the drop of arguments of the functions for the clarity of presentation

∇V T
q δxq =

{
lq− l

Γ(q,σ j)

}
δ t +∇cT

σ j

(
δxq + fqδ t

)
+∇V T

Γ(q,σ j)

(
∇ξσ j

[
δxq + fqδ t

]
− f

Γ(q,σ j)δ t
)
+o(δ t,δx) . (4.40)

This gives

[
∇Vq−∇cσ j −∇ξ

T
σ j

∇V
Γ(q,σ j)

]T
δxq

=
{

lq− l
Γ(q,σ j) +∇cT

σ j
fq +∇V T

Γ(q,σ j)

(
∇ξσ j fq− f

Γ(q,σ j)

)}
δ t +o(δ t,δx) . (4.41)

If t j corresponds to a controlled switching, the choice of δ t,δx can be completely
independent. If t j corresponds to an autonomous switching, then the constraint by the switching
manifold requires that

m
(
xq
(
t j−
))

= 0, (4.42)

m
(
x′q
(
t ′j−
))

= m
(

xq
(
t j−
)
+δxq +

∫ t ′j

t j

fq
(
xq,uq

)
ds
)
= 0, (4.43)

Using the Taylor series expansion

∇m
(
xq
(
t j−
))T [

δxq + fq
(
xq
(
t j−
)
,uq
(
t j−
))

δ t
]
= 0, (4.44)
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or, since by A0, ∇m
(
xq
(
t j−
))T fq

(
xq
(
t j−
)
,uq
(
t j−
))
6= 0,

δ t =
−∇m

(
xq
(
t j−
))T

δxq

∇m
(
xq
(
t j−
))T fq

(
xq
(
t j−
)
,uq
(
t j−
)) +o(δx) (4.45)

Therefore, the relation (4.41) for the autonomous switching case becomes

[
∇Vq−∇cσ j −∇ξ

T
σ j

∇V
Γ(q,σ j)

]T
δxq

=
{

lq− l
Γ(q,σ j) +∇cT

σ j
fq +∇V T

Γ(q,σ j)

(
∇ξσ j fq− f

Γ(q,σ j)

)}−∇mT δxq

∇mT fq
+o(δx) . (4.46)

Since δx is arbitrarily selected in both cases of autonomous and controlled switchings, we can
choose δx =−ε fq

(
xq
(
t j−
)
,uq
(
t j−
))

, where ε ∈ R+ is selected to be arbitrarily small. For the
controlled switching case where δ t is independent of δx, we also select δ t = ε . Thus, equations
(4.41) and (4.46) give

0 = ε

(
lq +∇V T

q fq− l
Γ(q,σ j)−∇V T

Γ(q,σ j)
f
Γ(q,σ j)

)
+o(ε) , (4.47)

which, in the limit, as ε → 0 results in (4.22).

Definition 4.2. A feedback control IL (t,q,x) = (SL,u(t,q,x)) is said to have an admissible set of

discontinuities, if for each q ∈ Q, the discontinuities of the continuous valued feedback control
u(t,q,x) and the discrete valued feedback input σ (t,q,x) are located on lower dimensional
manifolds in the time and state space R×Rn. �

We note that by A0 an autonomous discrete valued control input σ necessarily satisfies the
lower dimensional manifold switching set condition of Definition 4.2 where the sets constitute
C∞ submanifolds.

Remark 4.1. For classical (i.e. non-hybrid) systems, a more detailed definition of a feedback
control law with an admissible set of discontinuities can be found in [29, pp. 90–97]. The
necessary conditions for the Lipschitz continuity of the optimal feedback control are discussed
in [92, 93], and sufficient conditions for continuity with respect to initial conditions are given in
[94].
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Chapter 5

The Relation between the HMP and HDP

The relationship between the Minimum Principle and Dynamic Programming, which were
developed independently in 1950s, was addressed as early as the formal announcement of the
Pontryagin Minimum Principle [1]. In the classical optimal control framework, this relationship
has been elaborated by many others since then (see e.g. [24–31, 47, 82, 83, 86]). The result
states that, under certain assumptions (see e.g. [29]), the adjoint process in the MP and the
gradient of the value function in DP are equal, a property which we shall sometimes refer to
as the adjoint-gradient relationship. While this relationship has been proved in various forms,
the majority of arguments are based on the following two key elements: (i) the assumption of
the openness of the set of all points from which an optimal transition to the reference trajectory
is possible [1, p. 70] and (ii) the inference of the extremality of the reference optimal state for
the corresponding optimal control [1, p. 72]. Then with the assumption of twice continuous
differentiability of the value function, the method of characteristics (see e.g. [26, 29]) can be
employed to obtain the aforementioned relationship which is analogous to the derivation of the
equivalence of the Hamiltonian system and the Hamilton-Jacobi equation. For certain classes
of optimal control problems, the assumption of twice differentiability is intrinsically satisfied
since the total cost can become arbitrarily large and negative if the second partial derivative
ceases to exist (see e.g. [86]). But in general, even once differentiability of the value function
is violated at certain points for numerous problems (see e.g. [26, 27, 47, 84–86]). Consequently,
the adjoint-gradient relationship is usually expressed within the general framework of nonsmooth
analysis that declares the inclusion of the adjoint process in the set of generalized gradients of
the value function [24,25,27,28,30,31]. However, the general expression of the adjoint-gradient
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relationship in the framework of nonsmooth analysis is unnecessary for optimal control problems
with appropriately smooth vector fields and costs, when the optimal feedback control possesses
an admissible set of discontinuities [29].

In contrast to classical optimal control theory, the relation between the Minimum Principle
and Dynamic Programming in the hybrid systems framework has been the subject of limited
number of studies. One of the main difficulties is that the domains of definition of hybrid
systems employed for the derivation of the results of hybrid optimal control theory (see e.g.
[2–5, 7–14, 16–19, 21–23, 67–73, 95]) do not necessarily intersect in a general class of systems.
This is especially due to the difference in approach and the assumptions required for the
derivation of necessary and sufficient optimality conditions in the two key approaches.

In this thesis we provide two different proofs for the relationship between the Minimum
Principle and Dynamic Programming in both classical hybrid optimal control frameworks. The
first proof is completely different in approach from the classical arguments discussed earlier
and in particular, the sequence of proof steps appear in a different order. To be specific, the
optimality condition, i.e. the Hamiltonian minimization property (ii) discussed earlier, appears
in the last step in order to emphasise the independence of the dynamics of the cost gradient
process from the optimality of the control input. Consequently, assumption (i) is used differently
here from the classical proof methods and in particular, the optimality of the transitions back
to the reference trajectory is relaxed to the existence of (not necessarily optimal) neighbouring
trajectories. After the derivation of the dynamics and boundary conditions for the cost gradient, or
sensitivity, corresponding to an arbitrary control input, it is shown that an optimal control leads
to the same dynamics and boundary conditions for the gradient of the (optimal) cost gradient
process as those for the adjoint process. Thus by the existence and uniqueness properties of the
governing ODE solutions, it is concluded that the optimal cost gradient, i.e. the gradient of the
value function generated by the HJB, is equal to the adjoint process in the corresponding HMP
formulation.

The second proof differs from classical proof methods (e.g. [1, 24]) which make use of
the Filippov theorem [47, p. 149-150] requiring the openness of the set of points from which
a transition to the reference trajectory is possible [1, p. 70]. In particular, the differential equation
governing the gradient of the value function and its boundary conditions are derived via suitable
variations in the trajectory, and hence the underlying assumptions for the proof of the theorem are
less restrictive. Most importantly, this dynamics is shown to hold almost everywhere and hence,
the equality of the adjoint process in the HMP and the gradient of the value function in HDP
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holds almost everywhere for the general class of hybrid optimal control problems whose value
function is not necessarily differentiable everywhere, but only differentiable in an open dense set
of points in the state space. The derivation of boundary conditions on the sensitivity gradient
process, which has not been provided before in the literature, are proved differently in the two
proof presented in chapter.

5.1 Evolution of the Cost Sensitivity along a General Trajectory

Theorem 5.1. Consider the hybrid system H together with the assumptions A0-A2 and the hybrid

cost to go (2.18). Then for a given hybrid feedback control IL− j+1 (t,q,x) =
(
SL− j+1,u(t,x)

)
with

an admissible set of discontinuities, the sensitivity function ∇J ≡ ∂

∂xJ
(
t, t f ,q,x,L− j+1; IL− j+1

)
satisfies:

d
dt

∇J =−

([
∂ fq (x,u)

∂x

]T

∇J+
∂ lq (x,u)

∂x

)
(5.1)

subject to the terminal conditions:

∇J
(
t f ,qL,x,0

)
= ∇g(x) (5.2)

and the boundary conditions:

∇J
(
t j,q j−1,x,L− j+1; IL− j+1

)
= ∇ξ

T
σ j

∇J
(
t j+,q j,ξσ j (x) ,L− j; IL− j

)
+ p∇m+∇c (5.3)

with p = 0 when t j indicates the time of a controlled switching and

p =

[
∇J
(
t j,q j,ξσ j (x) ,L− j; IL− j

)]T f
ξ ,q j−1
q j,ξ

+ l
q j−1
q j,ξ

∇mT fq j−1

(
x,u
(
t j−
)) (5.4)

when t j indicates the time of an autonomous switching, and where in the above

equation f
ξ ,q j−1
q j,ξ

:= fq j

(
ξσ j (x) ,u

(
t j
))
−∇ξ fq j−1

(
x,u
(
t j−
))

and l
q j−1
q j,ξ

:= lq j

(
ξσ j (x) ,u

(
t j
))
−

lq j−1

(
x,u
(
t j−
))

.

�

Proof. We first prove that (5.1) holds for t ∈ (tL, tL+1] ≡
(
tL, t f

]
with the terminal condition

(5.2). Then by assuming that (5.1) holds for t ∈
(
t j, t j+1

]
, j ≤ L we show that it also holds
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for t ∈
(
t j−1, t j

]
with the boundary condition (5.3), with p = 0 when t j indicates the time of a

controlled switching, and with p given by (5.4) when t j ∈ τL indicates the time of an autonomous
switching. Hence, by mathematical induction, the relation is proved for all t ∈

[
t0, t f

]
.

(i) No Switching Ahead: First, consider a Lebesgue time t ∈ [tL, tL+1] ≡
[
tL, t f

]
and the

hybrid trajectory passing through (qL,x), and consider the cost to go (2.18) for I0 ≡ I[
t,t f ]

0 which
is

J (t,qL,x,0; I0) =
∫ t f

t
lqL (xs,us)ds+g

(
x f
)

(5.5)

Since by Definition 4.2 the discontinuities in x of I[
t,t f ]

0 ≡ u[t,t f ] lie on lower dimensional sets
which are closed in the induced topology of the space, the partial derivative of J with respect to
x exists in an open neighbourhood of (t,x), and is derived as

∂J (t,qL,x,0; I0)

∂x
=

∂

∂x

∫ t f

t
lqL (xs,us)ds+

∂

∂x
g
(
x f
)
=
∫ t f

t

∂

∂x
lqL (xs,us)ds+

∂

∂x
g
(
x f
)
, (5.6)

which is equivalent to

∂J (t,qL,x,0; I0)

∂x
=
∫ t f

t

[
∂xs

∂x

]T
∂ lqL (xs,us)

∂xs
ds+

[
∂x f

∂x

]T
∂g
(
x f
)

∂x f
(5.7)

Taking t = t f the terminal condition for ∂J
∂x is seen to be determined by

∂J
(
t f ,qL,x,0; I0

)
∂x

= ∇x f g
(
x f
)
≡ ∇xg(x) , (5.8)

because x f = x when t = t f . Hence, (5.2) is proved. With the notation xs = φqL (s, t,x) and with the
smoothness provided by the assumptions A0-A2 for the given control input with an admissible
set of discontinuities, we have

d
ds

(
∂

∂x
xs

)
=

d
ds

(
∂

∂x
φqL (s, t,x)

)
=

∂

∂x

(
d
ds

φqL (s, t,x)
)
=

∂

∂x

(
fqL

(
φqL (s, t,x) ,u

))
, (5.9)

from which we obtain
d
ds

(
∂xs

∂x

)
=

[
∂ fqL

∂xs

]T
∂φqL (s, t,x)

∂x
, (5.10)
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with ∂φqL(t,t,x)
∂x = In×n, since φqL (t, t,x) = x. Let Φ

qL
s,t ∈ Rn2

denote the solution of

Φ̇
qL
s,t = ∇xs fqL (xs,us)

T
Φ

qL
s,t ≡

[
∂ fqL (xs,us)

∂xs

]T

Φ
qL
s,t , (5.11)

with Φ
qL
t,t = In×n. By the uniqueness of the solutions to (5.10) and (5.11):

∂

∂x
φqL (s, t,x) = Φ

qL
s,t , (5.12)

for all x ∈ Rn. Also by the semi-group property:

x = φqL (s, t,xt) = φqL

(
s, t,φqL (t,s,x)

)
, (5.13)

and hence by taking the derivative with respect to x we have

In×n =
∂φqL (s, t,z)

∂ z

∣∣∣∣
z=φ(t,s,xs)

∂φqL (t,s,x)
∂x

, (5.14)

which by (5.12) is equivalent to
In×n = Φ

qL
s,tΦ

qL
t,s. (5.15)

For all r,s, t ∈
(
tL, t f

]
it is the case that

d
ds

Φ
qL
s,r =

[
∂ fqL (xs,us)

∂xs

]T

Φ
qL
s,r , Φ

qL
r,r = In×n , (5.16)

and

d
ds

(
Φ

qL
s,tΦ

qL
t,r
)
=

([
∂ fqL (xs,us)

∂xs

]T

Φ
qL
s,t

)
Φ

qL
t,r =

[
∂ fqL (xs,us)

∂xs

]T (
Φ

qL
s,tΦ

qL
t,r
)

(5.17)

where for (5.17) at s = r the condition Φ
qL
r,t Φ

qL
t,r = In×n holds. Hence, from the uniqueness of the

solution for the ODEs (5.16) and (5.17) we obtain Φ
qL
s,tΦ

qL
t,r = Φ

qL
s,r. Furthermore, (5.15) gives

0 =
dΦ

qL
s,t

dt
Φ

qL
t,s +Φ

qL
s,t

dΦ
qL
t,s

dt
, (5.18)
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and hence

dΦ
qL
s,t

dt
=−Φ

qL
s,t

dΦ
qL
t,s

dt

[
Φ

qL
t,s
]−1

=−Φ
qL
s,t

[
∂ fqL (xt ,ut)

∂xt

]T

Φ
qL
t,s
[
Φ

qL
t,s
]−1

=−Φ
qL
s,t

[
∂ fqL (xt ,ut)

∂xt

]T

(5.19)

Differentiating (5.7) with respect to t along a trajectory (qL,x) gives

d
dt

∂J (t,qL,x,0; I0)

∂x
=

d
dt

∫ t f

t

[
∂φqL (s, t,x)

∂x

]T
∂ lqL (z,us)

∂ z

∣∣∣∣
z=φqL(s,t,x)

ds

+
d
dt

[
∂φqL

(
t f , t,x

)
∂x

]T
∂g(z)

∂ z

∣∣∣∣
z=φqL(t f ,t,x)

=−

{[
∂φqL (s, t,x)

∂x

]T
∂ lqL (z,us)

∂ z

∣∣∣∣
z=φqL(s,t,x)

}
s=t

+
∫ t f

t

d
dt

{[
∂φqL (s, t,x)

∂x

]T
∂ lqL (z,us)

∂ z

∣∣∣∣
z=φqL(s,t,x)

}
ds+

d
dt

[
∂φqL

(
t f , t,x

)
∂x

]T
∂g(z)

∂ z

∣∣∣∣
z=φqL(t f ,t,x)

=−
{

In×n.
∂ lqL (xt ,ut)

∂xt

}
+
∫ t f

t

{
−
[

∂ fqL (xt ,ut)

∂xt

]T[
∂φqL (s, t,x)

∂x

]T
∂ lqL (z,us)

∂ z

∣∣∣∣
z=φqL(s,t,x)

+0

}
ds

+

−
[

∂ fqL (xt ,ut)

∂xt

]T
[

∂φqL

(
t f , t,x

)
∂x

]T
∂g(z)

∂ z

∣∣∣∣
z=φqL(t f ,t,x)

+0

 , (5.20)

where the zero terms arise from

d
dt

∇zlqL (z,us)
∣∣
z=φqL(s,t,x)

=
d
dt

∇xslqL (xs,us) = 0, (5.21)

d
dt

∇zg(z,us)|z=φqL(t f ,t,x) =
d
dt

∇x f g
(
x f
)
= 0. (5.22)

Hence,

d
dt

∂J (t,qL,x,0; I0)

∂x
=−

∂ lqL (xt ,ut)

∂xt

−
[

∂ fqL (xt ,ut)

∂xt

]T
{∫ t f

t

[
∂xs

∂x

]T
∂ lqL (xs,us)

∂xs
ds+

[
∂x f

∂x

]T
∂g
(
x f
)

∂x f

}
, (5.23)

which gives

d
dt

∂J (t,qL,x,0; I0)

∂x
=−

[
∂ fqL (x,u)

∂x

]T
∂J (t,qL,x,0; I0)

∂x
−

∂ lqL (x,u)
∂x

, (5.24)
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with

∂J
(

t f ,qL,x,0; I[
t f ,t f ]

0

)
∂x

= ∇x f g
(
x f
)
≡ ∇xg(x) (5.25)

(ii) A Controlled Switching Ahead: Now assume that (5.1) holds for θ ∈
(
t j, t j+1

]
,

j ≤ L when t j ∈ τL indicates a time of a controlled switching. Then for t ∈
(
t j−1, t j

]
, and

t j−1 < t ≤ t j < θ ≤ t j+1

J
(

t,q j−1,x,L− j+1; I[
t,t f ]

L− j+1

)
=
∫ t j

t
lq j−1(xs,us)ds+ cσ j

(
x
(
t j−
))

+
∫

θ

t j

lq j(xω ,uω)dω + J
(

θ ,q j,xθ ,L− j; I[
θ ,t f ]

L− j

)
, (5.26)

where
xθ = ξ

(
xt +

∫ t j−

t
fq j−1 (xs,us)ds

)
+
∫

θ

t j

fq j (xω ,uω)dω (5.27)

This gives

∂J
(

t,q j−1,x,L− j+1; I[
t,t f ]

L− j+1

)
∂x

=
∂

∂x

∫ t j

t
lq j−1(xs,us)ds+

∂cσ j

(
x
(
t j−
))

∂x

+
∂

∂x

∫
θ

t j

lq j(xω ,uω)dω +

∂J
(

θ ,q j,xθ ,L− j; I[
θ ,t f ]

L− j

)
∂x

,(5.28)

or

∂J
(

t,q j−1,x,L− j+1; I[
t,t f ]

L− j+1

)
∂x

=
∫ t j

t

[
∂xs

∂x

]T ∂ lq j−1(xs,us)

∂xs
ds+

[
∂xt j−

∂x

]T
∂c
(
xt j−
)

∂xt j−

+
∫

θ

t j

[
∂xω

∂x

]T
∂ lq j (xω ,uω)

∂xω

dω +

[
∂xθ

∂x

]T ∂J
(

θ ,q j,xθ ,L− j; I[
θ ,t f ]

L− j

)
∂xθ

, (5.29)
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with

∂xθ

∂x
=
∫

θ

t j

∂ fq j (xω ,uω)

∂x
dω +

∂ξ

(
xt +

∫ t j
t fq j−1 (xs,us)ds

)
∂x

=
∫

θ

t j

∂ fq j (xω ,uω)

∂x
dω +

∂ξ
(
xt j−
)

∂x
, (5.30)

which is equivalent to

∂xθ

∂x
=
∫

θ

t j

[
∂xω

∂x

]T
∂ fq j (xω ,uω)

∂xω

dω +

[
∂xt j−

∂x

]T
∂ξ
(
xt j−
)

∂xt j−
. (5.31)

In particular, for x = xt as t ↑ t j and for xθ as θ ↓ t j equation (5.29) becomes

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=
∫ t j

t j−

[
∂xs

∂x

]T ∂ lq j−1 (xs,us)

∂xs
ds+

[
∂xt j−

∂xt j−

]T
∂c
(
xt j−
)

∂xt j−

+
∫ t j+

t j

[
∂xs

∂x

]T
∂ lq j (xs,us)

∂xs
ds+

[
∂xt j+

∂xt j−

]T ∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

, (5.32)

or

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=
∂c
(
xt j−
)

∂xt j−
+

[
∂xt j+

∂xt j−

]T ∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

, (5.33)

and also (5.31) turns into

∂xt j+

∂xt j−
=
∫ t j+

t j

[
∂xω

∂x

]T
∂ fq j (xω ,uω)

∂xω

dω +

[
∂xt j−

∂xt j−

]T
∂ξ
(
xt j−
)

∂xt j−
, (5.34)

or
∂xt j+

∂xt j−
=

∂ξ
(
xt j−
)

∂xt j−
= ∇ξ |xt j−

. (5.35)
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Hence,

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=
∂c
(
xt j−
)

∂xt j−
+ ∇ξ |Txt j−

∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

(5.36)
and therefore, (5.3) is shown to hold with p = 0 for the controlled switching case. Writing

J
(
t,q j−1,x,0; IL− j+1

)
=
∫ t j

t
lq j−1 (xs,us)ds+ J

(
t,q j−1,x

(
t j−
)
,L− j+1; IL− j+1

)
, (5.37)

and following a similar procedure as in part (i) of the proof, equation (5.1) is derived for
t ∈
(
t j−1, t j

]
.

(iii) An Autonomous Switching Ahead: Now assume that (5.1) holds for all θ ∈
(
t j, t j+1

]
,

j ≤ L when t j ∈ τL indicates a time of an autonomous switching. Then taking the derivative of
both sides of the equality (5.26) with respect to x at t ∈

(
t j−1, t j

]
, with t j−1 < t ≤ t j < θ ≤ t j+1,

yields

∂J
(

t,q j−1,x,L− j+1; I[
t,t f ]

L− j+1

)
∂x

=
∂

∂x

∫ t j

t
lq j−1 (xs,us)ds+

∂

∂x
c
(
x
(
t j−
))

+
∂

∂x

∫
θ

t j

lq j (xω ,uω)dω +

∂J
(

θ ,q j,xθ ,L− j; I[
θ ,t f ]

L− j

)
∂x

, (5.38)

which gives

∂J
(

t,q j−1,x,L− j+1; I[
t,t f ]

L− j+1

)
∂x

=
∂ t j

∂x
lq j−1 (xs,us)

∣∣
s=t j−

+
∫ t j

t

[
∂xs

∂x

]T ∂ lq j−1 (xs,us)

∂xs
ds

+

[
∂xt j−

∂x

]T
∂c
(
xt j−
)

∂xt j−
−

∂ t j

∂x
lq j (xω ,uω)

∣∣
ω=t j

+
∫

θ

t j

[
∂xω

∂x

]T
∂ lq j (xω ,uω)

∂xω

dω

+

[
∂xθ

∂x

]T ∂J
(

θ ,q j,xθ ,L− j; I[
θ ,t f ]

L− j

)
∂xθ

, (5.39)
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with the derivative of (5.27) derived as

∂xθ

∂x
=

∂

∂x
ξ

(
xt +

∫ t j

t
fq j−1(xs,us)ds

)
−

∂ t j

∂xt j−
fq j (xω ,uω)

∣∣
ω=t j

+
∫

θ

t j

∂ fq j(xω ,uω)

∂x
dω

=

[
∂ξ (z)

∂ z

∣∣∣∣
z=xt+

∫ t j
t f (xs,us)

q j−1 ds

]T
∂

∂x

(
xt +

∫ t j

t
fq j−1(xs,us)ds

)

−
∂ t j

∂xt j−
fq j

(
xt j ,ut j

)
+
∫

θ

t j

∂ fq j (xω ,uω)

∂x
dω , (5.40)

which gives

∂xθ

∂x
=−

∂ t j

∂xt j−
fq j

(
xt j ,ut j

)
+
∫

θ

t j

∂ fq j (xω ,uω)

∂x
dω

+ ∇ξ |xt−j

(
In×n +

∂ t j

∂xt j−
fq j−1

(
xt j−,ut j−

)
+
∫ t j

t

∂xs

∂x

T ∂ fq j−1(xs,us)

∂xs
ds

)
(5.41)

Note that in the above equations, the partial derivative ∂ t j
∂xt j−

is not necessarily zero because

for δxt ∈ Rn the perturbed trajectory xs + δxs arrives on the switching manifold m at a different
time t ′j−=

(
t j +δ t j

)
−, δ t j ∈ R. Consider a locally modified control I′L− j+1 of the form

I′L− j+1 =
((

t j +δ t,σ j
)
,u′
)
, (5.42)

with

u′s =


us s ∈

[
t, t j
)

u
(
t j−
)

s ∈
[
t j, t j +δ t

)
us s ∈

[
t j +δ t, t j+1

) (5.43)

if δ t ≥ 0 and

u′s =


us s ∈

[
t, t j +δ t

)
u
(
t j
)
≡ u

(
t j+
)

s ∈
[
t j +δ t, t j

)
us s ∈

[
t j, t j+1

) (5.44)

if δ t < 0. Since I′L− j+1 = IL− j+1 holds everywhere except only on
[
t j, t j +δ t

)
(or
[
t j +δ t, t j

)
if

δ t < 0), the measure of the set of modified controls is of the order |δ t|. Evidently the perturbed
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trajectory arrives on the switching manifold when

m
(

xt j+δ t j−+δxt j+δ t j−

)
= 0. (5.45)

For δ t ≥ 0 we may write

m
(

xt j−+δxt j−+
∫ t j+δ t

t j

fq j−1

(
xs +δxs,ut j−

))
= m

(
xt j−
)
= 0, (5.46)

that gives [
∇m
(
xt j−
)]T [

δxt j−+ fq j−1

(
xt j−,ut j−

)
δ t +O

(
δ t2)]= 0, (5.47)

or

δ t =
−∇mT δxt j−

∇mT fq j−1

(
xt j−,ut j−

) +O
(
δ t2) . (5.48)

Similarly, for δ t < 0 the same result is achieved. In particular, as t ↑ t j and θ ↓ t j equation
(5.39) becomes

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=
∂ t j

∂xt j−
lq j−1

(
xt j−,ut j−

)
+
∫ t j

t j−

[
∂xs

∂x

]T ∂ lq j−1 (xs,us)

∂xs
ds

+

[
∂xt j−

∂xt j−

]T
∂c
(
xt j−
)

∂xt j−
−

∂ t j

∂xt j−
lq j

(
xt j ,ut j

)
+
∫ t j+

t j

[
∂xs

∂x

]T
∂ lq j (xs,us)

∂xs
ds

+

[
∂xt j+

∂xt j−

]T ∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

, (5.49)

or

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=
∂ t j

∂xt j−
lq j−1

(
xt j−,ut j−

)
+

∂c
(
xt j−
)

∂xt j−

−
∂ t j

∂xt j−
lq j

(
xt j ,ut j

)
+

[
∂xt j+

∂xt j−

]T ∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

, (5.50)
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and also (5.41) turns into

∂xt j+

∂xt j−
= ∇ξ |xt j−

−
∂ t j

∂xt j−

(
fq j

(
xt j ,ut j

)
−∇ξ fq j−1

(
xt j−,ut j−

))
. (5.51)

Therefore,

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=

−∂ t j

∂xt j−

(lq j−lq j−1

)
+
(
fq j−∇ξ fq j−1

)T ∂J
(

t j+,q j,xt j+,L− j; I
[t+j ,t f ]
L− j

)
∂xt j+



+
∂c
(
xt j−
)

∂xt j−
+∇ξ

T
∂J
(

t j+,q j,xt j+,L− j; I
[t+j ,t f ]
L− j

)
∂xt j+

. (5.52)

But in the limit as δxt j− ∈ Rn becomes sufficiently small, (5.48) gives

∂ t j

∂xt j−
=

−∇m
∇mT fq j−1

(
xt j−,ut j−

) , (5.53)

and hence,

∂J
(

t j−,q j−1,xt j−,L− j+1; I[
t j,t f ]

L− j+1

)
∂xt j−

=

(
lq j−lq j−1

)
+
(

fq j−∇ξ fq j−1

)T
∂J

(
t j+,q j,xt j+,L−j;I

[t j+,t f ]
L− j

)
∂xt j+

∇mT fq j−1

(
xt j−,ut j−

) ∇m

+∇c+∇ξ
T

∂J
(

t j+,q j,xt j+,L− j; I[
t j+,t f ]

L− j

)
∂xt j+

(5.54)
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This proves (5.3) with

p =

(
lq j−lq j−1

)
+
(

fq j−∇ξ fq j−1

)T
∂J

(
t j+,q j,xt j+,L−j;I

[t j+,t f ]
L− j

)
∂xt j+

∇mT fq j−1

(
xt j−,ut j−

) (5.55)

which is the same equation for p as in (5.4).
With the consideration of (5.37) and following a similar procedure as in part (i) of the proof,

equation (5.1) is derived for t ∈
(
t j−1, t j

]
, and as shown above, it is subject to the terminal and

boundary conditions (5.2) and (5.3) respectively. This completes the proof.

Theorem 5.2. Consider the hybrid system H together with the assumptions A0-A2 and the HOCP

(2.11) for the hybrid cost (2.10). If there exists an optimal control input with admissible set of

discontinuities, then along each optimal trajectory, the adjoint process λ in the HMP and the

gradient of the value function ∇V in the corresponding HDP satisfy the same family of differential

equations, almost everywhere, i.e.

d
dt

∇V =− ∂

∂x
fqo (xo,uo)T

∇V − ∂

∂x
lqo (xo,uo) , (5.56)

and
d
dt

λ
o =− ∂

∂x
fqo (xo,uo)T

λ
o− ∂

∂x
lqo (xo,uo) , (5.57)

and undergo the same terminal and boundary conditions, i.e.

∇V
(
t f ,qo,x

(
t f
)
,0
)
= ∇g

(
xo (t f

))
, (5.58)

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)
= ∇ξ |Tx(t j−)∇V

(
t j+,q j,x

(
t j+
)
,L− j

)
+ p ∇m|x(t j−) + ∇c|x(t j−) , (5.59)

for the gradient of the value function, and

λ
o (t f

)
= ∇g

(
xo (t f

))
, (5.60)

λ
o (t j−

)
= ∇ξ |Tx(t j−)λ

o (t j+
)
+ p ∇m|x(t j−) + ∇c|x(t j−) , (5.61)
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for the adjoint process. Hence, the adjoint process and the gradient of the value function are

equal almost everywhere, i.e.

λ
o = ∇xV (5.62)

almost everywhere in Lebesgue sense on
[
t0, t f

]
×Rn. �

Proof. Equations (5.57), (5.60) and (5.61) are direct results of the Hybrid Minimum Principle in
Theorem 3.1, and equations (5.56), (5.58) and (5.59) hold for the optimal feedback control having
an admissible set of discontinuities because equations (5.1), (5.2) and (5.3) hold for all feedback
controls with admissible sets of discontinuities. Hence, from Theorem 2.1 and the resulting
uniqueness of the solutions of (5.56) and (5.57) that are identical almost everywhere on t ∈

[
t0, t f

]
,

it is concluded that (5.62) holds almost everywhere in Lebesgue sense on
[
t0, t f

]
×Rn.

5.2 Variations over Optimal Trajectories

A3: For all q ∈ Q and 1≤ k ≤ L, the set M(2) of all points at which the second order derivatives
of V (t,q,x,L− k) exist and are continuous is open dense in R×Rn.

Theorem 5.3. Consider the hybrid system H together with the assumptions A0-A3 and the

HOCP (2.11) for the hybrid cost (2.10). Then the results of Theorem 5.2 holds, i.e. the adjoint

process locally describes the gradient of the value function and (5.62) holds almost everywhere

in Lebesgue sense on R×Rn. �

Proof. Eq. (5.57) is a direct result of the HMP in Theorem 1. In order to show that Eq. (5.56)
holds almost everywhere consider a reference hybrid state trajectory (τL,q, ,x) at a Lebesgue
instant t ∈ (tk, tk+1) for some k ∈ {1,2, · · · ,L}. Consider also a family of adjacent optimal
trajectories in the form (τ ′L,q, ,x

′) at the same time t ∈
(
t ′k, t
′
k+1
)

as illustrated in Fig. 5.1 such that
δx(s) := x′ (s)− x(s), s ∈ [t, tk+1)∩

[
t, t ′k+1

)
and δ tk+1 := t ′k+1− tk+1 can be selected arbitrarily

small and so that δu(s) := u′ (s)− u(s) lies in a ρ-ball around zero in the metric space defined
on U . For simplicity of notation, the proof is presented in Mayer form, i.e. with the running
and switching costs embedded respectively in the vector fields and jump maps, as remarked in
Section 3.

Consider both of the trajectories in the interval [t, t +δ t]⊂ (tk, tk+1)∩
(
t ′k, t
′
k+1
)

where δ t ∈R
can be selected arbitrarily small. Note that u ∈ L∞ ([t, t +δ t] ,U) may be modified on a set of
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Figure 5.1 The choice of trajectories for the variation of value function to derive
∇V dynamics

measure zero so that all points are Lebesgue points (see e.g. [90, 91]) in which case the value of
any cost function is necessarily unchanged [9].

Because of the Mayer representation of the optimal control problem, along the optimal
trajectories x and x′ = x+δx, the following equations must hold:

V (t +δ t,qk,xt+δ t ,L− k) =V (t,qk,xt ,L− k) (5.63)

V
(
t +δ t,qk, [x+δx]t+δ t ,L− k

)
=V (t,qk, [x+δx]t ,L− k) (5.64)

Writing the second order Taylor expansion of Eq. (5.63) gives

V (t +δ t,qk,xt+δ t ,L− k) =V (t,qk,xt ,L− k)+
∂V
∂ t

δ t +
∂V
∂x

T

fqk (xt ,ut)δ t

+
1
2

(
∂ 2V
∂ t2 δ t2 +2

∂ 2V
∂ t∂x

T

fqk (xt ,ut)δ t2 + fqk (xt ,ut)
T ∂ 2V

∂x2 fqk (xt ,ut)δ t

)
+O

(
δ

3) , (5.65)

that results in(
∂V
∂ t

+
∂V
∂x

T

fqk (xt ,ut)

)
δ t +

1
2

(
∂ 2V
∂ t2 +2

∂ 2V
∂ t∂x

T

fqk (xt ,ut)+ fqk (xt ,ut)
T ∂ 2V

∂x2 fqk (xt ,ut)

)
δ t2

+O
(
δ

3)= 0 (5.66)
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Expanding V (t,qk, [x+δx]t ,L− k) in Eq. (5.64) as

V (t,qk, [x+δx]t ,L− k) =V (t,qk,xt ,L− k)+
∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt +O

(
δ

3) , (5.67)

the second order expansion of V
(
t +δ t,qk, [x+δx]t+δ t ,L− k

)
is derived as

V
(
t +δ t,qk, [x+δx]t+δ t

)
=

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)

+
∂

∂ t

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)
δ t

+

(
fqk +

∂ fqk

∂x
δxt +

∂ fqk

∂u
δu
)T

δ t
∂

∂x

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)

+
1
2

∂ 2

∂ t2

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)
δ t2

+
1
2

[(
fqk +

∂ fqk

∂x
δxt +

∂ fqk

∂u
δu
)T

∂ 2

∂x2

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)(
fqk +

∂ fqk

∂x
δxt +

∂ fqk

∂u
δu
)]

δ t2

+

(
fqk +

∂ fqk

∂x
δxt +

∂ fqk

∂u
δu
)T

∂ 2

∂ t∂xt

(
V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt

)
δ t2+O

(
δ

3) ,
(5.68)

or

V
(
t +δ t,qk, [x+δx]t+δ t ,L− k

)
=V (t,qk,xt ,L− k)+

∂V
∂x

T

δxt +
1
2

δxT
t

∂ 2V
∂x2 δxt +

∂V
∂ t

δ t

+
∂ 2V
∂ t∂x

T

δxtδ t + f T
qk

∂V
∂x

δ t + f T
qk

∂ 2V
∂x2 δxtδ t +δxT

t
∂ fqk

∂x

T
∂V
∂x

δ t +δuT ∂ fqk

∂u

T
∂V
∂x

δ t +
1
2

∂ 2V
∂ t2 δ t2

+
1
2

f T
qk

∂ 2V
∂x2 fqkδ t2 +

∂ 2V
∂ t∂x

T

fqkδ t2 +O
(
δ

3) , (5.69)
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that from Eq. (5.64) it gives

(
∂V
∂ t

+ f T
qk

∂V
∂x

)
δ t +

∂V
∂x

T
∂ fqk

∂u
δuδ t +

(
∂ 2V
∂ t∂x

T

+ f T
qk

∂ 2V
∂x2 +

∂V
∂x

T
∂ fqk

∂x

)
δxtδ t

+
1
2

(
∂ 2V
∂ t2 +2

∂ 2V
∂ t∂x

T

fqk + f T
qk

∂ 2V
∂x2 fqk

)
δ t2 +O

(
δ

3)= 0 (5.70)

From Eqs. (5.66) and (5.70) it is conluded that(
∂ 2V
∂ t∂x

T

+ f T
qk

∂ 2V
∂x2 +

∂V
∂x

T
∂ fqk

∂x

)
δxt +

∂V
∂x

T
∂ fqk

∂u
δu = 0 (5.71)

Since x is a Lebesgue point at the Lebesgue time t, the HJB equation gives

uo
x = argmin

u

{
∂V
∂x

T

fqk (x,u)

}
(5.72)

and hence the term ∂V
∂x

T ∂ fqk
∂u δu vanishes in Eq. (5.71) resulting in(

∂ 2V
∂ t∂x

T

+ f T
qk

∂ 2V
∂x2 +

∂V
∂x

T
∂ fqk

∂x

)
δxt = 0 (5.73)

Since δxt is arbitrarily selected, it is concluded that

∂ 2V
∂ t∂x

T

+ f T
qk

∂ 2V
∂x2 +

∂V
∂x

T
∂ fqk

∂x
= 0 (5.74)

but from the definition of total derative

d
dt

(
∂V
∂x

)
=

∂

∂ t

(
∂V
∂x

)
+ f T

qk

∂

∂x

(
∂V
∂x

)
=

∂ 2V
∂ t∂x

T

+ f T
qk

∂ 2V
∂x2 (5.75)

Hence
d
dt

(
∂V
∂x

)
=−∂V

∂x

T
∂ fqk

∂x
(5.76)

Since the above arguments were derived for the Mayer presentation of the considered HOCP
(see also the remarks in Section 3), the equivalent result for the corresponding Bolza form is
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concluded as
d
dt

(
∂V
∂x

)
=−∂V

∂x

T
∂ fqk

∂x
−

∂ lqk

∂x
(5.77)

which proves Eq. (5.56).
For the terminal and boundary conditions, we note that Eq. (5.60) and Eq. (5.61) are direct

results of the HMP and Eq. (5.58) is simply derived by taking the gradient of (4.20).

Figure 5.2 The choice of trajectories for variation of the value function

To show the boundary condition (5.59) for the value function, consider again the reference
hybrid state trajectory (τL,q, ,x) around a switching time t j ∈ τL and the same family of
adjacent optimal trajectories in the form (τ ′L,q, ,x

′) around an equivalent switching time t ′j ∈ τ ′L

as illustrated in Fig. 5.2 such that δh := x′
(

t ′j−
)
− x
(
t j−
)
≡ x′

(
t j +δ t−

)
− x
(
t j−
)

and
δ t j := t ′j − t j can be selected arbitrarily small. Notice that in the autonomous switching case

δ t ⊥⊥ δh but δ t depends on d1 := x′
(

t ′j−
)
− x′

(
t j−
)
≡ δh−δx

(
t j−
)

for both autonomous and
controlled switchings (see Fig. 5.2 for the autonomous switching case).

Consider first the case where t j and t ′j correspond to an autonomous switching event subject
to a switching manifold m ≡ mq j−1q j with the switching manifold condition m(x) = 0. Due to
the Mayer representation of the HOCP considered with the switching cost embedded in the jump
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map, for x and x′ at t j the following equalities must hold:

V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)
=V

(
t j+,q j,x

(
t j+
)
,L− j

)
, (5.78)

V
(
t j +δ t−,q j−1,x′

(
t j +δ t−

)
,L− j+1

)
=V

(
t j +δ t+,q j,x′

(
t j +δ t+

)
,L− j

)
(5.79)

In addition, since running costs are embedded in vector fields, the following equations hold
along x and x′

V
(
t j+,q j,x

(
t j+
)
,L− j

)
=V

(
t j +δ t+,q j,x

(
t j +δ t+

)
,L− j

)
, (5.80)

V
(
t j−,q j−1,x′

(
t j−
)
,L− j+1

)
=V

(
t j +δ t−,q j−1,x′

(
t j +δ t−

)
,L− j+1

)
(5.81)

Eq. (5.78) and (5.80) give

V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)
=V

(
t j +δ t+,q j,x

(
t j +δ t+

)
,L− j

)
(5.82)

and Eq. (5.79) and (5.81) give

V
(
t j−,q j−1,x′

(
t j−
)
,L− j+1

)
=V

(
t j +δ t+,q j,x′

(
t j +δ t+

)
,L− j

)
(5.83)

Subtracting (5.82) from (5.83) and an application of Taylor series expansion yields

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)T
δx
(
t j−
)

= ∇V
(
t j +δ t+,q j,x

(
t j +δ t+

)
,L− j

)T
δx
(
t j +δ t

)
+O

(
δ

2) (5.84)

The following exact relations hold according to the dynamics and jump maps governing the
system’s trajectories (see also Fig. 1)

xq j

(
t j +δ t+

)
= xq j

(
t j
)
+d2 = ξ

(
xq j−1

(
t j−
))

+d2 (5.85)

x′q j

(
t j +δ t+

)
= ξ

(
x′q j−1

(
t j +δ t−

))
= ξ

(
x′q j−1

(
t j−
)
+d1

)
(5.86)

Hence,

δx
(
t j +δ t+

)
= x′q j

(
t j +δ t

)
− xq j

(
t j +δ t

)
= ∇ξ

(
δx
(
t j−
)
+d1

)
−d2 +O

(
δ

2) (5.87)
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where

d1 =
−∇mT δx

(
t j−
)

∇mT fq j−1

fq j−1 +O
(
δ

2) (5.88)

d2 =
−∇mT δx

(
t j−
)

∇mT fq j−1

fq j +O
(
δ

2) (5.89)

This gives Eq. (5.87) as

δx
(
t j +δ t+

)
= ∇ξ δx

(
t j−
)
+

∇mT δx
(
t j−
)

∇mT fq j−1

(
fq j −∇ξ fq j−1

)
+O

(
δ

2) (5.90)

Substituting (5.90) in (5.84) gives

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)T
δx
(
t j−
)
= ∇V

(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T
∇ξ δx

(
t j−
)

+∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T ∇mT δx
(
t j−
)

∇mT fq j−1

(
fq j −∇ξ fq j−1

)
(5.91)

Noting that
∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T
∇ξ δx

(
t j−
)
=[

∇ξ T ∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)]T
δx
(
t j−
) (5.92)

and

∇V
(
t j+δ t,q j,x

(
t j+δ t

)
,L− j

)T ∇mT δx
(
t j−
)

∇mT fq j−1

(
fq j−∇ξ fq j−1

)
=∇V

(
t j+δ t,q j,x

(
t j+δ t

)
,L− j

)T
(

fq j−∇ξ fq j−1

)
∇mT fq j−1

∇mT
δx
(
t j−
)
= p∇mT

δx
(
t j−
)

(5.93)

with

p :=
∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T ( fq j −∇ξ fq j−1

)
∇mT fq j−1

(5.94)

Eq. (5.91) can be written as

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)T
δx
(
t j−
)

=
[
∇ξ T ∇V

(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)
+ p∇m

]T
δx
(
t j−
) (5.95)
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Since (5.95) holds for every choice of δx
(
t j−
)

arbitrarily small, we must have

∇V
(
t j−,q j−1, [x+δx]

(
t j−
)
,L− j+1

)
=

∇ξ T ∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)
+ p∇m

(5.96)

Letting δ t→ 0, Eq. (5.96) becomes

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)
= ∇ξ

T
∇V
(
t j+,q j,x

(
t j+
)
,L− j

)
+ p∇m (5.97)

Noting that x
(
t j+
)
= ξ

(
x
(
t j−
))

and with the extraction of the switching cost from the jump
as in (2.15), the boundary condition (5.59) for ∇V is derived for the autonomous switching case.

If t j and t ′j correspond to a controlled switching event, δ t is independent of d1 = x′
(

t ′j−
)
−

x′
(
t j−
)
. Similar to the autonomous switching case, (5.84) and (5.87) hold but (5.88) and (5.89)

become

d1 = fq j−1δ t +O
(
δ

2) (5.98)

d2 = fq jδ t +O
(
δ

2) (5.99)

that gives

∇V
(
t j−,q j−1,x

(
t j−
)
,L− j+1

)T
δx
(
t j−
)

= ∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T
∇ξ δx

(
t j−
)

−∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T
( f2−∇ξ f1)δ t (5.100)

or

[
∇ξ

T
∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)
−∇V

(
t j−,q j−1,x

(
t j−
)
,L− j+1

)]T
δx
(
t j−
)

=
[
∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)T
( f2−∇ξ f1)

]
δ t (5.101)

Letting δ t→ 0 and noting that the above relation must hold for all δx
(
t j−
)
∈Rn, Eq. (5.101)

results in

∇V
(
t j−,q j−1, [x+δx]

(
t j−
)
,L− j+1

)
= ∇ξ

T
∇V
(
t j +δ t,q j,x

(
t j +δ t

)
,L− j

)
(5.102)
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which is the same as Eq. (5.96) with p = 0. Thus the boundary condition (5.59) for ∇V is shown
to hold in the controlled switching case as well.

In conclusion, the relationship between the Hybrid Minimum Principle and Hybrid Dynamic
Programming in the form of Eq. (5.62) is proved from the uniqueness of the solution of (5.56)
(and equivalently (5.57)) subject to the boundary conditions (5.58) and (5.59) (equivalently (5.60)
and (5.61)).
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Chapter 6

Analytical Examples

6.1 Nonlinear Dynamics and Costs in {q1,q2}×R{q1,q2}×R{q1,q2}×R

Consider a hybrid system with the following indexed vector fields

ẋ = f1 (x,u) = x+ xu, (6.1)

ẋ = f2 (x,u) =−x+ xu, (6.2)

and the hybrid optimal control problem

J
(
t0, t f ,h0,1; I1

)
=
∫ ts

t0

1
2

u2dt +
1

1+[x(ts−)]2
+
∫ t f

ts

1
2

u2dt +
1
2
[
x
(
t f
)]2

, (6.3)

subject to the initial condition h0 = (q(t0) ,x(t0)) = (q1,x0) provided at the initial time t0 = 0.

6.1.1 The HMP Formulation and Results

Writing down the Hybrid Minimum Principle results for the above HOCP, the Hamiltonians are
formed as

Hq1 =
1
2

u2 +λ x(u+1) , (6.4)

Hq2 =
1
2

u2 +λ x(u−1) , (6.5)
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from which the minimizing control input for both Hamiltonian functions is determined as

uo =−λx (6.6)

Therefore, the adjoint process dynamics, determined from (3.3) and with the replacement of
the optimal control input (6.6), is written as

λ̇ =
−∂Hq1

∂x
=−λ (uo +1) = λ (λ x−1) , t ∈ (t0, ts) (6.7)

λ̇ =
−∂Hq2

∂x
=−λ (uo−1) = λ (λ x+1) , t ∈

(
ts, t f

)
(6.8)

which are subject to the terminal and boundary conditions

λ
(
t f
)
= ∇g|x(t f ) = x

(
t f
)
, (6.9)

λ (ts−)≡ λ (ts) = ∇ξ |x(ts−)λ (ts+)+ ∇c|x(ts−) =−λ (ts+)+
−2x(ts−)(

1+[x(ts−)]2
)2 (6.10)

The replacement of the optimal control input (6.6) in the continuous state dynamics (3.2)
gives

ẋ =
∂Hq1

∂λ
= x(1+uo) =−x(λ x−1) , t ∈ (t0, ts) (6.11)

ẋ =
∂Hq2

∂λ
= x(−1+uo) =−x(λ x+1) , t ∈

(
ts, t f

)
(6.12)

which are subject to the initial and boundary conditions

x(t0) = x(0) = x0, (6.13)

x(ts) = ξ (x(ts−)) =−x(ts−) (6.14)
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The Hamiltonian continuity condition (3.9) states that

Hq1 (ts−) =
1
2
[uo (ts−)]2 +λ (ts−)x(ts−) [uo (ts−)+1]

=
1
2
[−λ (ts−)x(ts−)]2 +λ (ts−)x(ts−) [−λ (ts−)x(ts−)+1]

= Hq2 (ts+) =
1
2
[uo (ts+)]2 +λ (ts+)x(ts+)[uo (ts+)−1]

=
1
2
[−λ (ts+)x(ts+)]2 +λ (ts+)x(ts+)[−λ (ts+)x(ts+)−1] , (6.15)

which can be written, using (6.14), as

x(ts−) [λ (ts−)−λ (ts+)] =
1
2
[x(ts−)]2

[
[λ (ts−)]2− [λ (ts+)]2

]
(6.16)

The solution to the set of ODEs (6.7), (6.8), (6.11), (6.12) together with the initial condition
(6.13) expressed at t0, the terminal condition (6.9) determined at t f and the boundary conditions
(6.14) and (6.10) provided at ts which is not a priori fixed but determined by the Hamiltonian
continuity condition (6.16), results in the determination of the optimal control input and its
corresponding optimal trajectory that minimize the cost J

(
t0, t f ,h0,1; I1

)
over III1, the family of

hybrid inputs with one switching.

Analytical Solution to the HMP

In the above arguments, optimal controls and their corresponding optimal trajectories have been
identified as the solution of the governing differential equations provided by the HMP. For this
particular example, however, we can take further steps in order to reduce the above boundary
value ODE problem into a set of algebraic equations by using the special forms of the differential
equations under study. A more detailed discussion is presented in [78]. Because of the special
dynamics in this example, we can write:

λ
′ :=

dλ

dx
=

λ̇

ẋ
=

λ (λ x−1)
−x(λ x−1)

=
−λ

x
, t ∈ [0, ts) , (6.17)

which gives
λ =

α

x
, t ∈ [0, ts) . (6.18)
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Similarly,

λ =
β

x
, t ∈

[
ts, t f

]
. (6.19)

Substituting (6.18) and (6.19) into (6.6) results in

uo (t) =−α, t ∈ [0, ts) , (6.20)

uo (t) =−β , t ∈
[
ts, t f

]
. (6.21)

With the substitution of (6.20) into (6.11), and (6.21) into (6.12), we write

x(t) = x0e(1−α)t , t ∈ [0, ts) , (6.22)

x(t) = x(ts)e−(1+β )(t−ts) =−x0e(1−α)ts−(1+β )(t−ts), t ∈
[
ts, t f

]
, (6.23)

where in writing of the second equality in (6.23), the boundary condition (6.14) is used. Therefore

λ (t) =
α

x(t)
=

α

x0e(1−α)t
, t ∈ [0, ts] , (6.24)

λ (t) =
β

x(t)
=

−β

x0e(1−α)ts−(1+β )(t−ts)
, t ∈

(
ts, t f

]
. (6.25)

Equation (6.16) requires that at least one of the following conditions hold

x(ts−) = 0, (6.26)

λ1 (ts−) = λ2 (ts+) , (6.27)

x(ts−) [λ1 (ts−)+λ2 (ts+)] = 2, (6.28)

The first equality (6.26) is ruled out because it is impossible for x0 6= 0 as the control input
cannot steer the trajectories to the origin. Equality (6.28) is also ruled out because it is a
contradiction to (6.10) as the sum of the adjoint processes would need to be positive and negative
at the same time. Hence,

λ1 (ts−) = λ2 (ts+) , (6.29)
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Figure 6.1 The optimal trajectory, the corresponding adjoint processes, optimal
inputs and the Hamiltonians for the system in Example 6.1 with x0 = 0.5 and t f = 4
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must hold which together with (6.10) result in

λ1 (ts−) = λ2 (ts+) =
−x(ts−)(

1+[x(ts−)]2
)2

.

(6.30)

The condition (6.29) gives
α =−β , (6.31)

and (6.30) implies that
α

x0e(1−α)ts
=

−x0e(1−α)ts(
1+
[
x0e(1−α)ts

]2)2 , (6.32)

which gives

α =
−x2

0e2(1−α)ts(
1+ x2

0e2(1−α)ts
)2 . (6.33)

Furthermore, (6.9) results in

−β

x0e(1−α)ts−(1+β )(t−ts)
=

α

x0e(1−α)(2ts−t f )
=−x0e(1−α)(2ts−t f ), (6.34)

which gives
α =−x2

0e2(1−α)(2ts−t f ) (6.35)

Solving (6.33) and (6.35) determines α (and consequently β ) as well as ts, given that x0 and
t f are specified. The numerical results for x0 = 0.5 and t f = 4 are illustrated in Figure 6.1.1.

6.1.2 The HDP Formulation and Results

Theorem 4.3 states that the value function satisfies the HJB equation (4.19) almost everywhere.
In particular,

− ∂V (t,q2,x,0)
∂ t

= inf
u

Hq2

(
x,

∂V
∂x

,u
)
= inf

u

{
lq2 (x,u)+

∂V
∂x

fq2 (x,u)
}

= inf
u

{
1
2

u2 +
∂V
∂x

[−x+ xu]
}
=

{
1
2

u2 +
∂V
∂x

[−x+ xu]
}

u=−x ∂V
∂x

=
−1
2

x2
(

∂V
∂x

)2

− x
∂V
∂x

,

(6.36)
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and similarly,

−∂V (t,q1,x,1)
∂ t

=
−1
2

x2
(

∂V
∂x

)2

+ x
∂V
∂x

(6.37)

with the boundary conditions

V
(
t f ,q2,x,0

)
= g

(
x
(
t f
))

=
1
2

x2, (6.38)

for V (t,q2,x,0), as well as

V (ts,q1,x,1) = min
σ∈{σq1q2}

{
V (ts,q2,−x,0)+

1
1+ x2

}
, (6.39)

and
−1
2

x2
(

∂Vq1

∂x

)2

+ x
∂Vq1

∂x
=
−1
2

(−x)2
(

∂Vq2

∂x

)2

− (−x)
∂Vq2

∂x
, (6.40)

required for the determination of V (t,q1,x,1) and ts.

6.1.3 The HMP - HDP Relationship

In order to illustrate the the result in Theorem 5.2, we first take the partial derivatives of (6.36)
with respect to x to write

∂

∂x

(
∂V
∂ t
− 1

2
x2
(

∂V
∂x

)2

− x
∂V
∂x

)
= 0, (6.41)

or
∂ 2V
∂x∂ t

− x
(

∂V
∂x

)2

− x2 ∂V
∂x

∂ 2V
∂x2 −

∂V
∂x
− x

∂ 2V
∂x2 = 0 (6.42)

It can easily be verified that the set of states with twice differentiability of V (t,q2,x,0) is
M(2) =

(
ts, t f

)
× (R−{0}) which is open dense in R×R and therefore,

∂ 2V
∂ t∂x

− x2 ∂V
∂x

∂ 2V
∂x2 − x

∂ 2V
∂x2 = x

(
∂V
∂x

)2

+
∂V
∂x

(6.43)
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But from the definition of the total derivative, we have

d
dt

(
∂V
∂x

)
=

∂ 2V
∂ t∂x

+
∂ 2V
∂x2 fq2(x,uo) =

∂ 2V
∂ t∂x

+
∂ 2V
∂x2

(
−x2 ∂V

∂x
− x
)
=

∂ 2V
∂ t∂x

− x2 ∂V
∂x

∂ 2V
∂x2 − x

∂ 2V
∂x2

(6.44)
Therefore, from (6.43) and (6.44), the dynamics for ∇V (t,q2,x,0) is derived as

d
dt

(
∂V
∂x

)
= x
(

∂V
∂x

)2

+
∂V
∂x

=
∂V
∂x

(
x

∂V
∂x

+1
)

(6.45)

which is the same as the dynamics (6.8) for λ (t), t ∈
(
ts, t f

)
.

Similarly, the differentiation of (6.37) results in

d
dt

(
∂V
∂x

)
=

∂V
∂x

(
x

∂V
∂x
−1
)

(6.46)

which is the same as the dynamics (6.7) for λ (t), t ∈ (t0, ts). The equality of the terminal
conditions for ∇V

(
t f ,q2,x,0

)
and λ

(
t f
)

becomes obvious by taking the gradient of (6.38), i.e.

∂V
(
t f ,q2,x,0

)
∂x

=
∂g(x)

∂x
= x, (6.47)

which is equivalent to (6.9).
Moreover, the equality of the boundary conditions for ∇V

(
t f ,q2,x,0

)
and λ

(
t f
)

can be
illustrated by taking the gradient of (6.39) and writing

∂

∂x
V (ts,q1,x,1) =

∂

∂x

(
V (ts,q2,−x,0)+

1
1+ x2

)
, (6.48)

that gives
∂V (ts,q1,x,1)

∂x
= −∂V (ts,q2,y,0)

∂y

∣∣∣∣
y=−x

+
−2x

(1+ x2)
2 , (6.49)

which is the same boundary condition as the boundary condition (6.10) for λ . Therefore, by
the uniqueness of the results of the set of differential equations (6.45) and (6.46) for ∇V (or
equivalently (6.8) and (6.7) for λ ) with the terminal and boundary conditions (6.47) and (6.49)
for ∇V (or equivalently (6.9) and (6.10) for λ ), the gradient of the value function evaluated along
every optimal trajectory is equal to the adjoint process corresponding to the same trajectory.
Interested readers are referred to [78] for further discussion on this example. �
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6.2 Linear Dynamics and Quadratic Costs in {q1,q2}×R2{q1,q2}×R2{q1,q2}×R2

Consider the hybrid system with the indexed vector fields

ẋ =

[
ẋ1

ẋ2

]
= f1 (x,u) =

[
x2

−x1 +u

]
, (6.50)

and

ẋ =

[
ẋ1

ẋ2

]
= f2 (x,u) =

[
x2

u

]
, (6.51)

where autonomous switchings occur on the switching manifold described by

m(x1 (ts) ,x2 (ts−))≡ x2 (ts−) = 0, (6.52)

with the continuity of the trajectories at the switching instant. Consider the hybrid optimal control
problem defined as the minimization of the total cost functional

J =
∫ t f

t0

1
2

u2dt +
1
2
(x1 (ts))

2 +
1
2
(
x2
(
t f
)
− vre f

)2 (6.53)

6.2.1 The HMP Formulation and Results

Employing the HMP, the corresponding Hamiltonians are defined as

H1 = λ1x2 +λ2 (−x1 +u)+
1
2

u2, (6.54)

and
H2 = λ1x2 +λ2u+

1
2

u2 (6.55)

The Hamiltonian minimization with respect to u (Eq. (3.8)) gives

uo =−λ2 (6.56)

for both q = 1 and q = 2.
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Therefore the state dynamics (3.2) and the adjoint process dynamics (3.3) become

ẋ1 =
∂H1

∂λ1
= x2, (6.57)

ẋ2 =
∂H1

∂λ2
=−x1 +uo =−x1−λ2, (6.58)

λ̇1 =
−∂H1

∂x1
= λ2, (6.59)

λ̇2 =
−∂H1

∂x2
=−λ1, (6.60)

for q = 1, and

ẋ1 =
∂H2

∂λ1
= x2, (6.61)

ẋ2 =
∂H2

∂λ2
= uo =−λ2, (6.62)

λ̇1 =
−∂H2

∂x1
= 0, (6.63)

λ̇2 =
−∂H2

∂x2
=−λ1, (6.64)

for q = 2. At the initial time t = t0, the continuous valued states are specified by the initial
conditions

x1 (t0) = x10, (6.65)

x2 (t0) = x20 (6.66)

At the switching instant t = ts, the boundary conditions for the states and adjoint processes
are determined as

x1 (ts) = x1 (ts−)≡ lim
t↑ts

x1 (t) , (6.67)

x2 (ts) = x2 (ts−) = 0, (6.68)

λ1 (ts) = λ1 (ts+)+
∂c
∂x1

+ p
∂m
∂x1

= λ1 (ts+)+ x1 (ts) , (6.69)

λ2 (ts) = λ2 (ts+)+
∂c
∂x2

+ p
∂m
∂x2

= λ2 (ts+)+ p (6.70)
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And at the terminal time t = t f , the adjoint processes are determined by (3.6) as

λ1
(
t f
)
=

∂g
∂x1

= 0, (6.71)

λ2
(
t f
)
=

∂g
∂x2

= x2
(
t f
)
− vre f (6.72)

Note that unlike t0 and t f which are a priori determined, ts is not fixed and needs to be
determined by the Hamiltonian continuity condition (3.9) as

H1 (ts−) = λ1 (ts−)x2 (ts−)−λ2 (ts−)x1 (ts−)−
1
2

λ2 (ts−)2 =−λ2 (ts)x1 (ts−)−
1
2

λ2 (ts)
2

= H2 (ts+) = λ1 (ts+)x2 (ts+)− 1
2

λ2 (ts+)2 =−1
2

λ2 (ts+)2 , (6.73)

i.e.
λ2 (ts)x1 (ts−)+

1
2

λ2 (ts)
2 =

1
2

λ2 (ts+)2 , (6.74)

that with the insertion of (6.70), it becomes

(λ2 (ts+)+ p)x1 (ts−)+
1
2
(λ2 (ts+)+ p)2 =

1
2

λ2 (ts+)2 , (6.75)

The set of ODEs (6.57) to (6.64), together with the initial conditions (6.65) and (6.66)
expressed at t0, the boundary conditions (6.67), (6.68), (6.69) and (6.70) provided at ts, and the
terminal conditions (6.71) and (6.72) determined at t f , with the two unknowns ts and p determined
by the Hamiltonian continuity condition (6.75) and the switching manifold condition (6.52), form
an ODE boundary value problem whose solution results in the determination of the optimal
control input and its corresponding optimal trajectory that minimize the cost J

(
t0, t f ,h0,1; I1

)
over III1, the family of hybrid inputs with one switching on the switching manifold (6.52).

Analytical Solution to the HMP

Similar to the previous example, further steps can be taken in order to reduce the above boundary
value ODE problem into a set of algebraic equations using the special forms of the differential
equations under study. This has been done in detail in [96], and a brief version is provided here.
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From (6.63) and (6.69) we may write

λ1 (t) = 0, t ∈
(
ts, t f

]
. (6.76)

Therefore, the dynamics of the second component of the adjoint process in
(
ts, t f

]
is

determined from (6.64) as

λ̇2 = 0, t ∈
(
ts, t f

]
, (6.77)

which from (6.72) we conclude that

λ2 (t) = x2
(
t f
)
− vre f t ∈

(
ts, t f

]
. (6.78)

The boundary conditions (6.69) and (6.70) on adjoint processes at the switchings instant give

λ1 (ts) = λ1 (ts+)+ x1 (ts) = x1 (ts) , (6.79)

λ2 (ts) = λ2 (ts+)+ p = x2
(
t f
)
− vre f + p, (6.80)

The conditions (6.79) and (6.80) serve as terminal conditions for the adjoint processes
dynamics (6.59) and (6.59) which have a general solution of the form

λ1 = Asin(t +α) , t ∈ [t0, ts] , (6.81)

λ2 = Acos(t +α) , t ∈ [t0, ts] . (6.82)

Therefore, the state dynamics (6.57) and (6.58) are written as

ẋ1 = x2, (6.83)

ẋ2 =−x1−λ2 =−x1−Acos(t +α) , (6.84)

for t ∈ [t0, ts], which have a general solution of the form

x1 (t) =
−1
2

At sin(t +α)+Bsin(t +β ) , (6.85)

x2 (t) =
−1
2

At cos(t +α)− 1
2

Asin(t +α)+Bcos(t +β ) , (6.86)
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for t ∈ [t0, ts) = [0, ts), subject to the initial conditions

x1 (t0) = Bsinβ = x10, (6.87)

x2 (t0) =−
1
2

Asin(α)+Bcos(β ) = x20. (6.88)

At the switching time ts the continuity condition for x1 and x2 are written as

x1 (ts+)≡ x1 (ts) = x1 (ts−) , (6.89)

x2 (ts+)≡ x2 (ts) = x2 (ts−) = 0, (6.90)

which form the initial conditions for the state dynamics in q2 and t ∈
[
ts, t f

]
, determined from

(6.61) and (6.62) as

ẋ1 = x2, (6.91)

ẋ2 =−λ2 = vre f − x2
(
t f
)
. (6.92)

The above equations have the solution

x1 (t) = x1 (ts)+
1
2
(
vre f − x2

(
t f
))

(t− ts)
2 , (6.93)

x2 (t) =
(
vre f − x2

(
t f
))

(t− ts) , (6.94)

for t ∈
[
ts, t f

]
. Since (6.94) is expressed implicitly in terms of x2

(
t f
)
, we evaluate (6.94) at t f to

write an explicit form for x2 as

x2
(
t f
)
=
(
vre f − x2

(
t f
))(

t f − ts
)
, (6.95)

which gives

x2
(
t f
)
=

vre f
(
t f − ts

)
1+ t f − ts

. (6.96)

Substitution of (6.96) into (6.93) and (6.94) results in

x1 (t) = x1 (ts)+
vre f

2
(
1+ t f − ts

) (t− ts)
2 , (6.97)

x2 (t) =
vre f

1+ t f − ts
(t− ts) , (6.98)
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Figure 6.2 The optimal trajectory components xo
1 and xo

2, the corresponding adjoint
process components λ o

1 and λ o
2 , the optimal control input uo and the corresponding

Hamiltonian H (xo,λ o,uo) in Example 6.2 for t0 = 0, x10 = 1, x20 =−0.5, t f = 5 and
vre f = 1
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for t ∈
[
ts, t f

]
. This gives the adjoint boundary conditions (6.79) and (6.80) as

A
(

1+
ts
2

)
sin(ts +α) = Bsin(ts +β ) , (6.99)

Acos(ts +α) =
vre f

1+ t f − ts
+ p. (6.100)

The switching manifold condition (6.90) states that

−1
2

Ats cos(ts +α)− 1
2

Asin(ts +α)+Bcos(ts +β ) = 0, (6.101)

and the Hamiltonian continuity condition (6.75) gives

Acos(ts +α)

(
−1
2

Ats sin(ts +α)+Bsin(ts +β )

)
+

1
2

A2 cos2 (ts +α) =
1
2

(
vre f

1+ t f − ts

)2

.

(6.102)
Hence, by solving simultaneously the set of 6 equations (6.87), (6.88), (6.99), (6.100),

(6.101), and (6.102) for the given t0 = 0, t f < ∞, x(t0) ≡ [x10,x20]
T and vre f the values of the

6 unkown parameters A,α,B,β , ts and p are determined. For the values of t0 = 0, x10 = 1,
x20 =−0.5, t f = 5 and vre f = 1 the results are demonstrated in Figure 6.2.

6.2.2 The HDP Formulation and Results

For the linear differential equations (6.50) and (6.51), the Hamiltonians for the HJB equation are
formed as

Hi (x,∇V,u) =
1
2

u2 +∇V T (Aix+Biu) , (6.103)

which have a minimizing control input

uo =−BT
∇V =−

[
0 1

][ ∂V
∂x1
∂V
∂x2

]
=− ∂V

∂x2
, (6.104)

and therefore, the HJB equations are expressed as

−∂V (t,q2,x,0)
∂ t

=
−1
2

(
∂V
∂x2

)2

+ x2
∂V
∂x1

, (6.105)

−∂V (t,q1,x,1)
∂ t

=
−1
2

(
∂V
∂x2

)2

+ x2
∂V
∂x1
− x1

∂V
∂x2

, (6.106)
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The terminal condition at t = t f is specified as

V
(
t f ,q2,x,0

)
=

1
2
(
x2− vre f

)2
, (6.107)

for V (t,q2,x,0), and the boundary condition for V (t,q1,x,1) and the switching instant t = ts are
determined by

V (ts,q1,x,1) =V (ts,q2,x,0)+
1
2

x2
1, (6.108)

and
−1
2

(
∂Vq1

∂x2

)2

+ x2
∂Vq1

∂x1
− x1

∂Vq1

∂x2
=
−1
2

(
∂Vq2

∂x2

)2

+ x2
∂Vq2

∂x1
, (6.109)

subject to the switching manifold condition (6.52).

6.2.3 The HMP - HDP Relationship

Similar to Example 1, in order to illustrate the result in Theorem 5.2, we take the partial
derivatives of (6.105) and (6.106) with respect to x. We note that by the definition of the total
derivative,

d
dt

(
∂V (t,qi,x,2− i)

∂x

)
=

∂ 2V
∂ t∂x

+
∂ 2V
∂x2 fqi (x,u

o) =
∂ 2V
∂x∂ t

+
∂ 2V
∂x2 fqi

(
x,− ∂V

∂x2

)
, (6.110)

which is equivalent to

d
dt

[
∂V (t,q2,x,0)

∂x1
∂V (t,q2,x,0)

∂x2

]
=

[
∂ 2V

∂x1∂ t
∂ 2V

∂x2∂ t

]
+

 ∂ 2V
∂x2

1

∂ 2V
∂x1∂x2

∂ 2V
∂x2∂x1

∂ 2V
∂x2

2

[ x2

− ∂V
∂x2

]
=

 ∂ 2V
∂x1∂ t + x2

∂ 2V
∂x2

1
− ∂ 2V

∂x1∂x2

∂V
∂x2

∂ 2V
∂x2∂ t + x2

∂ 2V
∂x2∂x1

− ∂ 2V
∂x2

2

∂V
∂x2

 ,
(6.111)

for ∇V (t,q2,x,0), and

d
dt

[
∂V (ts,q1,x,1)

∂x1
∂V (ts,q1,x,1)

∂x2

]
=

[
∂ 2V

∂x1∂ t
∂ 2V

∂x2∂ t

]
+

 ∂ 2V
∂x2

1

∂ 2V
∂x1∂x2

∂ 2V
∂x2∂x1

∂ 2V
∂x2

2

[ x2

−x1− ∂V
∂x2

]

=

 ∂ 2V
∂x1∂ t + x2

∂ 2V
∂x2

1
− ∂ 2V

∂x1∂x2

∂V
∂x2
− x1

∂ 2V
∂x1∂x2

∂ 2V
∂x2∂ t + x2

∂ 2V
∂x2∂x1

− ∂ 2V
∂x2

2

∂V
∂x2
− x1

∂ 2V
∂x2

2

 , (6.112)
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for ∇V (ts,q1,x,1). Taking the partial derivatives of (6.105) with respect to x and a substitution
of the terms introduced by (6.111), gives

d
dt

(
∂V (t,q2,x,0)

∂x1

)
= 0, (6.113)

d
dt

(
∂V (t,q2,x,0)

∂x2

)
=−∂V (t,q2,x,0)

∂x1
, (6.114)

which are equivalent to the differential equations (6.63) and (6.64) for λ (t), t ∈
(
ts, t f

]
. Similarly,

the (partial) differentiation of (6.105) with respect to x results in

d
dt

(
∂V (t,q1,x,1)

∂x1

)
=

∂V (t,q1,x,1)
∂x2

, (6.115)

d
dt

(
∂V (t,q1,x,1)

∂x2

)
=−∂V (t,q1,x,1)

∂x1
, (6.116)

which are equivalent to the differential equations (6.59) and (6.60) for λ (t), t ∈ (t0, ts]. Moreover,
it can easily be verified that the optimal sensitivity process ∇V satisfies the terminal condition

∇V
(
t f ,q2,x,0

)
=

 ∂V(t f ,q2,x,0)
∂x1

∂V(t f ,q2,x,0)
∂x2

=

[
0

x2
(
t f
)
− vre f

]
, (6.117)

and the boundary condition[
∂V (ts,q1,x,1)

∂x1
∂V (ts,q1,x,1)

∂x2

]
=

[
∂V (ts,q2,x,0)

∂x1
∂V (ts,q2,x,0)

∂x2

]
+

[
∂c(x(ts−))

∂x1
∂c(x(ts−))

∂x2

]
+ p

[
∂m(x(ts−))

∂x1
∂m(x(ts−))

∂x2

]
=

[
∂V (ts,q2,x,0)

∂x1
+ x1 (ts−)

∂V (ts,q2,x,0)
∂x2

+ p

]
,

(6.118)
subject to x2 (ts−) = 0. Therefore, by the uniqueness of the results of the set of governing
differential equations for ∇V and λ which are subject to the same terminal and boundary
conditions, along any optimal trajectory, the gradient of the value function is equal to the adjoint
process corresponding to the same optimal trajectory. Interested readers are referred to [96] for
further discussion on this example. �
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6.3 Linear Dynamics and Quadratic Costs in {q1,q2}×R4{q1,q2}×R4{q1,q2}×R4 with
Codimension 222 Switching Manifold

Consider the following mechanical system with two point masses m1 and m2 each one attached
to separate spring and damper with the configuration depicted in Figure 6.3. The spring and the
damper attached to the mass m1 have the stiffness and damping coefficients k1 and c1 respectively
and apply forces to m1 in the direction of the x axis and the spring and the damper attached to the
mass m2 have the stiffness and damping coefficients k2 and c2 respectively and apply forces to m2

in the direction of the y axis. The neutral positions for the springs k1 and k2 have the coordinates
(d1,0) and (0,d2) respectively in the coordinate system shown in Figure 6.3. Denoting x1 := x,
x2 := ẋ, x3 := y and x4 := ẏ the dynamics of the system is described as

ẋ1 = x2

ẋ2 =−
k1

m1
x1−

c1

m1
x2 +

1
m1

u1 +
k1

m1
d1

ẋ3 = x4

ẋ4 =−
k2

m2
x3−

c2

m2
x4 +

1
m2

u2 +
k2

m2
d2

(6.119)

which has the matrix representation

ẋ = A1x+B1u+D1 (6.120)

with

A1 =


0 1 0 0
−k1
m1

−c1
m1

0 0

0 0 0 1
0 0 −k2

m2

−c2
m2

 , B1 =


0 0
1

m1
0

0 0
0 1

m2

 , D1 =


0

k1
m1

d1

0
k2
m2

d2

 (6.121)

When both masses pass through the origin at the same time a collision occurs. Denoting
the time of the collision by ts this incident corresponds to a switching manifold in the form of a
codimension 2 submanifold of R4 described by

m : {x1 (ts−) = 0 ∧ x3 (ts−) = 0} (6.122)
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Figure 6.3 The system studied in Example 6.3

Consider a completely plastic collision in which the masses attach to each other and hence,
the speeds after the collision determined by the law of conservation of linear momentum are
related to speeds before the collision by

(m1 +m2)vx (ts+)≡ (m1 +m2)vx (ts) = m1v1x (ts−)
(m1 +m2)vy (ts+)≡ (m1 +m2)vy (ts) = m2v2y (ts−)

(6.123)

that determines the corresponding autonomous jump map as
x1 (ts)

x2 (ts)

x3 (ts)

x4 (ts)

=


1 0 0 0
0 m1

m1+m2
0 0

0 0 1 0
0 0 0 m2

m1+m2




x1 (ts−)
x2 (ts−)
x3 (ts−)
x4 (ts−)

 (6.124)

Assuming decoupled stiffness and damping in the two directions (see e.g. [97, 98]) the



6 Analytical Examples 88

dynamics of the system after the collision is described by

ẋ1 = x2

ẋ2 =−
k1

m1 +m2
x1−

c1

m1 +m2
x2 +

1
m1 +m2

u1 +
k1

m1 +m2
d1

ẋ3 = x4

ẋ4 =−
k2

m1 +m2
x3−

c2

m1 +m2
x4 +

1
m1 +m2

u2 +
k2

m1 +m2
d2

(6.125)

which has the matrix representation

ẋ = A2x+B2u+D2 (6.126)

with

A2 =


0 1 0 0
−k1

m1+m2

−c1
m1+m2

0 0

0 0 0 1
0 0 −k2

m1+m2

−c2
m1+m2

 , B2 =


0 0
1

m1+m2
0

0 0
0 1

m1+m2

 , D2 =


0

k1
m1+m2

d1

0
k2

m1+m2
d2


(6.127)

For the hybrid system described above consider the optimal control problem

J (x0,T,u) =
∫ T

0
l (x,u)dt + c(x(ts−))+g(x(T )) (6.128)

with the running costs

l1 (x,u) = l2 (x,u)≡ l (x,u) =
1
2
(
u2

1 +u2
2
)
=

1
2

uT u (6.129)

Take the switching cost as the kinetic energy just before switching (i.e. collision) which is

c(x(ts−)) =
1
2

m1 (x2 (ts−))2 +
1
2

m2 (x4 (ts−))2 (6.130)
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and assume that the terminal cost penalizes the total energy at the final time T , i.e.

g(x(T )) =
1
2
(m1 +m2)(x2 (T ))

2 +
1
2
(m1 +m2)(x4 (T ))

2

+
1
2

k1 (x1 (T )−d1)
2 +

1
2

k2 (x3 (T )−d2)
2 (6.131)

Consequently, the hybrid optimal control problem is defined as finding the minimum of J in
(6.128) and the corresponding minimizing control inputs for the given system.

6.3.1 The HMP Results

Employing Theorem 1, the Hamiltonian is formed as

Hi (x,λ ,u) = λ
T (Aix+Biu+Di)+

1
2

uT u (6.132)

The Hamiltonian minimization condition (3.8) gives

∂Hi

∂u
= 0 ⇒ uo =−BT

i λ
o (6.133)

and hence, from (3.2) and (3.3)

ẋo = Aixo−BiBT
i λ

o +Di (6.134)

λ̇
o =−AT

i λ
o (6.135)

with the initial condition for xo given as

xo (0) = x0 (6.136)

and its boundary condition (3.5) given as

x(ts) = Px(ts−) (6.137)
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where P is defined from (6.124) as

P =


1 0 0 0
0 m1

m1+m2
0 0

0 0 1 0
0 0 0 m2

m1+m2

 (6.138)

The terminal condition for λ o is given from (3.6) as

λ
o (T ) = ∇g(x(T )) = G

(
x− r f

)
(6.139)

with G and r f determined from (6.131) as

G =


k1 0 0 0
0 m1 +m2 0 0
0 0 k2 0
0 0 0 m1 +m2

 , r f =


d1

0
d2

0

 (6.140)

The boundary condition for λ o is determined by (3.101) as

λ
o (t j−

)
≡ λ

o (t j
)
= PT

λ
o (t j+

)
+ pn̂m +Cx (6.141)

with C defined from (6.130) as

C =


0 0 0 0
0 m1 0 0
0 0 0 0
0 0 0 m2

 (6.142)

and n̂m determined from (3.102) as

n̂m ‖ PROJ

span


1

0
0
0

,
0

0
1
0


{

A1xo (ts−)−B1BT
1 λ

o (ts−)+D1
}
=


x2 (ts−)

0
x4 (ts−)

0

 (6.143)
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Taking n̂m equal to its defining vector in (6.143), the boundary condition (6.141) becomes
λ o

1 (ts)

λ o
2 (ts)

λ o
3 (ts)

λ o
4 (ts)

=


λ o

1 (ts+)+ px2 (ts−)
m1

m1+m2
λ o

2 (ts+)+m1x2 (ts−)
λ o

3 (ts+)+ px4 (ts−)
m2

m1+m2
λ o

4 (ts+)+m2x4 (ts−)

 (6.144)

The scalar parameter p and the switching time ts together with the optimal trajectory and
its corresponding adjoint process are determined by solving the differential equations (6.134)
and (6.135) subject to the initial, terminal and boundary conditions (6.136), (6.137), (6.139) and
(6.144) together with the Hamiltonian continuity condition from (3.9) as

λ
oT
(ts+)

[
A2xo

(ts+)−B2BT
2 λ

o
(ts+)+D2

]
+

1
2

λ
oT
(ts+)B1BT

1 λ
o
(ts+)

= λ
oT
(ts−)

[
A1xo

(ts−)−B1BT
1 λ

o
(ts−)+D1

]
+

1
2

λ
oT
(ts−)B1BT

1 λ
o
(ts−) (6.145)

or

λ
oT
(ts+)

[
A2xo

(ts+)−
1
2

B2BT
2 λ

o
(ts+)+D2

]
= λ

oT
(ts−)

[
A1xo

(ts−)−
1
2

B1BT
1 λ

o
(ts−)+D1

]
(6.146)

The results for the parameter values m1 = m2 = 1, k1 = k2 = 1, c1 = c2 = 1, d1 = d2 = 0.1, the

initial condition x0 =
[
−0.25 0 −0.15 0

]T
and the terminal time T = 4 are demonstrated

in Figure 6.3.1.

6.3.2 HDP Results from their Relation to the HMP Results

Employing Theorem 3 and the results of Theorem 1 established in the previous part, we find the
value function satisfying the necessary conditions in Theorem 2. To this end we rewrite equations
(6.134) and (6.135) in the matrix form[

ẋo

λ̇ o

]
=

[
Ai −BiBT

i

0 −AT
i

][
xo

λ o

]
+

[
Di

0

]
(6.147)
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Figure 6.4 The optimal trajectory components xo
1, xo

2, xo
3, and xo

4, the corresponding
adjoint process components λ o

1 , λ o
2 , λ o

3 , and λ o
4 , the optimal control input components

uo
1 and uo

2, and the corresponding Hamiltonian H (xo,λ o,uo) in Example 6.3 for the
parameter values m1 = m2 = 1, k1 = k2 = 1, c1 = c2 = 1, d1 = d2 = 0.1, the initial
condition x0 = [−0.25,0,−0.15,0]T and the terminal time T = 4.
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and denote its state transition matrix by φi. Then the solution of (6.147) for t ∈ (ts,T ] can be
written as [

xo (t)

λ o (t)

]
= φ2 (t, ts)

[
xo (ts)

λ o (ts+)

]
+
∫ t

ts
φ2 (t,τ)

[
D2 (τ)

0

]
dτ (6.148)

and also as [
xo (T )

λ o (T )

]
= φ2 (T, t)

[
xo (t)

λ o (t)

]
+
∫ T

t
φ2 (T,τ)

[
D2 (τ)

0

]
dτ (6.149)

Partitioning φ in the form of

φ2 (T, t) =

[
φ2,11 (T, t) φ2,12 (T, t)

φ2,21 (T, t) φ2,22 (T, t)

]
(6.150)

and denoting [
fd2,1 (t)

fd2,2 (t)

]
:=
∫ T

t

[
φ2,11 (T, t) φ2,12 (T, t)

φ2,21 (T, t) φ2,22 (T, t)

][
D2 (τ)

0

]
dτ (6.151)

we can rewrite (6.149) as

xo (T ) = φ2,11 (T, t)xo (t)+φ2,12 (T, t)λ
o (t)+ fd2,1 (t) (6.152)

λ
o (T ) = φ2,21 (T, t)xo (t)+φ2,22 (T, t)λ

o (t)+ fd2,2 (t) (6.153)

Substituting xo (T ) and λ o (T ) from (6.152) and (6.153) into (6.139) gives

G
(
φ2,11 (T, t)xo (t)+φ2,12 (T, t)λ

o (t)+ fd2,1 (t)− r f
)

= φ2,21 (T, t)xo (t)+φ2,22 (T, t)λ
o (t)+ fd2,2 (t) (6.154)

or

[Gφ2,11 (T, t)−φ2,21 (T, t)]xo (t)+G fd2,1 (t)−Gr f − fd2,2 (t)

= [φ2,22 (T, t)−Gφ2,12 (T, t)]λ o (t) (6.155)
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that gives

λ
o (t) = [φ2,22 (T, t)−Gφ2,12 (T, t)]

−1 [Gφ2,11 (T, t)−φ2,21 (T, t)]xo (t)

+ [φ2,22 (T, t)−Gφ2,12 (T, t)]
−1 [G fd2,1 (t)−Gr f − fd2,2 (t)

]
(6.156)

The existence of the inverse in the previous equation is provided by a theorem of Kalman
[99]. Defining

K2 (t) :=[φ2,22 (T, t)−Gφ2,12 (T, t)]
−1 [Gφ2,11 (T, t)−φ2,21 (T, t)] (6.157)

and
s2(t) :=[φ2,22 (T, t)−Gφ2,12 (T, t)]

−1 [G fd2,1(t)−Gr f− fd2,2(t)
]

(6.158)

the equation (6.156) is expressed as

λ
o (t) = K2 (t)xo (t)+ s2 (t) , t ∈ (ts,T ] (6.159)

with

K2 (T ) = G (6.160)

s2 (T ) =−Gr f (6.161)

In particular, for the right limit at ts we have

λ
o (ts+) = K2 (ts)xo (ts)+ s2 (ts) (6.162)

Similarly, for the solution of (6.147) for t ∈ [0, ts) we have

xo (ts−) = φ1,11 (ts, t)xo (t)+φ1,12 (ts, t)λ
o (t)+ fd1,1 (t) (6.163)

λ
o (ts) = φ1,21 (ts, t)xo (t)+φ1,22 (ts, t)λ

o (t)+ fd1,2 (t) (6.164)

with the definition of fd1,1 (t) and fd1,2 (t) for t ∈ [0, ts) being[
fd1,1 (t)

fd1,2 (t)

]
:=
∫ ts

t

[
φ1,11 (ts,τ) φ1,12 (ts,τ)

φ1,21 (ts,τ) φ1,22 (ts,τ)

][
D1 (τ)

0

]
dτ (6.165)
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Using (6.137) and the boundary condition (6.141) we may write

λ
o (ts) = PT

λ
o (ts+)+ pn̂m +Cxo (ts−)

= PT [K2 (ts)xo (ts)+ s2 (ts)]+ pn̂m +Cxo (ts−)

=
[
PT K2 (ts)P+C

]
xo (ts−)+PT s2 (ts)+ pn̂m (6.166)

Substituting xo (ts−) and λ o (ts) from equations (6.163) and (6.164) we get

φ1,21 (ts, t)xo (t)+φ1,22 (ts, t)λ
o (t)+ fd1,2 (t) =[

PTK2 (ts)P+C
][

φ1,11(ts, t)xo(t)+φ1,12(ts, t)λ
o(t)+ fd1,1(t)

]
+PT s2 (ts)+ pn̂m (6.167)

or

[
φ1,22 (ts, t)−

[
PT K2 (ts)P+C

]
φ1,12 (ts, t)

]
λ

o (t)

=
([

PT K2 (ts)P+C
]

φ1,11 (ts, t)−φ1,21 (ts, t)
)

xo (t)

+
[
PTK2 (ts)P+C

]
fd1,1 (t)− fd1,2 (t)+PT s2 (ts)+ pn̂m (6.168)

With the definition of

K1 (t) :=
[
φ1,22 (ts, t)−

[
PT K2 (ts)P+C

]
φ1,12 (ts, t)

]−1([
PT K2 (ts)P+C

]
φ1,11 (ts, t)−φ1,21 (ts, t)

)
(6.169)

and

s1 (t) :=
[
φ1,22 (ts, t)−

[
PT K2 (ts)P+C

]
φ1,12 (ts, t)

]−1([
PT K2 (ts)P+C

]
fd1,1 (t)− fd1,2 (t)+PT s2 (ts)+ pn̂m

)
(6.170)

it is concluded that
λ

o (t) = K1 (t)xo (t)+ s1 (t) , t ∈ [0, ts) (6.171)

Note that the following relations hold by the definitions of Ki (t) and si (t):

K1 (ts) = PT K2 (ts)P+C (6.172)

s1 (ts) = PT s2 (ts)+ pn̂m (6.173)
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Taking the time derivative of (6.159) and (6.171) it can be shown that

K̇i = KiBiBT
i Ki−KiAi−AT

i Ki (6.174)

ṡi =−
(
AT

i −KiBiBT
i
)

si−KiDi (6.175)

From equation (5.62) and the result of Theorem 3 the gradient of the value function is equal
to the adjoint process and hence

V (t,q2,x,0) =
1
2

xT K2 (t)x+ s2 (t)
T x+α2 (t) (6.176)

where from Theorem 2 and the terminal condition (4.20), α2 (T ) should satisfy

α2 (T ) =
1
2

DT
2 D2 (6.177)

From Theorem 2 and the HJB equation (4.19) we must have

1
2

xT K̇2x+ ṡ2
T x+ α̇2 +

1
2
(K2x+ s2)

T B2BT
2 (K2x+ s2)

+(K2x+ s2)
T (A2x−B2BT

2 [K2x+ s2]+D2
)
= 0 (6.178)

which results in

1
2

xT (K̇2 +K2A2 +AT
2 K2−K2B2BT

2 K2
)

x

+
(
ṡ2 +AT

2 s2−K2B2BT
2 s2 +K2D2

)T
x

+ α̇2−
1
2

sT
2 B2BT

2 s2 + sT
2 D2 = 0 (6.179)

and hence (see also (6.174) and (6.175))

α̇2 =
1
2

sT
2 B2BT

2 s2− sT
2 D2, t ∈ (ts,T ] (6.180)

Similarly

V (t,q1,x,1) =
1
2

xT K1 (t)x+ s1 (t)
T x+α1 (t) (6.181)
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concludes that
α̇1 =

1
2

sT
1 B1BT

1 s1− sT
1 D1, t ∈ [0, ts) (6.182)

which, together with (6.180), gives

α̇i =
1
2

sT
i BiBT

i si− sT
i Di (6.183)

For determining the boundary condition for α (t) at ts we consider the boundary condition
(4.21) for V that states

V (ts−,q1,x,1) =V (ts+,q2,Px,0)+
1
2

xTCx (6.184)

i.e.

1
2

xT K1 (ts−)x+ s1 (ts−)T x+α1 (ts−)

=
1
2

xT [PT K2 (ts+)P+C
]

x+ s2 (ts+)T Px+α2 (ts+) (6.185)

From the boundary conditions for Ki and si in (6.172) and (6.173) we get

α1 (ts−)+ pn̂T
mx = α2 (ts+) (6.186)

but since for all x ∈ {x : m(x) = 0}

n̂T
mx =

[
x2 (ts−) 0 x4 (ts−) 0

]


0
x2

0
x4

= 0 (6.187)

the boundary condition for α (t) at ts becomes

α1 (ts−)≡ α1 (ts) = α2 (ts)≡ α2 (ts+) (6.188)

Hence, the value function is constructed in the form of equations (6.176) and (6.181) where
Ki, si and αi are respectively the solutions of (6.174), (6.175), (6.183) with the terminal conditions
(6.160), (6.161), (6.177) and the boundary conditions (6.172), (6.173) and (6.188). �
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6.4 Riccati Formalism for Linear – Quadratic Tracking Problems

Consider a hybrid system possessing linear vector fields in the form of

ẋ = Aqi (t)x+Bqi (t)u+Fqi (t) , t ∈ [ti, ti+1) (6.189)

with a given initial condition (q,x)(t0) = (q0,x0) and the jump maps

x
(
t j
)
= Pσ jx

(
t j−
)
+ Jσ j , (6.190)

provided at the switching instances t j,1 ≤ j ≤ L which are not a priori fixed. If t j corresponds
to an autonomous switching from q j−1 to q j, the switching manifold constraint mq j−1q jx

(
t j−
)
+

nq j−1q j = 0 is satisfied. A controlled switching instant t j, in contrast, is a direct consequence of
the discrete control input switching command. Consider the HOCP

J=
L

∑
i=0

∫ ti+1

ti

1
2
(
x−rqi(t)

)T Lqi(t)
(
x−rqi(t)

)
+

1
2

uTRqi(t)u dt

+
L

∑
j=1

1
2
(
x
(
t j−
)
− rq j−1

(
t j−
))T Cσ j

(
x
(
t j−
)
− rq j−1

(
t j−
))

+
1
2
(
x
(
t f
)
− rqL

(
t f
))T GqL

(
x
(
t f
)
− rqL

(
t f
))

, (6.191)

where LT
qi
= Lqi ≥ 0, RT

qi
= Rqi > 0, CT

σ j
= Cσ j ≥ 0, GT

qL
= GqL ≥ 0. For the ease of notation

and unless otherwise states, the time varying, continuously differentiable matrices Aq (t), Bq (t),
Cq (t), Lq (t) ans Rq (t) are simply denoted by Aq, Bq, Cq, Lq and Rq.

Starting with the Hybrid Minimum Principle, the Hamiltonians are formed as

Hi =
1
2
(
x− rqi (t)

)T Lqi (t)
(
x− rqi (t)

)
+

1
2

uT Rqi (t)u+λ
T (Aqi (t)x+Bqi (t)u+Fqi (t)

)
(6.192)

Based on the HMP Theorem, the Hamiltonian minimization gives

∂H
∂u

= 0 ⇒ Rqiu+BT
qi

λ = 0 ⇒ u0 =−R−1
qi

BT
qi

λ (6.193)

and hence
ẋo =

∂H
∂λ

= Aqix
o +Bqiu

o +Fqi = Aqix
o−BqiR

−1
qi

BT
qi

λ
o +Fqi, (6.194)
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λ̇
o =−∂H

∂x
=−Lqi (x

o− r (t))−AT
qi

λ
o =−Lqix

o−AT
qi

λ
o +Lqirqi (t) , (6.195)

which has a matrix representation[
ẋo

λ̇ o

]
=

[
Aqi −BqiR

−1
qi

BT
qi

−Lqi −AT
qi

][
xo

λ o

]
+

[
Fqi

Lqirqi (t)

]
(6.196)

for t ∈ [ti, ti+1), subject to the boundary conditions

xo (t0) = x0 (6.197)

xo (t j
)
= Pσ jx

o (t j−
)
+ Jσ j (6.198)

λ
o (t f

)
= ∇g = GqL

(
xo (t f

)
− rqL

(
t f
))

(6.199)

λ
o (t j

)
= PT

σ j
λ

o (t j+
)
+ pmq j−1q j+Cσ j

(
xo
(t j−)
− r

q j−1(t j−)

)
(6.200)

Denoting the state transition matrix for the system in Eq. (6.196) by φ , the solution of (6.196)
can be written as[

xo (t)

λ o (t)

]
= φ (t, ti)

[
xo (ti)

λ o (ti+)

]
+
∫ t

ti
φ (t,τ)

[
Fqi (τ)

Lqi (τ)rqi (τ)

]
dτ (6.201)

and also as[
xo (ti+1−)
λ o (ti+1−)

]
= φ (ti+1, t)

[
xo (t)

λ o (t)

]
+
∫ ti+1

t
φ (ti+1,τ)

[
Fqi (τ)

Lqi (τ)rqi (τ)

]
dτ (6.202)

Partitioning φ in the form of

φ (ti+1, t) =

[
φ11 (ti+1, t) φ12 (ti+1, t)

φ21 (ti+1, t) φ22 (ti+1, t)

]
(6.203)

and denoting [
f1 (t)

f2 (t)

]
:=
∫ t

ti

[
φ11 (ti+1, t) φ12 (ti+1, t)

φ21 (ti+1, t) φ22 (ti+1, t)

][
Fqi (τ)

Lqi(τ)rqi(τ)

]
dτ (6.204)
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give the Eq. (6.202) as

xo (ti+1−) = φ11 (ti+1, t)xo (t)+φ12 (ti+1, t)λ o (t)+ f1 (t)

λ o (ti+1−) = φ21 (ti+1, t)xo (t)+φ22 (ti+1, t)λ o (t)+ f2 (t)
(6.205)

In the location qL with t ∈ [tL, tL+1] =:
[
tL, t f

]
the terminal condition for λ o is provided as

λ
o (t f

)
= GqL

(
xo (t f

)
− rqL

(
t f
))

(6.206)

Replacing λ o (t f
)

from the above equation in the second equation in (6.205) and substituting
xo (t f

)
from the first equation in (6.205) result in

GqL

(
φ11
(
t f , t
)

xo (t)+φ12
(
t f , t
)

λ
o (t)+ f1 (t)− rqL

(
t f
))

= φ21
(
t f , t
)

xo (t)+φ22
(
t f , t
)

λ
o (t)+ f2 (t) (6.207)

or

[
GqLφ11

(
t f , t
)
−φ21

(
t f , t
)]

xo (t)+GqL f1 (t)−GqLrqL

(
t f
)
− f2 (t)

=
[
φ22
(
t f , t
)
−GqLφ12

(
t f , t
)]

λ
o (t) (6.208)

From the nonsingularity of the coefficients (see e.g. [99]) we may write

λ
o (t) =

[
φ22
(
t f , t
)
−GqLφ12

(
t f , t
)]−1 [GqLφ11

(
t f , t
)
−φ21

(
t f , t
)]

xo (t)

+
[
φ22
(
t f , t
)
−GqLφ12

(
t f , t
)]−1 [GqL f1 (t)−GqLrqL

(
t f
)
− f2 (t)

]
(6.209)

With the definition of KqL (t) and sqL (t) such that

λ
o (t) = KqL (t)xo (t)+ sqL (t) , (6.210)

the optimal control law is given by

uo =−R−1
qL

BT
qL

KqL (t)xo (t)−R−1
qL

BT
qL

sqL (t) =: WqL (t)x(t)+ zqL (t) (6.211)
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Differentiation of (6.210) gives

λ̇
o = K̇qLxo +KqL ẋo + ṡqL (6.212)

Replacing λ̇ o and ẋo from (6.196) and using (6.210) we get

[
K̇qL +LqL +KqLAqL +AT

qL
KqL−KqLBqLR−1

qL
BT

qL
KqL

]
xo

+
[
ṡqL +

(
AT

qL
−KqLBqLR−1

qL
BT

qL

)
sqL +KqLFqL−LqLrqL

]
= 0 (6.213)

Since the equation (6.213) holds for all xo and rqL (t), the Riccati equations

K̇qL =−LqL−KqLAqL−AT
qL

KqL +KqLBqLR−1
qL

BT
qL

KqL (6.214)

and
ṡqL =−

(
AT

qL
−KqLBqLR−1

qL
BT

qL

)
sqL−KqLFqL +LqLrqL (6.215)

must hold. The terminal conditions can be determined by the evaluation of (6.210) at t f and the
use of (6.206) to get

KqL

(
t f
)
= GqL (6.216)

and
sqL

(
t f
)
=−GqLrqL

(
t f
)

(6.217)

At the switching instant tL the adjoint process boundary condition from the HMP is given as

λ
o (tL) = PT

σL
λ

o (tL+)+ pmqL−1qL +CσL

(
xo (tL−)− rqL−1 (tL−)

)
(6.218)

or

KqL−1 (tL)xo (tL−)+ sqL−1 (tL) = PT
σL

(
KqL (tL)xo (tL)+ sqL (tL+)

)
+ pmqL−1qL

+CσL

(
xo (tL−)− rqL−1 (tL−)

)
(6.219)
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which gives

KqL−1 (tL)xo (tL−)+ sqL−1 (tL) =
[
PT

σL
KqL (tL)PσL +CσL

]
xo (tL−)+PT

σL
sqL (tL−)

+ pmqL−1qL−CσLrqL−1 (tL−)+PT
σL

KqL (tL)JσL (6.220)

Since (6.220) holds for all x(tL−) ∈M the follow equalities must hold

KqL−1 (tL) = PT
σL

KqL (tL)PσL +CσL (6.221)

and
sqL−1 (tL) = PT

σL
sqL (tL+)+ pmqL−1qL−CσLrqL−1 (tL−)+PT

σL
KqL (tL)JσL (6.222)

For the writing of the Hamiltonian continuity condition (3.9), we note that the Hamiltonian

Hi (t) =
1
2
(
x− rqi

)T Lqi

(
x− rqi

)
+

1
2

uT Rqiu+λ
T (Aqix+Bqiu+Fqi

)
, (6.223)

for the minimizing control input u0 = −R−1
qi

BT
qi

λ and the (optimal) adjoint process λ o (t) =

KqL (t)xo (t)+ sqL (t) (see also (6.210)) is expressed as

Hi =
1
2
(
x− rqi

)T Lqi

(
x− rqi

)
+
(
Kqix+ sqi

)T
(

Aqix−
1
2

BqiR
−1
qi

BT
qi

(
Kqix+ sqi

)
+Fqi

)
(6.224)

Therefore, the Hamiltonian continuity condition (3.9) at tL expressed by

1
2

(
x(tL−)− rqL−1(tL−)

)T
LqL−1

(
x(tL−)− rqL−1(tL−)

)
+
(

KqL−1(tL−)
x(tL−)+ sqL−1(tL−)

)T

{
AqL−1x(tL−)+FqL−1−

1
2

BqL−1R−1
qL−1

BT
qL−1

(
KqL−1(tL−)

x(tL−)+ sqL−1(tL−)

)}
=

1
2

(
x(tL)−rqL(tL)

)T
LqL

(
x−rqL

)
+
(

KqL(tL)
x(tL)+sqL(tL)

)T
{

AqLx(tL)−
1
2

BqLR−1
qL

BT
qL

(
KqL(tL)

x(tL)+ sqL(tL)

)
+FqL

}
(6.225)

With the substitution of the jump map (6.190) and the relations (6.221) and (6.222) the boundary
conditions for the determination of KqL−1 (t) and sqL−1 (t) for t ∈ [tL−1, tL] are derived. Using a
backward induction and following a similar approach as above, the Riccati formalism for the
considered linear - quadratic hybrid optimal tracking problem is established. �
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Chapter 7

Hybrid Optimal Control of an Electric
Vehicle with a Dual-Planetary
Transmission

The goal of this chapter is to present a hybrid systems formulation of an electric vehicle equipped
with a dual-stage planetary gearbox and employ hybrid optimal control theory to find the optimal
inputs for the gear changing problem for electric vehicles. Due to the special structure of the
transmission under study, the mechanical degree of freedom and therefore, the dimension of the
(continuous) state space of the system depend on the status of the transmission, i.e. whether a
gear number is fixed or the system is undergoing a transition between the two gears. Therefore,
the modelling of the powertrain requires the consideration of autonomous and controlled state
jumps accompanied by changes in the dimension of the state space.

We formulate the dynamics and energy consumption of gear-equipped electric vehicles by
the inclusion of the transmission dynamics, considering the model of a seamless dual break
transmission system. After presenting the Kinematic relations in the driveline, the dynamics of
the powertrain is derived from the Principle of Virtual Work and the generalized Euler-Lagrange
equation. In order to avoid state-dependant input constraints imposed by the maximum torque
and maximum power constraints of the electric motor (see also Fig. 7.2) the state-dependant
input constraints are converted to state-independent constraints via a change of variables and the
introduction of auxiliary discrete states.
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7.1 Electric Vehicle with a Dual-Planetary Transmission

The schematic view of the driveline of the electric vehicle under study is illustrated in Fig. 7.1
(see also [100–103]). The power produced by the electric motor is transmitted to the wheels
via a dual-stage planetary gear set with common ring and common sun gears. The general
configuration of the transmission mechanism has two degrees of freedom, providing different
paths for the power flow. Brakes on the common sun gears and the common ring gears direct the
power flow by locking the gears and eliminating their corresponding degree of freedom.

Figure 7.1 A simplified model of the driveline of an EV equipped with the dual
planetary transmission

7.1.1 Driveline Kinematics

With the consideration of the longitudinal coordinate z of a car moving on a road with an a priori
known grading γ (z), and assuming the zero-slippage condition on the wheels, the rotation angle
of the wheel θW is related to z via

rW (θW −θW,0) = z− z0, (7.1)



7 Hybrid Optimal Control of an Electric Vehicle with a Dual-Planetary Transmission 105

where rW is the wheel radius and θW,0 and z0 are the initial values for θW and z respectively.
Without loss of generality, it is assumed that the car’s initial position is zero, i.e. z0 = 0 and also
the initial angles in the transmission are zero, i.e. θW,0 = θS,0 = θR,0 = θC,in,0 = θC,out,0 = θP,in,0 =

θP,out,0 = 0, for simplicity of the notation. Taking the angle of the common sun gears θS and the
angle of the common ring gears θR as the generalized coordinates of the system, other angles of
the components of the dual-stage planetary gear set as well as the car position are determined by
the following kinematic relations:

θM = θC,in =
1

R1 +1
θS +

R1

R1 +1
θR , (7.2)

θC,out =
1

R2 +1
θS +

R2

R2 +1
θR , (7.3)

z =
rW

i f d
θC,out =

rW

i f d (R2 +1)
θS +

rW R2

i f d (R2 +1)
θR , (7.4)

θP,in =
−1

R1−1
θS +

R1

R1−1
θR , (7.5)

θP,out =
−1

R2−1
θS +

R2

R2−1
θR , (7.6)

where θM is the angle of the electric motor’s rotor, θC,in and θC,out are respectively the angles of
input and output carriers and, θP,in and θP,out are the angles of the planet gears connected to the
input and output carriers respectively. In the above equations, i f d is the gear ratio of differential
and

R2 :=
rR,out

rS,out
> R1 :=

rR,in

rS,in
> 1, (7.7)

holds with rS,in, rS,out denoting the pitch radii of the sun gears in the input and output stages (see
also Fig. 7.1), and rR,in, rR,out denoting the pitch radii of the ring gears in the input and output
stages respectively, whose values are presented in Table 7.1.

It is worth noting that the time derivatives of the above angles, i.e. v := ż and ωM := θ̇M,
etc. can be related to ωS := θ̇S, ωR := θ̇R via the time differentiation of the above equations.
In particular, in the first gear where the common ring gear is held fixed, i.e. ωR = 0, the time
derivatives of (7.2) and (7.3) defines the first gear ratio of the transmission as

GR1 :=
ωC,in

ωC,out

∣∣∣∣
ωR=0

=
R2 +1
R1 +1

. (7.8)
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Similarly, the second gear corresponds to the configuration where the sun gear is locked, i.e.
ωS = 0 and therefore

GR2 :=
ωC,in

ωC,out

∣∣∣∣
ωS=0

=
(R2 +1)R1

(R1 +1)R2
. (7.9)

7.1.2 Dynamics of the Powertrain

By the Principle of Virtual Work, the continuous evolution of the system is governed by the
generalized Euler-Lagrange equation, i.e.

d
dt

∂L
∂ q̇i
− ∂L

∂qi
= Di, (7.10)

where qi represents the ith component of the generalized coordinate, L = T − V is the
Lagrangian and Di is the resultant of the generalized dissipative and driving forces acting on
the generalized coordinate component qi (see e.g. [104] for more discussion). In this paper
q ≡ [q1,q2]

T = [θS,θR]
T is selected as the generalized coordinates for the general configuration

of the transmission (i.e. during the gear transition process) and q= z is selected as the generalized
coordinate for fixed gear configurations (i.e. the first and the second gears).

The Kinetic Energy T of the system is written as

T =
1
2

mv2 +
1
2

JW ω
2
W +

1
2

JMω
2
M +

1
2

JSω
2
S +

1
2

JRω
2
R +

1
2

JP,inω
2
P,in +

1
2

JP,outω
2
P,out , (7.11)

where m is the total mass of the vehicle, JW = 4IW + Isha f t + i2f d

(
IC,out +4mP,outr2

C,out

)
, is the

equivalent inertia of the elements directly connected to the wheels, JM = IM + IC,in +4mP,inr2
C,in,

is the equivalent inertia of the elements directly connected to the electric motor, JS and JR are
respectively the inertia of the sun and the ring gears, and JP,in = 4IP,in and JP,out = 4IP,out are the
total inertia of the input and output planetary sets respectively.

The potential energy V consists only of the gravitational energy which is equivalent to

V = mg∆h = mg
∫ z

z0

sinγ (z)dz . (7.12)

The virtual work of the generalized forces consists of the virtual work of the driving motor
torque TM and the brake torques TBS and TBR acting on the common sun and common ring
gears respectively, the friction forces DS and DR acting on the sun and ring gears as well as
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the resistance force Fr on the displacement of the vehicle, described by the following variational
equation

δW = ΣDiδqi = TMδθM +(TBS +FS)δθS +(TBR +FR)δθR +Frδ z, (7.13)

where Fr = −1
2ρCdA f v2−mgCr cosγ (z) is the sum of the aerodynamic and rolling resistance

forces and FS = −CSωS−TS f sign(ωS) and FR = −CRωR−TR f sign(ωR) are the sum of viscous
and Coulomb frictions on the sun and ring gears.

Powertrain Dynamics in the Fixed Gear Configuration

For the first gear (ωR = 0), the expression (7.11) for the kinetic energy T can be written in terms
of the generalized coordinate q = z using the kinematic relations (7.2) to (7.6), giving T as

T =

(
m+

JW

r2
W
+

(
JM

(R1 +1)2+JS+
JP,in

(R1−1)2+
JP,out

(R2−1)2

)
i2f d (R2 +1)2

r2
W

)
v2

2
. (7.14)

The virtual work (7.13) is given by the variational equation:

δW =

(
i f d (R2 +1)
rW (R1 +1)

TM−
i f d (R2 +1)

rW
TS f

−
i2f d (R2 +1)2

r2
W

CSv− 1
2

ρCdA f v2−mgCr cosγ (z)

)
δ z , (7.15)

where for simplicity of the notation the sign function is removed assuming that the car is only
moving forward, i.e. v≥ 0⇒ ωS,ωR ≥ 0.

Forming the Lagrangian from (7.14) and (7.12) and substitution in the generalized Euler-
Lagrange equation (7.10) with the generalized force determined from (7.15), the dynamics in the
first gear is given as

m

(
1+

JW

mr2
W
+

(
JM

(R1 +1)2+JS+
JP,in

(R1−1)2+
JP,out

(R2−1)2

)
i2f d (R2 +1)2

mr2
W

)
v̇

+mgsinγ (z) =
i f d (R2 +1)
rW (R1 +1)

TM−
i f d (R2 +1)

rW
TS f −

i2f d (R2 +1)2

r2
W

CSv

− 1
2

ρCdA f v2−mgCr cosγ (z) . (7.16)
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Similarly, the dynamics in the second gear (ωS = 0) is found to be

m

(
1+

JW

mr2
W
+

(
R2

1JM

(R1 +1)2+JR+
R2

1JP,in

(R1−1)2+
R2

2JP,out

(R2−1)2

)
i2f d (R2 +1)2

mr2
W R2

2

)
v̇

−mgsinγ (z) =
i f d (R2 +1)R1

rW (R1 +1)R2
TM−

i f d (R2 +1)
rW R2

TR f −
i2f d (R2 +1)2

r2
W R2

2
CRv

− 1
2

ρCdA f v2−mgCr cosγ (z) . (7.17)

In general, the above equations are coupled to ż = v via the coupling term −mgsinγ (z).
However, if the road has a negligible slope, i.e. sinγ (z) ≈ 0, then velocity becomes decoupled
from the position, which is the case in the problems studied in this paper.

Powertrain Dynamics in the General Configuration

Using the kinematic relations (7.2) to (7.6), the expression for T in terms of the generalized
coordinate q = [θS,θR]

T and its time differential q̇ = [ωS,ωR]
T is written as

T =
1
2

m
r2
W (ωS +R2ωR)

2

i2f d (R2 +1)2 + JW
(ωS +R2ωR)

2

i2f d (R2 +1)2 +
1
2

JM
(ωS +R1ωR)

2

(R1 +1)2

+
1
2

JSω
2
S +

1
2

JRω
2
R +

1
2

JP,in
(R1ωR−ωS)

2

(R1−1)2 +
1
2

JP,out
(R2ωR−ωS)

2

(R2−1)2 , (7.18)

or

T =
1
2

(
mr2

W + JW

i2f d (R2 +1)2 +
JM

(R1 +1)2 + JS +
JP,in

(R1−1)2 +
JP,out

(R2−1)2

)
ω

2
S

+
1
2

((
mr2

W + JW
)

R2
2

i2f d (R2 +1)2 +
JMR2

1

(R1 +1)2 + JR +
JP,inR2

1

(R1−1)2 +
JP,outR2

2

(R2−1)2

)
ω

2
R

+

((
mr2

W + JW
)

R2

i2f d (R2 +1)2 +
JMR1

(R1 +1)2 −
JP,inR1

(R1−1)2 −
JP,outR2

(R2−1)2

)
ωSωR

:=
1
2

JSS ω
2
S +

1
2

JRR ω
2
R + JSR ωS ωR . (7.19)

In order to find Di from (7.13), we rewrite the variational argument for the virtual



7 Hybrid Optimal Control of an Electric Vehicle with a Dual-Planetary Transmission 109

displacements δθM and δ z in terms of the generalized coordinates virtual displacements δθS

and δθR using (7.2) and (7.4) to get

δW =

(
1

R1 +1
TM +TBS +FS +

rW

i f d (R2 +1)
Fr

)
δθS

+

(
R1

R1 +1
TM +TBR +FR +

rW R2

i f d (R2 +1)
Fr

)
δθR . (7.20)

Hence,

D1 =
1

R1 +1
TM +TBS +FS +

rW

i f d (R2 +1)
Fr , (7.21)

D2 =
R1

R1 +1
TM +TBR +FR +

rW R2

i f d (R2 +1)
Fr , (7.22)

since q1 = θS and q2 = θR are the selected generalized coordinates.
Forming the Lagrangian L = T −V using (7.19) and (7.12), and substituting the generalized

dissipative and driving forces from (7.20) in the Euler-Lagrange equation (7.10), the governing
dynamics are derived as

JSS ω̇S + JSR ω̇R = D1 +mgsinγ (z)
rW

i f d (R2 +1)
, (7.23)

JSR ω̇S + JRR ω̇R = D2 +mgsinγ (z)
rW R2

i f d (R2 +1)
, (7.24)

where to obtain (7.23) and (7.24), the relations

∂L
∂θS

=
∂L
∂ z

∂ z
∂θS

=
−∂V

∂ z
∂ z

∂θS
=−mgsinγ (z)

rW

i f d (R2 +1)
, (7.25)

∂L
∂θR

=
∂L
∂ z

∂ z
∂θR

=
−∂V

∂ z
∂ z

∂θR
=−mgsinγ (z)

rW R2

i f d (R2 +1)
, (7.26)
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have been used. Therefore,

ω̇S =
JRR

(
D1 +mgsinγ (z) rW

i f d(R2+1)

)
JSSJRR− J2

SR
−

JSR

(
D2 +mgsinγ (z) rW R2

i f d(R2+1)

)
JSSJRR− J2

SR
, (7.27)

ω̇R =
JSS

(
D2 +mgsinγ (z) rW R2

i f d(R2+1)

)
JSSJRR− J2

SR
−

JSR

(
D1 +mgsinγ (z) rW

i f d(R2+1)

)
JSSJRR− J2

SR
. (7.28)

Substituting D1 and D2 from (7.20) and assuming sinγ (z) ≈ 0 for the simplicity of the
analysis, the dynamics of the powertrain is described by

ω̇S =−ASSωS +ASRωR−ASA (ωS +R2ωR)
2

+BSSTBS−BSRTBR +BSMTM−DSL , (7.29)

ω̇R = ARSωS−ARRωR−ARA (ωS +R2ωR)
2

−BRSTBS−BRRTBR +BRMTM−DRL , (7.30)

where

ASS =
JRRCS

JSSJRR−J2
SR
, ASR = JSRCR

JSSJRR−J2
SR
, ASA =

ρCdA f (JRR−R2JSR)r3
W

2(JSSJRR−J2
SR)i3f d(R2+1)3 ,

BSS =
JRR

JSSJRR−J2
SR
, BSR = JSR

JSSJRR−J2
SR
, BSM = JRR−R1JSR

JSSJRR−J2
SR
,

DSL = (JRR−R2JSR)rW mgCr

i f d(R2+1)(JSSJRR−J2
SR)

+
JSRTR f−JRRTS f

JSSJRR−J2
SR

, (7.31)

and

ARS =
JSRCS

JSSJRR−J2
SR
, ARR = JSSCR

JSSJRR−J2
SR
, ARA =

ρCdA f (R2JSS−JSR)r3
W

2(JSSJRR−J2
SR)i3f d(R2+1)3 ,

BRS =
JSR

JSSJRR−J2
SR
, BRR = JSS

JSSJRR−J2
SR
, BRM = R1JSS−JSR

JSSJRR−J2
SR
,

DRL = (R2JSS−JSR)rW mgCr

i f d(R2+1)(JSSJRR−J2
SR)

+
JSRTS f−JSSTR f

JSSJRR−J2
SR

. (7.32)

We note that the brake torques TBS,TBR can only be resisting, i.e. TBS ∈
[
−|TBS|max ,0

]
and

TBR ∈
[
−|TBR|max ,0

]
.
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7.1.3 Electric Motor

The electric motor considered in this paper has specifications similar to the TM4 MOTIVE
Ar motor whose efficiency map η (TM,ωM) is illustrated in Figure 7.2 and whose torque is
constrained as a function of speed by

|TM| ≤ T max
M (7.33)

and
|TMωM| ≤ Pmax

M (7.34)

with T max
M = 200N.m and Pmax

M = 80kW .

ω
M

 (rad/sec)
0 100 200 300 400 500 600 700 800 900 1000

T
M

 (
N

.m
)

-250

-200

-150

-100

-50

0

50

100

150

200

250

η (T
M

,ω
M

)

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

Figure 7.2 Colour Map: The electric motor efficiency map η (TM,ωM). Black
Curves: Torque constraint T M as a function of the motor speed ωM.

In order to avoid mixed state and input constraints like (7.34) we define a change of variable
by the introduction of

u =
TM

T max
M

, ωM < ω
∗ (7.35)

u =
TMωm

Pmax
M

, ωM ≥ ω
∗ (7.36)
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with ω∗ = 400 rad
sec . Thus the constraints (7.33) and (7.34) will both become u∈ [−1,1] which lies

within the assumption A0 requiring U to be an invariant compact set.
The electric power consumed or generated corresponding to a pair (TM,ωM) is calculated as

Pb (TM,ωM) =


TM ·ωM

η(TM ,ωM) TMωM ≥ 0

TM ·ωM ·η (TM,ωM) TMωM < 0
, (7.37)

where TMωM ≥ 0 corresponds to power consumption, TMωM < 0 indicates regeneration of power,
and η (TM,ωM) is illustrated in Figure 7.2.

In the analytical study of optimal control of electric vehicles (see e.g. [105, 106]), it is
customary to consider the following expression for the consumption of battery power by the
motor

Pb (TM,ωM) = LT ωTMωM +LT T T 2
M +LT TM +LωωM , (7.38)

where the values of the parameters LT ω ,LT T ,LT ,Lω are given in Table 7.1.

7.2 Hybrid System Formulation of the Powertrain

In order to present the system dynamics in the hybrid framework presented in section 8.1,
the following discrete states are assigned to each continuous dynamics of the system with the
dynamics described by the hybrid automata diagram in Figure 7.3:

Discrete States q1 and q2: We assign the discrete state q1 to the torque constrained region
of the first gear where the continuous state x := v ∈R is such that the corresponding motor speed
ωM lies below ω∗ and therefore, the motor torque is constrained by the maximum torque value.
The vector field corresponding to q1 is determined from (7.16) and the input is normalized by
(7.35), which results in

ẋ = f1 (x,u) =−A1x2 +B1u−C1x−D1 , (7.39)

where

A1 =
ρaCdA f

2meq
1

, B1 =
i f dGR1T max

M
meq

1 rW
, C1 =

i2f d(R2+1)2CS

meq
1 r2

W
, D1 =

mgCr
meq

1
, (7.40)

and where meq
1 := m

(
1+ JW

mr2
W
+
(

JM
(R1+1)2 +JS+

JP,in

(R1−1)2 +
JP,out

(R2−1)2

) i2f d(R2+1)2

mr2
W

)
.
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Figure 7.3 Hybrid Automata Diagram for the driveline of an EV equipped with the
dual planetary transmission

When the motor speed ωM =
i f dGR1v

Rw
reaches ω∗ = 400rad/sec the system autonomously

switches to q2 with x = v ∈ R which corresponds to the dynamics in the power constrained
region of the first gear. The vector field in this region is determined from (7.16) and the input is
normalized by (7.36), which gives

ẋ = f2 (x,u) =−A2x2 +B2
u
x
−C2x−D2 , (7.41)

with
A2 = A1 , B2 =

Pmax
M

meq
1
, C2 =C1 , D2 = D1 . (7.42)

The switching manifolds mq1q2 and mq2q1 are represented by

mq1q2 (x) = mq2q1 (x)≡ x− ω∗Rw

i f dGR1
= 0 . (7.43)

Discrete States q3 and q4: During the gear changing process, if the motor speed is lower than
ω∗ the input torque is limited by the maximum torque to which we assign the discrete state q3.
The continuous state x= [ωS,ωR]

T ∈R2 is governed by the powertrain dynamics (7.29) and (7.30)
and by the normalization of the motor torque (7.35) and the brake toques u2 := TBS/ |TBS|max and
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u3 := TBR/ |TBR|max, the vector field is described by

ẋ = f3 (x,u) , (7.44)

where

ẋ1 = f (1)3 (x,u) =−ASSx1 +ASRx2−ASA (x1 +R2x2)
2

+BSMT max
M u1 +BSS |TBS|max u2−BSR |TBR|max u3−DSL , (7.45)

ẋ2 = f (2)3 (x,u) = ARSx1−ARRx2−ARA (x1 +R2x2)
2

+BRMT max
M u1−BRS |TBS|max u2−BRR |TBR|max u3−DRL , (7.46)

and where u1 ∈ [−1,1] is the normalized motor torque in the torque constraint region, and
u2,u3 ∈ [−1,0] are the normalized sun brake and the normalized ring brake torques.

We assign q4 with x = [ωS,ωR]
T ∈ R2 to the dynamics in the power constraint region during

the gear changing with the vector field

ẋ = f4 (x,u) , (7.47)

where

ẋ1 = f (1)4 (x,u) =−ASSx1 +ASRx2−ASA (x1 +R2x2)
2

+BSMPmax
M (1+R1)

u1

x1 +R1x2
+BSS |TBS|max u2−BSR |TBR|max u3−DSL , (7.48)

ẋ2 = f (2)4 (x,u) = ARSx1−ARRx2−ARA (x1 +R2x2)
2

+BRMPmax
M (1+R1)

u1

x1 +R1x2
−BRS |TBS|max u2 +BRR |TBR|max u3−DRL . (7.49)

The jump map corresponding to the (controlled) transitions from q1 to q3 and from q2 to q4

are described by ξq1q3 : R→ R2 and ξq2q4 : R→ R2 in the form of

x(ts) = ξq1q3 (x(ts−)) =
i f d (1+R2)

rW

[
1
0

]
x(ts−) , (7.50)
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x(ts) = ξq2q4 (x(ts−)) =
i f d (1+R2)

rW

[
1
0

]
x(ts−) , (7.51)

Note, however, that the transitions back to q1 from q3 and to q2 from q4 are autonomous with
the switching manifold described by

mq3q1 (x)≡ x2 = 0 , (7.52)

mq4q2 (x)≡ x2 = 0 , (7.53)

i.e. when the ring gear comes to a full stop. The autonomous transition between q3 and q4 is
constrained to the switching manifold condition

mq3q4 (x) = mq4q3 (x)≡
x1 +R1x2

R1 +1
−ω

∗ = 0 , (7.54)

with both jump transition maps ξq3q4,ξq4q3 : R2→ R2 being identity.
Discrete States q5 and q6: When the speed of the sun gear ωS becomes zero the system

switches to q5 or q6 (depending on the corresponding motor speed) with x = v ∈ R where q5

corresponds to the dynamics in the torque constraint region of the second gear and q6 corresponds
to the dynamics in the power constraint region of the second gear. The corresponding vector fields
are described by

ẋ = f5 (x,u) =−A5x2 +B5u−C5x−D5 , (7.55)

and
ẋ = f6 (x,u) =−A6x2 +B6

u
x
−C6x−D6 , (7.56)

where
A5 = A6 =

ρaCdA f

2meq
2

, B5 =
i f dGR2T max

M
meq

2 rW
B6 =

Pmax
M

meq
2

, (7.57)

and

C5 =C6 =
i2f d(R2+1)2CS

meq
2 r2

W
, D5 = D6 =

mgCr
meq

1
, (7.58)

and where meq
2 := m

(
1+ JW

mr2
W
+
(

R2
1JM

(R1+1)2 +JR+
R2

1JP,in

(R1−1)2 +
R2

2JP,out

(R2−1)2

) i2f d(R2+1)2

mr2
W R2

2

)
.

The switching manifold corresponding to the transition from q3 to q5 and from q4 to q6 are
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described as
mq3q5 (x)≡ x1 = 0 , (7.59)

mq4q6 (x)≡ x1 = 0 , (7.60)

and the jump map corresponding to these transitions are given by

x(ts) = ξq3q5 (x(ts−)) =
rW

i f d (1+R2)

[
1 R2

]
x(ts−) , (7.61)

x(ts) = ξq4q6 (x(ts−)) =
rW

i f d (1+R2)

[
1 R2

]
x(ts−) , (7.62)

with ξq3q5 : R2→ R and ξq4q6 : R2→ R.

7.3 Acceleration within the Minimum Time Interval

The hybrid optimal control problem considered in this paper is the minimization of the
acceleration period required for reaching the top speed of 100km

hr = 27.78m
s ≈ 60mph starting

from the stationary state in the first gear and terminating in the second gear. Hence, the cost to
be minimized is

J (u,TBS,TBR; ts1, ts2, ts3) =
∫ ts1

t0
dt +

∫ ts2

ts1

dt +
∫ ts3

ts2

dt +
∫ t f

ts3

dt (7.63)

with t f being the first time that x(t) = 27.78 is satisfied.
The family of system Hamiltonians are formed as

Hq1 (x,λ ,u) = 1+λ
(
−A1x2 +B1u−C1x−D1

)
, (7.64)

Hq2 (x,λ ,u) = 1+λ

(
−A2x2 +B2

u
x
−C2x−D2

)
, (7.65)
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Hq4 (x,λ ,u,TBS,TBR) = 1+λ1

(
−ASSx1 +ASRx2−ASA (x1 +R2x2)

2

+BSMPmax
M (1+R1)

u1

x1 +R1x2
+BSS |TBS|max u2−BSR |TBR|max u3−DSL

)

+λ2

(
ARSx1−ARRx2−ARA (x1 +R2x2)

2

+BRMPmax
M (1+R1)

u1

x1 +R1x2
−BRS |TBS|max u2 +BRR |TBR|max u3−DRL

)
(7.66)

Hq6 (x,λ ,u) = 1+λ

(
−A6x2 +B6

u
x
−C6x−D6

)
. (7.67)

Then according to the Hybrid Minimum Principle

λ̇ =
−∂Hq1

∂x
=−(−2A1x−C1)λ , t ∈ [t0, ts1] (7.68)

λ̇ =
−∂Hq2

∂x
=−

(
−2A2x−B2

uo

x2 −C2

)
λ , t ∈ (ts1, ts2] (7.69)

λ̇ =
−∂Hq4

∂x
, t ∈ (ts2 , ts3] , (7.70)

with

λ̇1 =
−∂Hq4

∂x1
=−λ1

(
−ASS−2ASA (x1 +R2x2)−

BSMPmax
M (1+R1)u1

(x1 +R1x2)
2

)

−λ2

(
ARS−2ARA (x1 +R2x2)−

BRMPmax
M (1+R1)u1

(x1 +R1x2)
2

)
, (7.71)
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λ̇2 =
−∂Hq4

∂x2
=−λ1

(
ASR−2R2ASA (x1 +R2x2)−

R1BSMPmax
M (1+R1)u1

(x1 +R1x2)
2

)

−λ2

(
−ARR−2R2ARA (x1 +R2x2)−

R1BRMPmax
M (1+R1)u1

(x1 +R1x2)
2

)
, (7.72)

and also

λ̇ =
−∂Hq6

∂x
=−

(
−2A6x−B6

uo

x2 −C6

)
λ , t ∈

(
ts3, t f

]
(7.73)

The boundary conditions for λ are determined from Eq. (3.7) as

λ (ts3) = ∇ξ
T
q3q4

λ (ts3+)+ p3∇mq3q4 =
Rw

i f d (1+R2)

[
1

R2

]
λ (ts3+)+ p3

[
1
0

]
, (7.74)

λ (ts2) = ∇ξ
T
q2q3

λ (ts2+) =
i f d (1+R2)

Rw

[
1 0

]
λ (ts2+) , (7.75)

λ (ts1) = λ (ts1+)+ p1. (7.76)

It can easily be verified that for the above dynamics and boundary conditions, the adjoint
process has a negative sign for all t ∈

[
t0, t f

]
and hence the Hamiltonian minimization condition

(3.8) results in uo = 1, t ∈
[
t0, t f

]
, T o

BS =−|TBS|max and T o
BR = 0 for t ∈ [ts2, ts3 ].

The Hamiltonian terminal condition (3.100) gives

Hq6

(
x
(
t f
)
,λ
(
t f
)
,u
(
t f
))

= 1+λ
(
t f
)(
−A6x

(
t f
)2−B6

u
(
t f
)

x
(
t f
) −C6x

(
t f
)
−D6

)
= 0, (7.77)

and the Hamiltonian continuity at switching instants is deduced from (3.9) as

Hq4 (x,λ ,u)(ts3−)
= Hq6 (x,λ ,u)(ts3+)

, (7.78)

Hq2 (x,λ ,u)(ts2−)
= Hq4 (x,λ ,u)(ts2+)

, (7.79)

Hq1 (x,λ ,u)(ts1−)
= Hq2 (x,λ ,u)(ts1+)

. (7.80)

The results for the parameter values presented in Table 7.1 are illustrated in Figure 7.4.
For better illustration, the speed of the vehicle is shown in km/hr units and in addition, the
components λ1 and λ2 of the adjoint process in t ∈ [ts2 , ts3] are multiplied by i f d (1+R2)/Rw
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Figure 7.4 The car speed, the adjoint processes and the corresponding
Hamiltonians for the minimum acceleration period problem
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and i f d (1+R2)/(RwR2) respectively so that the boundary conditions (7.111) and (7.112) can be
verified more easily. The optimal values for the switching and final times are ts1 = 0.444, ts2 =

2.901, ts3 = 4.014, t f = 6.042.

7.4 Acceleration with the Minimum Energy

The hybrid optimal control problem considered in this paper is the minimization of energy
required for reaching of the top speed of 100 km

hr = 27.78m
s at t f = 6.3 sec, which is slightly

longer than 6.042 sec found in [100] for the minimum time for this task. The vehicle is assumed
to start from the stationary state in the first gear which corresponds to q1, autonomously switch to
the torque constraint region q2, then switch to the gear transition phase initiated by a controlled
switching command σq2,q4 and finally, reach the terminal state x f = 27.78m

s at t f = 6.3 in the
power constraint region of the second gear q6. The cost to be minimized is total the electric
energy consumed from the battery, i.e.

J
(
t0, t f ,(q1,0) ,3; I3

)
=
∫ t f

t0
Pb (TM,ωM)dt

=
∫ ts1

t0
lq1 (x,u)dt +

∫ ts2

ts1

lq2 (x,u)dt +
∫ ts3

ts2

lq4 (x,u)dt +
∫ t f

ts3

lq6 (x,u)dt , (7.81)

where
lq1 (x,u) = a1u2 +b1xu+ c1u+d1x , (7.82)

lq2 (x,u) = a2
u2

x2 +b2u+ c2
u
x
+d2x , (7.83)

lq4 (x,u) = a4
u2

1

(x1 +R1x2)
2 +b4u1 + c4

u1

x1 +R1x2
+d4 (x1 +R1x2) , (7.84)

lq6 (x,u) = a6
u2

x2 +b6u+ c6
u
x
+d6x , (7.85)

and where in the above equations

a1 = LT T (T max
M )2 , b1 = LT ω

i f dGR1T max
M

rW
, c1 = LT T max

M , d1 = Lω

i f dGR1
rW

, (7.86)

a2 = LT T

(
rW Pmax

M
i f dGR1

)2
, b2 = LT ωPmax

M , c2 = LT

(
rW Pmax

M
i f dGR1

)
, d2 = Lω

i f dGR1
rW

, (7.87)
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a4=LT T (Pmax
M )2(R1+1)2, b4=LT ωPmax

M , c4=LT Pmax
M (R1+1), d4=

Lω

R1+1 , (7.88)

a6 = LT T

(
rW Pmax

M
i f dGR2

)2
, b6 = LT ωPmax

M , c6 = LT

(
rW Pmax

M
i f dGR2

)
, d6 = Lω

i f dGR2
rW

, (7.89)

Formation of Hamiltonians: The family of system Hamiltonians are formed as

Hq1 (x,λ ,u) = a1u2 +b1xu+ c1u+d1x+λ
(
−A1x2 +B1u−C1x−D1

)
, (7.90)

Hq2 (x,λ ,u) = a2
u2

x2 +b2u+ c2
u
x
+d2x+λ

(
−A2x2 +B2

u
x
−C2x−D2

)
, (7.91)

Hq4 (x,λ ,u) = a4
u2

1

(x1 +R1x2)
2 +b4u1 + c4

u1

x1 +R1x2
+d4 (x1 +R1x2)

+λ1

(
−ASSx1 +ASRx2−ASA (x1 +R2x2)

2

+BSMPmax
M (1+R1)

u1

x1 +R1x2
+BSS |TBS|max u2−BSR |TBR|max u3−DSL

)

+λ2

(
ARSx1−ARRx2−ARA (x1 +R2x2)

2

+BRMPmax
M (1+R1)

u1

x1 +R1x2
−BRS |TBS|max u2 +BRR |TBR|max u3−DRL

)
, (7.92)

Hq6 (x,λ ,u) = a6
u2

x2 +b6u+ c6
u
x
+d6x+λ

(
−A6x2 +B6

u
x
−C6x−D6

)
, (7.93)

Hamiltonian Minimization: The Hamiltonian minimization condition (3.8) gives

uo
q1
= sat[−1,1]

(
−(b1x+ c1 +B1λ )

2a1

)
, (7.94)

uo
q2
= sat[−1,1]

(
−x(b2x+ c2 +B2λ )

2a2

)
, (7.95)
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uo
1,q4

= sat[−1,1]

(
−(x1+R1x2)[b4(x1+R1x2)+c4+BSMPmax

M (1+R1)λ1+BRMPmax
M (1+R1)λ2]

2a4

)
,

uo
2,q4

=

{
−1 if BSSλ1−BRSλ2 ≥ 0
0 if BSSλ1−BRSλ2 < 0

,

uo
3,q4

=

{
−1 if BRRλ2−BSRλ1 ≥ 0
0 if BRRλ2−BSRλ1 < 0

,

(7.96)

and
uo

q6
= sat[−1,1]

(
−x(b6x+ c6 +B6λ )

2a6

)
. (7.97)

Continuous State Evolution: The continuous state dynamics (3.2) are equivalent to (7.39),
(7.41), (7.47) and (7.56) subject to the stationary initial, boundary and terminal conditions

x(t0) = x(0) = 0 , (7.98)

x(ts1) = ξq1q2 (x(ts1−)) = x(ts1−) , (7.99)

x(ts2) = ξq2q4 (x(ts2−)) =
i f d (1+R2)

rW

[
1
0

]
x(ts2−) , (7.100)

x(ts3) = ξq4q6 (x(ts3−)) =
rW

i f d (1+R2)

[
1 R2

]
x(ts3−) , (7.101)

x
(
t f
)
= x(6.3) = 27.78 (7.102)

and where the transitions from q1 to q2 and from q4 to q6 are subject to the switching manifold
conditions

mq1q2 (x(ts1−))≡ x(ts1−)−
ω∗Rw

i f dGR1
= 0 , (7.103)

mq4q6 (x(ts3−))≡ x1 (ts3−) = 0 . (7.104)

Evolution of the Adjoint Process: The adjoint process dynamics (3.3) are governed by

λ̇ =
−∂Hq1

∂x
=−(b1u+d1 +λ (−2A1x−C1)) , t ∈ [t0, ts1] , (7.105)

λ̇ =
−∂Hq2

∂x
=−

(
−2a2u2

x3 − c2u
x2 +d2 +λ

(
−2A2x−B2

uo

x2 −C2

))
, t ∈ (ts1 , ts2] , (7.106)
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λ̇ =
−∂Hq4

∂x
, t ∈ (ts2, ts3] , (7.107)

with

λ̇1 =
−∂Hq4

∂x1
=−

(
−2a4u2

1

(x1 +R1x2)
3 −

c4u1

(x1 +R1x2)
2 +d4

)

−λ1

(
−ASS−2ASA (x1 +R2x2)−

BSMPmax
M (1+R1)u1

(x1 +R1x2)
2

)

−λ2

(
ARS−2ARA (x1 +R2x2)−

BRMPmax
M (1+R1)u1

(x1 +R1x2)
2

)
, (7.108)

and

λ̇2 =
−∂Hq4

∂x2
=−

(
−2R1a4u2

1

(x1 +R1x2)
3 −

R1c4u1

(x1 +R1x2)
2 +R1d4

)

−λ1

(
ASR−2R2ASA (x1 +R2x2)−

R1BSMPmax
M (1+R1)u1

(x1 +R1x2)
2

)

−λ2

(
−ARR−2R2ARA (x1 +R2x2)−

R1BRMPmax
M (1+R1)u1

(x1 +R1x2)
2

)
, (7.109)

as well as

λ̇ =
−∂Hq6

∂x
=−

(
−2a6u2

x3 − c6u
x2 +d6 +λ

(
−2A6x−B6

uo

x2 −C6

))
, t ∈

(
ts3, t f

]
, (7.110)

subject to the boundary condition determined from Eq. (3.7) as

λ (ts3) = ∇ξ
T
q4q6

λ (ts3+)+ p3∇mq3q4 =
Rw

i f d (1+R2)

[
1

R2

]
λ (ts3+)+ p3

[
1
0

]
, (7.111)

λ (ts2) = ∇ξ
T
q2q4

λ (ts2+) =
i f d (1+R2)

Rw

[
1 0

]
λ (ts2+) , (7.112)

λ (ts1) = ∇ξ
T
q1q2

λ (ts1+)+ p1 = λ (ts1+)+ p1 . (7.113)
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Boundary Conditions on Hamiltonians: Furthermore, the Hamiltonian continuity at switching
instants is deduced from (3.9) as

Hq4 (x,λ ,u)(ts3−)
= Hq6 (x,λ ,u)(ts3+)

, (7.114)

Hq2 (x,λ ,u)(ts2−)
= Hq4 (x,λ ,u)(ts2+)

, (7.115)

Hq1 (x,λ ,u)(ts1−)
= Hq2 (x,λ ,u)(ts1+)

. (7.116)

�

Numerical Results: The results for the parameter values listed in Table 7.1 are illustrated
in Figure 7.5, where for better illustration, the speed of the vehicle is shown in km/hr. A
phenomenon of special interest that appears in the results is that the optimal control for the
minimization of energy consumption coincides with a regeneration of power during the shifting
period. This is in contrast with the inputs for the shifting period of the acceleration task in [100]
in which the motor produces power at the full rate to reach the top speed in the minimum time
possible, and also in contrast with the task of smooth gear changing in [101–103] with (almost)
no speed drop. The presence of power regeneration in the currently studied example, not only
contributes to the saving of electric energy, but also contributes to the significant decrease of
shifting duration from around 1 sec in [100–103] to 0.1058 sec.

In order to illustrate the satisfaction of the adjoint boundary conditions (7.111) and (7.112),
the components λ1 and λ2 of the adjoint process in t ∈ [ts2 , ts3] are multiplied by i f d (1+R2)/Rw

and i f d (1+R2)/(RwR2) respectively in Figure 7.6. The optimal values for the switching times
are ts1 = 0.8570, ts2 = 1.4610, ts3 = 1.5668 which correspond to the switching states x(ts1−) =
6m

s = 21.6 km
hr , x(ts2−) = 11.3897m

s = 41.0 km
hr , x(ts3−) = 10.6733m

s = 38.4 km
hr and the terminal

state at t f = 6.3 is x
(
t f
)
= 27.9534m

s = 100.6 km
hr which is slightly higher than the required

speed due to numerical approximations in the solution of the above boundary value differential
equations.
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Figure 7.5 The car speed, the adjoint processes and the corresponding
Hamiltonians for the minimum energy acceleration problem
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Figure 7.6 Adjoint processes in the vicinity of the shifting process

Parameter Value Unit Parameter Value Unit
m 1000 kg IS 0.0015 kg.m2

ρ 1.2 kg
m3 IR 0.009 kg.m2

A f 2 m2 IC,in 0.0014 kg.m2

Cd 0.3 − IC,out 0.1 kg.m2

Cr 0.02 − IP,in 6.08×10−6 kg.m2

g 9.81 m
s2 IP,out 3.12×10−5 kg.m2

i f d 12 − mP,in 0.0512 kg
CS 0.001 N.m.s

rad mP,out 0.12113 kg
CR 0.001 N.m.s

rad rS,in 0.03 m
TS f −0.05 N.m rS,out 0.015 m
TR f −0.05 N.m rR,in 0.06 m
LT T 0.1443 1

N.m.s rR,out 0.06 m
LT ω 1.014 − rP,in 0.015 m
LT −0.889 1

s rP,out 0.0225 m
Lω 6.884 N.m rW 0.3 m

Table 7.1 Parameter Values for the Vehicle, Electric Motor and Transmission
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Part II

Stochastic Hybrid Optimal Control
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Chapter 8

Optimal Control of Stochastic Hybrid
Systems

The generalization of the Minimum Principle for continuous parameter stochastic systems results
in the Stochastic Minimum Principle (SMP). When diffusion terms are functions of the system
state only, the SMP is derived via similar first-order variational analyses as those employed
in the derivation of the deterministic MP. However, unlike the deterministic case for which
backward ordinary differential equations for the adjoint process are equivalent to a forward
ODE with a reversal of time, the backward stochastic differential equations (BSDE) for the
adjoint process coupled to the forward stochastic differential equations (FSDE) for the state must
be non-anticipative, and their solutions must be ℑt-adapted, where ℑt is the natural filtration
of the Wiener process. The earliest paper concerning the SMP was published by Kushner
[39, 40] where he employed the needle variation and Neustadt’s variational principle to derive a
SMP. Haussmann [41] investigated the necessary conditions of stochastic optimal state feedback
controls based on the Girsanov transformation [26]. However, due to the limitation of the
Girsanov transformation, this approach works only for systems with nondegenerate diffusion
coefficients [26]. The earliest version of forward-backward stochastic differential equations
(FBSDE) were introduced by Bismut [33], with a decoupled form, namely a set of FSDE for the
state and a set of (linear) BSDE for the adjoint process in the SMP. The well-posedness of general
linear BSDEs was proved by Bensoussan [34] using the martingale representation theorem
[32] and then by Pardoux and Peng [35] for the general Pontryagin-type nonlinear BSDEs.
FBSDEs with state constraints are studied by Dokuchaev and Zhou [107, 108]. Chighoub,
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Djehiche, and Mezerdi [109] provided a proof of the Stochastic Minimum Principle in optimal
control of degenerate diffusions with non-smooth coefficients. When diffusion terms also depend
on the controls, one is required to study both the first-order and second-order variations and
derive the SMP in the form of a stochastic Hamiltonian system consisting of two forward-
backward stochastic differential equations and a minimization condition with an additional term
quadratic in the diffusion coefficient. Peng [43] considered second-order variations and obtained
a Stochastic Minimum Principle for systems that are possibly degenerate, with control-dependent
diffusions and not necessarily convex control regions. Zhou [110] simplified Peng’s proof
and also established the relationship between the stochastic maximum principle and dynamic
programming via second-order variations.

The optimal control of stochastic hybrid systems, i.e. control systems that involve the
interaction of continuous dynamics, discrete dynamics and stochastic diffusions, has been the
subject of a limited number of studies. The SMP formulation by Aghayeva and Abushov [44]
considers only controlled switching and jumps, and the Stochastic Dynamic Programming (SDP)
formulation by Bensoussan and Menaldi [45] studies infinite horizon problems where optimal
controls are stationary. Other versions of non-classical stochastic optimal control problems such
as those studied by Wu and Zhang [111], Shi and Wu [112], etc. lack many of the key features of
hybrid systems (most notably change in dynamics) and are therefore not discussed here.

We extend the framework established in Chapter 2 in order to cover a general class of
stochastic hybrid systems with state dependant diffusion fields which are subject to autonomous
and controlled switchings and state jumps. A feature of special interest is the effect of hard
constraints imposed by switching manifolds on diffusion-driven state trajectories, that to the best
of our knowledge has not been considered in the literature before. Furthermore, autonomous
and controlled state jumps at switching instants are allowed to be accompanied by changes in
the dimension of the state space. Optimal control problems for such stochastic hybrid systems
are studied in the presence of a large range of running, terminal and switching costs. First order
variational analysis is performed on the stochastic hybrid optimal control problem via the needle
variation methodology and the necessary optimality conditions are established in the form of the
Stochastic Hybrid Minimum Principle (SHMP).
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8.1 Basic Assumptions

Let (Ω,ℑ,P) be a probability space with filtration ℑt , let w(�) be a standard Rnw valued Wiener
process. Consider a hybrid system H as an octuple

H= {H := Q×M, I := Σ×U,Γ,A,F,G,Ξ,M } , (8.1)

where the symbols in the expression and their governing assumptions are defined as below.

A0.S: ℑt = σσσ {w(s) : 0≤ s≤ t}, is an increasing family of sub sigma-algebras of ℑ

producing a natural filtration generated by w(t), augmented by all the P-null sets in ℑ.
H := Q×M is called the (hybrid) state space of the hybrid system H, where
Q = {1,2, ..., |Q|} ≡

{
q1,q2, ...,q|Q|

}
, |Q|< ∞, is a finite set of discrete states (components),

and
M = {Rnq}q∈Q is a family of finite dimensional continuous valued state spaces, where

nq ≤ n < ∞ for all q ∈ Q.
I := Σ×U is the set of system input values, where
Σ with |Σ|< ∞ is the set of discrete state transition and continuous state jump events extended

with the identity element, and
U =

{
Uq
}

q∈Q is the set of admissible input control values, where each Uq⊂Rmq is a compact
set in Rmq .

The set of admissible (continuous) control inputs U (U) := L∞ ([t0,T∗) ,U), is defined to be
the set of ℑt-adapted measurable functions that are bounded up to a set of measure zero on
[t0,T∗) ,T∗ < ∞. The boundedness property necessarily holds since admissible input functions
take values in the compact set U .

Γ : H×Σ→ H is a time independent (partially defined) discrete state transition map.
Ξ : H × Σ→ H is a time independent (partially defined) continuous state jump transition

map. All ξσ ∈ Ξ, ξσ : Rnq → Rnp , p ∈ A(q,σ) are assumed to be continuously differentiable
in the continuous state x ∈ Rnq . In this chapter, we only consider linear jump maps for
which continuous differentiability automatically holds and further, ξ (c1x1 + c2x2) = c1ξ (x1)+

c2ξ (x2)≡ c1∇ξ x1 + c2∇ξ x2 for c1,c2 ∈ R, x1,x2 ∈ Rn.
A : Q× Σ→ Q denotes both a finite automaton and the automaton’s associated transition

function on the state space Q and event set Σ, such that for a discrete state q ∈Q only the discrete
controlled and uncontrolled transitions into the q-dependent subset {A(q,σ) ,σ ∈ Σ} ⊂ Q occur
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under the projection of Γ on its Q components: Γ : Q×Rn×Σ→ H|Q. In other words, Γ can
only make a discrete state transition in a hybrid state (q,x) if the automaton A can make the
corresponding transition in q.

F is an indexed collection of Borel measurable vector fields
{

fq
}

q∈Q such that fq ∈
Ck fq

(
Rnq×Uq→ Rnq

)
, k fq ≥ 1, satisfies a joint uniform boundedness and Lipschitz condition,

i.e. there exists L f <∞ such that
∥∥ fq (x,u)

∥∥≤ L f (1+‖x‖+‖u‖) and
∥∥ fq (x1,u1)− fq (x2,u2)

∥∥≤
L f (‖x1− x2‖+‖u1−u2‖), for all x,x1,x2 ∈ Rnq , u,u1,u2 ∈Uq, q ∈ Q.

G is an indexed collection of Borel measurable diffusion fields
{

gq
}

q∈Q such that gq ∈
Ckgq (Rnq → Rnq×nw), kgq ≥ 1, satisfies a uniform boundedness and Lipschitz condition, i.e. there
exists Lg < ∞ such that

∥∥gq (x)
∥∥ ≤ Lg (1+‖x‖) and

∥∥gq (x1)−gq (x2)
∥∥ ≤ Lg ‖x1− x2‖, for all

x1,x2 ∈ Rnq , q ∈ Q.
M = {mα : α ∈ Q×Q,} denotes a collection of switching manifolds such that, for any

ordered pair α ≡ (α1,α2) = (q,r), mα is a smooth, i.e. C∞, codimension 1 sub-manifold of Rnq ,
described locally by mα = {x ∈ Rnq : mα (x) = 0}. It is assumed that mα ∩mβ = /0, whenever
α1 = β1 but α2 6= β2, for all α,β ∈ Q×Q.

�

We note that the case where mα is identified with its reverse ordered version mᾱ giving
mα = mᾱ is not ruled out by this definition, even in the non-trivial case mp,p where α1 = α2 = p.
The former case corresponds to the common situation where the switching of vector fields at the
passage of the continuous trajectory in one direction through a switching manifold is reversed if
a reverse passage is performed by the continuous trajectory, while the latter case corresponds to
the example of the stochastic motion of a bouncing particle maintained in a turbulent regime due
to collisions with a solid plate.

Switching manifolds will function in such a way that whenever a trajectory governed by the
controlled vector field and the diffusion field meets the switching manifold transversally there is
an autonomous switching to another controlled vector field or there is a jump transition in the
continuous state component, or both. A transversal arrival on a switching manifold mq,r, at state
x occurs whenever

∇mq,r (x)
T fq (x,u) 6= 0, (8.2)

for x ∈
{

x ∈ Rnq : mq,r (x) = 0
}

, u ∈Uq, q,r ∈Q, and where ∇≡ ∂

∂xq
is used for the simplicity of

notation whenever the corresponding differentiation variable is clear.
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A1.S: In this chapter, we further assume that

gr
(
ξσq,r (x)

)
= ξσq,r

(
gq (x)

)
, (8.3)

q,r ∈ Q, σq,r ∈ Σ, r ∈ A
(
q,σq,r

)
and for all x ∈

{
x ∈ Rnq : mq,r (x) = 0

}
we assume that

∇mq,r (x)
T gq (x) = 0. (8.4)

�

The former condition indicates the equivalence of diffusion fields before and after switching
events and the latter corresponds to the absence of transversal diffusion fields on the switching
surface. For systems under turbulence-driven diffusion fields and with switching manifolds
formed by solid surfaces both (8.3) and (8.4) in A1.S are automatically satisfied. In addition
to the basic assumptions in A0.S and A1.S, it is assumed that:

A2.S: The initial state h0 := (q0,x(t0)) ∈ H is such that mq0,q (x0) 6= 0, for all q ∈ Q.
�

8.2 Hybrid Optimal Control Problems

A3.S: Let
{

lq
}

q∈Q , lq ∈Cnl
(
Rnq×Uq→ R+

)
,nl ≥ 1, be a family of Borel measurable running

cost functions; {cσ}σ∈Σ
∈ Cnc (Rnq×Σ→ R+) ,nc ≥ 1, be a family of Borel measurable

switching cost functions; and h ∈Cnh
(
Rnq f → R+

)
,nh ≥ 1, be a Borel measurable terminal cost

function satisfying the following assumptions:

(i) There exists
Kl < ∞ and 1≤ γl < ∞ such that

∣∣lq (x1,u1)− lq (x2,u2)
∣∣≤ Kl (‖x1− x2‖+‖u1−u2‖), for

all x1,x2 ∈ Rnq , u1,u2 ∈Uq, q ∈ Q.

(ii) There exists Kc < ∞ and 1 ≤ γc < ∞ such that |cσ (x)| ≤ Kc
(
1+‖x‖γc

)
, σ ∈ Σ, x ∈ Rnq ,

q ∈ Q.

(iii) There exists Kh < ∞ and 1≤ γh < ∞ such that |h(x)| ≤ Kh
(
1+‖x‖γh

)
, x ∈ Rnq f , q f ∈ Q.

�
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Consider the initial time t0, final time t f < ∞, and initial hybrid state h0 = (q0,x0). For a
fixed number of switchings L < ∞, let τL := {t0, t1, t2, . . . , tL} be a strictly increasing ℑt-adapted
sequence of times and σi ∈ Σ, i∈ {1,2, · · · ,L} extended with σ0 = id be a discrete event sequence

that form a hybrid switching sequence

SL =
{
(t0, id) ,

(
t1,σq0q1

)
, . . . ,

(
tL,σqL−1qL

)}
≡ {(t0,q0) ,(t1,q1) , . . . ,(tL,qL)} . (8.5)

With the set of admissible continuous control inputs given as U =
⋃L

i=0 L∞

(
[ti, ti+1) ,Uqi

)
with tL+1 = t f , a ℑt-adapted hybrid input process is denoted by IL := (SL,u), u ∈ U ,
u(t) : ℑt−measurable.

Consider the hybrid performance function

J
(
t0, t f ,h0,L; IL

)
:=E

{
L

∑
i=0

∫ ti+1

ti
lqi

(
xqi (s) ,u(s)

)
ds+

L

∑
j=1

cσq j−1q j

(
t j,xq j−1

(
t j−
))

+h
(
xqL

(
t f
))}

,

(8.6)
subject to

dxqi(t)= fqi

(
xqi(t) ,uqi(t)

)
dt+gqi

(
xqi(t)

)
dw, t∈ [ti, ti+1) , (8.7)

xq0 (t0) = x0 , (8.8)

xq j

(
t j
)
= ξσq j−1q j

(
xq j−1

(
t j−
))
≡ ξσq j−1q j

(
lim
t↑t j

xq j−1 (t)
)
, (8.9)

where 0≤ i≤ L, 1≤ j ≤ L, tL+1 = t f < ∞. If t j is the time of an autonomous switching, then

mq j−1q j

(
xq j−1

(
t j−
))

= 0. (8.10)

The Hybrid Optimal Control Problem (HOCP) is defined as the infimization of the hybrid
cost (8.6) over the family of hybrid input trajectories with L switchings IIIL, i.e.

Jo (t0, t f ,h0,L
)
= inf

IL∈IIIL
J
(
t0, t f ,h0,L; IL

)
. (8.11)

�
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8.3 Stochastic Hybrid Minimum Principle

Theorem 8.1. Consider the hybrid system H together with the assumptions A0.S, A1.S, A2.S

and A3.S as above and the HOCP (8.11) for the hybrid cost (8.6). Define the family of system

Hamiltonians by

Hq
(
xq,uq,λq,Kq

)
= lq

(
xq,uq

)
+λ

T
q fq
(
xq,uq

)
+ tr

[
KT

q gq
(
xq
)]
, (8.12)

with q ∈ Q, xq ∈ Rnq , uq ∈Uq, λq ∈ Rnq , Kq ∈ Rnq×nw . Then for the optimal input uo and the

corresponding trajectory xo there exists λ o,Ko
q : ℑt−adapted, such that

dxq
o =

∂Hqo

∂λq

(
xo

q,u
o
q,λ

o
q ,K

o
q
)

dt +
∂Hqo

∂Kq

(
xo

q,u
o
q,λ

o
q ,K

o
q
)

dw, (8.13)

dλq
o =−

∂Hqo

∂xq

(
xo

q,u
o
q,λ

o
q ,K

o
q
)

dt +Ko
q dw, (8.14)

almost everywhere t ∈
[
t0, t f

]
with

xo
q0
(t0) = x0, (8.15)

xo
q j

(
t j
)
= ξσq j−1,q j

(
xo

q j−1

(
t j−
))

, (8.16)

λ
o
qL

(
t f
)
=

∂g
∂xqL

(
xo

qL

(
t f
))

, (8.17)

λ
o
q j−1

(
t j
)
=

[
∂ξσq j−1,q j

∂xq j−1

]T

λ
o
q j

(
t j+
)
+ p

∂mq j−1,q j

∂xq j−1

+
∂cσq j−1,q j

∂xq j−1

, (8.18)

where p ∈R when t j indicates the time of an autonomous switching, and p = 0 when t j indicates

the time of a controlled switching. Moreover,

Hqo
(
xo

q,u
o
q,λ

o
q ,K

o
q
)
≤ Hqo

(
xo

q,v,λ
o
q ,K

o
q
)
, (8.19)

almost everywhere t ∈
[
t0, t f

]
, almost surely for all v : ℑt−measurable random variables in Uq,

that is to say the Hamiltonian is minimized with respect to the control input; and at a switching

time t j the Hamiltonian satisfies

Hq j−1

(
t j−
)
≡ Hq j−1

(
t j
)
= Hq j

(
t j
)
≡ Hq j

(
t j+
)
. (8.20)

�
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Before presenting the proof of Theorem 8.1, we shall present the following fundamental
Lemma (taken from [26, Corollary 5.6, p. 37–38]):

Lemma 8.2. Let Z and Ẑ be Rn-valued continuous processes satisfying

dZ (t) = b(t)dt +σ (t)dw(t) , (8.21)

dẐ (t) = b̂(t)dt + σ̂ (t)dw(t) , (8.22)

where b, b̂, σ , σ̂ are ℑt-adapted measurable processes taking values in Rn, and w(t) is a one

dimensional standard Brownian motion. Then for τ2 ≥ τ1 we have

〈
Z (τ2) , Ẑ (τ2)

〉
=
〈
Z (τ1) , Ẑ (τ1)

〉
+
∫

τ2

τ1

{〈
Z (s) , b̂(s)

〉
+
〈
b(s) , Ẑ (s)

〉
+ 〈σ (s) , σ̂ (s)〉

}
ds

+
∫

τ2

τ1

{〈
σ (s) , Ẑ (s)

〉
+ 〈Z (s) , σ̂ (s)〉

}
dw(s) (8.23)

�

Proof of Theorem 8.1. Consider the case of a hybrid optimal control problem with a single
switching, i.e. with L = 1, t f = tL+1 = t2 and with the notation ts := t1. The generalization
to several switchings follows a similar approach as in the proof of the deterministic HMP in
Chapter 3.

First, consider a needle variation at time t ∈
(
ts, t f

)
in the form of

uε (τ) =



uo
q0
(τ) if t0 ≤ τ < ts

uo
q1
(τ) if ts ≤ τ < t

v if t ≤ τ < t + ε

uo
q1
(τ) if t + ε ≤ τ ≤ t f

. (8.24)

This corresponds to a perturbed trajectory x̂ε (τ) ,τ ∈
[
t0, t f

]
for which xε

q0
(τ) = xo

q0
(τ),

t0 ≤ τ < ts and xε
q1
(τ) = xo

q1
(τ), ts ≤ τ ≤ t, and for t ≤ τ ≤ t f we may write:
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δxε
q1
(τ) := xε

q1
(τ)− xo

q1
(τ) =

∫ t+ε

t

[
fq1

(
xε

q1
(s) ,v

)
− fq1

(
xo

q1
(s) ,uo

q1
(s)
)]

ds

+
∫

τ

t+ε

[
fq1

(
xε

q1
(s) ,uo

q1
(s)
)
− fq1

(
xo

q1
(s) ,uo

q1
(s)
)]

ds+
∫

τ

t

[
gq1

(
xε

q1
(s)
)
−gq1

(
xo

q1
(s)
)]

dw(s) .

(8.25)

Defining the first order state variation as (see also [42])

y(τ) :=
d

dε
xε (τ)

∣∣∣∣
ε=0

, (8.26)

the first order dynamics and boundary conditions of the state sensitivity are derived as

dyq1 (τ) =
∂ fq1

∂xq1

(
xo

q1
(τ) ,uo

q1
(τ)
)

yq1 (τ)dτ +
∂gq1

∂xq1

(
xo

q1
(τ)
)

yq1 (τ)dw(τ) , (8.27)

yq1 (t) = fq1

(
xo

q1
(t) ,v

)
− fq1

(
xo

q1
(t) ,uo

q1
(t)
)
. (8.28)

Similarly, first order (forward) dynamics and boundary conditions of the cost variations are
shown to be governed by

d
dτ

zq1 (τ) =
∂ lq1

∂xq1

(
xo

q1
(τ) ,uo

q1
(τ)
)

yq1 (τ) (8.29)

zq1 (t) = lq1

(
xo

q1
(t) ,v

)
− lq1

(
xo

q1
(t) ,uo

q1
(t)
)
. (8.30)

It is deduced from the optimality conditions that

d
dε

J (uε)

∣∣∣∣
ε=0

= E

{
zq1

(
t f
)
+

[
∂h

∂xq1

(
xo

q1

(
t f
))]T

yq1

(
t f
)}
≥ 0. (8.31)

Define

dλ
o
q1
=−

(
∂ lq1

∂xq1

(
xo

q1
,uo

q1

)
+

[
∂ fq1

∂xq1

(
xo

q1
,uo

q1

)]T

λ
o
q1
+

nw

∑
k=1

[
∂gq1

∂xq1

(
xo

q1

)]T

Ko(k)
q1

)
dt+Ko

q1
(t)dw(t) ,

(8.32)

λ
o
q1

(
t f
)
=

∂h
∂xq1

(
xo

q1

(
t f
))

, (8.33)

The posited (8.32) with the boundary condition (8.33) is a well-posed BSDE which by [32,
Theorem 4.2, p.15] admits a unique adapted solution

(
λ o

q1
,Ko

q1

)
, for which Lemma 8.2 can be
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employed to write

zq1

(
t f
)
+
〈
λq1

(
t f
)
,yq1

(
t f
)〉

= zq1 (t)+
〈
λq1 (t) ,yq1 (t)

〉
+

t f∫
t

〈
yq1 (s) ,

∂ lq1

∂xq1

(s)
〉

ds

+

t f∫
t

〈
yq1 (s) ,−

(
∂ lq1

∂xq1

(s)+
[

∂ fq1

∂xq1

]T

λ
o
q1
(s)+

nw

∑
k=1

[
∂gq1

∂xq1

]T

Ko(k)
q1 (s)

)〉
ds

+

t f∫
t

{〈[
∂ fq1

∂xq1

]T

yq1 (s) ,λ
o
q1
(s)

〉
+

nw

∑
k=1

〈[
∂gq1

∂xq1

]T

yq1 (s) ,K
o(k)
q1 (s)

〉}
ds

+

t f∫
t

{〈[
∂gq1

∂xq1

]T

yq1 (s) ,λ
o
q1
(s)

〉
+

nw

∑
k=1

〈
yq1 (s) ,K

o(k)
q1 (s)

〉}
dw(s) , (8.34)

which after simplification becomes

zq1

(
t f
)
+
〈
λq1

(
t f
)
,yq1

(
t f
)〉

= zq1 (t)+
〈
λq1 (t) ,yq1 (t)

〉
+

t f∫
t

{〈[
∂gq1

∂xq1

]T

yq1 (s) ,λ
o
q1
(s)

〉
+

nw

∑
k=1

〈
yq1 (s) ,K

o(k)
q1 (s)

〉}
dw(s) (8.35)

Simply taking expectations at each t ∈
(
ts, t f

)
, gives:

E
{

zq1

(
t f
)
+
[
λ

o
q1

(
t f
)]T yq1

(
t f
)}

= E
{

zq1 (t)+
[
λ

o
q1
(t)
]T yq1 (t)

}
. (8.36)

Substituting (8.33) into (8.31) and using (8.36) with the substitution of (8.28) and (8.30) give

E
{

lq1

(
xo

q1
(t) ,v

)
+
[
λ

o
q1
(t)
]T fq1

(
xo

q1
(t) ,v

)
−lq1

(
xo

q1
(t) ,uo

q1
(t)
)
−
[
λ

o
q1
(t)
]T fq1

(
xo

q1
(t) ,uo

q1
(t)
)}
≥ 0, (8.37)

which, by [42, Theorem 2.1], results in

lq1

(
xo

q1
(t) ,uo

q1
(t)
)
+
[
λ

o
q1
(t)
]T fq1

(
xo

q1
(t) ,uo

q1
(t)
)

≤ lq1

(
xo

q1
(t) ,v

)
+
[
λ

o
q1
(t)
]T fq1

(
xo

q1
(t) ,v

)
, (8.38)
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a.s. for all v : ℑt−measurable random variables in Uq1 . The Hamiltonian minimization condition
(8.19) in location q1 directly follows (8.38).

Now consider a needle variation at time t ∈ (t0, ts) in the form of

uε (τ) =



uo
q0
(τ) if t0 ≤ τ < t

v if t ≤ τ < t + ε

uo
q0
(τ) if t + ε ≤ τ < ts−δ ε

uo
q1
(ts) if ts−δ ε ≤ τ < ts

uo
q1
(τ) if ts ≤ τ ≤ t f

. (8.39)

where δ ε ≥ 0 corresponds to the case where the perturbed trajectory arrives on the switching
manifold m(x) = 0 at an earlier instant (the case with a later arrival time is handled in a similar
fashion).

For τ ∈ [t0, ts−δ ε), we may write:

δxε
q0
(τ) := xε

q0
(τ)− xo

q0
(τ) =

∫ t+ε

t

[
fq0

(
xε

q0
(s) ,v

)
− fq0

(
xo

q0
(s) ,uo

q0
(s)
)]

ds

+
∫

τ

t+ε

[
fq0

(
xε

q0
(s) ,uo

q0
(s)
)
− fq0

(
xo

q0
(s) ,uo

q0
(s)
)]

ds+
∫

τ

t

[
gq0

(
xε

q0
(s)
)
−gq0

(
xo

q0
(s)
)]

dw(s) ,

(8.40)

and derive the first order state variation as

dyq0 (τ) =
∂ fq0

∂xq0

(
xo

q0
(τ) ,uo

q0
(τ)
)

yq0 (τ)dτ +
∂gq0

∂xq0

(
xo

q0
(τ)
)

yq0 (τ)dw(τ) , (8.41)

yq0 (t) = fq0

(
xo

q0
(t) ,v

)
− fq0

(
xo

q0
(t) ,uo

q0
(t)
)
. (8.42)

For τ ∈ [ts−δ ε , ts), the early-switched perturbed trajectory evolves in Rq1 while the original
trajectory is still in Rq0 . At ts, both trajectories are in Rq1 , and we may write

δxε
q1
(ts) = xε

q1
(ts)− xo

q1
(ts)

= ξ
(
xε

q1
(ts−δ

ε−)
)
+
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fq1

(
xε
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(τ) ,uo

q1
(ts)
)

dτ +
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ts−δ ε

gq1

(
xε

q1
(τ)
)

dw(τ)

−ξ

(
xo

q1
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ε−)+
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fq0

(
xo

q0
(τ) ,uo

q0
(τ)
)

dτ +
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ts−δ ε

gq0

(
xo

q0
(τ)
)

dw(τ)

)
. (8.43)
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By invoking (8.3) in A1 we can prove that

lim
ε→0

1
ε2E

∥∥∥∥∫ ts

ts−δ ε

gq1

(
xε

q1
(τ)
)

dw(τ)−ξ

(∫ ts

ts−δ ε

gq0

(
xo

q0
(τ)
))

dw(τ)

∥∥∥∥2

= 0 , (8.44)

and by employing the Burkholder-Davis-Gundy (BDG) inequality (see e.g. [113, 114] and
Appendix A) we deduce

yq1 (ts) = ∇ξ yq0 (ts−)+ lim
ε→0

δ ε

ε

[
fq1

(
ξ
(
xo

q0
(ts−)

)
,uo

q1
(ts)
)
−∇ξ fq0

(
xo

q0
(ts−) ,uo

q0
(ts−)

)]
,

(8.45)
almost surely, where by using (8.4) in A1 and the BDG inequality, the limit in (8.45) is determined
as

lim
ε→0

δ ε

ε
=

∇mT yq0 (ts−)
∇mT fq0

(
xo

q0
(ts−) ,uo

q0
(ts−)

) , (8.46)

almost surely. Denoting

γs :=
1

∇mT fq0

(
xo

q0
(ts−) ,uo

q0
(ts−)

) , (8.47)

the first order dynamics of the state sensitivity are

yq0 (t) = fq0

(
xo

q0
(t) ,v

)
− fq0

(
xo

q0
(t) ,uo

q0
(t)
)
, (8.48)

dyq0 (τ) =
∂ fq0

∂xq0

(
xo

q0
(τ) ,uo

q0
(τ)
)

yq0 (τ)dτ +
∂gq0

∂xq0

(
xo

q0
(τ)
)

yq0 (τ)dw(τ) , (8.49)

yq1 (ts) =
[
∇ξ + γs

(
f s
q1
−∇ξ f s

q0

)
∇mT ] yq0 (ts−) , (8.50)

dyq1 (τ) =
∂ fq1

∂xq1

(
xo

q1
(τ) ,uo

q1
(τ)
)

yq1 (τ)dτ +
∂gq1

∂xq1

(
xo

q1
(τ)
)

yq1 (τ)dw(τ) , (8.51)

where in the above equations f s
q0

:= fq0

(
xo

q0
(ts−) ,uo

q0
(ts−)

)
and f s

q1
:= fq1

(
xo

q1
(ts) ,uo

q1
(ts)
)
.

Furthermore, the first order dynamics of the (forward) cost sensitivity are determined by

zq0 (t) = lq0

(
xo

q0
(t) ,v

)
− lq0

(
xo

q0
(t) ,uo

q0
(t)
)
, (8.52)

d
dτ

zq0 (τ) =
∂ lq0

∂xq0

(
xo

q0
(τ) ,uo

q0
(τ)
)

yq0 (τ) , (8.53)

zq1 (ts) = zq0(ts−)+
[
∇c+γs

(
ls
q1
−ls

q0
−∇cTf s

q0

)
∇m
]Tyq0(ts−), (8.54)

d
dτ

zq1 (τ) =
∂ lq1

∂xq1

(
xo

q1
(τ) ,uo

q1
(τ)
)

yq1 (τ) . (8.55)
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Defining
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=−

(
∂ lq0

∂xq0

(
xo

q0
,uo

q0

)
+

[
∂ fq0

∂xq0

(
xo

q0
,uo

q0

)]T

λ
o
q0
+

nw

∑
k=1

[
∂gq0

∂xq0

(
xo

q0

)]T

Ko(k)
q0

)
dt+Ko

q0
(t)dw(t) ,

(8.56)
and taking similar steps as those in the previous part, Lemma 8.2 is employed to show that there
exist ℑt-adapted processes λ o

q0
,Ko

q0
such that for t ∈ (t0, ts) :

d
dε

J (uε)

∣∣∣∣
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t f
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(
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}
≥ 0, (8.57)

Thus,

E
{
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)
+
[
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≥ 0, (8.58)

which, by [42, Theorem 2.1], results in

lq0

(
xo

q0
(t) ,uo

q0
(t)
)
+
[
λ

o
q0
(t)
]T fq0

(
xo

q0
(t) ,uo
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(
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)
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[
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o
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(t)
]T fq0

(
xo

q0
(t) ,v

)
, (8.59)

a.s. for all v : ℑt−measurable random variables in Uq0 . The Hamiltonian minimization condition
(8.19) in location q0 directly follows (8.59) which together with (8.38) completes the proof of
(8.19) for the case under study.

The adjoint process dynamics (8.14) are directly deduced from (8.56) and (8.32) together
with the Hamiltonian definition (8.12). In order to derive the adjoint boundary conditions (8.18)
we consider (8.36) for t ↓ ts and (8.57) for t ↑ ts to write

E
{

zq1 (ts)+
[
λ

o
q1
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]T yq1 (ts)
}
= E

{
zq0 (ts−)+

[
λ

o
q0
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}
. (8.60)
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Substitution of yq1 (ts) and zq1 (ts) from (8.50) and (8.54) results in
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. (8.61)

or
E
{[
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= 0, (8.62)

in which the notation
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, (8.63)

is used. In order to prove the Hamiltonian continuity condition (8.20) we note that on one hand:
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where in the derivation of the last equality γs is substituted from (8.47). On the other hand,
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. (8.65)

In the derivation of the above arguments, we made use the linearity of the mapping ξ

provided in A0.S, and we employed the assumption (8.3) in A1.S. This completes the proof
of the Stochastic Hybrid Minimum Principle.
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Chapter 9

Future Research Directions

9.1 Stochastic Hybrid Dynamic Programming

In this thesis, the Stochastic Hybrid Minimum Principle (SHMP) has been established for a
general class of hybrid systems with both autonomous and controlled switchings and state jumps
subject to possible changes in the dimension of the state space. The inevitability of switchings
and jumps upon arrival on switching manifolds is of particular importance in the modelling
of mechanical impact problems (e.g. [115] as well as the well known example of a bouncing
ball in a turbulent environment) and friction-resisted dynamical systems with distinct evolutions
under static and dynamic frictions (see e.g. [100]). The SHMP established here generalizes the
deterministic HMP presented in Chapter 3. Furthermore, as proved in the case of deterministic
hybrid optimal control problems in Chapter 5, the adjoint process in the HMP and the gradient of
the value function in Hybrid Dynamic Programming (HDP) are identical to each other almost
everywhere. So due to the fact that the same relationship holds for continuous parameter
stochastic optimal control problems (see e.g. [26]), it is natural to expect the adjoint process
in the SHMP and the gradient of the value function in Stochastic HDP (SHDP) to be identical
almost everywhere.

9.2 Sufficient Conditions of Optimality

All the theorems in this thesis hold as necessary conditions of optimality. While the sufficiency
of the HMP can be shown to hold for numerous hybrid optimal control problems, for instance
when the Hamiltonian is convex, a major drawback in solving the HJB equation for obtaining the
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solution(s) of both classical and hybrid optimal control problems is the requirement that the HJB
equation admits classical solutions, i.e. the solutions are assumed to be smooth enough to satisfy
the HJB equation. Unfortunately, this is not necessarily the case and therefore the discussion of
the so-called viscosity solutions (e.g. the extension of the results of [16, 18, 19] for the results of
Chapter 4) is inevitable for establishing the sufficient optimality conditions based on HDP.

9.3 Algorithms Based on the HMP/SHMP and HDP/SHDP

The HMP-based algorithms give optimal trajectories and optimal control inputs for a given
switching sequence based on the Hybrid Minimum Principle [7, 9, 10, 67, 116]. The Optimality
Zones algorithms [117–119] partition the Cartesian product of the system’s time and state space
with itself to give the optimal control law and optimal switching sequence in the state space. The
above algorithms are developed based upon earlier versions of the HMP and HDP results, and
need to be modified in order to reflect the presence of switching costs, as well as the possibility
of state space dimension change, and existence of low dimensional switching manifolds.

Furthermore, the results on the HMP-HDP relationship can be employed to develop HMP-
HDP based algorithms that provide the optimal switching sequence together with optimal
controls.

The extension of the above suggested algorithms to stochastic optimal control problems is
another direction for further research.

9.4 Control Dependent Diffusion Terms and Second Order Adjoint
Processes

When diffusion terms are functions of the system state only, as is the case in this thesis, the
SHMP is derived via first-order variational analyses as is done in Chapter 8. However, when
diffusion terms also depend on the controls, one is required to study both the first-order and
second-order variations and derive the SHMP using a stochastic Hamiltonian system consisting
of two forward-backward stochastic differential equations and a minimization condition with an
additional term quadratic in the diffusion coefficient (see e.g. [26, 42, 43]).

Furthermore, the assumptions in A1.S, as well as the linearity of the jump maps assumed in
A0.S, both of which are in force to ensure the validity of first order variations, can be relaxed
when second order variations are studied.
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9.5 Mean Field Hybrid Games

Mean Field Game (MFG) theory studies the existence of Nash equilibria, together with the
individual strategies which generate them, in games involving a large number of agents modelled
by controlled stochastic dynamical systems. This is achieved by exploiting the relationship
between the finite and corresponding infinite limit population problems. The solution of the
infinite population problem is given by the fundamental MFG Hamilton-Jacobi-Bellman (HJB)
and Fokker-Planck-Kolmogorov (FPK) equations which are linked by the state distribution of a
generic agent, otherwise known as the system’s mean field [120].

The study of Mean Field Games that undergo changes in their governing dynamics has not
yet been addressed in the literature. However, there are several opportunities for the extension of
the results of the current thesis in the MFG framework. In particular

• Autonomous switching of the game dynamics for minor players. An example of which is
the introduction of new regulations if the state of a society reaches certain levels of richness
or crisis (for instance in the management of water resources).

• Autonomous and controlled switching of the game dynamics when a major player is
present. An example of which is the introduction of new products by a company (major
player) which results in major change of consumption dynamics for consumers (minor
players) as well as the revenue dynamics for the company. Another example is given by
electoral dynamics, in particular in the Canadian system where the date of election is also
a decision parameter under the control of the sitting government. A Mean Field Hybrid
Games framework would enable one to study such elections, not only over a single courses
of governance, but also over several elections.
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Appendix A

Burkholder-Davis-Gundy Inequality

Theorem A.1 (Burkholder-Davis-Gundy Inequality [113, 114]). Consider a continuous

martingale M which, along with its quadratic variation process 〈M〉, is bounded. For every

stopping time T , we have then

E
{
|MT |2m

}
≤C′mE{〈M〉

m
T } , m > 0, (A.1)

BmE{〈M〉mT } ≤ E
{
|MT |2m

}
, m >

1
2
, (A.2)

BmE{〈M〉mT } ≤ E
{
(M∗T )

2m
}
≤CmE{〈M〉mT } , m >

1
2
, (A.3)

for suitable positive constants Bm, Cm, C′m which are universal (i.e., depend only on the number

m, not on the martingale M nor the stopping time T ). �


