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A bst,ml't. 

TllCl'C has h(,(,11 ail ongoing ('Irol'I 10 élchil"'p "l'l'Y high qllalit.y sp('l'l'h ('odillg al, 

mcdium I,I'HI1SlllissiOI1 hit l'at ('~, COllsI'qU('lIt I,\'. 1 Il<' 'l'lA l\Cls ('hos('11 IIIC' V('clOI' SIIIII 

LincH\' Pl'cdict.iw! (VSELP) illlpl('IlH'lItatÎolI or ail 8 Id)/s ('od.'I' 10 1)(' 1 lit' slalldal'd 

fol' NOlth-Al1Ieri(,HI1 cell"lal' digit." It'Ic'pholl,\'. lIowI~\'c\', it. WélS ollly 1'('('('lIt.ly t.h,,!., 

in vic\\' of l,Il<! illcl'('a~;ed n's('ill'ch fonls 011 dl"'I'lopillg toll-qllillit.y spI'I'c11 ('oclillg f.t. 

such bi l, \'aks, t,lw CC ITT hHS Î111 pos('d a s('1 of sl>t'cifÎ<'a t.iolls fol' st.a 1\(I;II'di~i IIg ln'.\'­

delay codcl's Ollel'al,ing at. S I,h/s. 'l'II(' Lo\\'-D('lay Cod(! Excitc-d Lhwill' PI'('dkl,Î\'I' 

(LD-CELP) :mggcst.ed hy Ch('11 is j>J'(':.ellt.ly 1 II<' ollly pot.clIl.ial cillltliclilt.(, fol' CCIT'I' 

sté\l1dnl'di~at.ioll. achic'\'ing il Oll('-\\'<I,\' ('odiliA dl'Iily or 10 IIIS, 110\\,.'\'('1', just. lik.· t.lte 

VSELP codillg illgol'illllll. \.111' ~ kb/~ LD-CELP vel'sion do.·s 1101. quil.(' yiC'ld 1.011-

<juHlit.y \'econst.\'Ilctl'd SI)(·(·('h. Tllc' J>1I1'J)(Jo.;(· (JI' 1 III' ",ol'k ill t.his t.hl·sis is 1.0 (·st.ahlish 

t.he millimulll ''''<Juin'nu'lIts fol' éI ('odill,!!, ~I 1'111'1111'1' ('apal;lt' of gl!lll·J'jlt.illg loll-qllillit.y 

coded ~1)Pech al. 8 kh/~. TI .. • plll'P()~I' of 1 hi~ t.hl·sis is 10 show t.hat., by sli~ht.ly 

l'c1axing t.he cod i IIg d .. léI,\' ('()II~I l'éI i lit. 1 )('1 l'l'pl Il il 1 l'II hal\(,(~llIellt. 1.('('11 Il ifJ\If's yidd t.ull­

quality codillg éll'tl'I' l'('d(':-;iAllill,~ illld lilJ('-llIlIing 1 IJ(' Opt.i"li~ill,i()1I illid CJlJiIIlt.i~ilf.iOIl 

pl'OCedUI'eR of él CELP cmlN, 

Issues in rOl'wéll'd adrq)1 i\'(. lilll'ill' 1)J'(·dirl iOIl illlalYHis sllclr as Willdowilll:', and PI'(!­

dict.ioll orcier éll'(' si IIdi"d. 0" cC' ;1 Sil i 1 ili ,ho illléd,\':-.is IIldltod is dIOS(!II, t.lte "t.t.(·ut.io" is 

dircct.('d !'owéll'cI 1 If(' qlléllli iZill,ioll nI' 1 III' LPC pilrilllldel'H. \Vit.1t t.l'ilUSpilrelll. (1IIallt.i­

zélt.ioll of t.ltosC' l><II'illlll'l.<·l':' IlI'illg il 11111:-.1 roI' loll-qllillif.y codillg, ail LSF Hplil. VC'dor 

qllilllf.i~at.i()11 Sc!\('IIIC' (·lIdo\\'(·d ",il It ail illlprO\'(·d IH·J'('(·p!.IIi11 ,Iis!.ort.ioll III1'ilHIll'I! OV(!I'­

comCH t.lre clralll'II,!;''. .Joillt. 01'1 illli~ill iOIl of 1 hl' CELP syllt.lteHis pilrilllll'!.(!rS is I.h(!11 

showlI 1.0 yield iIllIH'o"ed J'(·slIll:. \\'lwlI ('Olllpilrl'd 1.0 t.lre IIslI,,1 S(!'1II1·IIt.iill ill'l'J'llildl. 

Due 1,0 t.he Iimil('d l,il l'e:-'Olll'C'(':-' fnl' (j1lilllti~illg III(' :-'YIlt.lI(!:;iH IHll'illllel.ers," perfOl'lIlilllt. 

gains (pit.clt élll<l ('Odc'llOol:) \'c·(·tOI' '1l1illlliz('1' j:.. devdoped. Nev(·I'!.ltd'·lili, percepl,lIal 

ellhancemelll IC'c1ll1icj1J('S or 1 If(' coel('d !'I1)('(·('1t '111i1lity l'elllilill t.lte Illajol' cOlIl.l'ilHlt.ors 

1.0 l.oll-<l'léIlit.y ('odillg, 'l'III' !'IIH·('c11 1)('1 iIHli( i1.y i~ ill!Ju'ov('c\ IJy IlOt.h illCI(!illiillg t.he 

l'esolutioll t.lte t.lte IOllg 11'1'111 pl'(·diclol' Ih·\;I.\·s Hlld hy ('()1It1,illillg t.!U! sp"dJ'id lIois.! 

wcight.ing wit.t. ail adap1 Î\'(' ltal'lIl()lIic \\'('iglltÎlI,!; ~c1H!III!!. Cod.:c1 SIH!(!ch qlHtiit.y ('0111-

parHblc 1.0 I.ltal. of él Î-I,il log 1'( :i\1 is hO\\'("'('I' 011 l,\' ilt.t.ilill(!d wit.h t.lte illt.rOlllldioll of il 

<lclaycd-dc!cÎHioll ('oclill,!; Il'cllllÎqll<" ('Xlt'llIlillg Ille CEL!' pill'illllf!t.m· lidl!d,ioIlJu'oœ/;/; 

heyolld tlte flllhfrélllJ(' hOlllldill'." ",il Il 110 ('xl l'ri ('osi in eodi III; ddily. 



SOlllmaÎl'c 

BeillWOllp d'..rfol't:. 0111 ("1(" d('l1Iii'ICIIH'1I1 a ('Cil III Il I(;s afin d'obtcnir un systèmc dc 

coda1;f! de Iii pillol(· d(' Ili'~ Irillll!.' qllalit,(:, O()(~l'illlt il t.aux lJIoyens dc t.ransmission, 

Lil T/A il ilÎlI:.i :.{'le('l,i(JIII((~ Iii vel:.ioll VSELP d'ull systimlc de codagc d'ull taux dc 

8 k"/s COIIIII«! :.t,éllldill'd 1'0111' Iii tc;I(!plrollir cellulairc digitale Cil Amérique du Nord, 

l'V/ids ce Il 'esl. qllC' (,(;('(·II!IIII'III., H ('all:.e d(~ l'illlgrncntat.ion de l'intérêt que porte la 

(('chm'c:JJ(' ;1 l'it('('()lllpli~"('llIl'lIt d'Ilne qualil<! 1.(;I(!phonique de parole co(h!c il de tels 

titI/X, ql/!! le CC/TT il illll'oril/il 1111 (·II:,clllhl(· dl' spécifications pour la standardisat.ion 

de syst,(~/Iles de codag(' dc' (wtits retal'ds à d('s lilIIX de 8 kb/s, Présentement, le seul 

cilIIdidil!. pol('111 i('1 qlli S(' COII!'OI'IIH' illlX 1 ('('o/llIlH'lIdat.ions du CCITT cst. If! LI)-CBLP 

:'lIgg(!I'C; pill' ClrclI. in'('(' 1111 ('('Iilrrl de C'orlilg(' IInidirectionllcl de 10 ms, Néillllnoins, 

lit \'('rsic)Jl dll LD-CELI' 0P("I'illIl il ~ "hl:., 10llt COlllllle le sy:.tème VSELP, u'atteint 

(HIS ('IICOI'(' Iii «lIil/itl· t('I("pIIOlli(I'I(', L'nl,j(·(,ti!' de' cc mémoirc est (le montrer qu'en 

flssollpli:'Silllt. Ic's COllt l'aillt ('''' illl(lO:'C'(':-' :-'111' la durc'(' du délili dc codagc1 des t.eclJl1iques 

dc' rellflllo.;S(·III1·IIt. ()('l'('('(l111I'1 d(' Iii qllalit(; ()('II\'C'IIt. engendrer un codage dc qualité 

1,(;lc!pholliqlll' al/ t('l'lIl1' d'IIIII' 1I01/\'C'''!' ('oll('(·pt.ion d d'Ilne fille mise éln point des 

pl'oC'C~dlll"'s e/'opt illlil'iat iOIl ('1 dc· ql/illlt ifi(',11 iOIl d'lIl1 syst.ème de codage CELP, 

Pillsiems slIjC'l,s COI(('I'I'IIi1l1t l'il Il il I,\'M' pr/·dict.ive IiIH!airc adaptée de manière di­

r('('l,c', fcol le ('hoix dl' rC'lIj'II'I'~ 1'1 d'ordre' dl' pl'C~clict.ioll. SOllt, soulevés, A l'issue d'tm 

l'/roix .i1le/icil·IIX dc' Iii nll~lll(Jd(· d'éIIlid.\'l'iI', l'ill I,('nt ion est. redÎl igôe vers la quant.ifica­

t.ioll d,'s paralll;·t J'('S LP(', 1'11(' qW1I1I incat iOIl t l'illlspmcnt.e de ces pélral11(!t.res étant 

de rigll('lIr pOlir oht.l·nir 11111' cplillitc" tc"IC~p/rolliqlle, un qUélllt.ificat.eur vectoriel pal'tclgé 

des (l,II'alll/·tr(·s LSF M' \'(',\';,1(, j'tr(' i, Iii hill/tc'lIr cll/ défi, Une opt.imisation conjointe 

dc's pal'illlli~t.l'c·:-' cI(' S,\'lIt h;'~(· du s.\'stè·llI(· CELP cst. cnsuit.e présentée, exhibant une 

lIH'i Ilelll'«-' ()(,l'fOl'IIIiIlIl'(' CI II<' 1',1 (1 (1 l'O('/r (' M:q 1II'IIt ie'II(' hél hi tuclle, Une structure dc quan­

t ifÎ<'at.ioll \'(·etOl'i(·II,· d(·s g,ailll'i (du rOllclillllc·lIt.al C'I, clu dict.iollllail'c) est cOllst.ruite, afin 

dC' d(;tOIlI'I\('I' I('s lilllil('s illlpO~':('''' (lm' lïn~lIffisallC'c' du nombre de bit.s dispollible, Les 

l<·chlliqllc·s dl' 1'(·IHlU:-S(·llIt'1I1 (wln'pt 11(·1 cI(' la qllillit.é l'estent néanmoins les l'aisons 

lIIi1jC'U l'I'S dc' l'ohl c'II1 ion cil' l'il rolt· ('od(:(' de' qUéllit c; t.éléphon iq lie, La périodicité d~ la 

parol(! l'st. ilC'I'(·nlllC',(· p:'!' l'ê\lIg,llIc'nt at ion clc' la l'c;:-.olllt.ion du délai du filt.re de prédiction 

l, IOllg t.ernl<', ('1 par l 'ilcljoll cl iOIl d'III1(' (lI'O('(;<lIII'C' de pOlldérat.ioll harlllonique adap­

tati\'(' dc' l'eIT('1I1' dc' qllilllliliC'alioll, (lill' qllalité de pal'ole cOlllptlrahle à celle d'un 

:',,'sti'IlH' ;-hit lop, P(,~I lI·t·~t Iillal('IIU'lIt ohlt'IIU(' qu'm'(·c l'iJlt.l'oduct.ion d'unc t.cch­

lIiqllt' dt' coda,!!,(' ;1 t!(;ci ... Ît>l1 1 ('1 (1I'd('·(· êllI dt·I;1 d('s limites d'ullc sous-fcnêt.l'c dc pal'olc, 
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Chapter 1 

Introd uction 

Digital coding of spccch signaIs is bcing illcl'casillgly wwd fol' t.1'illl~lIIiHHi()1I of Hpœdl 

over long distances. The most straight.fol'wé\l'd way of cal'l'yillg 0111. ~Hldl il eocling Ilys­

tern is to sample the speech signal al. (l fixcd mte and aHsigll 1.0 (!Hell Ilillllple va"\(! il 

binary number. From the wcll-known sétmpling t,hCOI'CIIl (1], one Célll l'ecovel' t.lte: illlil­

log signal exactly fl'om thc above cl'ca.t.cd digita.l sigllal if t.IlC ol'igi liai élllaiog HIH!C!dl 

signal is bandlimitcd to at most half thc sétlJll))jng fl'cquC!lIcy [2]. 'l'lte advallt.agC!H of 

such a digitall'eprcsentat.ion or speech sigmlls is t.he Cm-IlC of it.H III il IIi p1\lilI.ioll, or il.H 

l'cgenerative amplification and the lack or significant degmd.\.t,ion dnl'ÏlIg t.1'ilIIHllliHHioll. 

Sorne undcsil'cd distortion, duc to the tranHlIlission clléumel, can 1t0wcvcl' .lfr(!d, 1.I1(! 

perceived quality or the speech signal at the l'eccivcl' end. Hcdudllg t.llc dist.OItioll 

requires oCten incrcasing the bit ratc which l'(!sults in higltcl' tl'illismissioll l.illHlwidt,h. 

The choice or bit ratc docs not only depelld on bandwidt.h consl.l'ilillt.S, IJIII. é.lli() 011 

transmission cost. Cheap coppel' wÎt'es and optic fibC!l's .. lIowing lill'gCI' hillUlwidtll 

in terrestrial communication networks (sueh liS the tdeplaolle net.wol'k) llilve IliIndled 

weil rudirnentary amplitude comprcssion techniques. lIowcV(!,", wit.tl t,lu! illl,"(J(llidioll 

of mobile telephony and satellite communications, halldwidth l'(!sl.l'Ïdiolls IIiIV(! iL(;­

quired a greater importance, This, of C01W;C, has Icd 10 the devdoplllellt, of lIJol'e 

sophisticatcd techniques fol' bit rate l'cduction. Th(! I.mdeoff' J,et,wœll hit /'é.t,e ilnd 

coded speech qllality is still the main issuc in the speech cocling l'es(!ill'ch ilre .. , wllile 

other problcms such as computational complexity and rea.I-t.jrne imp/f!/IlC!IIt,i.t,joll ilrr! 

next in Hne . 
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Spf!Cdl is cornrnonly samplcd at cither 8 kHz or 16 kHz. PriOI' to obtaining the 

first sarnpletl version, the original speech waveform is lowpass filtered to guarantee 

a baudwidth of 0-3t100 Ilz. The 8 kHz sampled speech is then known as nar1'OW­

bfl7uL speech. l'br the second sarnpled version, the speech wOl'king bandwidth before 

sampling is Iimited to 0-7000 Hz, in which case the speech is known as wideband 

SP(!(!c!I. Narrowhand ljJ>eecll preserves the structure of the first Onee, pO'isibly four 

formant.s (resonances), and thus the esscntial characteristics of the speech signal. 

Wideband speech can accomodate up to seven formants which guarantees a clearer 

audihle speech {l'Jillity. 

Mcasuring the speech quality has always been il. dimcult problem. White sorne 

rclyon objective mei\SlIres such as the Signal-to-Noise Ratio (SNR) and the segmental 

SNR (segSN Il), other definitely prefer subjective measures of which the most common 

is t.he Mean Opinion Score (MOS). The MOS quality measure is a subject.ive rating 

bctwf!Cn 1 alld 5, from unaccept.able to excellent. going up the scale. lIigh-quulilyand 

nCIlr-lm,nsIHu'cul at.tributes are given to speech scoring above 4.0. Nclwo,.k qualily 

oft.en replaces the term near-t.ransparent quality in Low-Delay coding applications. 

Ot.llf!r t.erms are often used to quaIify speech. Toll-qllality 01' lelcphone IJllalily for 

example denot.c narrowband speech with no perceptible noise, similal' to what is 

heanl over t,dcphone nct,works. Communicalions qualit.y is an attribute to speech with 

perccivable distortion but highly intelligible, scoring alOund 3.5 on the MOS scale. 

Sy"II,ciic IJllll/jly is used fol' unnatural sounding speech but still highly intelligible. 

Research in speech coding focuses on either minimizing the pCl'ceived distortion 

or the reconst,l'Ilded speech signal (at the decoder end) at a givcn bit rate, or to 

minimize t.he bit rate at a given distortion. Two classes of coding systems can usually 

he discernable: 1l11LVCform COclC1'S and source coders. Wavcfol'lll coding is a sample-by­

sam pIe based procedure, whcrc the coded signal trics to match the incoming signal as 

accurat.c1y as possible. Source codel's exploit the human speech production mcchanism 

and the human audit.ory system. Such codcrs derive a speech model characterized 

by key paramct.crs which are transmitted to the receiver so that the speech can be 

rcconst.ruct.ed lIsing the same model. Evaluation of the coded speech quality is more 

pcrreptually jllstified, as samplc-by-sample reconstruction is virtually ï'mpossible in 

this c1a.<;s of coders. I1owevel', large bit rate reductions arc possible in source coding 
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white maintaining a givcn perceptual qualit.y. In cffcet" if thc spee('h pl'Odllct.ioll mode! 

is considered, some parameters that eharaderizc the 1Il0c\C' 1 might. have éI limitcd 

dynamic rangc or vary slowly with time. Fewcr quallt,izat.ioll Ic\'ds, lcss f\'(~qllellt 

updates and intcrpoldtion bet\\'cen succcssive time int.cl·\,élls, ail élllow bit. l'at.e sé\villgs 

if those parametcl's are scnt to the l'eccivCl' inst.cad of t.he qua\lt,ized speech siglléll 

itself. On the other hand, given a cCI'lain bit rat.e, t.he pCl'ccpt.llal qllalit.y uf t.h(! 

coded speech can be dramatically irnprovcd if the pl'opel'l.ies of t.he 1Illlllilll audit,ol'y 

system are exploited. The most corn mon percept.ual imlll'OVCIIlCIlt. t.cchlliqlle is t.he 

inclusion oC s]Jcclml masking in the dist.ortion criterion [3]. The \1Ii1sldng phellolllelloll' 

is a well-known property oC the auditol'y system, Sine<! the Cil\' is I(!ss SClIsit.iv(! t.o 

distortions located in the high energy l'cgions or t.he speech speet.I'IIIII, 1II0St. or t.he 

quantization noise can be moved to less cl'it.ical rcgiol1s of t.he (:oded speech sped.I'1II1I 

if the distortion critel'ion is app\'opriatcly 1110dified. 

A coding system rclying on a production modcl hase<l on t.he phYHiology of t,II(! 

human speech Ol'gans has been proven to olrcr high (1Imlit,y \'t!COlIst.rud.(!(1 Hpœch 

with substantial bit rate econolllics. It. is llseful howevel', herme sct.t.illg t.he scope 

and requirerncllts of the desired opt.imal coding system t.IUlt, mil k(!s the ohjed. or t,hiH 

thesis, to give a general ovcrview on the performancc or the CXiHt.illg (;()(Im's .1Itt! t,he 

scherne the standardization process is following. Rough est.inmt.CH or hOllllcls hit. 1' .. t.eH 

can attain in speech coding can be derived. Defining the uppcr bOttlHI roI' t.he bil, \'IIt.e 

required in speech transmission is equivalent to dct.ermining t.he IIHtxi1l1l1l1l 1"It.«! at. 

which information can hc transmitt.ed in a signal having the S(lIIW IHlndwidt,h fiS t.IIiII, 

of toll-quality specch at low noise lcvcls [4]. 'l'Il(! validit.y or HIICh illI (!qllividellœ St.(!IIIS 

from the faet. that the transmission of speech implics t.he t.1"IIIHlllissioll of illforJIw.t.ioll, 

with the added assumption that cach syrnbol is indepelldc/lI, of the ol,hcr symllCJlH 
, 

being transmitted (t.he struet.urc of t.he signal is ignol'ed), The bmlflwiflt.h of Sp(!(!ch 

over the telcphone netwol'k, denotcd by ~", is or 4 kllz, illld t.he slight. clist.ol't.ioll 

is assumed 1.0 he duc to whit.e addit.ive Gaussian noiHe, Wit.h (III SN H, of :10 dB 

corresponding 1.0 sllbjectivcly excellcnt speech (IUality, t.he rat.io of t.he ilve/'ilge power 

of the speech signal, P, to the power of the additive lIoiHC, 0, iH /)/0=1000. The 

c1assic paper on Information Theory by Shannon [.5] pl'ovides the lIIeiln 1.0 comput.e 

the maximum information rate C which can he dccoded fl'OlIl t.he Sigllitl cOIlt.ailling 
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the addit.ive nois(~: 

(1.1) 

lIencc a coding system capable of yielding reconst.ructed speech at such high quality 

is likely to operate at bit rates around this informaI bound of about 40 kb/s of 

information rat(!. Rernembcring that the structure of the speech signal was not taken 

into considerat.ion, it is in fact possible to do significantJy better by exploit.ing the 

corrclaf.ioll fllIIong adjacent samples in the sam pied speech signal. 

On the ot.her hand, in deriving the informallower bound on bit rates, the signal 

strucf.ure must lm overestimated. lIowever, since the information rate computation 

becomes much more complicated with the received symbols bcing interdepelldent, an 

alternat.ive est.imation mcthod is proposed in Kleijn's work [4] .. If English speech is 

cOllsidered, the speech signal can be descdbed in terms of a sequence of high level 

linguistic symbols, known as phonemes, independent from cach other. Spokcn at a 

rate of about JO phonemes a second, a set of 42 phonemes constitute the entire lan­

gllage. The informat.ion content per phoneme is approximately of 5 bits, in reference 

t.o a table of the l'e1ative pl'Obability of the occurence of the phonemes, which yields 

an informat.ion rate of 50 bIs. However, in such a lower bound estimation, only the 

phonemic infol'lnation is considered, which results in a loss of the speaker identity 

(int.onation, rate of speaking, etc ... ). 

As depict.ed in Fig. 1.1, the cUl'rent performance of speech coders is given as the 

operating bit l'ute versus the subjective MOS scale. The conventional Pldse Code 

MOllttllllion (PCM) with /l-Iaw or A-law companding schemes are currently common­

place in the t.clephone network, operating at a bit rate of 64 kh/s, approaching indeed 

t,he estimated upper limit of 40 kb/s. Few assumptions on the speech signal struc­

ture are made in these non-uniform quantization schemes, known as log-PCM since 

the quant,izel' levc\s are logal'ithmically distributed. Exploiting the redundancies in 

t.he speech signal, wavcfOl'I11 coders allow significant bit savings at the cost of an in­

t,roduced coding delay, while preserving very high speech quality. Differentiai Pulse 

Gode Modul(tlion (DPCM) and Adaplive DPCkf (ADPCM) schernes belong to the 

S(~t, of diffcl'ent.ial coders, a subclass of waveform coding, In these schernes, a pre­

dictor flUcr est.imates the upcomillg speech sam pIe to be rcconstructed. The actual 

differencc bctwcen the original speech sam pIe and the cstimated speech sam pie is 
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quantized, and the coding scheme might incorporat.e <llIanti:wl' levcl ilIId gaill iHlilp­

tation techniques. As a result, coding rates down to 32 kb/s ill'e cilpnble of yiddillg 

the equivalent toll-quality of 64 kh/s log-PCM coder:,. As t.he hil, rilte ill Fig, 1.1 

is decreased, the efficiency or perccptually-weighted wavcfol'lJl coders IH!COIIH!S lIIorc 

apparent when compared to the simple c1ass of wavefol'ln codet's, By iLppl'Opt'Îately 

modifying the error criterion, the distortion is displaced 1.0 high ellc/'gy COUt.CIlt. l'cgiolls 

in the frequency spectrum and thus rendel'ed less audible. I~~xploitillg this propcl'f,y 

of the human auditory system improves the subjective CJlIülit.y or Wil.veronll cod ers ill 

aIl bandwidth constrained applications. The other claSH or codcl'S rOJ'llIed hy vocodel's 

allows substantial bit rate savings by dispensing HU! speech l'csidual wiLvdfll1J1 (t.he 

speech signal that is left over aCter ail redundancies rernoval) rrotrl I.nulsllliHSioll, huI. 

pay the priee in qualitYi the naturalness or toll-qualit.y ill vocoders ha.<; ilOt. beell 
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Figurc 1.2: Digit.al tdcphony standards [6] (CCITT:Consultativc Committcc for Tele­

phonc ;1I1d Tclcgraph, GSM: Group Special Mobile, Cl'IA: Ccllular Technology In­

dllstry Associiltion, NSA: National SccUI'ity Agcney) 

reached yet, and only hybrid models combining wavcfOl'm eoding and vocoding have 

aUained comlllunication-quality. Vocodcrs in effeet rcly on spcceh-specifie models, 

cxploit.ing t.he usual rcdllndancies and transmit almost ail the si de infOl'rnation used 

by waveform coders (pitch, voicing, formants, etc ... ) but lack th~ essencc of speech 

contained in the rcsidual. Early vocoders wcre based on transformations between 

time and freqllcllcy domains Iike AllalJtive Transform Coding (ATC) and lu"rmonie 

coding. Thc reccnt years, however, have witnessed an increased dedication toward 

Linear Prcdictive Coding vocodcrs, which will be the object of the next chapter. 

Thc goal of achieving t.oll-quality coding schemes has becn attained 50 far by 

codcl's opcl'at.ing at bit rates starting from 16 kb/s and up. As can be seen from the 

stllllll1al'y of the clII'rcnt. statc of digital tclcphony standards in Fig. 1.2, the CCITT 

has standal'<lized t.hc 64 kb/s log-PCM and the 32 kb/s ADPCM (G,721) coders 

cncollllt.ered Pl'CViOIlSly, Reccnt.ly, the Low-Delay 16 kb/s high-qllality coder based 

on linear J>I'cdict.ion t.cchniqucs has also becn standardized, 

As expectcd, the IIcxt CCUT aim is the achievement of near-transparent quality 

coding at S kh/s, Tablc 1.1 summal'Îzcs the CCITT specifications fol' the 8 kb/s 

coder standill'dizatiolJ, The low-dclay rcquirerncnt is somcwhat more loose than the 

2 ms object.i\'e of thc 16 kb/s CCIT'!' standard, but is still vcry dcmanding when 

compared to cxistillg high-quality 8 kb/s coders, recordillg coding delays between 16 
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ms and 20 ms. Sorne of thc rcqllirclllcnt.s in Tablc 1.1 Ciln vary depcllding on t.h(~ 

codillg application. Channel crror ratcs can bc 11111ch 1II0rc scverc ill ~ lohile H,ulio 

or indoor wil'clcss applications. Thc only prcscnt canclidëlt.c fol' t.he S kh/s CCI')'T 

standardization is a Low-Delay Codc-Excit.cd Lincar Prc<lict.i\'c (LD-CE!"!') coder [ï). 

The work in this thcsis is dcdicatcd toward the achievcment. of t,oll-qllalil.y spccdl 

coding at S kb/s. The ncar-toll qllality barrier has all'eaely beell cl'Osscd hy 1.\\'0 V(!I'­

sions oC linear prediction bascd analysis-by-synthesis codm's: t.he VedOl'-SIIIlI I·~xcit.(!d 

Linear Predictive (VSELP) coder [29] and the Low-Delay Code Exdt.ed Lincélr PI'(!­

dictive (LD-CELP) coder. Both codel's registered scores al'oUll<1 a.H5 011 t.he l\·IOS 

scale [7,29]. Toll quality was previously defined t.o dcscl'ibe ,'econst.rllded specch 

scoring ahove 4.0 in mcan opinion, perccptllally comparahle 10 7-bit. log ]leM coding 

quality. BeCore fullfilling ail the requirclllcnts of Ta.ble l,l, il. S(!CII\S fUlldalllent. .. 1 t,o 

reach toll-qua.lily at an opel'ating rate of 8 kb/s wit.h 110 rest.rid.ions 011 t.he cocling 

delay, the cornputational cOl11plcxily or any ot.her issue relevant. 1.0 real-t.ime hardware 

implementation. Howcvel', sorne of the above rnentioncd issues will be discussed. 

The next chaptel' strongly arguments lhe faet t.ltal t.he C)~LP codillg tllgOl'Ït.llI1I 

is the most qualified candidate fol' undcl'taking such a challclIgc. St.mt.illg 1'1'0111 t.h(! 

Coundations set by a convcntional CELl> codcr, ail of thc COlllpOllcllt.H will t.hen he 

redesigned and optimizcd eithcr individllillly or jointly (Iepellding 011 t.hdl' :-lIIhj(!ct.iw! 

and objective performances, bcforc beillg illtegratcd ill t.hc codel', QII(lllt.i~itt.ioll pro­

cedures for the prediction parametcrs, the excit.ations, t.he gilills and t.he pite" lags 

will ail be addrcssed. Pcrccptual wcighting techniqucs and sllbt.ldics enahling the 

coder to bridge the gap bctwecn communication-([lmlit.y and t.oll-qllillit.y spœch will 

also be describcd. It will he clcar that fillcr quantizalion of the code.' P<II'flIlJet.f!I'S is 

not sufficicnt to ohtain the results sought aftcl'. 'l'cchni(I"(!f; Cil 1 iii llcillg t.Jw IH!I'cept.1li11 

quality of the reconstructed speech by either masking 01' l'cllIoving t.he ohjed.iollahlc 

distortions Beem to he thc path to follow, 
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PARAMETERS REQUIREMENTS OBJECTIVES 

Speech cjuality in Not worse than 

error free (;ondition that of 0.721 

Speech pcrfOl'mance with Not worse than that Equivalent to 16 kh/s CCITT 

hit errors: of G.721 under coder under evaluations 

BER < 10-3 similar conditions 

random crrors 

One way codcr/decodcl' 

dclay in ms, 

frame sizcs :::; 16 ms < 5 ms 

total CODEC dclay :::; 32 ms < 10 ms 

Capability to transmit 

voice-band data Not, needcd 

Qualit,y depcndcllcy Not worse than 

on speakcrs that of 0.721 

Capability to transmit No annoying effects have to 

musIc he generated 

Gross bit ratc, kb/s 8 

Talldcming capahility 2 asynchronous \Vith 3 asynchronous 

for the spcech a total distortion :5 4 asyllchl'onous G. 721 

:::; 4 G.721 Synchrollous tandeming 

1~'\ndeming \Vith otller 54 G.721 property 

CCITT coding standards 

Capability t.o operate at Needed Graceful degradation at 6.4 kb/s 

diffcrcnt bit rates and improved performance 

(9.6 kb/s to 6.'1 kb/s) at 9.6 kh/s 

Complexity To he defincd As low as possible 

Table I.J: CClTT standal'dization rcquirements for 8 kb/s high-quality coders . 

• 8 



• 

• 

1.1 Organization of the Thesis 

With the ultimate aim of il11plemcnting a totl-quality spcech codet' operat.il1g al, S kb/s, 

the present thesis is structured as follows. The varicus compollcllt,H (,hat. const.Ît,IIt.e il 

CELP coder are separately considered and either redcsigllcd Ot' fine-t.lll1ed, t.hell t.hey 

are assembled in such a way to opera te emciently in t.he whole codct, cllvirOIllIH!Ilt.. 

Chapter 2 rèviews the t heoreti cal background of lineal' prediction alld int.rodllces 

the basic concepts of analysis-by-synthcsis based Hneat' prcdictivc coclers, t.he g(!lIcl'é\.1 

class to which the CELP coding algorit.hm hclongs. The quant,izat,ion of t.he LPC 

parameters is addressed in Chapter 3, whct'c an cfficient LPC pat'illlld,et's vcetor 

quantizer operating in the Line Spectral Frcqucncics dOlllain is del,ailetl and evalual,ed, 

Pitch prediction techniques are investigat.ed in Chétpt.el' '1. Ext.ensive cOlllpill'isOIlS 

between various pitch and codebook pal'amet.ers optimizill,ion SChCIIH'S al'e perforllled, 

The chapter also includes discussions 011 incl'cased rcsolut.ion pit.ch l>I'cclkt.()I's, ('it.lwl' 

by increasing the number of predictol' taps 01' by allowing ~mbsalllple l'esolut.ion of t.h(! 

predictor delay. The investigations lead to t.he claborilt.ion of ail efIiciellt. fl'il(;t,iotlill 

pitch prediction scheme that will consistently improve t.he pet'iodicit.y illld t.hus t.he 

quality of the reconstructed speech. 

Realizing that even an optimized perfOl'mance of a basic 8 kh/s CgLP (;oding 

scheme is not sufficient to bridge the gap between communicat,ion-CfuiLlit,y illl(l 1.011-

quality coding, Chapter 5 presents ail the met,hods employcd to pCl'ceptlwlly ClltlitllCf! 

the quality of coded speech. With the final judge being t.he car, lIIitlly of t.he tltllnan 

auditory system properties will be exptoited to c1aboratc illl)lrovC!lIIellt, t.edllli(IIJ(!S 

such as adaptive postfiltel'ing and harmonie noise weight.illg. III iHldit.ioll, aft.el' jlls­

tifying the suboptimality of the CELP pal'ameters transmÎl,I.(!d 011 il SlIhfl'ilIIIC! hasis, 

an approach that dclays transmission of those parametel's 1I11t.i1 they have bcell opt.i­

mized over sever al subframes is inLrodllccd. This dclayed-decisioll codillg l,echlli(JlIf! 

will have a tremendous impact on the perceptllil.J coding CJllalit.y ilS weil ilS 011 I.he 

objective quality measurernent criteria. Finally, the pel'fo/'/J1ilIlCC of t.he implern(!lIl.ccl 

coding seheme is evaluated in Chapter 6, followed by the present.at.ioll of fut.l/re 1.011-

quality speech coding trends and conclllding rcmarks . 
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Chapter 2 

Linear Prediction based 

Analysis-by-Synthesis Coding 

2.1 Introduction 

Thc end purpose of this Chapter is a formai introduction of the Code-Excited Linear 

Predictioll (CELP) coding algorif.hm. Rctracing the historical evolution of speech 

codillg, mct.hods that exploit the characteristics of the human speech production 

system are pl'cscnt.ed and evaluated. Modeling the vocal tract in a more cursory 

way, linenr prediction based coding schemes have gained popularity over the more 

accumte physiologica.l models for their well-established parameter computation pro­

cedures, thcir bit-rate reduction capabilities white maintaining nt the same time high 

coded speech quality. Linear prediction techniques are disclIssed in detait with sorne 

expcrimental and thcoretical results presented. The general class of linear predic­

t.ion bascd iHlalysis-by-synthcsis codcrs to which the CELP algodthm belongs is then 

outlincd, going from the basic analysis-by-synthesis structure to finally develop an 

efficient CELP coding sclleme. Very good speech quality results from the original 

CELP algorithm when ope.-ating at intermediate rates, but the extremely high com­

putat.ional cOlllplcxit.y is a major drawback. Moreover, accounting for sorne of the 

propcrtics of the human auditory system, modifications of the CELP algorithm con­

tribute to increasing the pCl·ccptual speech quality in a coding environment at the 

expensc of iHl cven hcavicl· computational load. To make the implementation of the 
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modified CELP algol'ithm possiblc in practical coding applicat.ioll~, ra~t. pl'Or(!dlll'(\~ 

adapted to the dynamie character of thc algol'ithm WCI'C dl'"cloped, SOllle of t.heHc 

methods are brieOy mentioncd at t.he elld of l.he CIWpt.CI', 

2.2 Physiology of Speech Production 

Exploiting the natural rcdundancies t.hal. cxist in speech sigllals iH of p1'ÎII\t\ COli ce l'II 

when bit rate reduction in coding is sought., It is hencc vCI'y illHl.l'lId.ive 1.0 hridly 

investigate the nature of those redundallcics bcrore at.t.elllpt.illg ally killd or spœdl 

modeling, Speech redundancies are a. direct. consequcllcc of t,Ile hlllllélli vo('al t.I'ad 

structure and the auditory pcrception propcrt.ics, Thc lIIORt. COIIIIIIOII way of dlél\'1lG­

terizing speech production is by a lTIechanism consist,illg of t,hree Hcpill'ahle ellt,it.i(·H: 

an excitation signal generator, an acoustic tube of non-ullirOI'1II crOHH HcdiollS éIIul ra­

diation walls. Excitation of the acoustic tube l'CSIlIt,s illt,o space mdiat.ioll alld :;olllui 

waves creation, Thus, the speech signal Céln be represclIt.cd ill t.he ;t,-dolllaill hy S'(z}, 

a product of the excitation signal X(z), t.he t.ransfer fllllct.ioll of t.he acolIst.ic t.ulU! 

H(z), and the radiation transfer funcl.ion P( z): 

S(z) = X(z)lI(z)P(z), (~,I ) 

In the human speech production appal'atus, the excitat.ioll siglwl is gell(!/'ilt..!c\ hy 

forcing air from the lungs thl'Ough the vocal cords into t.he vocal t.ract.. If /}oÎCf:d Hpeech 

is intended (sueh as /a/, fil, /0/), t.he vocal cordH will vilmd,e rapidly illward alld 

outward, shutting and opening sequcntially t.he paHHagc of ;tir het.weell t.he f.r<tdlc;. 

and the vocal tract, The change of vocal cords vibratioll rat.e (flllldalllellt.ili freqllclI(!'y 

FO, or pitch) is relativcly slow: few tens of millisecon<ls of éL vowel ÎIICOI')lol';aI,e !) 01' 

6 pitch periods. Furthermore, this gcnemted excitatioll HiglUd of Hl.l'OlIgly /lc1'ÎndÎc 

nature has smooth glottal waveform (pitch cycle) transit.ionH most. of t.he f.illle, 'l'Ile 

vocal tract, locatcd between the Iips and the nostrils on olle C!IId, illld t.he vocid mnls 

on the other, acts as the acollstic tube, Different shapillgs of t.he voc;d f.rad (wah 

the aid of the tongue, the lips, the jaw and the veillm) l'CHIlIt. in diff(!rellf. HOlllldH. The 

shaping of the vocal tract characterizcs the Hpeech spcct.l'l11n wlde" vill'Îes rdat.ivdy 

in time when compared to the vibration mte of the VOCi!l (!()l'Cls. MUI'(!()v(!r, /IIOS!. 

of the speech cnergy is located at low frequcncy (helnw 1 kll~ with il f;dluff of -(i 
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dB/oelave in frcquency for vowcls). Sorne sounds arc the result of noisy excitation 

signais, iJl which case the vocal cords do not vibrate, but airllow is ru shed instead 

through vocal tract constrictions (Hps, teeth etc ... ). The produced sounds are then 

c1a.<;sified as 111t1Joiccd speech. 

'J'he intent of the brief description of the human speech pl'Oduction apparatus [8] is 

Cl. motival.ion for predictive coding. By appropriately modeling the glottal excitation 

and the vocal tl'aet system fundion JI(z) with few parameters to be transmitted, 

Sllbstitlltial bil, savings can he achieved. Furthermore, by exploiting the limitations 

and pl'Operties of the hUll1an auditory system such as masking phenomena, increasing 

scnsitivity 1.0 lower frequency and insignificance of spectral zeros, the perceived speech 

(IUality can drlllnatically be improved. The object of the following subsections is to 

int.roduce emciellt modcls of the vocal tract transfer function and the glottal excitation 

1.0 be IIsed in the scope of Iinear prediction, the key clement of analysis-by-synthesis 

coding techniques. ft is worth mentioning, however, that physiologically-based models 

for the excitatioll generation and vocal tract shape suffer fl'Om limitations in speech 

coding applications. The main reasons for the lack of effectiveness of such models is 

the difTiculty of extractillg the model parameters from the speech signal and the poor 

exploitation of t,he auditory perception properties [4]. 

2.3 The Purpose of Prediction in Speech Coding 

Achieving toll-qllality speech coding at rates from 32 khfs downward was only pos­

sible with the intl'Oduction of Iinca .. prediction. Prior to this, only log-PCM coding 

t.echni<)lIcs reached such quality, with coding rates attaining 64 kh/s. By incorpo­

rat.ing il. Iincm prcdict.or in the coding scheme, speech signal redulldancies cou Id he 

exploite<l, al. t.he expense of an introduced coding delay. DifferentiaI Pulse Code Mod­

ulat.ion (DPCl\/I) methods have managed to bring down toll-quality speech coding at 

rat.es bclow 32 kbfs by gClleratillg a predictt:!d speech sam pIe valuc from prior speech 

samplcs fol' cach speech sam pIe to be quantizcd. The difference bctween the original 

sam pIe ~uld the predictcd sam pIe is then quantized. If the prediction fiUer parameters 

arc ollly cOllsidel'Cd to he stationary for small speech segments and are adapted for 

successive segmcnts, coding rates can he further reduced. In addition, by adapting 
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the quantizer Ievels to the prediction erl'ol' :.;ignal (t.he din'CI'(~IlCC 1)('1\\'('('11 t.he ol'igillill 

and the prcdicted speech sa11lpIes) dynalllic l"lIIge, Adnpl,h'(! DiI)'(·I'(·Ilt.inI PuIH(~ Cod(' 

Modulation schemes l'eslllt., upon which t.he 32 kh/:.; Cel'l'T :.;1 illldill'd is hiUlI'd, 

Before disCllssillg the impIell1cntat.ioll of the pl'cdidol' which in l'ill'\. l'oll~hl,\' lIIoddH 

the vocal tract, a preIiminaJ'Y on c1osed-loop and opcn-Ioop pl'edict.ioll techniqlles éllld 

their role in predictive coding is necessal'y, Let. P(.) be il pl'cdict.ol' or 01'<1('1' N t.hil\. 

attempts to predict an ol'Ïginal speech samp)e 05(11) rt'om N »ilSt. sillllples, III t.h!! cas(~ 

of open-Ioop prcdiction, the N past samplel-l arc original speech Sillllph'H, alld t.he 

open-loo]} l'csidllul x(n) is defined as the dHrerencc bet.wcell t.hc origilléll s;lIl1pl(! .0;(1/) 

and the prcdided sample s( Il): 

x(n) = S(11) - ,S(lI) (2.2) 

with 

8(11) = P(s(n -1),.0;(11 - 2), ... ,.'1(11 - N)). (2.:1) 

If in a coding system prediction is based 011 pflSt. rccolIst.l'lIded spœdJ sarll pies 

s(n - 1), ... , :5(11 - N), the closcd-looJJ rcsùlua[ ;i:(1I) is oht.ailled by: 

x(n) = s(n) - P(s(n - 1), 8(n - 2), ... , ;;;(1/ - N)). (2A) 

By optimizing the closcd-Ioop prcdicl.or, l,he encl'gy of t.he dosed·loop l'esidllal ;;;(1/) 

is minimized allowing smallel' quantizat.ioll bin widt.h, which in 1.111'11 Illillillli;t,es t.he 

quantization el'l'Ol's. Fig. 2.1 depicts the doscd-Ioop connguratioll of pl'cdidive cod· 

ing. 

The speech signal can be reconstl'ucl.cd l'rom th(! tl"élllsrnil.t.ed <j1lilllt.ixed V(!I ~i()11 

of the residual, x(n), pl'ovided that the l'eceivel' ernploys t.he H'lIlH! pl'edidol' fOllll<l 

in the encoder. For this pUl'pOSC, cithcl' t.he pl'edictor is Iwpt wit.h fixe<! p(lf'II11Iet.el'H~ 

those parametcrs can be transmittcd as side information wit.h t.he qllllllt.ixed I!!HidlliLl, 

or thcy can be computed from past l'CColIstlucted speech. The CI liTe Il 1. 1'(!COlIsl.l'IId.(!<I 

speech samplc s(n) is obtained, as aeelJ in t.he l'eccÎvcr or Fig1lre 2.1, l,y: 

:5(n) = x(n) + P(:5(n - ]), s(n - 2), ... , :oi(n - N)), (2.1) ) 

Two points arc of intcrcst in the case of c1oscd-loop pl'cdicl.ioll. By COlllplll'illg 1·~qH. 

(2.4) and (2.5), the quanti~ation crrOf ",(11.) - ,~(n) is roulld t,o b(! idelll.ic;.J 1.0 :Ï;(.,,) -
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s(n) x(n) 
--eI4'+ Q 

x(n) 

.~(n) 
:t 

.------111{,~ 

Channel 

s(n) 

Pe,eR-I)" ,'(noN»~ 

Figure 2.1: ADPCM codcr \Vith error frec transmission 

s(n) 

x(n). I<nowing tllat the <Iuantization error is directly proportional to the signal 

energy, it is thcn much mOl'c advantageous to quantize x(n) sincc its cnergy is less 

than that of s(n). Dcfining the P,'cdiclio1l Gain as the ratio of the energy of the 

speech signal to that of the residual signal with both energies averaged over a defined 

segmcnt, 
N 
L s(n)2 

PG = .:.::n~=l=--__ 
N 
Lx(n)2 
n=l 

(2.6) 

the filtcring opcration that yiclds the reconstructed speech aceording to (.) seales the 

residual cncrgy by a factor approximatcly equal to PG [4]. If opcn-Joop prediction 

is uscd in thc encoder as shown in Fig. 2.2, the quantization error on the ol>cn-loop 

residual will he magnified by this factor. IIence, the larger the prediction gaill is, the 

more jllstified the <llIantization of the closed-Ioop residuaJ is, rather than Cjuantizing 

either the original speech or the open-Joop residual. 

Finally, it is important to note that the prcdictor pararncters have to be optimized 

for open-Ioop prediction sinee the prediction gain deereases with decreasing quanti­

zation acctll'acy. The closed-Ioop prediction structure is only used in the encoder for 

the quantization of the residual. 
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s(n) x(n)..----. 
+ Q Chanllel 

S(II) 

8(11.) 

P(i(h.I) •.•.•• (h.N) 

Figure 2.2: Open-Ioo» prediction in predictive codillg 

2.4 Linear Prediction 

The purpose of prediction in speech coding \Vas defined in t.he previolls section t.o 

exploit the redundancies that exist in speech signais. Scell frolll él different. \'iewpoillt., 

a predictor can be considercd as a generic rnodel for the vocal t.md.. l,i"CtLl' IJn:t/icli",: 

Goding has bccorne ovcr the past clccade the most popular coding schcllle af. lIIediulIl 

and low bit rates, and has been uscd in almost cxdusively .. II predid.ive codel's. 'l'Ile 

next subscction will briefly justify the validity of a linear moclcl 1'01' t.he pl'()didor, 

and the lomaining parts will introduce formaI means to est.illlat.e t.he pill·a",ef.(!I'S of 

prediction filters and discuss relevant issues in lineal' pl'cdict.ioll. 

2.4.1 Validity of Linear Prediction 

Linear prediction of a speech sarnple from pl'evious samples is opt.illlai in t.!te lei\.st.­

squares sense if the samples of the speech signal arc assumetl f.() he l'il/ldoll' variahles 

with Gaussian distributioil [9]. Experiments have shown tllat, t..lken ovel' sltOl't, t.ime 

segments, speech signal samples can be assurlled to hav(! a CilIIssian dist.l'ihllt.ÎOII [JO]. 
On a physiological basis on the other hand, a 10sslcNs vo<:al t.met Cilll he d(!Hcrihetl 

byan ali-pole filter (any losslcss tube model is equivalent. to illl ali-pole rilt.eJ'). La.t.­

tice filters arc also used to model the vocal tract b(!(:ause of t.he silllilarif.y of hof.h 

structures, the efficient recursive procedures that exist fol' piU'iunet.(!I'S colflpllt.at.ioll, 

the simple stability properties of the filters alld tI.\! srnoot.1I rt(!SS uf t.he filt.(!I' dlilractcr­

istics change as a function of the coefficients. lIowevCl', limit.at.iolls of t.lle lat.t.iœ filt.el' 
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modt!! have becn addrcsscd by [4]; thc confusion stems from the fact that the lattice 

filter configuration of all~polc filtcrs corresponds to the transfer function of airflow 

throllgh a concatenation of tubes of various cross~sectional areas, which is not al ways 

an ade(luate model of the vocal tract. Nevertheless, significant prediction gains were 

reached with lincar prediction that assumes an all~pole model for the speech signal. 

A brier word on nonlinear prediction is worth mentioning. Serious research in this 

field has ollly started reccntly [11] and higher prediction gains than those of linear 

prediction wer<! recorded. 'fhe optimality of Iinear speech prediction can thel'efore be 

qUf!stionned, hut the practical significance of the new results has not been fOl'malized 

yet. 

2.4.2 Linear Prediction and Speech Spectra 

The most general predictor form in linear prediction is the Auto~Regressive Moving 

Average (ARMA) model where a speech sample sen) is predicted from N past pre­

dicted speech samples s(n - 1), ... , s(n - N) \Vith the addition of an excitation signal 

u(n) according to: 

p q 

s( n) = L aks( n - k) + GE blu( n - /) (2.7) 
1.=1 1=0 

with G being a gain factor and {al.} and {b,,} being sets of filter coefficients. Very 

oft.en, the Auto-Regressive (AR) model corresponding to an ail-pole predictor is pre­

ferred to the pol(!/zero ARMA model in which case the prediction operation is written 

as: 
p 

s(n) = L a"s(n - k). (2.8) 
10=1 

The major drawback in this model is the absence of repl'esentation of the spectral 

zeros duc to the glottal source and the vocal tract response in the nasal portion. In 

addit,ion, unvoiced sounds are poorly predicted. One common remedy is the addition 

of 2 or 3 extra poles that can approximate the zeros contribution closely in the 

predictor frequcncy response. 

Considering the AR model of the predictor, the open-Ioop residual can be writtell 

as: 
p 

x(n) = sen) - E aks(n - k). (2.9) 
10=1 
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Seen in a reverse manner, a speech production modcl can be c1abol'at.ed i ",hem .\11 

excitation signal X(z) (the z-transform of the sequence ;/'(71» is pasRcd t,hl'Ough Il 

shaping filter H(z) to produce reconst,ruclcd speech S(.:). fiy let.t.ing /i'(z) he t,he 

system response of the Iinear prediction »rOCCSJ, the shaping mt,C1' 11(.:), also known 

as the synthesis !ilIer is expressed as: 

1 1 
H(z) = 1 - F(z) = 1 - EL, "kZ-k = A(.:)· (~.IO) 

The residual X(z) is obtained by passing a speec signal S(.:) t.hrough \.lU! i"",!",.w 
fi/ter A(z). 

In reference to Eq. (2.9), the energy of the residual \Vhen t.he sp(~ech signal is 

considered to he dctcrministic cau be expressed according 1.0 Pal'seval's t.heol'mu as: 

n+L-1 2 1 j+1I' IS(eiw )12 1 j+1f IS(ciUl )12 L x(k) = - t dw = - . 2(/W. 
k=n 21r -11' It-F(c'U'W 21r -If 1"(cJ"')1 

(:t Il) 

The objective of linear prediction is well-known to he the lIIinilllbmt.ioll or t.he l'csi(l-

ual energy. As can be secn from the above equation, this é\mOlltlt.s t.o lIIillimi~illg 

the integral of the ratio of the speech signal power spect. 1'1 Il JI t.o t.llilt. of t.he illl-pol(~ 

syothesis fllter. In other words, the power spectrum of t.he synt.hesis lilt.el' sholll<l lu! 

an approximation to the power spcctrum of the original Sigllill. Thlls, t.he IIIdhods 

that will he investigated next for the computation of the pl'cdicfol' (;oeffidmlt.s {(II.} 

cao he viewed as methods for fitting the power spectrurn of t.he ilSSOCiilt.cd ali-pole! 

syothesis filter to the power spectrum of the speech signal, with Eq. (2.11) heing t.he 

distortion measure. 

When the speech signal is assumed to be a stochastic proccss, the lineal' pl'edidioll 

procedure still provides an estimate of the spectral cnvclope wit.t. t.llC It. .. kllr;t-Silit.() 

measure heing used nowas a distortion criterion [12]: 

(2.12) 

Both Eqs. (2.11) and (2.12) Icad to prcdictor coefficients d(!scrihillg tlu! spectral 

envelope of the speech signal. The errors in the spectral cstimatc, itS eall he SC(!II 

Crom those equations, arc weighted most heavily in fre(JlJcncy regions wherc t.he Rpccdl 

power spectrum IS(ciW )1 2 is large . 
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2.4.3 Estimation of the Linear Prediction Coefficients 

A spl.'(!ch signal is not stationary and its statistics are Dot explicitcly known. The 

predictor must tlJ(!refore be adapted to the changing signal characteristics in LPC 

coding applications. It is of corn mon practice to consider the speech signal as station­

ary over short time intervals (of about 20 ms). The predictor coefficients can thus be 

estimated from a sequence of speech samples obtained from an interval over which 

t.he signal is considered to be stationary. Windowing the sam pied signal is therefore 

the (irst step in Iinear prediction parameters estimation. Choosing the appl'opriate 

window is a whole issue in itsclf that will be brought up in a subsequent section. 

Now depending on the linear predictor form to he employed, the parameters to be 

estimated difrer. If a transversal structure is selccted (direct-form digital filter), the 

least-squares rnethod is used to estimate the prediction coefficients {ak}: the A u­

toco7'1'c/alion procedure is employed if windowing is performed on the speech signal 

whereas the Covariance method rcsults when windowing is applied on the residual 

(error) signal. Opcn-Iool> prediction is normally considered in the optimization proce­

dure of the predictor coefficients. Recent work, however, have shown that estimation 

of the prediction pararneters hased on c1osed-Ioop prcdictors can lead to significant 

improvemenf, of the predictor performance at the cxpcnsc of increased computational 

complexit.y [13]. On the other hand, if the linear prediction filter is implemcnted in 

a lattice Corm, both open-Ioop residual and c1oscd-Ioop rcsidual energies have to be 

minimized in order to estirnatc, in this case, a set of reflection coefficients {kj }. Ali 

t"rcc computation procedures are detailed next. 

The Autocorrelation Method 

A speech signal is sam pied over a time segment where it is considered to he a station­

ary randolll signal with for t.he Ume being known statistics. Fig. 2.3 descrihes how to 

obtain the open-Ioop residual from the windowed speech samples (w .. {n) is the data 

window). 

The opcn-Ioop prediction residual is: 

Jl 

c(n) = sw(n) - L sw(n - k). (2.13) 
k=l 

Minimizillg t.he cllergy of the residual amoullts to minimizillg the expectation value 
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8(11) sw(n) C(ll) 
~~----------------~+~~---+ 

"l' -k L...k=l ak z t-----~ 

Figure 2.3: Residual e(n) for thc Autocorrclatioll Illcl.hod. 

of the square of thc prediction residual, E [c(n)2] , which cali he Wl'it.t.clI as: 

p 

E [c(n)2] = E [stu(n)2] - 2EakE [Sw(lI )'~1U(1l - ~.)] 
k=l 

p p (2.14) 
+ L Eakal E [slll(n - ~:)Sl/l(u -l)] 

k=ll=l 

By taking thc partial dcrivatives of E(l. (2.14) with respect 1.0 evel'Y Ok "'HI sct.t.illg 

the result equal to zero, the Autocorl'clation Iincal' systcm of JI cCJtWt.iOIlS, Rn = f, is 

obtained. Thc expanded form of the systcm with autocol'rdatioll lllitf,riX Ris: 

R(O) 

R(l) 

R(l) 

R(O) 

R(p - 1) R(p - 2) 

R(p - 1) 

R(p - 2) 

R(O) 

(LI N( 1 ) 

a2 H(2) 
(2.15) 

H(l') 

where each cntry Rij in the autoeorrclation matl'ix is given hy nij = /(Ii - jl) 'l/HI 

the autoeorrclations are defined as: 

(2.W) 

The system of Eqs. (2.1.5) is in fuet the Yulc-Walkcl' equat.iolls wit,h t.he tluf.ocor­

relation matrix R being symmctric and Toeplitz. A fast met.llod fol' solvillg t.he 

Yule-Walker equations is the Lcvinson-Durbin rccursioll [H,12]. 

Even if a speech signal is eonsidcred to be stational'y Ov(!I' fi short. t.ill/e int.,!rval 

sueh as sw(n), its statistics are not cxplicitcly known. In \Ising t.he Aut.ocml'dation 
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mdhod to compute O)(! set, of Iinear prediction coefficients {ak}, one must estimate 

the alltocorrclations /l(i - j) from the windowed speech sample sequence, and then 

insert thosc cstirnatcs into the Yule-Walker Eqs. (2.15). Thus, if the used window 

w.(n) is of Icngt.h L, the estimated autocorrclations from the sample sequence are 

usually chos(!n to he: 
L-I-k 

il(k) - L sw(n)sw(n + k) (2.17) 
n=O 

and t.he resll1t.illg lincar system is Ra = r where the estimatcd autocorrelation matrix 

R preserves its symrnctric and Toeplitz propertics. 

The Covariance Method 

Minimizat.ion in the Covariance method is pel'formed on the windowed enor as shown 

in Fig. 2.4. The window we(n) has L non-zero samples. Applying the least-squares 

method, t.he lIlean enel'gy of the error, 

+00 
E = E cw(n)2 (2.18) 

n=-oo 

is minimized by taking the derivative of Eq. (2.18) with respect to ail the (lk 's, and 

setting the reslIlts e(lual to zero. Once again, a Iinear syst,em of equations ~a = 'li 

results. The expanded covariance system has the form: 

«1»(1,1) «1»(1,2) 

cJl(2, 1) «1»(2,2) 

with the covariance given by: 
[,-1 

CP(L,p) 

CP(2, Il) 

CP(p, p) 

4»(0,1) 

4»(0,2) 

4»(0, p) 

-t/(i~j) = E a:(1l. - i)x(n - j)we(n)2 i = 0, ... ,p j = 1, ... ,p. 
n=O 

(2.19) 

(2.20) 

The Covariance matrix preserves its symmetric property but is not necessarily 

Toeplitz, which makes the Covariance method computationally less efficient. Cholesky 

dccolllJlosit.ion is usually used to solve for a in the Iinear system of Eqs. (2.19). Note 

that in t.his mcthod, windowing was applied to the error signal which in fact imposes 

on t.he speech segment to be of length L + p, running from xC -pl to x(L - 1). The 

claoicc of the error window we(n) will also be discussed in a subsequent section. 
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sen) 

Figure 2.4: Windowcd residual for the COVê\I'iilll<:(' I11cl,hod. 

!o(n) 

sen) 

bo(n) 

Figure 2.5: Lattice configurat.ion of t.he illvcl'se filt,el'. 

The Lattice Method 

The inverse fllter A(z) of ordcr p is l'Cpl·cscnt.cd in lat,t.ice f01'1II ill Fig. 2'!)' 'l'he sd, 

of parameters to be estimated in this method arc the rdlccl.ioll codlidell I,s {A:;}. 'l'Ile 

estimation procedure takcs advantage of both the !o1"w(t1'(lresidllitl (l'esultillg el'l'ol' 

aCter predicting the present sam pie from the dclayed olle) fie 11), ilIId thc Imck"ltml 

residual (resulting error aCter predicting the dclayed samplc fl'OIII the pl'esellt. onc) 

bi(n). The output of the filtcr is the usual opcn-Ioor l'csidllill :';(11) cOl'I'espolldillg 

to the Corward prediction error !p( n) at the last stage of the lilf.f.iœ StI'lU:f.lIJ'e. 'l'Ile 

Corward and backward rcsidual samplcs arc l'ccursivcly ohf.aiued hy: 

fi+l(n) = !i(n) - kitJb.(n - 1) 

bi+l(n) = bj(n -1) - ki+I!.(TI) 
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with t.he initial and final conditions being: 

fo(n) = bo(n) = 8(n) 

fp(n) = fp-l(n) - kpbp_1 (n -1) = x(n). 
(2.22) 

From the inherent rccursive structure in Fig. 2.5, it is obvious that recursive tech­

niclues will be uscd 1.0 compute the reflection coefficients. The two most popular 

tcdmiclucs are the Ital:ura and the Burg rnethods [14,15]. The tirst rnethod follows 

(Iirectly from the Lcvinson-Durbin recursion when windowing is applied to the speech 

signal. It exploits in the computation of the renection coefficients the part.ial correla­

tion betwcell the for ward and the backward error signaIs normalized by their energies. 

The Burg techni(Jl\e is hascd upon rninirnizing the weighted sum of the for ward and 

backward residuals within an analysis window we(n). 

If once again, the speech signal is assumed to be stationary with known statistics, 

the correlation and energics can be written as: 

Fi(n) = 

B.(n) = 
Gi(n, k) = 

E [fi(n)2] 

E [b,(n?] 

E [fi(n)bi(k)]. 

The Itakura mdhod defincs the renection coefficients as: 

k
. _ Gi-l(n, n - 1) 
1 - 1/2' 

[Fi-l (n)Bi-l (n - 1)] 

The Burg technique minimizes the following recursive windowed errol' energy: 

n 

Ei(n) = E we(n - k)ei(k)2 
k=-oo 

(2.23) 

(2.24) 

(2.25) 

where ci(k)2 is the barycentre of the for ward and backward l'csidual sample energies: 

(2.26) 

By minimizing Ei(n) wH h !espect to the ki'S, the resulting update expressions are: 

A'i+t = Gi(n) / Di(n) 
n 

Git. (Il) = E 1ve(n - k)f.(k)b.(k - 1) 
k=-oo 

n 

Di+t(ll) = E we(n - k) [..,.fi_t(k)2 + (l-..,.)bi-t(k - 1)2] . 
k=-oo 
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The choice of; and the error window we(n) have repcrcussiolls on the "II-pole synthe­

sis filter corresponding to the set of reflectioll coefficient.s {~'i}, which will he just.ific(1 

shortly. More computationally efficient procedures, su ch as the Covariélllœ-Lélt.t.iCt! 

method [15] as weil as tcchniques to guarantce beUer nUlllcrical st.abilit,y illt.l'Oduœ<l 

by Cumani [16], have also bccn dcveloped but. wiJInot. be ddail(~d in t.his t.lwsis since 

complexityof the intended coding schcme is Ilot thc major targd.. 

2.4.4 Synthesis Filter Stability 

In a coding scheme, the prcdictor coefficicnts are used in bot.h all-:l.cl'o filt.c1"Îng OPet"­

ations (inverse filtering) to obtain residual signais and in ali-pole fill,el'Îng opemt.ions 

(synthesis flUer) to rcconstruct speech signaIs. Stabilit,y of t.he synl,hesi:; filt.c\" is of 

premium importance if performance degradation of the coder is 1.0 he élvoided in lIoisy 

channel conditions. Indeed, any channel eITOI' can rüsult, in <Iiverging out.put.s al. t.he 

receiver if the ali-pole filtC(" is unstablc. Stability of the synt.hcsis filt.el' is gllill'llnt,cc(1 

by having ail the zel'os of the inverse filt.el· A(z) rcside in'lide t.hc unit. cirde in t.he 

z-domain. The usual method for stability checking is to convert. t.he direct.-fol'lll fiI!.(!r 

prediction coefficients {ak} to the reflectioll coefficient.s {~:i} of t.he equivalent. lill,t.iC(!­

form filter. Stability is ensured if ail the reflection coeHicien\.s éll'(! Icss t.héln ulIÏf,y ill 

magnitude. The Burg solving technique in the laUice-form fil1cl' will yidd iL st.ahl(! 

synthesis filter provided that the lattice stability const.ant, ; is dlOSCII 1.0 be O.!), and 

the error window we(n) is causal [17]. A magnitude lal'gc!" \.Imll olle for I.lle ~'I 's is ill 

fact a physically impossible situation as those kj '8 reprcscut. t.he rdled.ioll eoelricielll.s 

for fluid flow al. the junction of two tube sections when I.lle vocal \.rad. is IlIodcl.~(1 hy 

concatenating sections of acoustic tubes of dicrerent arCilS. 

On the other hand, the Autocorrclation rncthod will éllways l'cSIII\. i .. ft sl.aJ,le Hyll­

thesis filter associated wi th the predictor coefficients {ad. 'l'II is pl'opel'I,y i Il IIIol,i va\'(!d 

by the bias introduced in the autocorrelations of ECI. (2.17), <1.'; the df!<:I'cw;illg wi"dow 

size with increasing lag guarantees a positive-dcflnitc all\'ocol·l'da\.ioli lIlil\.l'ix R [J 8]. 

The Covariance rnethod, unfol'tunatcly, docs not guaréLlltœ s\'al,i1it.y despil.e the filet. 

that in many cases it resuHs in higher prediction gains . 
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2.4.5 Backward and Forward Adaptation of LPC 

Coefficients 

ln a coding structure, the LPC coefficients should be made available to the decoder 

(!very Urne thcy are dctermined for a given segment of speech, in order to enable 

the reconstrucf.ion of one speech sam pIe or a group of sarnples. Those parameters 

are usually trallsmiUed as side information 1,0 the receiver, along with the quantized 

residual. Adaptation of the pl'edictor coefficients is then said to take place in a forward 

manner. As mentioned previously, estimation of the coefficients is perforrned on a 

frame-hy-fr'ame basis in order to comply 1,0 stationarity assurnptions and to facilitate 

transmission. The inherent advantage is that the parameters are optimizcd for the 

frame in which reconstruction will take place, but a delay can in sorne applications re­

suit in audihle echoes during transmission. Backward adaptation uses a block of past 

rcconstructed speech samples up to the present one in order to estimate the predic­

tion parametel's. The coding dclay is therefore suppressed sinee no buffering of future 

samples is nccded. The othel' advantage is that the predictor coefficients do not have 

to be transmitted 1,0 the recciver, since the latter has the past rcconstructcd speech 

samples available, from which those LPC coefficients can be computed. It 8eems at 

fi l'st. glallce that backward adaptation perrnits substantiaI bit rate reductions as no 

bits have t.o be alJocat.ed 1,0 quantize the parameters to be transmitted. One must not, 

however, overlook the fact that the parameters that are being optimized for a block 

of recollst.ruct.ed speech samples will only be used for reconstructing speech in the fol­

lowing block (present and future samples). Due 1,0 the non-stationary characteristics 

of speech signais, the allalysis frame, i.e the frame over which the LPC parameters are 

(~stil1lated, has t.o be made short looking back at past samples, and thus the update 

rate of the predictor must be greater than the one adopted in fOl'ward adaptation. 

This will evident.Jy impose constraints on bit rate reduction. In addition, the analysis 

frame should be highly overlapped for a better tracking oC spectral changes in the 

speech signal. The oUler major drawback in backward adaptation is the fact that the 

LPC pal'ametel' estimation is based on the reconstructed past speech samples which 

ineorporate ql1alltization el'l'ors, Prediction gain values are slightly lower titan those 

obtaincd in forward adaptation. However, with a Crequent update of the predictor 

and a good CJuantization seheme of the residual, backward adaptation exhibits excel-
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lent performance in applications wherc low coding dclay is a ncce~sijy. 'l'lu! zero-<Idily 

ADPCM 32 kb/s CCITT st.andard and t.hc low-dclay 16 kh/s st.êllldard nrc hoUI bils(!d 

on bâckward adaptation. Chen [7] has dClllolIst.rated t.hat. il high-qllnlit.y low-dclilY S 

kbJs coder cannot rely solcly on backwa\'d adapt.ation sillcc t.hc hnekward predido\' 

order and the updatc ratc imposed by t.he bit rate do Ilot pCl'IlIil. 1\ full (!xploitat.ioll 

of the long tenu rcdundancies (periodicity). III the wot'k Cill'1'ied Ollt. in thiH t.!wHis 

to achieve toll-quality coding at rates éU'Olllld 8 kh/H, the dclny ('onHt.\'ainl.H will he 

overlooked and fOl'ward adaptation schcmcs will he adopt.ecl, thlls gllêlrêlnt.C!c!ing the 

highest open-Ioop prcdiction gains possiblc. 

2.4.6 Windowing and Predictor Order Considerations 

The LPC parameter optimization and prcdictor adaptation, allt.ogether known ilS 

LPC analysis, reJied on windowing of the speech signal in order 1.0 presC!rve qllilsi­

stationarity, but also on methods to solvc a linear syst.elll of ordcr 7', wltidl is C1ct.ually 

the order of thc Jinear predictor (cf Section 2.4.3). 'l'he choie<! of a sllÎl.nhle wiudow 

and prediction order is in fact very crucial in thc analysis sl.ilgc of il coding IU'()(;ess, af­

fecting many issues such as redllndancy rClIIoval, nurnerical St.'l hi lit y, minilllum-pha.se 

property of the inverse fil ter, computational complexit.y and l'Céll-t.imc implelllenta­

tion. Sorne of these issues will now he cOllsidcrcd. 

Two types of redllndancies arc lIsually tl'eated in speech sigllals. Nf'(II'-,'UUllplf! 

redundancies are due to thc formant structure of the speceh, .. lIowing t,he IH'(!dict,ion 

af a sample fmm its immediate predecessors. Ftl1'-sfLml'lc l'edlilldallGÏes me accollnl.(!d 

for the pitch structure that maniîests itself most,ly ill voÎced segmcmts of t1,(! Hpeedl 

signal. The past samples that arc locatcd around olle 01' two pit,eh Iflgs (p(!l'icHIH) f/'OIII 

the present sam pIe contribute to the prcdi<:tion of this laUc!\'. The "fi lige (,f pit.dl ami 

formant redundancies actually overlap, cspecially in t.he cilse of feulflle spe(:d,. III 

natural speech, the pitch lies betwcen 61 Hz .lfId 400 IIz, wit.h ft flllldétlIlCIlt,;" fl'eqll(llu;y 

(FO) range of 80 Hz to 160 Il z ( a period of 100 sam pies t,o 50 S;UII l'les i" 8 kI/ z SéLrn pl(!d 

speech) for male speakers and an average pi teh range of 1:12 Il z 1.0 22:1 Il z ((iO t,o ai) 
samples period) for female speakers. The chosera willdow ill t.he illlf.!YHis sl.ilW! fllIISt., 

a priori, be of large size in order to takc the long-term redlllld;lIu;ieH iuf,o ;H:(;(JIIIII.. 

With a maximum and average pitch lags (distance betWCf!H piteh peak:;) of 120 ami 
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60 sarnples, tlle window lime duration must not be less than 16 ms (128 samples 

times the sampling pcriod of 0.125 ms) and the order p of the predictor should be 

high cnollgh to include thc past samples around the lowest pitch lag. Such selections 

hOWeVf!r inclIr drawbacks if one aimed at capturing within the window the total pitch 

rang(! or at incrcasing the predictor order until the male speech pitch lags are within 

rcach. Rderring back to (!quation (2.17), it is dear that the LPC analysis stage relies 

on an accurate estimat.e of the autocorrelations (or the covariances). The selected 

(Jat.a window must therefore include enough samples to yicld a valid estimation of the 

long-term correlations, aud thus he of a length corresponding to two or tluee times the 

maximum pitch lag. Neverthcless, such a window would attain 400 samples in length, 

violat.ing the formant structure stational'Îty assumption, valid for speech segments of 

around 100 samples. III fad, the non-statiol1éu'ity of near-sample redundancies is more 

harmful 1.0 t.he pl'ediction gain than the accu rate tracking of long-term redundancies. 

On t.he othe!' haJ1(l, the pl'edictor order selection is restl'icted by the computational 

expenses of t.he LPC analysis. Orders up to 50 have heen well handled in coding 

sehemes [19]. Prcdictors of t.hat order exploit quite weIl the female speaker pitch 

range, but. the male speaker piteh l'ange is only partly captured. It would be then 

logical to increase the prediction order up to 60 or 70 for a better coverage of the male 

speech pit,eh lags, Experiments in [20] have however concluded that only very slight 

increases l'esult in the pl'ediction gain (lower than 0,5 dB) when the pl'edictol' order is 

varied bet.ween 20 an 70. N umerical problems (ill-conditiollillg of the autocol'relation 

or the covariance matrix) t.hat arise from high prediction orders arc, along with the 

drawbacks of Imge window sizes, il major cause of this behaviour, Fig. 2,6 gives 

an idea on t.he prediction gain improvement for male alld female speech when the 

predictor ordcr is considcl'cd to be 10 and 50 respectively. As can be secn from this 

figure, t.he long-tcrm l'cdundancies are bett.er exploited in female speech rat.her than 

in malc spcech with an OI'dcl' 50 pl'cdictor, as the avel'age pitch lag of 30 samples for 

fel1lale speakers falls weil wit.hin the covcrage range of the prcdictor, 

Many at.t.clllps of bcttel' pitch tracking configurations \Vere studicd in the past 

ycars. Onc sneh configuration is the use of a direct-form t.I'ansversal prediction filter 

\Vit.h arbitl'ill'y spacing of t.hc t.aps. 20 taps could he for example allocated fol' formant 

tracking (ncar-sample rcdundancics) and 30 taps for piteh tracking. The first 20 taps 
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Figure 2.6: Analysis stage of male and feJJwlc Hpcech IIHi ng LPC of ol'del' 1 () (Hlllid li Ile) 

and of ordcl' 50 (dashed lillc). The Aut.ocol'I'dat,ioll IlIet.llOd witll ,. ~(J IIIH IIf11ll1l1illg 

window is used. SegSNR valllcs fol' fl'ameH of WO HrtlllpleH ,II'(! HItOWII, 
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would aSSlIIlIC fi fixed positi611 while the remaining 30 are rcpositionned in sllch a 

way t.o cove/' t.hc wlJOlc lag range (20 to ],50 samples). They could be cither equally 

:;pac(!d, 1Q(;llted aroulld iiVcrage pitch lags or cven around ClllTent pit.ch lags in which 

case long-te/'lu r(!(hmdancies tracking becomes adaptive. The major disadvantage in 

such prc(licl.ioll schernes is that the autocorrclation matrix looses its Toeplitz property 

whieh relldm's the LPC parameter computat.ion less emcient. Also, the numerical 

prohlems cllcollf.ered in thesc ll1ethods were worse than those of the regularly spaced 

taps prcdictor configl/ration [20]. 

'l'he 1II0St. popl/lar way of alleviating the windowing problems while still conserving 

predictioll gains comparable to those of high-order predictors is to use two separate 

predictors ill a seqllential configUJ'ation. 'l'wo analysis windows of different lengths 

ami dHferellt. adapt.ation methods can he adopted in this case. Olle predictor would be 

mnploye(1 fol' pit.ch tmcking while t.he other for 1l10deling the formant structure. Joint 

opf.imizatioll of t.he piteh and formant predictor parameters [21] will usual1y yield a 

higher pr(!(lict.ion gain at the cost of higher computational cOll1plexity. A formant 

predictor of order 10 following a pitch predictor of ail order up to 3 configuration 

result.s in a performance almost equivalent to that of a single high-order (order 50) 

predictor [20]. Increases in prediction gain (up to 2 dO increase) duc to the pitch 

predictOl' st.age manifest, themselves in voiced regions of the speech signal. Unvoiced 

segments of speech do Ilot contain any periodic structure and thel'efore the pitch 

Ilredict.ol' cont.ribution is IIseless. As a last remark for this paragraph, the pitch 

structure in sp<!Cch signais varies much more rapidly than the formant structure, the 

updat.e nü(! fol' the pitch predictor is hence at least thrce to four times greater than 

t,hat of t.he fOl'lIlilnt. pl'edictor. Extensive description of pitch prediction tcchniques 

inclllding pitch prcdict.or optimization will he prcsentcd in Chapter 4. 

The effcct. of the select.cd window size in LPC analysis was intl'oduced cartier. 

Along wit,h t.he size, the shape of the data or error windows plays an important role 

in t.he pl'(!dicto\' optimizat.ion. Ilectangular and Hamming windows are commonly 

ul'led in fO\'\\'i\l'() adapt.ation, whereas exponcntial windows seem to be more efficient 

in backwal'd adaptation. \Vhile the definition of the l<.:ngth L (in sélmples) is clear for 

finit,e windows (lIél1l1l11ing, Haised Cosine, ... ), a common \Vay to define t.he effective 
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length Le for semi-infinite causal windows w(1/) (exlloncnt.ial windows) is: 
CXJ 

L W(lI) 
Le = 71=0 (') '}~) 

CXJ ~ • ...,l: 

E w(1/)2 
11=0 

As it was mentioned previously, the Icngt.h (or crfectivc lellgt.ll) of t.he wiudow am 

chosen so t.hat enough samples arc gat.hcred to lIlake thc correlat.ioll est.illlal.es "alid, 

without violating the stational'Îty asslll11ptiollS of t.he speech signal. 'l'II(' hc!st. fOIll­

promise between accuracy of long-t.erm correlat.ion est.inlêlt.iolls and short.-I.el'lll fOI'W­

lations minimum smoothing results from the selection or windows of Icmgt.h élJ'ollnd 

20 - 22 ms (160 - 180 samples). Such Icngt.hs al80 8at.isfy t.11C! condit.ion fol' illl arcu­

rate correlation estimate, stipulating t.hat t.he window Icngt.h shollld he lIIuch lal'g(!1' 

than the predictor order. Increasing the wiudow lellgt.h will dC)grcHlc! t.he \H'(!(lid,or 

performance rat.her than yielding more accumt.e correlat.ioll est.illlat.es, as t.he S\)(!(!(;h 

stationarityassumption bl'eaks dowll fol' seglllents longel' t.hall 22 IIIS. 

Barnwell [22] has extensively uscd 1, 2 and 3-1)0Ie expollellt.ial willdows III his 

derivation of l'ecursive windowing met.hods for generat.ing flllt.OCol'I'déd.ioll IlIgs, Bal'Jl­

weil autocorrclation methods proved to be vcry usdul t.hereart.el' ill r(!III-t.iIlH! illl­

plementations which took advalltage or the rccllrsive feat.lIl'e. Fig. '2.7 displ"ys t.he 

time series of rectangular. lIamming and Bal'llwcll <tut.oWl'l'délt.ioll windows. Bdt.el' 

prediction gains and subject.ive ratings are obtaillf!d will!!! Béll'llwdl illlt.oCOl'relat.ion 

windows are lIsed instead of I1amming windows in hackwéll'<l i"lapt.iv(! LPC: illlalYHis 

[20]. The main reason for the better pel'rOrmélllœ of cxpollcllt.ial Will,)OWH iH t.he heilv­

ier emphasis applied to immediate past 8étlllplcs, in opposit.ioll t.o il. hl'oiulm' l'a.ngc! of 

"sample capture" for the I1arnming Willdow, Up to 1 dB pl'(!clid.ion gélin illlpl'Ove­

ments can be rcached with cxponcntial windowillg in biH;kwilld IH'(!,lict.ioll, eSp(!di.Jly 

when the prediction order is rclativcly high. III Cad, t.he "lolIg t. .. il" of t.!1(! m:pow!Ht.ia1 

window adds accuracy to the correlat.ion est.illlat.cs, more pl'C!<:ÎHely il! t.he lill'gO lilgH 

correlations where the finite size IIarnmillg window has lirllit.at.iclIIs. Never'l.IH!less, t.he 

use of Hamming error windows in the Covariancc rnctlloc! fol' fOl'\véll'd J1)'(!,lidioll il" 

more efficient th an cxpollcntial windowillg [2:1]. 
Many of the prcdictor order and windowillg issues hilVf! bœll Idt. 0111. ill I.IU! pre­

vious discussion. For cxamplc, the Humber of bit.s <tvailal,le fol' qllélllt.i;t,illll, t.he LPC 
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Figure 2.7: 2-pole exponential window (effective length of 158 samples)(solid Hne), 

reclilllgulill' window (dashed linc) and IIamming window (crossed line). 

paramct.cl'S imposes const.l'aints on the predictor order. The causality of the selected 

windows aff(!ct.s the stability of the ail-pole synthesis filter. Numel'ical pl'oblems and 

computntiollal complcxity issues have been left out, but many other will be addressed 

in t.heir appl'opl'Ïate chaptcrs. \Vith LPC analysis grounds being fOl'mally defined, it 

is now possible to introduce il c1ass of codcrs that has gained the leading edge in 

speech coding rcsearch fol' its outstanding bit rate reduction capabilities and high 

reconstructed speech quality: fine",' pl'ediclion based analysis-by sYllthesis coding. 

2.5 Analysis-by-Synthesis Coding based on 

Linear Prediction 

As it was emphasizcd in Section 2,3, the greatcst advant~ge of linea .. predictive coders 

is thc ql1antizatioll of the speech residl1al rather than the signal itself, allowillg a finer 
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quantization duc to the lowcr encrgy cont.cnt. of t.he residllal. No\\' slIpposing t.hat, 

in the hopc of rcducing thc bit ratc, onc decides t,o npply t.h(! pl'inciples of lillelll' 

predictive coding to encode a speech signal 011 a f/'U11lc-by-fm11lc basis, nat lll'ally at. 

the expense of a certain coding delay. 'J'he closcd-Ioop l'esidlléll :i,(tI) would t.hell h",'c 

to be quantized on a blockwise basis. R(!calling that. t.he l'ecollst.l'lIct.<!d spccdl is 

obtained by ali-pole filt.ering the C(uantized residllal, 

P 

8(71.) = x(n) + E ak·s(ll - ~.), (2.2H) 
k=1 

the above operation can be rccursivcly used to ohtain Cl tl'Îal hlocl\ of I·C(,Ollst.\'II<:t.ecl 

speech samples. More dearly, instead of dil'ectly qllilnt.izing t.he dosed-Ioop l'c$idlléll, 

trial excitation vectors (blocks) are successively seleded frolll a bool\ of ail possihlc! 

excitation vectors and passed through the synt.hesis filte!' t.o yield él t.l'Îall'f!colIst.l'lId,c!d 

speech frame. The selection of the best matching recolIst.,,"ct.cd speech vec:t.ol' t.o t.he 

original speech vector should relyon minimizing a certain erro .. cI'Ît(!l'ion. The qllélnt.i­

zation error in the residual is not a powel'ful distortion lIleélSlll'e whcli a. codillg schelllc 

is operating on a blockwise basis, since x(n) dcpends on t.he pl'cviolls r(!(!Ollst.I'lld(!d 

speech samples s(n). Instead, a selection crit.crion hm,ed 011 t.he (1IIilllt.izat.ioll (!l'I'OI' 

in the speech signal s(n) - 8(n), taken on a fi'ame-by-fralllc Imsis, scellls (.0 he lIIorc 

appropriate. Once t.he excitation vector that yiclds t.he recolIst.rlldcd speech V(!dol' 

matching the original signal best is detel'lnined, its codebook illdex is t.mmilllitt.ed t.o 

the receiver. The decoder contains the exact replicél. of t.11(! excit. .. t.ioll codehook alld 

thus speech can he reconstruded upon rccciving the indices. 'l'hiH fJllétlit.at,ivdy (I(!­

scribes the basic principlcs of analysis-by-syu'thesis codillg based 011 lillcfII' pl'cdidioll. 

The ali-pole filter of Eq. (2.29) wit.h t.he corrcspollclillg ~-t.I'iLIIHfOI'lIl A;:) iH v(!l'y 

oCten approximated by an ali-zero filt.er of finit.e implllHe l'CSPOIlS(! "", Il l, ••. , "/, t.u 

simplify the computations in the t.rial of ail excitat.ion seCjIWllœs. 1\ vect.OI' IIOt.ilt.ioll 

can be adopted, as indicatcd in Fig. 2.8, to dcscribc the opemt.iofl of t.he illl,tlYHiH-I,y­

synthcsis coder on a blockwise basis. Let H be the maf.l'ix Wl'l'CHpolltlillg 1.0 the Fllt 
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Figure 2.8: Analysis-by-synthcsis coding schcme. For every input specch f.-ame s, 

ail t.he excitat.ion cntl'Ïes in the codcbook arc synthesized by Ill::). The zero-input 

respollse (Zm) resuIt.illg from the prcvious frame is added to cach zero-state response 

(ZSR) obt.aincd to yicld a trial rcconstruded speech vector s. Based on the minimiza­

tion of an erl'Ol" critcl'Ïon, thc best index is sclected and transmitted to the receiver 

•. 0 enable speech reconstruction. 
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filter {ho, ... , hL} gi"en by: 

H 

o 
ho 

o 

(:!.ao) 

With s heing a vedor rcpresenting a fmme of L reconst.l'lIct.ed ~;peech sa III pies and x 
a vector denoting a frame of L quantized residual sallllllcs, 

s = [s(n),s(n + 1), ... ,8(71 + l, - I)f" 

SC = [x( n),:r.( n + 1), ... , x( n + l, - 1 )1'1' 
(2.:11 ) 

the filtering operation of (2.29) is appl'Oxilllat,ed hy 

s=Hx + z (2.:l:~) 

where z is thc zero-input response of the all-polc sYllthesis fi tt,el' IIsed t.o 1'(!('Ollst.rlld 

th'e speech at the cUI'rcnt frame. 

The error criterion f is cOllvcntiollally choscll to be the leasl.-sqllill'es crit.f!l'ioll 

expressed as: 

c=(s-sfr(s-s). 

It can he rewritten \Vit.h the help of ECI. (2.32) as: 

f = (x + q - SC - q)1'H'I'H(x + q - SC - ft) 

where x denotcs a frame of unquantizcd open-Ioop residlliLl samplmi, q = 1I-1z, fi/ut 

q its unquantized counterpart. The codebook excit.at.ion ellf.l'y X t.haf. yidds t.he lIIilli­

mum error f is seleded for synthesis. The above error CI'Îtcl'ÎolI is t.h(! bfl.'iis of the class 

of analysis-by-synthcsis coders based on !incar predict.joll. SO/lle at.t.elllpt.s of dil'f!ct.ly 

quantizing the residual vector instead of the code book sded.ioll pl'Ocefllll't! have hœll 

made, but thcy provcd not to he as cffici(!nf. as analysis-hy-sYlIl.llesis I.f:clllliqllf!S. 

The design of the excitation codehook is c10scly rdated t,o t.he dHU'ad(!I'isl.ics (Jf 

the speech residual. Excitation sequences in the carly coden, W(!I'C gel1<!I'at.l!d sf.Ocllil.S­

tically, assuming a Gaussian diflf,ribution ( white noise) fol' t,hc l'(!SÎ(IUill :mlll pics [10]. 
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Since then, rnllch more structured sequences have been created, stemming from the 

incrcascd knowledge about speech signaIs. The most advanced cod ers today exploit 

the pitch structure rcmaining in the rcsidllal signal, and sorne make use of codebooks 

traincd on a largc speech databasc. 

A sarnple of the quanti",cd residual, x(n), can be viewed as consisting of two 

contributions: a periodic componcnt at a lag d, x(n - d) scaled by a gain (3, and a 

non-pcriodic cornpollcnt c(n): 

x(n) = pfë(n - d) + ë(n). (2.35) 

Each contribution has been redesigned and optimized over the years, every time 

irnproving the perceptual quality of the encoded speech. The periodic and non­

periodic cornponents are now introduced separately. 

2.5.1 Pitch Contribution to the Excitation 

The pcriodic contribution t.o the excitat.ion signal is the outcome of a pitch pl'Cdiction 

(Iong-term prediction) filter. The simplest model for the predictor is a single tap 

transversal filt.er, of tap dclay d and a flIter gain p. The tap delay d and the coefficient 

pare usually adapted on a blockwise basis for the optimal predictor for a frame of 

original speech samples. 'l'he tap delay range corresponds more or less to the pitch lag 

range in nat.ural speech (20 to 140 samples for 8 kHz sampled speech). Opt.imization 

of the pitch prediction flIter parameters will be extensively discussed in Chapter 4, 

but it is informai to ment.ion for the time being that pitch prediction is efficient the 

most whcn it is performed in a closed-loop fashion. The periodic contribution to the 

excitation signal is th us a scaled version of a frame of past reconstructed residual 

samplcs. Closed-Ioop prediction is in many cases modeled as an adaplive codebook 

containing ovel'lapping excitation sequences [24]. The best adaptive codebook vector 

is the one closest ;n the least squares sense (or any othel' variation to this cl'Îterion) 

t.o il target l'esidual. Signiflcant bit savings can be achieved if one has an approximate 

estimation of the target location in the multi-dimensional space the codebook defines 

(i.e. an estimation of the coming lag value). 

Multiple ta» pitch prediction filters provide higher prediction gains and better 

ove rail suhjectivequalit.y than one-tap filters in full coders. Three-tap pitch prediction 
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filters are of cam mon usage in coders that can afford to allocat.e ext.ra bit.s fOI' t.he fiJt.CI' 

coefficients. The harmonic structure and the spectral envclope of t.he ,'econs!.mct.(!d 

speech signal are better cOlltrolled \Vith multiple tap pit.eh pl'edict.ol'H. F,'act.iollal <letay 

pitch predictors record almost the saille performance as t.lll'C!e-tap pit.eh p,·(!dict.ion 

filters [25]. The tap delay in sueh filters is allowed to assume lIon-int.(!gm' Hi\llIple vilhwH 

of speech. Very efficient interpolation J>l'Oeedures fOI' l1on-illt.cgcl' silmple resolut.ioll 

are deserihcd in Chapter 4, along \Vith stability issues élIul pl'edict.OI' Opt.illlizat.ioll 

methods. 

In the speech reconstruction stage cithel' in the encodel' or t.h(! decodcl', t.he ex­

citation vector is passed through a pitch prediction sYllt.hcsis fill.el' (ali-pole) 1.0 add 

a periodic structure to the signal, thcn the olltcome is t'cd 1.0 t.h(· li lien l' predict.ioll 

synthesis filter that takcs carc of the formant structurc. HevC!I'sillg t.he rilt.m·illg ortie!' 

has also been tried, but duc to the discont.inuous challges of t.he t.ap <ldays of t.11t! 

pitch prediction filter, discontinuous waveforms resulled, Minol' dicks wme heard in 

the reconstructed speech and lower ovemll prediction gains were obt.ilined I~I]. It, is 

therefore more effective to place the short-tenn prediction sYIlt.hesis filt.et' arl.er t.l1C! 

long-terrn synthesis filter when reconstructing the speech signal, \Vit,1a t.he ol'del' hdng 

naturally reverscd in the analysis stage. 

2.5.2 Non-periodic Excitation Contribution Generation 

Once the pitch structure of the speech frame to be reconst.ructcd llits bcell dd(!rmilled, 

the periodicity is removed frorn the open-loop residual wit.h t.he hdp of .. IOllg-t.enll 

prediction error fil ter. The rernaining target signal h'ls cltal'<Id(!ristics very dose 

to white Gaussian noise, and can he used for the detCl'lIIillat,ioll of the lIoll-pel'Îodk 

excitation component ë(n). Sorne of the mcthods to hc dcscl'Îhed have origÏJlillly I,c(m 

implernentcd \Vith no pl'Îor pitch prediction, but all CUI'J'CIIt. c;odel's illclllde IOllg-t.el'lIl 

prediction techniques. 

Multipulse Linear Prelliction coding (M PLP) was the piolUu!(!1' i Il UJe claSH of 

analysis-by-synthesis coders. This techniquc seardl(!s in (!<!ch t.arge!. fmlIIe for HU! 

best location and amplitude of a pulse in a single pulse excit.at.ioll vecf.or, sllht.ract.s 

this vector from the target frame to fOfln a new target vccf.or, HU.!/I 1'f!l;\1 J'!o;i vdy l'f!peéLt.s 

aIl the previous steps untH the number of allowed pulses in the excitatiofl vm;t.or ë( Tl) is 
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reached. Fast algorithms to determine the multipulse excitation vector and to jointly 

reoptimhw the amplitude of ail pulses determined so far in the iterative procedure 

[26] have made titis techni(Jue attractive in many practical applications. 

A derivative of the MPLP techniclue is the Regular-Pulse excited Linear Prediction 

(RPLP) rnethod. The excitation vector in this case consists of a train of regularly 

spaced pulses. The offset of the pulse train is determinelt first by matching as closely 

(Le; possible the target vector, then the individual amplitudes of the pulses are opti­

rnized and encoded [27]. 

Neverthcless, the codebook lookup procedure remains the most widely used tech­

ni(llIe to encode the non-periodic excitation component in analysis-by-synthesis coders. 

Ali new speech coding standards (16 kb/s and below) make use of the algorithm 

dcveloped by At.al [28], known as Code Excited Linear Prediction (CELP) coding. 

Dcscribed in simple words, this method searches in a fixed codebook of excitation 

sccluences fol' the bcst vector that minimizes a least squares based el'1'or criterion 

betwccn original and reconstl'ucted speech frames. With the elaboration of fast com­

putation methods for the CELP algol'ithm, this latter very quickly became the most 

efficient. and ecollomical coding technique, yielding good qllality speech at around 

4.8 kb/s and near-toll quality speech at 8 kb/s, upon which secure and mobile com­

munications systems rely [29,30]. A good bet for achieving toB quality at 8 kb/s is 

to millimizc ail the objectionable perccptual distortions incurred by the CELP al go­

rithm, starting with the application of the masking properties of the human auditory 

system. In vicw of thc critical importance that the coding scheme developcd in this 

thcsis places on the CELP coding technique, the basic algorithm will be detailed in 

thc last section of this chapter. 

2.6 Auditory Perception in Coding 

Thc ultimatc jlldgc of thc coding quality is after ail the humall ear. An increased 

knowledge of the speech signal processillg that takes place in the auditol'y system will 

ccrtainly hclp dcvising tcchniques to reducc noticeable distortions in reconstructed 

speech. Thc trcnd in high quality coders has becn to move away from objective 

distOltion cl'Ïteria snch as the least squares or mean squared error to adaptive criteria 
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putting more emphasis on the humé\n auditOly percept.ion cha l'élct cl'Ïstics, 

The first levcl of speech signal proccssillg by the cm' is donc at, t.he baHiléll' mem­

brane level. The processing is cquivalent 1.0 passing t.he signal t.ht'ough il bank (lf 

filters of increasing bandwidth with frequcncy, Each bandpas:; rilt.et' sdcct.s a pOI'­

tion of the signal spectrum and the strengt.hs of the signal arc t.t'é\.lIsl<,tc<1 illt,o fil'ÎlIg 

patterns, The firing rates of the auditory ncrve are highly non-tilleal' élncl vm'y fOI' 

different frequency bands [8], Duc to the overlapping bandpass filt.(!\'S pt'eproœssing 

in the auditory periphery, the masking phenomenon OCCIII'S frc!<l'tent.ly. 'l'wo t.ypes of 

masking are encounteredj spectral masking is said to hapJ>clI \Vhell a. loutlm' signal 

renders another signal close to it in frequency inaudible. Also, ill Home ft'C!<llIelu:y 

bands, the sensitivity of the car to the signal strenglh clecl'cases \Vith illCI'C!élHillg sig­

naI energy [8]. On the other hand, a signal can be masked ill the t.illw-<loIIWill if H. 

immediately follows the end of a. louder signal. 

The first conclusion that can be made fl'Om the spect.I'él.l lIIitHking phCIIOIIU!I\()1I is 

that the human auditory system has access lo only a part. of the illforlllitt.ioll cont.aincd 

in the speech signal. This has bccn thol'Oughly exploit.ed ill speedl coclillg, SuhbillHI 

coders [8] for instance exploited the reduced resolutioll of t.h(! cal' in cCI't.aill fl'(!(I'J(!Ilcy 

bands by allocating different bit rates to a set of Iineat' pl'cdiction hilHCd codel'H spl'ead 

along a set of distinct frequency bands on the speech spect.I'1\I1I l'a lige. 'l'he highcst. 

bit rates were assigned to the lower frequency bands whme t.he mu' is most. st!lIsit.ive. 

Other methods taking advantage oC spectral masking will be illt.rodllœd ill what. 

follows. Time-domain masking, on the other hand, waR lleVet' exploit,cd ill codillg 

techniques. 

2.6.1 Spectral Perceptual Weighting 

The CELP coding algoritltm operates on the Cull sigllal enel'gy IliIlld. H .. t.h(!r t.ltall 

splitting the signal spcctrum into dist.inct ellergy bands, il COl'fn of Hped.ml weigllt.illg 

can be incorporated in the crror criterion derived in Eq. (2.:J1) emphasi:dllg t.ltus Cf!I'­

tain frequency regions more than othcrs. The pcrceptual dist.ol'ion dlle 1.0 qlli.llt.i~at.ioll 

errors is less perceivable in high energy regions of the Spf!Cct. Sr)(!d.I'.III1, Thlls, largel' 

quantization errors can be allowed to occur in formant rcgions of t.he spect.rlllJl. WheJl 

perceptually weigltted versions of the original and reconstructefl speech fril.Hu!s arc COIJI-
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pared instead of a direct error evaluation, a great deal of the noisy disturbances and 

reverberations in the reconstructed signal arc suppressed. The noise-weighting filter 

is commonly a pole/zero tilter based on the parameters (LPC coefficients) computed 

in the Iinear prediction analysis [3]. With l-~(%) being the synthesis tilter associated 

with the Iinear prediction tilter F(z), the adaptive noise-weighting filter W(z) is given 

by: 
W(z) - 1 - F(z) _ A(z) (2.36) 

- 1- F(z/;) - A(z/;) 

where 7 (noise wcighting or bandwidth expansion factor) assumes values between zero 

and uniiy. Changing the value of; moves the poles of IV(z) radially in the z-domain 

(decreasing"Y moves the poles inward). Perceptual noise weighting has proven to be 

so effective that it has becn efficiently accomodated with the CELP algorithm, as will 

be shown in the next section. 

2.6.2 Postftltering 

The perceptual noise present in the reconstructed speech signal can usually be atten­

uated or removed by posttiltering. Ail-pole and pole/zero postfilters have been used 

to enhance t.he formant. structure of the transmitted speech. Adaptive postfilters 

[29,31] based on the LPC parameters have proven to be very effective in enhancing 

the perceptual quality of the coder alt,hough they resulted in lower objective measure 

values. Dctailed description and performance of adaptive postfilters will be reported 

in Chapter 5. One must be careful, however, in tandeming situations where severe 

distortions might occur wit.h postfiltering because of the modifications brought to the 

formant structure. Optirnization techniques for the post fil ter in multiple encodings 

schemes arc detailed in [31]. 

2.6.3 Harmonie Noise Weighting 

Spectral noise weighting methods introduced in Section 2.6.1 exploit the noise mask­

ing capacity of the speech signal due to the formant structure. This helps emphasizing 

sOllle of the perceptually significant features of the signal. Enhancing the periodicity 

of the voiccd rcgiolls in the reconstructed speech has also been the COll cern of many 

who looked into using a more perceptually accu rate waveform matching criteria. This 
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is equivalent to aecentuating the harmonie st.ruetUl'e of t.he speech Hpecl.l'ulII, t.hUH l't!­

moving the noise between harmonies. To t.his end, attcmpt.s of pit.eh post.filt,el'ÎlIg f:J2] 
and piteh prefiltering [29] were carried out 011 the reconstl'l1et.ed speech, "ft.t'I' t.he s(!­

lection of the optimal excitation veetor. These techniques do not. hO\\'ev(!I' t,ake place 

in the analysis-by-synthcsis itcrations and do not cont1'Ïbut.e t.h(!l'dot'e t.o pel'ccpt,u­

aIly improving the matehing critel'Ïon. Another appmaeh known ml t.he COIIHt.I'êtineti 

excitation [33] treats the CELP excitation as a sum of ail ideal excit.at.ioll êIIut ail \\11-

desired noisy component. Improvements of the subjective <Iualit,y l't!Hult.ed by lowel'Îng 

the scaling gain of the codebook excital,ion vcetor t.o a subopt,illlal value, adtieving 

noise suppression. Snch rcsults clearly prove that even t.he ineOI1)omt.ioll of spedml 

weighting in the CELP error critcrion is st.i11 insufficient,. Pit.dl atlapt.ive <:olllh ntt.m'­

ing of the excitation componcnts [29] also hclped removc t,he nois!! hy at.t.l!lIl1at.illg t.IU! 

energy of the excitation spcct.rum hct.wcen harmonies. 

A very efficient way of attcnuating t.he illt.er-hal'lllollie \Joise WWi \'(!(;(!nt,ly illt,m­

duced by Gerson and Jasiuk [34]. On the same bascline of t.he speclrailloise wdght.ing 

methodology, they developed the lIa1'111ollic Noise WcÎ,fJ",i"f/ (IINW) t.echnique t.hat, 

exploits the noise masking potential or the harmonie sl.l'Ild.me of t.he spe<!dt signal. 

To Cully take advantage of the noise masking phenomenon fmlll hot.lt shol't.-t.(!I'1JI amI 

long-term correlations, a harmonie noise weighting filt.cl' C(z) is (:ml<:êHI(!<! 1.0 t.he Sp(!(:­

tral noise weighting filter W(z). The IINW filter is an "II-zel'O fill.el' or t.he 1'01'111: 

AI 
C(z) = 1 - ê p E !JkZ(-/J+k) (2.:17) 

k=-M 

where D is the piteh period and !Jk the pitch predict.ion filt.(!I' coefficiellt.H, ()pt.illli~(!d 

in a closed-Ioop fashion for a frame of sp(!ech samplcs. ê ,J is il, piLl'ilillet.m' t.ll1It. Hpec:ifieH 

the amount of harmonie noise weighting to he applicd. Tite elTOI' e1'Ît.e1'ÎolI l'(!veêllH 1.0 

be more pereeptually aceurate when spcetl'ally and hal'lJIonically wdglt1.ed V(!J'liiOIlS or 
the reconstructcd and the original speech are mat.chcd. A Il evell Iwl.t.el' pet'fol'IIIê1l1œ is 

achieved when subsample resolution is allowed in the IINW filt.er t.ap del;lY:;, especially 

when it is used in conjunction with a fraetional dclay pitclt predict.ol', Ali expect.(!d, ill­

eorporating the harmonie noise weighting technique in tlte ;lIIiLlysiH-IJY-Hytlt.he:;is loup 

inereases the CELP algorithm complcxity, but suggestions t.o t'e<luce t.his eornplex­

ity, listed in [34], demonstrate that the implemcntation of t.lte IINW t.echnique cali 
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combiJle affordabilil.y and efficiency of pcrformance. A full description of the HNW 

design rnel.hodology and the cOlTcsponding perceptual coding improvemenl.s (despite 

lower obj(!c:ti ve measul'e scores) are postponed till Chapter 5. 

2.7 The CELP Algorithm 

Th(! CJ~LP algol'Îthm was seen preyiously to belong to the same dass of coders to 

which MPLP aJl(I RPLP coding schemes belong. Thesc cod crs trcat sampled speech 

on a franJe-by-fmme basis, l.ransmittillg 1.0 the decoder the index of the bcst codebook 

excitat.ion signal sllccptible of generating lIpon synthesis il reconstruded speech frame 

t.hat mat.ches best t.he original speech frame. The degrcc of matching is rneasured by 

iL pcrceptllally wcightcd enor critcrion and an analysis-by-synthesis iterat.ivc search 

det.ermin(!s t.he optimal index of the excitation that minimizes this error criterion. 

The sp(!ech synt./wsis is achicyed by ail-pole filtering the sclected excitation yector, 

whcrc t.he filt.cl· coefricients are detcrmined in the LPC analysis stage (cf Section 2.4). 

ln addit.ion, ail currcnt coders bascd on the CELP algorithm \Vit.h a coding delay 

(!xcecding 5 ms incltldc 10llg-term prediction filtering in their synthesis stage. Such 

filt.ers can he yiewed cither as to be adding a scaled periodic strucl.Ul'e to the selected 

codebook excitation, 01' as adaptivc codebooks (for the I-tap pitch prediction syn­

thesis filt.er case) with a st l'ti cl. ure similar 1.0 that of the fixed excitation codebook. 

Thc fiUer coefficient is interprcted as a gain value that scales the adaptive codebook 

ellt.ries, which arc in faet pasl. "pitch" synthesized excitation vecl.ors. The second 

r(!presentat.ioll of pitch sYllthcsis will be adopted in the CELP configuration of this 

sect.ion. Codebook adaptation and transversal fiUer structure of the pitch synthe­

sis operation will he disclIssed in Chapte!' 4. Fig. 2.9 shows a basic CELP coder 

with spect.ml and harmonie noise weighting of the original and reconstructed speech 

applied, as well as pit.ch prediction capabilities incorporaLed. Fig. 2.10 is a more 

efricicnt st1'l1ct.me of the CELP coder with filtcring reallocations and simplifications 

carried out.. 

As can be SCctl fmlll Fig. 2.9 and Fig. 2.10, two codebook indices (i and the pitch 

prcdictor tap dclay li) and I.wo quantized gain values have 1.0 he tl'ansmitted along 

\Vith thc LPC coemcicnt.s in order 1.0 l'cconstruct the speech signal s(n). Optimiza-
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Figure 2.9: Basic CELP cncoder includillg spectl'al alld 1IiII'IIIollic lIuisl' \\'d~hf.i"g, 

The pitch synthesis filte!' is modclcd as illJ adapt.ivc cocleJ,ook wit.h 1!1It.l'il~S s(,êlled by 

p. 

tion of the codebook indices and gains cali he pel'forllled joint.ly fi t. t.he eXp('IISe of fi 

higher computational complexity [21]. lIowever, in view of t.hc l'C~S(!IIIJ,lilnce Imt.wœll 

the adaptive and the excitation codcbook st.ructures, seqllc/lt.ial Opt.illlil'.id,ioll cali lU! 

carried out, trading off optimality with complcxit.y l'edllcl.ioll, if t.he IltÎlIOI' d,!gl'a­

dation that l'csults in coding quality is accept.ahle. SlIppo!iing t.Ili1l. t.hl! (jllilllt.il'.f!d 

excitation x(n) consists only of a pcriodic cOlllponcnt. (cxcit.al.ioll codebook 1!III.I'y sel. 

to zero), the optimal dclay cl and coefficicnt. fi can be :;decl.cd i Il il Il il Il idy:;is- !'y­

synthesis procedUl'c. A IlCW t.al·gel. vedOl' x(n) - fi")ltx(n - d) i:; colllpllt.er! iU1I1 t.he 

excitation codebook clemellts (index i and gain 0) CHn 1I0W IH! opt.irlli~l!d Il!iillg t.he 

same procedure for l.his IICW target. '1'0 kcep the descl'Ïptioll of t.lre CEU' idg.ol'it./lI11 

general, the excitation vcctor x(n) will be c:ollsidcl'ed 1.0 IIiIV(! il :;Iwpe-gi.ill :;l.l'lIetlll't! 

[35], x(n) = p(i)y(i)(n). The codcbook entry y(i)(n) can C!Ïl.hel' he /1111'1. uf il sI.CJdliL'"l­

tically generated sct of vcctors, a dctcrministic set of S(!(!'Wllces 01' il f.r';liJl(!d set. of 
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Figure 2.10: Irnproved CELP encoder. The spectral weighting is incorporated in the 

synthesis to fon11 a wcighted synthcsis filter I-F~zhl' and the spectrally weighted 

Cfllantizatioll elTor is furthcl'Il1ore weight.cd by the HNW filter t.o yicld the crror to be 

minimizcd. 

t.rial excit.ations. The gain ,t(il bclollgs t.o the set of the gain quantization levcls. It is 

very import.ant. to notice that the time index n uscd in the previous vector notations 

t.o indicat.c the bcginning of a framc will be implicit in thc coming dcrivatiol1s. 

2.7.1 CELP Aigorithm Description 

Fig. 2.10 c1carly indicat.cs that both t.hc residual vectol' x and thc trial excitation 

I,(i)y(i) arc pilsscd t.hl'Ough the alI-pole wcight.ed synthcsis fil ter. The coefficients 

of this fiUcr (assuming a t.ransvcrsal st.ructlll'e) are thc LPC coefficients computed 

in t.he <lllalysis stage, {ad, lIlultiplied by powers of the noise wcighting factor "/: 

,,/(lI,r2a2"'" Î,kak• \Vith the Icngth of the currcnt speech frame to he codcd being 

N, t.he wcighted synt.hcsis filt.el· ..t(~h) Céln hc approximatcd by an FIR filter of impulse 
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response ho, hl,' .. , IIN-I' Thc ail-pole filtedng of a single ),(~Hidllal fl'éulle X (:é\l1 he 

performed bya convolution of the impulse rcspon!lC {hd of t.he Hppl'oxilllatioll fillm' 

with the samplcs of x. \Vl'ittclI in a IllHt.riX fon11, the cOllvolut.ioll bccolI\('s Ilx, wit.h 

the matl'ix H being an N hy N lower t.rianglllar wit.h Toeplit.z PI·OIH!I't.y: 

ho 0 0 

hl ho 

H - hl (:t:JS) 

ho 0 

hN-1 IIN-2 hl hll 

It is critical to note that the filtering opel'ation Hx yields t.he zCI'O-st.at.e l'(!S!l0IlSC 

(ZSR) of the weighted synthcsis filter "(~h)' The wcight.ed Hpœdl CHII ildllally he 

obtained by adding the zero-input rcspollse (ZIR) of the wcight.ed syllt,heHÎH filt.«!1' 

(upper branch of Fig. 2.10), z, to the outcollle of the cOllvolllt.ioll: 

Sw = Hx+z. (2.:m) 

The computational cost rcsuIting fmm the additioll of t.he ~lIt of t.he weÎght.(!(1 

synthesis filter for each codebook excitat.ion (!IIt,ry in t.he élllal'ysiH-"y-Hyllt.l)(~HÎH loop 

can he avoided by defining a new t.argct veetOl' to match, t. It. colIsiHt.H of t.lle 0P(!II­

loop residual veetor with the compensation fol' the fluallti:mt.ioll m'rOI'H t.haf. OCCIlI'(!(1 

in previous frames added: 

t = x- H-1z. (2AO) 

The quantization of this new targct vcetOI' follows the selcct.ioll process of t.he sftéll)(!­

gain veetor 'l(i)y(i) that minimizes the Icast. S(luarcs dYllillllic Cl'rol' cl'it.el'ioll: 

(2A 1) 

One can minimize c(i) with respect to the gain p.(i) to obtai n the followillg optilJlal 

scalar value, 

(2A2) 

then use this value in thc error critcl'ion of Eq. (2.'11). Ilowcver if. is /lIOW of iL 

corn mon practice to directly use the (IUantization lcvel valueH fol' ,lC, ) ilIId Hdee!, I.h(~ 

one that yields the minimum CI"ror. 
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The introduction of p(!rceptllal weighting to the synthcsis filter reduces the effec­

tive Icngth of t)1f} finitc impulse rcsponse approximation. The impulse response of the 

ali-pole filter {IL;} can thus be truncated artel' R samplcs, for a value of R less than 

N. The modified H rnatrix becorncs: 

o o 

0 

H= "0 (2.43) 
hl "1l-1 "R-2 

o hR-1 

hR-l hR-2 

o 0 hR-l 

The wcighting matrix HTH remains symmetric but bccomcs also a Toeplitz band 

rnatrix. The symmetl'y inferred to the error criterion is a major asset fol' the el, '. 

ration of fast algorithms in the scope of reducing computation al complexity. If the H 

matrix of Eq. (2.38) is used in the crror criterion, the CELP algorithm is said to he 

based 011 the coval'Îance approach. On the other hand, the autocorrelation approach 

[26] reslllts from using the modified error criterion with the band matrix H of Eq. 

(2.'13); t,he symmctric matl'ix HTH contains the autocorrelation of the truncated im­

pulse response. The work in [4] shows that both approaches lead to sensibly the same 

subjective and objective performances. I1owever, the additional Toeplitz property of 

the matrix HTH that results from truncating the impulse response of the weighted 

syntlu!sis filtel' artel' R samples leads to efficient computation techniques for the error 

criterion. Fillally, the dYllamie nature of the weighting matrix HTH eliminates the 

,)ossihilit,y of lIsing est.ablished fast search techniques from frame t.o frame, sueh as 

t.rce s(!arches. 

2.7.2 Conlputational Complexity 

'l'he asscssment of the compntational complexity for the CELP algorithm is obtained 

by coullt.ing t.he Ilumber of operations required to evaluate the error criterion of Eq. 

(2.41) for a speech frame of length N. Expanding the error criterion, a constant 
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term t THTHt results along wit.h a cross-correlation tenll t TnTHy(i) and ail C!lIergy 

term y(I)TUTHy(l). The constant. term docs not interfcrc in t.hc search for t.he best. 

excitation vector, and thus docs not nced to he cvaillat.ed. 

The constant "cctor HTUt can bc cOlllputed first in t.he cvahmt.ion of t.he cross­

correlation term. Not including the ovcrhcad, N operat.ions will hl! \.tien J'('(llIir(!d (,0 

compute the inner product (HTHt{y{j). The constant vcct.or is obt.aincd hy fi l'st. 

computing the convolution Ht (N(N + 1)/2 operat.ions) t.hen t.he "t.illle-I't~\·erscd" 

convolution HT(Ht) (N(N + 1)/2 operations) assllming thal. t.he lowcr t.riangular 

matrix H of the covariance approach is lIsed. Simila r1y, N (N + 1) /'!. opt!l'élt.ions 

are required for the compul.ation of thc convolution Uy(i) for cach codehook vedor, 

followed by N operations for thc inner pl'Oduct to yicld the cnel'gy t.el'lu y(i)lI'rlly (i). 

A total of N(N + 5)/2 operations is thcrcfol'c reqllired fOI' (!élch it.crat.ioll (co<!ühook 

vector) in the analysis-by-synthcsis loop, wit.h the addcd ovcrhcad of t.he <:Ollst.ant. 

veetor HTHt computation. In a sccnario wherc an éu.lnpt,ive codebool\ of 2!J() (!Jlt,I'Ï(!S 

and a fixed codebook of 1024 entries are employcd, a frétille leugl.h of 110 séllllplc!H 

yields about 230 million operations pel' second fol' a silll1pling rat.e of 8 k Il li: , 'l'IIC! 

performance of today's general purpose digital signal pl'occssillg deviœs l'caches !JO 

million operations per second! The urge for computatiollal c!xpellses rccilldion is very 

serious in order to make real-time irnl)lcmentation of the CELP algorit.hlll possihle. 

The design of fast techniques that l'cducc the computat.iollill dro!'t, of I.he CI~LP 

algorithm has been a major con cern of l'esearchers. Dct."iled dCSCI'ipt.ioll of Ulese 

techniques will not be given out, but sorne of thcm will he bJ'iefly Jl\ellt,iolled. Tlu~ 

most common fast algorithrns consist in rcdcsigning thc cxcit,at,ioll codehoolc (Jellt,(!.' 

clipping of the stochastic codebook redllccs signHicallt.ly t.he dfo!'t. ill cOll1pllt.illg t.l1(! 

convolution Hy(i)j a zero sam pIe in y{i) allows the skippillg of HU eut.ire C:OIIlIllIl of 

H. The 90% zero populatcd codehook with the remailliliglirlmplc!sgeum.iII.C!t! from 

independent identically distributed (iid) Gélllssian proccss(!S yidds t.he SillIIe speedl 

quality ohtained with a stochastic codcbook [36]. 'Jèrnary codcbooks, wlu!l'(! 1111 t.hf! 

non-zero samplcs were cithcr set to l or -1 [30] provided irnproved speech qlJidit.y 

when eompared to iid Gaussian codcbooks, Cent.cr c1ipping of the adapf.ivf! mrlehook 

resulted, howevcl', in serious specch (Illality dcgradation aud Îs t.hcrefore avoided, 

Pre-selection techniques lcading to multi-stage search proced Uf"(!S Imve ,!Iso hœll 
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applicd in order t.o reducc the set of candidate excitation vectors [36]. The non­

wcight.ed error critcrion can for example he uscd to select a predetermined number 

of candidat(!s from which rninimization of the wcighted error criterion will determine 

the optimal (!xcitation vector. Pre-selection techniques arc actually more effective on 

the! adaptive codebook raUwr than on the fixed codebook, in view of the periodic 

structure of the speech frame and the codebook entries. Generalization of the two­

stage V(!ct.or (Iuantizatioll techni(IUe (adaptive and stochastic codebooks) leads to 

successive st.ochastic codebook quantization stages [37]. 1\1 uItiple stage searches can 

not.iceably reducc t.he cornplexity of the CELP algorithm, but less efficient encoding 

of t,he speech Hignal is suceptible. 

A wide val'iety of otller met.hods have been suggest.ed since t.he introduction of the 

original CELP algOl'ithm. Among those, transform methods such as Singular Value 

Decomposit.ion (SV))) and Discret.e Fourier Transform (DFT) techniques intl'oduced 

in [:18] are comrnonly employed. Coders that can afford a large amount of storage 

includc lookup t.ables to store ail the possible values of the weighting rnatrix UTU 

and the vect.ors UTHy(i). Significant cornputational savings in the evaluation of the 

energy term HTUt and the cross-correlation terms tTHTHy(i) resuIt. Algebraic 

codes [:19] along wit.h energy storage tables have also lead to fast algorithms for the 

comput.at.ion of t.he cross-correlation terms. Lastly, recursive rnethods that rely on 

codehooks wit.h overlapping entries have been investigated. The interest in such 

Illct.hods st.ems from t,he inherent structure of the adaptive codebook, where the shift 

between adjacent candidat.es is of one pitch cycle (for a pitch lag larger than the frame 

size). These procedUl'es can be easHy applied to the adaptive codebook entries and 

evell extcndcd t.o t.he case where the pitch lag is smaller t.han the frame lengt.h. 

2.8 Conclusion 

AIt,hough lillcéll' predictive schcmes provide only a cursory model of the vocal tract, 

t.heir performance in speech coding applications has been more consistent than phys­

iologically more accumte models. Various techniques of estimating the predictor 

paramet,cl's wel'C discussed ext.ensively, leading to the conclusion that each method 

was appropl'iat.c fol' a ccrt.ain coding envil'Onment. Low-delay codel'S would employ 
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for examplc backward prediction, in which case a single high-ol'ller (p=50) predidor 

could he uscd, and for which a sound procedure to opt.imizc t.he LPC parélllwtel'S 

would be the Barnwcll autocorrclation mcthod. If t.he c1clély rcqlli\·(!IIJ('lIt. is 11\01'(' 

loose, a cascade of a 3-tap long term prcdict.or followcd by .Hl ordm'-IO shmt. t.(!\'11\ 

predictor exhibits a satisfactory pcrformancc in both objcd.ive nJeaSII\'<!l11t!llt.s (pl'(!dic­

tion gain) and subjcctive evaluation. Thc Covariance IHI\'all1(!t.m' ('sl,illléll,ioll IIIdhod 

yiclded highcr prediction gains than thc Aut.ocorrclal.ioll IIIct.ho<l, bill. 1.1\\'\I(!d 0111. 1.0 

he less numel'Îcally wcll-bchaved and did not gllarantcc st.able sYIII.hcsis fillers, 

Linear prcdiction based analysis-by-synthcsis coding exploit.s lIlilll)' of t.he éld\'éllI­

tages of linear predictive coding while allowing spcech coder:; t.o operat.'! 011 il l'nlllle­

hy-frame basis. At the expcnse of an increased codillg dday, high-qllillit.y end,:(1 

speech is maintained with fmthcr bit rate rcdllctions. AlIIolIg ail coders belollgillg t.u 

this categoty, the CELP algorithm dist.illguishcs itsclf l'or it.s cOllœpt.l\éll silllpli(:il.y , 

its high performance and its afrordable implement.at.ioll wit.h t.ht! exist.illg t.(!dlllology, 

An incrcascd knowledgc of t.he human auditory perœpt.ioll eOIlt.l'ihut.f!S t.o (!lIhanc­

ing the perceptual quality of CELP type speech coder:;, proving I.hus t.he suhopt.illlal­

ity of the originalleast squarcs crrol' crit.erioll. AI>propriat.e lIIodHieat.ioll of t.hn (!\'l'O\' 

criterion, namely by spcctral and harmonie noise wcight.illg of t.lw origillal iIIltl \'C!t:oll­

structed speech frames, suppresses much of the objectiollélhle di:it.ol'I.iolls l,hi'!. exisl.(·d 

in earlier CELP versions. Postfilt.ering helps "Iso enhancillg the sped.l'i.J St.I'IId.II\'C! of 

the reconstruded spcech. 

Finally, a good performance of thc CELP algorithlll illevit.ahly 1'(!(llIil'es (1)(!II-loop 

or closed-loop pitch prcdiction, Thc latter fonn sœms t.o he mOl'e dridellt., WlIsi(h:1'Ïug 

that the closed-Ioop pitch predictor can he illt.erpreted liS ail .. c1apl,ive c:oddmok of 

overlapping entries. Many of the fast algorit.hrns can thlls he flppli(:d 1.0 t.he iHI .. pl,iw! 

codehook in order to regenerate the piteh structure in t.he \(!C(H1st.J'lIc;1.(!d speech, 

It is therefore only logical that, in vicw of its high speecll qllillit.y .IIul t.be exist.iflg 

fast computational algorithms, the CELP lias becoITw t.be IrIOSt. adopl.(!c1 t.cdllliqllt! 

for speech coding applications at rat.es rallgillg from 4 kh/s 1.0 !J.(i 1<1,/5, '/'011 qllalil.y 

could very weil be within reaeh in a CELP coding schrmle operal,ÎlIg al. 8 kb/s . 
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Chapter 3 

Quantization of LPC Parameters 

3.1 Introduction 

The LPC parameters computed at the analysis stage in a coding scheme l'epresent 

the spectral envelope information for intel'vals where the speech signal is assumed to 

be stationary. These parameters are very oCten transmitted as side information along 

with the quantized residual. For medium and low bit rate coding applications, re­

strictions are imposed to the number of bits that can be allocated for LPC parameters 

quantizatioll. Transparent quantization becomes then a harder task to achieve, even 

for moderate orders of linear prediction. Vector quantizers are known to be more 

efficient than scalar quantizers in view of their bit rate reduction capabilities. In 

addition the <Iuantization distortion in vector quantization is smaller, as the existing 

correlation betwccn the LPC pal'ameters is exploited. 

Vsing the CEL» minimum energy criterion, the optimal set of quantized LPC 

cocfficients can be obtained by scarching exhaustively ail the quantization levels. 

This procedure is howevel' very expensive even if one considered scalar quantization 

of 8 or W Icvcls pCI' coefficient or a vector quantizer of 20 bits, mainly due to the 

synthesis filtering operation. Othcr distortion criteria fOl' the quantization of the 

predictor coefficients can be dcrived, with most of them taking advantage of the 

humall auditory perception properties. Such measures help decreasing substantially 

the comput,ational cOl11plexity by bypassing the filtering operation white still yielding 

perccptually excellent reconstruded speech . 
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A mapping of predictor cocfficicnts into anothcr set of pilri\mct.cl's to 1)(' qllallt.izcd 

is very common in high-quality coding SChCIllCS, The int.cnt of !H1ch t.I'/U\sfOl'lllat.ions 

is to obtain a bcttcr-behavcd sct of paralllctcrs in t.hc sensc that. t.hc~ s)'nt.hesis fi Il,1'1' 

characteristics will vary smoothly as a funct.iol1 of t.hosc p;u'/lI1wtcl'S, Tlw set. of 

prediction coefficients {ad lack this bchaviollr, since a small c"allg(~ ill il pl'edidol' 

coefficient (duc to a channel cfl'or fOI' cXillllplc) can l'csult. in an lInst.ahl(! s)'nt.hcsis 

filter. The rcflection coefficients {kil arc mOl'c oftcn lIscd ilS <luéIIll.Îzat.ioll hasis, as 

they display a bcUer behaviour. Thcy arc uSlIally cit.hcr qllilnt,izcd dil'cdl)', t.heil' an:­

sine used, or transformed to log area ratios (LA R), log [:~Z:], to l'mulet, qllallt.izat.ioll 

uniform. 

Among ail the cxisting LPC parametcl' l'Cpl"cscnt.atioll dOlllélins, t.he lille spcct.ml 

frequencies (LSF's) are rclatcd to thc speech spcct 1'1111 1 chill'ad.erist.ics ill t.he 1II0St. 

simple and straightforward way. They rcpl'esent the phase angle of ail ordcl'cci sct. of 

poles on the unit circle that. dcscribes thc spcctral shapc or the invel'se filt.el', Wit.h 

the bencfit of many of thcir structural propcrtics, espccÎally t.hcir loealiz(!d Sl)cct.ml 

scnsitivity to quantization crrors, many scalal' qllant.izat.ion schelllc!s and st.ahilit.y 

checking procedures for the LSF's have bccn devcloped. It. \Vas found, howevm', t.hat. 

simple Euclidean distances betwcen unquantized and qUilnt.izcd t81" valllcs is ilOt. il 

sufficient quantization distortion criterion. Scnsitivity éutalysis of dÎl;t.OI'l.ioll IIIC!ilHII\'(!S 

yields an appropriate weighting of thc LSF's in a modified cI'I'or cl'it.el'ÎolI. 

Although vector quantization pcrforms more cfficicntly thall scalm' qllilllt.izat.ioll, 

computational complexity was initially a pl'Oblcm. A pl'edict.OI· codficielll.s Vf!ct.OI' 

quantizcr rcquires at least 20 bits 1.0 exhibit acceptable dist.ol't.ion. Th(! pol.ent.ial of 

vector quantization was later exploitcd, improving the pCrfOl'lllitllee of codillg s<:hmrtf!1i 

at high distortion levcls. Pl'Oduct codebooks is one \Vay to ovcl'come COJIIJlut.at.iOflitl 

and storage inconvcnienccs, This tcchniquc howcvel' is bascd on ÎIlflepelldellt. sds 

of parameters which are alltogethcr a onc-to·onc transrOl'm or pJ'edidoJ' pitlïllllCt.CI'S, 

Splitting the spectrum into a high-frcquency spectrum and il low-fl'eqllC!ucy spedrum 

by cascading two linear prediction filters is il dircct appJ'oiLcll 1.0 JIlult.i-eo(lehook de­

sign [40], Nevertheless, splitting the spccch spectral infoJ'mation i IIto a. pMI. .. dat.e(1 

to the lower frequency regions and one corresponding to t.1!(! higbel' rreqllellcy re­

gions is simplest in LSF quantization sincc it. only rcquircs splittillg t.he LSF's iut.o 
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two groups with no need to evaluate any pole locations. Split vector quantization 

of LSF's has actually led to high-quality quantization of the LPC parameters at a 

rate of 24 bits/frame [41]. Further bit rate reduction is possible by increasing the 

number of splittings and exploiting intra-frame correlations, at the cost of a minor 

degradation in <Juality. At such rates, an efficient spectral distortion measure for 

vector <Juanti7.ation must he used. The one proposed is in direct relation with the 

LSF speech spectrum related properties. Moreover, it takes advantage of the human 

auditofy system characteristics, which renders it more perceptually valid. 

Large vitriations in filter coefficients from frame to frame can result in audible 

distortions. Thus, instead of updating and quantizing the J.JPC parameters on a 

frame-by-frame basis, the coefficients are interpolated before or after quantization for 

individual subframcs of size varying between 2.5 ms and 7.5 ms. Interpolation of the 

predictor coefficients is generally avoided because of the unstable synthesis filters that 

might fesult. Transmitting interpolated values of the LAR, the arc-sine of the reflec­

tion coefficients or the LSF's then transforming them back to predictor coefficients 

allows on the oUler hand smoother variations of the synthesis filter characteristics 

(spectral shape and stahility) and thus improved overall perceptual quality. The per­

formance of the interpolation in the various transformation domains is essentially the 

same, with a preference going toward LSF interpolation for speech frames of 25 ms 

or longer [4]. 

3.2 Line Spectral Frequencies 

The most po»ular set of transform parameters are the Line Spectral Frequencies (LSF) 

introduced by Itakura in 1975 [43]. The advantages of the LSF's will hecome very 

clear in view of thcir properties, providing easy stability checking procedures, spectral 

manipulations and conveniellt reconversion to predictor coefficients. Techniques for 

Line Spectl'al Fl'eqllcncies computation are detailed first, then the LSF p~operties are 

i Il IIst.rated . 
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3.2.1 LSF Computation Techniques 

Conversion of the predictor coefficients {ad to the LSF domain {Id relies 011 tI\(! 

inverse prediction fiUer A(::) of order p, dcfincd hcrc again for convcnit'IIt"e: 

l' 

A(z) = 1 - Lakz-k. 
k=1 

The inverse filter is used to constrllct two polYllomials P(:;) alld Q(:;) ill z: 

P(z) = A(z) + Z-(p+l) A(z-I), 

Q(z) = A(z) z-(p+1) A(Z-I). 

(:l.I) 

(a.2) 

If the synthesis fiUer is stable (A( z) is minimum phase), i,1I the l'Oots of P( z) a IId q( z) 

will lie on the unit cÎl'cle, alternating betwcen the two polYllolllials wit,1I illCl'(!ilsing 

frequency. The LSF's correspond to the angular rrcquencies lIJi of t.hose poles, ilne! 

can thus be converted to Hertz by a simple multiplicatioll hy .r./'21f, \Vllel'(! fil is 

the sampling frequency. As can be sccn from the defillition of 11(:;) alld Q(::), t,wo 

extraneous roots will lie on the unit cil'cle at w = 0 (z = 1) éllld IIJ = 1f (:: = -1), 

With the other roots occllrring in complex eonjugat,e pairs, l' distillct LSI"'s cali hl! 

thereCore round betwcen 0 and 11'. 

The first approach for LSF computat.ion is an it.erat.ive Beheme tlcvdoped by f(illlg 

and Fransen [44]. From t.he phase spectrum of t.he allpilss filt,cl' H(z) ddilletl as: 

z-(p+I)A(z-l) 

R(z) = A(z) , (:J.:I) 

the LSF's are round to be t.he frequencics whcl'c t.he pha.se rcspolISC vfllue iH iL lIIul­

tiple of 11'. The same aut.hors pl'oposed an alt.ernatc appl'Oach using t.he (;Ollsl.rlld.f!(1 

polynomials G(z) and L(z): 

for even values of p, 

C(z) = P(z) 
1 + Z-I' 

for odd values of P, 

G(z) = P(z), 

1 ( ) = Q(z) 
./ Z 1 _ Z-I 

Q(z) 
L(z) = 1 _ Z-2' (:Ui) 

G(z) and L(z) can be rcwrittcll in tcrms of thcir coefficient.s ilS polyJlomÎids of ortie!' 
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2p, yiclding: 
2m 

G(Z) = E [9iZ-1 + 9m_iZ-Cm+i)], 
i=O 
2n 

L(z) = E [fiZ-1 + fn_i Z- Cn+i)] , 
;=0 

(3.6) 

with !/o and Jo bcing cClual to unit y, m = n = p/2 for p even and m = (p + 1)/2, 

n = (p-l )/2 for p odd. Removing the linear phase of G(z) and L(z), the polynomials 

of ECI. (3.6) cali be exprcssed as: 

where 

G(ejW ) = e-jwmG'(w), 

L(ejW)= e-jwnL'(w), 

m 

G'(w) = 2E9jCos«m - i)w), 
i=O 

n 

L'(w) = 2E fj cos«n - i)w). 
i=O 

(3.7) 

(3.8) 

The local minimaof the power spectra of the polynomials G'(w) and L'(w) conespond 

to the LSF's. 

The other approach for finding the LSF's has been forrnulated by Soong and Juang 

[45]. ft consists of transforming the coefficients of G(z) and L(z) by a Discrete Cosine 

Transrorm. The LSF's arc then found by searching in the l'ange w = 0 to w = 1r for 

a sign change in the two polynornials. 

The last rncthod, upon which the LSF computation in this thesis is based, \Vas 

proposcd by Kabal and Ramachandran [46]. The polynornials G'(w) and L'(w) are 

cxpanded in tcrms of the Chebyshev polynomials Tm(x). The Chebyshev polynomials 

arc defincd as: 

1~II(x) = cos(mw), x = cos(w). 

The Chebyshev expansion of G'(w) and L'(1O) yiclds 
m 

G'(x) = 2E9iTm-i(X), 
j=O 

n 

L'(x) = 2EfiTn-i(X). 
i=O 

(3.9) 

(3.10) 

Dy tracking the sign changes of the above expansions along the interval x = -1 to 

x = 1, the roots are found iterativcly. A simple inversion, 10 = Arccos(x), of the 

roots results in the LSF set. 
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3.2.2 LSF Properties 

Many of the LSF propertics are directly exploited in the quant,izel' design !>l'OCCdlll'(!, 

stability checking routine and the spectral distortion mcmllll'e. III "ddiLioll, SOIlW 

LSF characteristics rellder them more robust to channel el'J'Ol's. Ali t.he pl'Op(!I,t.it!s 

are listed in this section, illustratcd when possible, with t.he refcl'clu'c t.u t,IIt'il' pl'Oofs 

added. 

Starting with the polynomials P(::) and Q(.:) given in Eq. (:1.2), t.he following t,wo 

properties are proved in [45]: 

1. Ail zeros of P(z) and Q(z) lie on the unit circ\e. 

2. The zeros of P(z) and Q(=) are interlaccd. 

The first property guarantees the uniquellcss of the L81"'s whilc t.he second ellSmf!S 

that the LSF's are in asccnding order. ft was seen t.hat the dfkitmt. IIll11wrÎC'éll C;OIll­

putations of the LSF's briefly reviewed in the previous sedioll Ill" ke IIHe of t.he ahovc! 

two properties. In addition, Soong and Juang [45] have shown t.hill. if t.he qllélnt.izc!d 

and transmitted LSF's satisfy thosc propCl·ties, namely t.o he IInique <lIId in ilscending 

order, then the inverse prediction filter A(z) is guarant.œd t.o have millillllllli plra!ie 

(stable corresponding synthesis filter). 

Fig. 3.1 displays the LPC speetrum of two 20 ms frames of speech wit.1r t.he COI'I'f!' 

sponding LSF's, depicted here in Hertz. 'J'wo additional (>l'opert.ies (;illI he visllalizC!cl 

in these two LPC spectra: 

3. A cIuster of two or three LSF"s signais a formant. frcqllC!lIcy. 

4. The handwidth of a formant depellds on the c10selless of the conC!sporulillg 

LSF's. 

It is weil known that most of the speech cnergy is cOlltaincd ill t.he firsl. t.\lrce rO/'lUitflt.s. 

Spectral distortion measures can rnake use of the faet t.hat. t.he set. or LSF is ord(!red ill 

frequency, along with thcse two pl'Operties, to assign perCf!pf.ual weighf.s 1.0 t.!U! LSF'H. 

The lower LSF's will he naturally cmphasized more thall the highe/' order O/IC!H. 

An additional important propcrty of the LSF's is the localixed SIH!ctnd H(!lIsit.iv­

ity. Small quantization errors due to a tlistortcd channel can arr(!c\. t.he qllant.iz{!d 

53 



~ -20 

-30 

-40 

-50 

_60L-~~~~~~--~--~----~----~~----~~--~----~ 
o 500 1000 1500 2000 2500 3000 3500 4000 

Frcqucncy (Hz) 

30 

10 

o 

~ -)0 

-20 

-30 

-40 

-50 

3500 4000 

Frcqucncy (Hz) 

Figure 3.1: LPC spcctra of two 20 ms speech frames \Vith the corresponding LSF's 

displayed in Hel'tz (\'Cl,t,icallincs). 
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LPC parameters. For pl'edictor coefficients, a smaH \'ariat.ioll in one cod Ii ci l'lit. ran 

dramaticaIly distort the spectl'al shape and even lead t.o tlnst.a!>le s)'lIt.ht'sis lilt,ers. 

Fig. 3.2 displays the LPC spectra of two 20 ms speech frames, where a dist.ol't.ed 

spectrum is overlayed on the original spect.l'lllll. In t.he first l'mille, t.he sixt.h LSI-' 

was slightly modified while in the second, the eighth LSI" WilS inCl'ca:w<l Il)' il slIIall 

amount. Il can he seell that the spectral distortion occurs only in t.he IwighhOl'hood 

of the modified LSF. The spcctrum is modified around 1300 II~ in the fi!'st, frétille HI"I 

around 2600 Hz in the second speech ïmmc. Moreover, idt.cl'at.ioll of éllI LSi" (,()l'I'(!­

sponding to a spectral valley results in Icss spectral dist.ort.ioll t.hall él forlllélllt. LSI·'. 

This localizcd spectral sensitivity of thc LSF's is exploit.cd ill t.he dt_'sign of prodlld. 

codcbooks for vector quantization of the L81"'8. Esscnt,ially, it. nllows olle 1.0 split. t.h(' 

LSF parameter set iuto subsets of indcpcndcnt pal'iunct.ers wit,h éllIIIOSt. 110 illlpad. 

on the characteristics of the synthcsis filtCI', and to aHsigll di Il'(!reli t, wdght.s t.u eaeh 

line spectral frequency accol'<ling to its location. Latm' sediolls will cleillollst.rat.o t.ht! 

utility of this last property, 

3.3 Distortion Measures 

3.3.1 Motivation 

Thc techniqucs used to estimate the LPC paramcters in the pl'eviolls dwpter \Vere seell 

to be equivalent to atternpts to fit the power spect.rum of Ule "ssod"t.ed sylll.t.esis Iilter 

to that of the speech signal (cf Section 2.4 .2). III a simillll' m,Ulller, ved.or qll,\.IIt.i1.ilt.ioll 

of LPC pararnctcrs can be viewed as sclecting from IL qll;l.IIti~lLt.ioll t'ode book t.t.e 

LPC vector that yiclds the best matching spectral cllvclopc 1.0 t.he givI!I1 Hp(!dl'lIl11 

of a short frame of speech. The matchillg critcrioll can he dÏl'edly del'Ï ved fl'OIII 

the analysis-by-synthcsis elTor critel'Îon rnodel, based ill on lIIillilllÎ:l.illg tise ellmgy of 

thc speech error inCUl'fCd aCter quantizing t.he LPC pamrnel.e!':-i. lIowevt!r, eV(!II wit.t. 

moderate size codebooks 01' good scalal' qU<tlltizcrs (mt.e Ilrolliul :W J,it.s/fnlllle), the 

computation al load is very large. ThercfoJ'c quantitative dist.ortioll 1II(!HSlIl'eS tlHlI. 

direct.ly attempt to match the trial LPC vcctOI'S to a set of original LPC pH 1'''"I(!l.el':-; 

are needed. The Euclidcall distance betweell original and t.rial LPC vedol's have 

been widely used in early vector quantizcl's. The limitations of slIeh a m(!;ISllr(! (1'liekly 
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Figure 3.2: Impact. of LSF variation on the LPC spectrum. The original spectra are 

displaycd in solid lines and the distortcd spcctra in dashcd tines. The sixth LSF was 

changed from 1230 Hz to 1300 Hz in (a) and the eighth LSF was changed from 2448 

Hz t,o 2505 Hz in (b) . 
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revealed themsclves in unsatisfaetory reconstructcd spccch qualit.y, Taking 1)('I'œpt,lIal 

considerations into account, thc Euclidcan mcasllrc can ncYcl't.hcless he élPPl'opriat,dy 

modified to achieve high-qualit.y quantization, namely by appropl'iatdy wdght.ing t.he 

individual componcnts of the LPC pal'élIlleter vcetOl', 

Since the sought distortion measurcs quant.itat,i"cly COlllpélt'C t.he sYIlt.hcsiH nit t'l' 

(LPC) spectrum and t.he spccch frame ellel'gy spcct.rum, t.hey at'l' t,l'I,tllt!d ,~/II'(:I"(lII/i,'l­

lortion meaSllres, Depending on the seleded domaill fol' qllllllt.izélt.ioll, ail appl'Ol)l·iilt.t! 

distortion rneasure is used as a scleclioll criterion fol' t.he valuc 01' t.he v(!dol' ilHlex 

to be transrnitted. The Jtakura-Saito spcct.ml J11casure, the log-al'ca rat.io IIICaSIII'C! 

and the Euclidean LSF distance will be bl'ieny intl'Oduccd, 1I0wC!vc!l', \Vit.h t.he LSF's 

being the pal'ametel's that are qllantized and transmit,t.eel ill t.h(! codillg schellle of t,his 

thesis, more effOl't is devoted to the design of pCl'ccpt.ually weigltt.ed I~udideall LfW 

distances, exploiting the fl'equellcy discriminat,ioll chat'ilct.el'Ïst,ics of t.he IlIlIlIilll Cal' as 

weIl as the LSF pl'Opel'ties. 

There are oUter context.s in which t,hose dist,ortion IlteélHUI'CH e:illl apply. 'l'hc pet'­

forrnancc of speech coders can for exarnple be evaillat.cd \Vhcn CJllkk ohjccf.ivl! l'e:mlt,s 

are needed. CI'Îtel'Ïa based on t.he speech spectral envclope lead t.o il great.el' iflsight. 

than the rcgulal' SNR objective criteriolJ, The use of the dc,t.ailed IlteilS1II'(!S i .. s1Idi 

contexts is not attcrnptcd in this work, but. l'esults found ill previolls lit.el'at.ure lIl'C! 

reported. 

3.3.2 Spectral Envelope Distortion Measures 

The basis for dcfining and cornparing the spectral cnvcloJl(! distol't.ioll IIU!fI.'iIIl'.!H iH t.he 

cornparison of the original speech LPC spectrum obtaillcd fl'Olll t.he HYIlt.hesis filt.el' 

l/A(z) and the encrgy spectrum of the synt.hcsis' filtcl' aSl'mcÎatcd wit,h t.he '111f1ut,iz(:d 

LPC pararneters, 1/ A'(z). Both atternpt to accurately modcl t.he ellergy HJledl'lI111 uf 

the speech signal takcn on a frame-by-frame ba.'iis, 

The Itakura-Saito measure l, is direct.ly rclatcd t.o t.he logarit.lllrl of the origillal 

and quantized LPC spectl'a [42]. ft is dcfined as: 

l'i = _1 j1r [cV (llI) _ V(w) _ 1] dl/) 
211' -7r 
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[ 1] [1] V w =]n - ln . 
( ) IA(eiw )1 2 IA'(eJWW 

(3.12) 

Dcnoting by a the encrgy of the residual signal obtaincd upon passing the speech 

signal thl'Ough the inverse fllter A(z), and by a' the energy of the residual resulting 

from the inverse filter A'(z), the integrals in Eq. (3.11) are evaluated to yicld: 

..L J7r eV(w)dw = 0,' 
2" -7r a 

2~ J~7r V(w)dw = O. 

The reslliting Itakura-Saito rneasure in decibcls is therefore: 

ISdB = 10 log [~ - 1]. 

(3.13) 

(3.14) 

Weighting can be introdllced to the Itakura-Saito meaSUl'e to take advantage of the 

percept.ual discrimination propel'ties of the human car. Weighting schernes w( eiW)are 

proposcd in [47] and incorporated in the Itakura-Saito as follows: 

ISw = -2
1 1" w(eiW ) [eV(W) - V(w) - 1] dw. 
7r -Tf 

(3.15) 

The log-area ratio measure, naturally based on the set of reflcction coefficients, 

is deflncd to hc: 

[ () )]

2 
p 1 - k· (1 - k~ D lütR =]; log 1 + ~.; - log 1 + k; , (3.16) 

witl! {~:,} bcing t.hc sct of IJ rcncction coefficients and {ka thcir quantized counterpart. 

Thc Euclidean distance measure call be employcd in any quantization domain. 

ft. corresponds to minirnizing the mean squared error betwcen the LPC pal'amcters 

and their quantizcd values. This simple distance measure, howevel', do es 110t yicld 

perceptually good LPC spcctrum approximations. The complex wcighting schemes 

illtroduccd to LSF Euclidean distances contrihute greatly to increasing the accuracy 

of the pcrcept.lwl spectral envclope matching to original speech enel'gy spcctrum, as 

will be SCCIl in thc ncxt pal'agl'aph. 

To appropriatcly dcfinc a wcighted Euclidean distance measure to he used in the 

vcctor qllant.ization of thc LSF's as a distortion criterion 

p 

aVLSF = E [Wi( li - 1m2, (3.17) 
i=1 
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where {hl is the set of original LSF's and {la t,heir unquant.i1.cd cOllnt.erpal't., the 

set of assigned weights {Wj} should l'eflect the essential spectral propcl't.ics of t.he 

LSF's. Looking back at Fig. 3.1, the LSl"'s arc SCCII fal'st. lo he spread Ollt. along 

the frequency range from 0 to <1 kHz. l\'loreover, cach LSP vaIlle can vat'y in a 

limited frequency l'ange. 1t is well-known 011 the other ha 11<1 that t.he sellsHivit,y of 

the human ear to speech sounds decreascs wit.h incrcasing fl'e(juency, lligh-fl'(!(IIICIH:y 

LSF's can thereforc be givcn lowcr weights t.han thos(~ of t.hc farst, OIJeS. 'l'he othel' 

important observation is the c1ustcring of the LSF's al'OlIlld t.he peélks in t.he spect.I'ill 

envelope. Thoae peaks characterize the speech formant. fl'eqllcllcies whkh éll'e !IIuch 

more perceptually significant. than the spect.ral valleys. Hdat.ivdy close LSF's Cilll 

therefore he interpreted a.s modcling a fOl'llumt frequellcy, and t.hus shollicl he mOl'e 

emphasized than spaced LSF's which only cOlltrol the spect.l'al t.ilt,. 

The two previous observations are the basis of t.he weight,illg schellle upnll which 

the LSF quantizer relies in this work. The weighting factol' Wj is Hepill'i1t.(!d illto illI t:m' 

sensitivily modeling part, ~i, and a spccl.ral cnvclope JO,.",I",' dlill'aderist.ic part., 

Wfi: 

(:1.18) 

Curves that model weights for the humall c!ar sClIsitivity 1.0 SOUIUI freqllell<:y have! 

been studicd in the pasto Most of these studies wcre basc!d 011 the ,Just. Not.iœnhle 

Differences (JND's) of a single tone. Defined fOl'mally, the ,INI) is" slIJ,jecl.ive IIICit.'HII'(! 

that detemines an acoustic distance threshold (Ioudncss, fwqll(!lIcy) ilhovc which "wo 

successive tones can be distinguished. Thc!se thrcsholds are bélSC!d 011 il pCI'(:c!llt,age 

of listeners distinction between successive tOiles as a fUlldioll of ilCOllst.ic panllllet.el's. 

The area of human perception for a sound is round to lie het.weell Ion Il:.': t.o 8 kil:.': in 

frequency, for an intensity ranging between 30 dB and 80 dB [8]. While sellsihly OU! 

same sound intensity is needed for speech to be heard whell it.s spect,I'al colltellt. val"Îes 

hetween 200 Hz and 1 kHz, a sound a" -1 kltz needs allJlost. 20 dn IllCU'(! illt.cmsit.y t.o 

he heard. 

The detectability of a sound consisting of rTléUly spect.ml CO/llpOllellt.H is ilOt. iL 

simple function of the dctcctability of its compollents, A weight,illg SChelllf! gllider! hy 

the ear frequency discrimination of tones can ncvel't.helcss plUvide il villid I/lude!. A 

piecewise linear model of the human llCarillg sensitivity 1.0 discrimiIJati/lg frequellGY 
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Figure 3.3: gar sellsitivity to discriminating JND based frequency differences. The 

solid line lIlodeis the weighting scheme for the ear while the dashed line is the mode} 

pieccwise approximation seheme. 

differences based 011 the JND of a single tone was elaborated in [48]. Fig. 3.3 depicts 

this approximation with, superimposed, a three-component ear sensitivity weighting 

seheme applied to the intended LSF Euclidean distance measure. Fixed ear sensitivity 

weighting schcmcs have been proposcd where a non-adaptive coefficient seales each 

squared differcllcc for eaeh LSF [41]. The Iincar approximation to the sensitivity eurve 

is however a more theorctically accu rate approach. The piecewise approximation 

model is in fnet less accu rate for the low frequencies and more exact for frequencies 

ahove 2 kil;". In this manner most of the emphasis is put on the first two formant 

frcquencies. 'l'he fOfln of the weighting scheme is the following: 

{ 

1 - 0.5/10000h 

"'-Œj = 0.95 - 3/10000(li -lOOO) 

0.5 - 2.667jlOOOO(li - 2500) 

for li < 1000 

for 1000 < li < 2500 

for li ~ 2500 

(3.19) 

The relation bctwccn the formants and the LSF's is exploited in the second weight­

ing componellt. In the distance measure, more weight should he given to the LSF's 

corresponding to higher amplitude formants than to those in non-formant regions . 
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Also, the LSF's correspondil1g to the spectral valleys arc aU.l'ibut,ecl t.hc IcasL wcight .. 

A direct formulation of this idea is to assign to thc LSF's wcights pl'OpOl't.iOlléll to t.he 

value of the LPC power spectrum IA(tv)12 al. the LSF fl'cquency [,II). The fOl'l11ilnt. 

weight would therefore be computed as: 

(:1.20) 

where li is the ith original LSF, flJ is the speech sampling fl'cqllency, and n i~ éln 

exponent usually chosen between 0 and 0.5 to control the relat.ive weight.illg aHHiglH~d 

to the LSF's. A simpler approach having sensibly the Sélllle impact. OH Ut(! weight,illg 

scheme is to use the c10seness of neighbollring LSF's as a Cl'itcrÎolI fol' t.lw chal'aderi­

zation of the formant regions in the spedrum. Since the c10ser t.Ilf! LSF's are t,oget.lwl' 

the more likely they are to fall in a fOl'mant region, the dist.ance hetwŒII c:adl U'))o' 

and its c10sest neighbour, di, can be fOlmd and normali~ed hy t.he ma.ximlllll cliHt.ilnfe 

found dmaz: to yield the quadratic weighting scherne proposed in ["H): 

Wfi = 0.5 + 0.5[1 - ddi ]2. 
maz: 

(:1.21 ) 

3.3.3 Discussion 

The performance of the different distortion rncaslires for the dHrment LPC pa nllllet.C!I' 

sets is evaluated in two contexts. The purpose of su ch meilSlII'CS is lIIainly ;111 objc!c­

tive mean to assess the perccptual distortion in selecting il code book f!l1t.l'y of LPC 

parameters to match an original vedor in vcctor Cluantizat,ion (VQ). 'l'II(! codehook 

consists in fact of a set of spectral envelopes from which olle will pcrcept,lIally mat.d. 

best the spectral envelope to be coded. The role of the dist.ol'tioll lIleflSIlI'(!S is f./lIIs 

to model the quantization error that would he perceived by t.he h\llllilll 'tllllit,ory sys­

tem. The other context of evaluation for the distortion measures is ft (;omplel.e (;oder 

environment. Studies in [49) have shown, however, tha!, aside fl'Om I.II(! SN Il. alld 

segSNR criteria the other measures perform poorly in discl'Îmillilt.illg coded SI)(!(J(;1! 

sentences badness. One drawback of using such measures 1.0 cvaluilt,e H(l(!cch (:odm's 

is their averaging nature that disqualifies thcm from pinpointillg isolat.cd Iilrge (!l'I'ors 

in reconstructed speech that introduce considerable perccpt.ual dist.ort.ion. 

The spectral envelopc distortion measures arc much more crfective wllell (!lIIploy(!d 

for codcbook vector selection. These measures are used ill t.he doulitin ill whic;II t,h(!y 
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are dcfincd, although the LPC coefficients can be transforrncd from one representation 

to anoth(!r. While keeping a given number of fixed spectral envelopes in a codebook, 

the diffcrent distortion mcasures wcre ernployed for LPC vector quantization in [49] 

for encoding a speech database. A differencc of 2.5 dB in SNR was found between the 

best and the worst quantizing schemes. The most promising distortion measure was 

shown to be the wcighted Euclidean LSF distance. On the basis of these conclusions, 

the next s(!ction will detail scalar LSF quantization schernes first, and then formally 

introduCf! the LSF veclor quantizer implemented in this work. 

3.4 Quantization of LPC Parameters 

3,4.1 Transparent Quantization of Parameters 

The aim of every LPC quantizer is to achieve transparent quantization of the param­

eters. Dy transparent quantization, it is meant that no additional audible distortion 

i8 added to the coded speech: the reconstructed speech using the unquantized LPC 

parameters and the version obtained by using the quantized parameters should be 

indistinguishible to the car. Subjective evaluation, while heing the most effective for 

evaluating t.he performance of quantizers, is not very convenient during the design 

stage. Objective criteria complying to the requirements of transparent quantization 

arc nceded. Spectral distortion measures have becn conventionally used to evalu­

ate the performance of quantization. ft is defined as the root mean square difference 

betwccn the original LPC log-power spectrum and the quantized LPC log-power spec­

trum. An average of 1 dB spectral distortion has becn traditionally considered to be 

the threshold for transparent quantization. However, isolated outliers (speech frames 

recordillg spectral distortion greater than 1 dB) having large spectral distortion dis­

rupted the pcrccptual quality of the coded speech, despite spectral distortion averages 

bclow 1 dll An additional requirement along with the average spectral distortion will 

therefore be the minimization of the number of outliers. The formai characterization 

of transparent quantization, as suggested in [41], is to (a) guarantee an average spec­

tral distmtion of about l dB, (h) have absolutely no outlier frames having spectral 

distortion larger than " dB, (c) kcep less than 2 % the number of frames having 

spectral distortion in the range 2-,1 dB . 
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A 10-th order LPC analysis on 20 ms spcech frames will be the COlll111011 gl'Oulld 

for aIl the quantizers that arc evaluated in the remaindcr of this scdion, This yield:; il 

transmission rate of 50 frames/s of LPC pal'ameters. A IlUlI1hCl' of studics have uscd 

the LSF's as a representation for scalar quant.ization of LPC IliH'élmd.CI'S [:10,.15], H, 

was found that 32 to 40 bits per frame were nccded to aehicve tmnspi\rellt. (Iuant.hm­

tion. This is prohibitively expensive at medium and low bit. mlcs, Thc "lt.el'Imlive 

for bit rate reduction is vector quantization (VQ) of thc LPC pm'alllct.crH. A 10 

bits/frame VQ scheme comparable in performance t.o a 24 bits/fl'éIIllc s<:alm' qUélll­

tizer was proposed in [50]. The average spectral distortion of titi!' sdumw \Vê'H howcvcl' 

of about 3.3 dB, clearly insufficient for high quality speech codillg. Alloeat.ing more 

ùits to vector quantization implies larger codebooks. A largc!' set. of t.raining (lat.a. is 

also required which increases the complexity of the training pJ'Oecss, Ilot, t,o IIIcntion 

the expensive storage and computation al requirements in encoding t,he 1)éH'élmct.crs. 

Transparent quantization has to be then reached using subopt.imal VQ HchmllcH, 

Tree-search and product VQ are cxamplcs of subopt.imal w!ctor (IUaJlt.i~(!I'H. lIyhricl 

vector-scalar quantizers, with eithcr cascaded or coupled veeto!' and scala!' (illanti~ers, 

try to overcome the eomplcxity of simple VQ schemes in [49] and [51], At. l'at.c!s m'OIlIId 

30-32 bits/frame, the average spectral distol'tion was reduccd bdow 1 dU. Pl'Oduct­

VQ, on the other hand, was efficiently exploited in [40] wit.h t.he intl'Oduetioll of 

a eascaded VQ LPC quantizer. The LPC spcctrum is decompos(!d in t.his sc:ltmlle 

into a low-frequency and a high-frequcncy spedra. This is achicved by dcc:omposing 

the LPC polynomial into one polynomial defined by the 6 lowm' freqllclH!y roots, 

and another one eharacterized by the remaining 4 highcl' fl'fJ(lll(!IIey root.s. 'l'he t.wo 

resulting lower order LPC veetors were jointly quanti~ed using a. log likelihood mt,io 

distance measure. A 26 bits/frame version of this easca.d(~c1 VQ schellw yicl(led ét 1.1 

dB average spectral distortion. 

The implemented seheme in this thesis is a variation of t,he Split. VQ pl'Oposed 

in [41], also based on the pl'Oduct-VQ concept. The LPC r)(tI'Ilmet,eI'S, ill a. sllit.ahle 

represent at ion , are split into two or more lower order vedors and ill(lcpelldeflt.ly 

vector quant.ized, Splitting the LPC veetor into 10 parts evidcllt.ly J'(!SlIlt.s ifl scalal' 

quantization of the parameters. For this seheme, a suitahle paJ'fLmet.ric J'epl'esC!/Itat.ioll 

for the LPC coefficients has to be sclccted, as weil as a propel' distallce Jn(',lSlll'e, 'l'he 
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ohjective is the achievernent of transparent quantization at a rate of 24 bits/frame. 

3.4.2 Vector Quantization of LSF's 

Rather than considering the parameters as separate quantities to be quantized (scalar), 

vector (juantil'.ers consider the entire set of LPC para met ers for one frame as a single 

entity which enables a direct minimization of the spectral distortion. Sm aller quanti­

zation distortions result in vcctor quantization when compared to scalar quantization 

at a given bit rate. Seen from another viewpoint, the existing correlation between 

the LPC parametel's for one frame of speech is exploited in VQ, allowing thus bit 

rate reduction in LPC parameters quantization. Conceptually, vector quantization 

consists in finding from a code book of pre-determined trial LPC coefficients vectors 

the vector that "matches" bcst the set of LPC coefficients computed for a frame of 

speech. Once this codevedor is found, its index is transmitted to the decoder which 

contains the replica of the quantization codebook. 

The composition and the size of the codebook are issues that largely affect the 

performance of VQ. The perceptual distortion measure used as a selection criterion 

cali also greatly influence the accuracy of quantization. These vector quantizers design 

parameters arc now briefly exposed before detailing the Split VQ quantization scheme 

and evaillating its performancc. 

Codebook Design 

As more bits are allocated to the quantization of LPC parameters, larger codebooks 

can he designed, increasing thus the pl'obability of findillg bettel' perceptual matches 

to a given original LPC veclOl'. Large codebooks howevcl' entail, as mentioned previ­

ously, cxpensive complltational and storage requirements in both their training and 

their use fol' ellcoding, A practical sllboptimal VQ technique will be seen shortly. 

A large database is usually required for the training of the codebook, at least 

several times larger than the intended codebook sizc. The code book training in 
1 

this work is based on the conventional Linde Buzo and Gray (LBG) algorithm [52]. 
1 

Denoting t,he LPC vectors by v represented in a lO-dimensional space for our case, 

the flow of the algodthm is givcn below: 

). The centroid c of the training data is computed 
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2. The centroids (one ccntroid initially) arc split in t",o by slight,ly pCl'tmbing t.hcir 

components 

3. The training data is clustered al'ound the closest new cclltl'Oid, IIsing t.hc I~u­

clidean distance measure ~(v - C)7'(V - c) 

4. The new centroid of the clustered data is detcrmincd 

5. If the new ccntroids do not registcr a distortion below a givclI t.hl'eshold, t,he 

data around the new centroids is re-clustered 

6. Go back to step (2) until the desircd codcbook sizc il' rCélched 

Centroid splitting in the LBG algorithm can somct.imcs Icad 1.0 LPC vedors !.I1élt. 

yield unstable synthesis filtcrs. Examplcs of such \lnstablc vccf.OI'S Cilll hc l'dlcdioll 

coefficients of magnitudc greatcl' than onc, or Ilot propcrly ordcl'(!d LS 1" COIII pOIlt!lIt,S. 

From a given ccntroid 

( 'l <"') ~) .... .w 

the newly generated centroids arc obtained by pert,urbing t.he compollcllt.S or c wit.ll 

the value e, set around 0.005, accordilJg to: 

c' - [(1 + e)c., (1 - e)c2"'" (1 - e)clII] , 

Cff [(1- e)c., (1 + e)c2'"'' (1 + e)cw]. 
(a.2:1) 

After several splittings the LSF centroid could loose t.he wcll-ol'<lcl'll(!sS prilldplc if 

the Î-th coefficient Ci = li increases continually while Cj+l = tif 1 kecps dccrcasillg. 

Such unstable vectors should be removed from the codebook in order 1.0 gWll'iUltce 

stable reconstruction fllters at the recciver. Sorne LPC parame!.er reprcscllt.a.tiolll; 

are not suited for vedor quantization. The centroid of prcdidioll eoeflicil!lIt.s (:aJl 

directly lead to unstable synthesis filters upon splitting. Fllrthcl'lllol'c, UI(! E"c1idc!a1l 

distance used for clustering the data around the centroids in .,1U! LBG algol'Ît.Jllrt dm!s 

not display the same behavioul' with the diffcl'ent paralllcLl'ic l'(!preseut.atiolls of !.lU! 

LPC parametcrs. Becausc of the limited frcquency rallgc of val'iallœ of (!adl LSJt' alld 

the direct relationship between the speech spectral cncl'gies aJl(I t.he LS,.,'s ~piLcillg, 

such parameters lend themselves beUer to Euclidcan distances thall pl'ediction or 

reflection coefficients. The choice of the LPC paramctrizat.ion dornaifl will affect t.he 

performance of the vector quantizer. 
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Selection Criterion 

Evaluating the distortion betwccn the encrgy spectral envelope of a speech frame and 

the trial code book LPC spectral envelopes in the selection process is largcly depen­

dent on the domain of represcntation of the LPC pararneters. While simple Euclidean 

distance measures exhibit a satisfactory performance with LSF's, they fail to ernphél.­

size the perceptual nature oC the quantization error. The Itakura-Saito log-rneasure 

has a greatel' pel'ccptual impact on the best LPC veetor selection criterion with the 

inclusion of weights as functions oC Crequeney. The inadequaey of the Euclidean dis­

tan<'C as a distol'tion criterion in sorne LPC rcpresentations highlights the importance 

of IIsing distortion rneasures relevant to the LPC pararnetrization domain. 

Neverthc1ess, studies in (41) and [49] have selected the Line Spectral Fl'equencies 

to yicld the hest vector quantization performance under any distortion criterion. 

The reason for this distinction derives from the close rclationship betweell the LPC 

spectral envclope and those parameters. The localized spectral sensitivity property 

displayed in Fig. 3.2 essentially allows one to weight the LSF's individually. A 

comparat.ive study between a vector quantization scheme using the Euclidean LSF 

distance lIleaSlII'e and one based on the weighted Euclidean LSF distance measure 

is eomplel.ed in the next section, in the scope of the product-eode veetor quantizer 

irnplemenl.ed in this work. 

Split Vector Quantization 

Produd-codcbook techniques have eontributed to the reduetion of the computational 

rornplexity of vedol' quantizers. In sueh schemes, independent vector quantization of 

LPC sllb-vectol's using sm aller size eodebooks is carried out. Recent developements 

have Collowcd this st.ream by splitting the LPC power speetrum into a lower frequeney 

spectrum, morc emphasized than a higher frequeney spectrum [40). Two lower order 

prediction coefficient vectors could then be vector quantized in any suitable para­

met rie repl'esentation. Splitting the LPC spectrurn is straightforward iC the LPC 

parameters r(!(>l'esentation is based on tbe Line Spectral Frequencies. Eaeh clustcr of 

LSF's characterize a spectral frcqueney region (cf Section 3.2.2). With at most three 

LSF's correspondil1g to a spectral formant region, The first four LSF's cou Id (the 

most important pel'ccptually) constitute an LPC sub-vedor of parameters modeling 
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the lower frequency part of the spectrum, includillg 1110st of t.he Umc two fOl'llléllltS. 

The remainillg six LSF's would then be gl'Ouped toget,her as élIlot.het' subvect.ol· takillg 

care of the remaining LPC spectral charactel'Îstics. This pl'Odlld-codebook SChCIllC, 

known as Split Vector Quantization (Split VQ), requires t.he design of t.\\'o indepeu­

dent codebooks, in a four and six dimensional spaecs :mccesHivdy. 

Taking iuto consideration the faet that 1110st of t.!U! speech Cllt!l'gy is cOIlt.nincd in 

the first spectral formants, t.he same llulllber of bits will he allocat.ed t.o I,Ite qllélll­

tization of tbe first four eomponents LSF vector and to I,hat. of the six ('OlllpOncIII,s 

LSF vector. At a rate of 24 bits/frame, eaeh code book will have 'HHW ellt,l'Îe!s. 'l'he 

codebooks are designed through the use of the eonvent,ional LIlG algol'it,hlll. The 

training database consists in about 10 millutes of english and frellch SCIlt.ellœs spok(!II 

by different male and female speakers. The speech data is lowpélss fiJl,m'cd at. aA kil:'. 

and sampled at 8 kHz. A 10-th order LPC analysis yiclds t.wo set,s of LSIi' ~mh-ve!d.ol's, 

updated for every speech frame of 20 ms. 

Instability of the ail-pole speech reconstl'Uction filt.ers is avoided hy cJlslll'ing t.hat. 

tbe first four LSF's in every entry of the fil'st codebook me ill illcl'easiJlg OI'(lm', alld 

similarly for the six remaining LSF's for the second codebook. Ilowev(!J', t.he split.ting 

procedure might lead to potential cross-ovel's of the fOlll'th ail el t.lu! firth LSF's he­

longing to the optimally selected codebook subvedors. Fig. :J.tl is il. plot. of t,he 4-t.h 

LSF values from the first codebook codesubvectors verslls t.he .5-t.h LSF vahJ(!s fl'OIII 

the second codebook eodesubvedors. As can be secn most of t.h(! 5-l.h LSF valucs 

are above the 14 = 15 line. IIowever, thel'c arc vcry few O(;Cil.'iiOIlS where t.lle fi .. st, 

selected subvector has its fourUI LSF eompollent greal.(!I· I.hall tlle fi!'sl. COI Il pOllellt. of 

the second seleded subvedor (5-th LSF). Many LSli' CI'OS:i-OVCI' cOl'I'edioll IIIct.hodli 

have becn proposed in previous works [48,49]. The simplest, COI·I'cct.ioll t.Cdllli(IIU! 1.0 

avoid synthesis filter instability will be adopted in this illlplement.at.ioll. Il. COlIsist.s of 

swapping the values of the 4-th and the 5-th LSIi"s in order 1.0 r<!Înst.at.e Ole illcl'eas­

ing orderness property of the LSI"'s. Subsequent checkillgs alld swappillgli lIIight. he 

needed to ensure st abili t y of the quanl.i:'.ed LSF vedor (a-rd LSF \Vit.h t.hc IICW "-I.h 

LSF value for example). 

The performance of the Split VQ seheme is evalual.ed from il sd of clIglish SCII­

tenees spoken by male and female individuals not. includcd ill the t.raillillg set, ami 

1 
1 
1 

1 

1 
J 

67 



1000 

500 1000 1500 

LSPI4(1Iz) 

.. 

2500 3000 

Figure 3.4: tl-th LSF values from the first codebook vs 5-th LSF values from the 

second codehook. 

rcferred to as the test data. Both the Euclidean and weighted distance measures will 

he investigated. 

Performance Evaluation 

Objcct.ive and subjective evaluation of the performance of Split VQ is carried out in 

this section. Two versions of reconstructed speech will he compared, one based on the 

original LSF vectol' und the other on the selected entry from both codebooks, keeping 

this \Vay simital' the compul'ison conditions. Fig. 3.5 displays the original LPC power 

spectrulIJ with, supel'imposed, the quantized LPC spectl'um for two frames of male 

and female speech from the test data. The distortion cl'iterion is sclected hcre to he 

the Euclidcéln LSF distance measure, where ail the LSF's are assigned equal weights. 

'l'he LS F vcctOI'S for the saille female and male speech frames arc now quantized with 

t.he split. VQ scheme using the weighted Euclidean LSF distance measure introdllced 

in Section 3,3.2. Fig. 3,6 shows a reduced spectral distortion in the quantized LPC 

spectral en"clopes. The emphasis that weightillg puts on the LSF's COl'l'csponding to 

formant fl'eqllencies translates into a finer quantizatioll around formants in hoth male 
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Figurc 3.6: LPC powcr spectra for the set of unquantized LSF's (solid line) and 

quantizcd LSF's (dashcd Hnc). The illustrated split VQ spectral distortion is for the 

20 ms fcmal,' (a) and male (b) speech frames of thc previous figure, with the distortion 

I11casUl'C bcing now thc wcightcd LSF distancc mcasurc . 

iD 



• 

• 

Distortion AvSD % of Outliers AvmilxSD 

measure (dB) 2-4 dD >" dB (dB) 

Eudidean 1.26 3.3 0.13 3.6\ 

\\'eighted Euclidean 1.09 2.6 0.07 3.'12 

Tablc 3.1: Pcrformance of split VQ operating at 24 bits/frilllle. Spect.l·n\ dist.ol't.ioll 

values are given for the Euclidean and wcighted Eucli<leall LSF dist.ance IlIcns .... es 

used as distortion critcria. 

and female speech spcctra, aL the expensc of a COilrsel' spect.ral 1lIi1't.chillg in valleys, 

As can be sccn, both Euclidean and wcighted Euclidean IIIcasUl'CS rccord t.he SéllllC! 

perfomance in spectral valleys, but the superiority of the wcight.ed se\ect.ioll crit.erioll 

reveals itself at the lowcr frequcncics and around spect.ml peaks. 

Table 3.1 reports the objective rcsu!ts necessary t.o charact.eri~e t.I'<IIISpilrellt. "PC 

parameters quantizat.ion at an operating mt.e of 24 bits/frame. The avcrage spect.ral 

distortion (avSD), the maximum average obt.ained spccl.ral distOl't.ioll (avIIUlxSD), 

the perccntage of outlier frames recording spectral dist.orl.ioll bct.weell 2 "ncl t1 dB 

and greater than 4 dB arc aH given fol' the split VQ schmlle lISillg sliccessively t.he 

Euclidean and the weighted Euclidean LSIi' distance measllres. Wit.h t.he hdp of t.!w 

weighting in the LSF distance measure, transparent LPC paralllct.<!r (1'1iI1lt.i:wt.ioll is 

achieved, with an average spectral distortion around 1 (Ill II. is report.ed in [1\\] t.hat. 

the effect of weighting is to rcduce the bit rate by 2 bits pel' frame, i.e il 2(i hit.s/frallw 

Euclidean distance rneaSUl'e based split VQ would yidd the saine perfOrtlHlIl('{! of f.lw 

split VQ used in t.his work. Also, from the performallce of of.h(!I' LSF qllilllf.i~erH 

reported in litcrature, the record cd spectral distortion of 1.1 dB is at.t.ailled hy :12 

bits/frame scalar quantizcrs, 30 bits/frame hybrid ved.or-sc;alar (J1HlIlf.i~(~I'H and 2(; 

bits/frame cascadcd VQ schemcs. 

The subjective performance of split VQ has also bcell tcst.cd. A Het. of f01l1' trlal(! 

and female scntenccs were coded using both the llnqlmllti~ed a.ml t.he veet.OI· quall' 

tizcd LSF paramctcrs. Artel' listcning to the codcd pairs (>resenf.ed 1.0 f.he liHl.eller ill 

random order, il. was concludcd that no difference could he distillgllÎshed. TI'jlllspar­

ent quantization quality is thercforc achicvcd with iL 24 hits/fl'ôm(! Hplit. LSF v<!ctor 
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3.5 Interpolation of LPC Parameters 

(n a specch cod(!r, the LPC parameters are (jllantized and transmittcd on a frame-by­

frame l>il.';is, with an update rate usually around 20 ms. However, ifthose parameters 

are kept, fixcd fol' the frame duration, large changes in the filter coefficients at the 

frame boundal'ics can lead to audible distortions (clicks or pops). Unvoiced/voiced 

transitioll l'cgiolls are examples of sueh diseontinuitics. In order to achieve a smoother 

transit.ion of the filte)' characteristics at the frame boundaries, overlapped analysis 

frames and LPC pammet.t::fs interpolation are widely employed. 

A speech frame is usually divided into 4 or 5 subfrarnes of duration ranging be­

tween 2.5 and 7.5 ms. Instead of performing the LPC analysis solelyon the present 

framc, olle or two subframcs bclongillg to the past already encoded frame eould he 

incorpOl'at.ed ill the analysis data. In t.ltis manner the transition regions for the LPC 

pal'amcters arc l'endcred smoother. Look ahead techniques are also sometimes ap­

plied, t.aking into consideration a future subfrarne of data in the computation of the 

LPC pal'illnetel's fOI' the pl'esent frame [29]. Special care should however be taken in 

orcier not to induly increase the eoding dclay. 

Int.erpolation of the LPe parameters provides a major contl'ibution to the smooth­

tless of the synthesis fil tel' chal'aderistics. Fixed interpolation schemes have been tra­

dit,ionally IIsed whcl'e a weighted combination of the past frame LPC parameters and 

t,hose of t.he present frame is individually assigned to every sllbframe in the present 

frame. Adynamie Iineôl' interpolation scheme has however recently bccn illtroduced 

in [53], wh('I'e tlte LPC analysis is performed twice fol' one fl'ame, and the extra LPC 

parame tel' set. is IIsed ÔS middle values to dctel'mine the slope of the intet'polation line. 

gxt.l'a bit.s must. in t,his case be allocated for the transmission of the interpolation slope 

inforlllôt,ioll to t.he decodcl', along with the past and recent LPC pal'ameter veetors. 

The int.erpolat.ion is thus pCl'forrncd on a suhfl'ame basis, \Vith ne\V il1tcl'polated values 

gct1<!l'atcd cvel'y 2.5 to 7.5 ms. 

Not lIlan)' l'csults havc been published on the LPC pôramct.er rcpresentation to 

be sclcd.cd fol' sat,isfactol'Y interpolation l'e5ults. Experience has however cOllcluded 
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Figure 3.7: Frame-to-frame evolution of the fifth (a) prcdict.ol· coerriciellt., (h) rdlec­

tion coefficient, (c) log arc a ratio coefficient and (d) LSF fOI' tlO éllléllYHiH Hpeech fmllwH, 

that direct interpolation on the predictol' coefficients can lend 1.0 III1Ht.ahle ritt.ers éllld 

is usually avoided, 'l'he LPC parameters arc generally t.I'étIlSfOl'llled t.o ot.hel dOllWillH 

more suitable for fixed interpolation schemes. Fig. 3.7 displays t.he dYllillllie behnviolll' 

of four LPC parameter l'epl'esentations fol' 800 ms of speech. 'l'he slIhplot.s ref.raœ 

sequentially the frame-to-frame variation of the fifth (a) 1)I'(!dicl.or codficiellt., (h) 

refiection coefficient, (c) Log al'ea ratio cocHicicnt and (d) LSI<'. II. e;1I1 he seclI Utal. 

the LSF representation yiclds the smoot.hest frame-to-frame variat.ioll alld t.llIIs is 

very orten the basis for LPC parameter intcrpolatioll. The log Hrea ratios MC ;t!HO 

sometimes interpolated, a.'.l well as the au tocolTelation codfi ciell t.s. f Il rad. ex peri lIIell t.H 

in [54] suggested that there was no sigllificallt percept liai quality diff'(!/'(!IICC ill IL CJt~LP 

coder environment operating at 8 kb/s whell illterpolat.ioll WHS pel'fol'lJlcd ill the ahove 

various domains. The LPC parameter updatc intcrval of ÜU! coder wml of 1 n IIIH. Fur 

longer update intcrvals (25 ms and abovc), the LSF's tend t.o show a more Hllloot.!Jel' 
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cvolution, precisely the rcason for which they arc employed for interpolation in the 

Federal standard (Fcd-J016) 4.8 kb/s CELP coder [30] over 30 ms speech intervals. 

The implefllenf.ed interpolation scheme is also based on the LSF representation of the 

LPC paramcters. 

The coding dcJay for the 8 kb/s CELP coder implemented in this thesis is 20 

ms, corrcsponding to onc speech analysis frame. However, in order to maintain the 

contillllity of the LPC parameters, the analysis frame and the actual speech frame 

bcing codcd do not match. Fig. 3.8 Shows how both the analysis frame and the 

speech frame being proccssed overlap. At a sampling rate of 8 kHz, 20 ms correspond 

to 160 samplcs. The frame to be coded is further divided ioto 5 subframes of 32 

samplcs cach (4 ms). The LPC parameters for the first subframe are entil'ely based 

on the analysis performed on the past frame, while the remainiog four subframes carry 

int.erpolat.ed LPC parameters. The analysis frame encloses the four last subframes 

of t.he fr<lme being codcd and one extra subframe from the next-in-line frame to he 

processed. The LSF's of the j'" encoded subframe are a weighted combination of the 

past. analysis frame LSF's and the present analysis frame computed LSF's. With Wj 

being thc sct of int.erpolation weights, the i'" LSF for the j'" subframe, i{ is obtained 

by: 
-' (k 1) (k) I~ = w,l· - + (1 - w·)/. 1 J 1 JI' (3.24) 

whcre A' reprcsents t.he Ume index of the ctll'rent analysis frame. Fig. 3.8 pl'Ovides 

the subfralllc wcights distribution. Sinee the deeoder has available to it the trans­

mittcd LSF's for the past analysis frame, the 6rst suhframe can be reeonstructed 

upon l'cceiviJlg the excitation codebooks index, even before the newly computed LPC 

parametel's (present analysis frame) are sent. In this manner, the coding delay is not 

itlcrcased beyoJld 20 ms. For thc remaining subframes, the present LSF's arc required 

at the decodcl' end in order the compute the subframe illterpolated LSF values. Both 

subjective and objective measures record <ln improved performance with the described 

interpolation seheme in a full coder envil'onment . 
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Figure 3.8: Analysis frame overlap and intcrpolation sch'.!rnc appliecl t.o t.lH! lillhfmllw 

LSF's. 

3.6 Conclusion 

A suitable paramdrization of the LPC coefficients was illt.l'Odllced in tllis cllapt.er for 

both quantization and interpolation purposes, The line spcct.ral freqllellcies (LSF's) 

exhibit many propertics rclated to the LPC spectral envclope allel to st.i1hilit.y isslles 

that make thern attractive for quantization, AIt.hough otllcr LPC PiU'itlllder repre­

sentations display a good behaviour in various quantizat.ioll schemes, t.he LS F's iU'ü 

especially suited fOI' vector quantization, in which the sclccl.ion crit.crioll iUIlOllllt.H 1.0 

minimizing a perceptually weighted LSF dist.ance rncaSIIJ'(!, This diHt.ort.ioll IlleilHIII'ü 

takes advantage of both the frequency location of the LSF's dcC.cl'minillg 1.Ju: HI)(!(!ch 

spectral peaks and valleys, and the humall car resoitltioll along t.he frcqllclley scale. 

Vector quantizatiotl of LPC parallleters allows greatcr bit. rat.es l'<!dlldioll t.hall sCillal' 

quantization sinee it exploits the inter-corrclatioll tltat. exist.s i11ll01lg t.he LPC vedol' 

components, but the computational cost quickly grows \Vit.h the codehook requirml 

size in order to achieve high-quality coding. A suboptimal vedor qllilllt.Ïlmt.ioll sell(mte 

yielding transparent coding of LPC pal'arnct.ers wa."l presellt.ee! Hlld perfol'IIHIIIW m­

sults were repol'ted, Deriving from product.-codebook vcct.or (1IIallti~at.i()1I I.I!ChfliqlJeli, 

Split vector quantization decomposes the LPC cnergy specl.l'utn illt.o il lower fl'equency 

spectrum and a higher frequency spectl'Um, The original LfW vedor 1.0 IH! quant.izf!(1 

is split into a four-LSF subvedor and a six-LSF subvedor CjlliLut.ized i'IClepc!lIdellt.ly 
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using the wciglltcd LSF distance measure as a distortion criterion. Two codebooks 

arc initially traiued according to the conventional LBG scheme, each ending up with 

4096 codcvcct.or clltries. The operating rate oC the split VQ scheme is thereCore of 24 

bits/Crame. The average spectral distortion of the split VQ was around 1 dB, com­

plying th us with the transparent quality coding requirements. Moreover, it turned 

out to be consistently better perCorming objectively and subjectively than a split 

vcctor cjllantizcr using the simple Euclidean distance as a distortion criteron. At an 

update rate of 50 Crames/second, the computational complexity of the implemented 

split VQ rcaches 4 million operations per second. Further complexity reduction can 

be aUailled by splitting the LSF vector into more than two parts and reallocating the 

bits among the resulting codebooks. This however cannot be completed without any 

perCormance degradation. 

Updating the LPC parameters on a frame basis can sometimes lead to discon­

tinuities in the predictor coefficient values. To avoid such circumstances, the LPC 

parameters are intel'polated on a subCrame basis, i.e. for intervals shorter than the 

LPC update Crame. Once again, a comparative study between different LPC param­

der represelltat.ions revealed that the LSF are very suitable Cor interpolation in view 

of thcir quasi-slllooth frame-to-frame variiltion. The proposed interpolation scheme 

yiclds subframe LSI" values obtained as a weighted combillation of the past analysis 

frame and the present analysis frame LSF's. The weights are predetermined and kept 

fb:ed in the coding scheme. Moreover, to guarantee better speech spectral character­

ist,ics t.ransitions, the analysis frame includes, in addition to a main portion of the 

present Rpeech frame to be coded, a subframe of speech samples to be coded in the 

Ilext frame. The fixed interpolation scheme combined with the look-ahead capabili­

tics oC the LPC analysis stage yields a better subjective and objective performance 

(higher SNIl) oC the ove rail coder . 
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Chapter 4 

Pitch Prediction in CELP Coding 

4.1 Introduction 

Pitch prediction in linear pl'edictive coding schcmcs is a powcrfllllllcl,hod 1.0 l'epl'(!Helll. 

the periodicity in speech signais. Long term prcdictol's arc uHllally d(~H<:I'ih(!d hy Pi\.­

rameters representing the dclay and by filter coefficients. III a CI'~LP codillg Hehellle, 

the pitch prediction pararnctcrs arc morc efficiently optiIII iz:ed in ft dOHed-loop IlIiUIIH!1' 

during the analysis-hy-synthcsis procedure. Along with t.he long tC1'I1I pr(!(licf.or pa.­

rameters, the CELP codehook index and gain have to he alHo sclecl.ed. Opl.illli1.at.ioll 

schemes that jointly select the piteh predictor and the codehook (>m'Hllldel'H which 

minimize a weighted error criterion perform consistcntly bet.t.(!r t.hall éI Roquellt.inl op­

timization choosing fil'st the prediction pal'amet.el's and t.hen the codehook Ïlulex alld 

gain. An overview of the synthesis pararnctel's optimizat.ioll schemes is preH(!IIt.ed ill 

this chapter. From there, a combined opt.imization procedure joi/li/lg "ol.h I.he rC!­

duced eomputational cornplcxity of the sequential appl'Oaeh and t.he dficiellcy uf the 

joint approaeh is proposed. 

Multiple pitch prcdictor coefficient.s allow long tcrUl (>redicf.or delay illt.el'polaf.ioll 

in certain high energy regions of the speech spcct.rum fol' pel'Ïodicities that, are ilOt, ail 

integer multiple of the sampling frequeney. Thc cocfficiellts of 1I1I1II.jpl(~-tap IOllg t,{~I'rn 

predictors are shown t.o hc frcquency depcJldcnt, cmphûsizillg the low(!r fl'(!ql1ürlcy 

spectral regions and cornpcnsating for the prediction illûccuracÎes i ri t.lle h igher fre­

quencies. They exhibit an irnproved performance over singlc-lap prcdidors, IJIII. I.t.eir 
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transmission bit rate l'e(j11irement is very expensive. Pitch prediction gain increases 

witl! incl'easiug sampliug rate. Fradional dclay single-tap pitch predictors take ad­

vantage of this result to record performances higher than 3-tap pitch predictors. In 

sud predictors, the delay is &pecified as an integer number of samples plus a fraction 

of a sample at the Cllrrent sampling fre<iu~ncy. An efficient implementation technique 

for the interpolat.ion between samples is presented here, followed by a fractional de­

lay long term predictor design, with resolution up to 1/6 of a sample, operational in 

an 8 kh/s CgLP coding scheme. Subjective and objective performance results arc 

reported. 

4.2 Pitch Prediction in CELP Coders 

The incorporation of Long Term Predictors (LTP) in !inear prediction based analysis­

by-synthesis cod ers has greatly contributed to increasing the quality of the coded 

speech signal. The LTP, also known as the pitch predictor, was already introduced 

in Chapter 2 as a technique to generate periodicity in the reconstruction of voiced 

speech. A large part of the success of the CELP coding algorithm at rates between 4 

kb/s and 10 kh/s can in fact be attributed to the !inear pitch prediction capabilities 

incillded in the coder. Taking advantage of the analysis-by-synthesis configuration of 

the c1ass of lineal' predictive coders considered, the pal'ameters of the pitch predictor 

arc usually updated in a c1osed-loop fashion. This c1osed-Ioop optimization proce­

dure was ol'Îgillally intl'oduced to enhance the performance of a multipulse linear 

predictive coding scheme [23]. The operation of a pitch predictor in a CELP coding 

environment follows the same model: a selected codebook excitation vector drives a 

IIi/ch 1'ccollsll'ltclion filter (pel'Îodic structure is added) to yield a periodic excitation. 

This resulting excitation is fed in turn to the ail-pole synthesis filtel' producing the 

rcconst.ructed speech waveform by adding the formant structure of the speech frame 

bcing coded. A dear distinction must be made betweell the first excitation vector, 

t.crmed IJI'P excitation, and the one used for synthesis, called LP (linear prediction) 

cxci t.aHon. 

The pitch reconstruction filter is cOl11monly represellted by an Auto-Regressive 

(AIl) ali-pole modcl \Vit.h cither one or multiple filter coefficients. The parameters of 
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a LTP are thereforc the filte!' delay d, c10scly rclated to t.hc pit.ch Illg of t.he CUI'l'cnt, 

speech frame, and its coefficients, {.8il. If the alI-pole pitch l'cconst,I'IIC:t.ioll 1iI!.(!1' 

is implemented as a transversal structUl'e, one can thcn distingllish singlt!-têlP "11<1 
multiple-ta}> LTPs. The lattcr form cnhallces the periodicit,y of t.he cod cd speech nt, 

the expense of a greater number of bits t.hat have to he alloeat.ed fol' t,he qUé\IlUZilt.ioll 

of the multiple coefficients. A very efficient variation of the single-t.ap pit,ch P l'cd ict.OI' 

is the fractional delay LTP, where the filtel' dclay resolut.ion is inet'caset! t.o IC:-lS t.hall 

a sample. The performance of such fl'actional delay filtel's is compill'ahlc t,o t.hrcc-t,i\I) 

predictors for update intervals less than 10 ms, wit,h t.he iHldcd advemt,agc toila" 110 

extra bits are needed to transmit morc titan olle coefficient .. The incrcascd resolut,ion 

of the delay must howcver he encoded and transmitted, requil'ÏlIg iL smallm' acltlit,ional 

bit number. 

In the framcwork of analysis-by-synt.hesis coders, such as CI~LP, t.lu! I:I'P exdt,a­

tion is determincd on a blockwisc basis. These blocks, callcd :mbft'illlH!:i, ill'e mmally 

much shorter than the LPC analysis update frame, since t.he pit,clt illfol'llWt.ioll viu'iml 

more rapidly than the formant structure (cf Section 2.2), The illlalysis-by-sYIlt.lH!sis 

loop in the CELP algorithm, detailcd extensivcly in Section 2.7.1, 1)J'oceeds in gt!Ilet'­

ating the LTP excitation by appropriatcly scaling an optilllillly select.cd sigllal vccl.OI' 

from a codebook of fixed entries. This 1..1'1' cxcitatioll iH thclI "pit.eh" Hyllt.hcHi~ed 

to yield an LP excitation with periodic st.ructure. The synt.hcsis 1>CIJ'<UIH!t.et'H .. hat, 

need to be optimized and transmitted arc thus the fixcd cxcit.at.ion codchook illdex 

i, the codebook sealing factor or gain G, the urp dclay d, éllld t.he I:I'P coeHident,s 

{,Bi}' Joint optimization of ail parametcl's givcs the hest. codill/;'; pel'fot'llIilllœ, IIIIt. 

the extensive fixed excitation codebook scal'ch while 0J>tirni~illg the I:I'P 1)jI\'iur)(~t.el's 

is very cxpensivc computationwisc. An important cornplcxit.y l'Cflucl.ioll iH 1)()Hsihlc 

whenever the minimum LTP dclay d is set t.o hc grcatct' thilll t.he Huhfl'ilille lellgt.h. 

In this case, the LTP contribution to thc CUl'l'cnt LP excit.atioll depellds ollly 011 t.he 

past LP excitation and thel'cfore is indcpendent of the CIIITf!flt 1:1'1> excit.at.ioll (Hcalec! 

codebook selccted entry), A sc<!uclItial optirnizat.ion proceùure is thell ilPplied, where 

the periodic contribution to the LP cxcitation is detcl'lnilled finit. aSHIII~11I"g ft lf,f!ru 

LTP excitation. Once the r:rp optimal dday and coefficient. vetilles al'c obt.aillf!d, t.he 

current LP excitation is fUl'ther improvcd with the optirmtl 1:1'1> excit.atioll sdccl.ed 
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Figure 4.1: T.-ansvcrsal filtCI' structure (a) and adaptive codebook (b) representations 

of the onc-tap long t.enll prcdict.or. 

from t.he codebook and scaled by G. In the case of a one-tap pitch pl'cdictor, the LTP 

cont.ribut.ion t.o the LP excit.ation can be vicwed as a past delayed version of the LP 

excit.ation scaled by t.he filicl' coefficient. p. The past LP excitations can be stored 

in an a([apli/Je codcbook whcre each entry differs by a shift of one sample. Thc long 

tCl'IlI predictOl' contl'iblltion is thercforc obiained by selecting the optimal entry in the 

adapt.ive codcbook and scaling that cutry by thc LTP coefficient. Fig. 4.1 displays 

bot.h the transversal filiel' stl'llct.ure and the adaptive codebook rcprcsentations of the 

one-t.ap piich predicior. The opt.imization of the synthesis parameters becomes a two 

stage codcbook eniry selection, where the first codebook is adaptive and the second 

is fixed . 
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The LTP delay li gives in esscnce an cstimatc of the pit.ch lag of t.he rcecllt Iy code" 

speech suhframe. Opcn-Ioop correlation techniques fol' pitch detect.ion ran be applicd 

on the currcnt subframe in order to obt.ain an cstimate of the I:I'P dclay. The <ltlalysis­

by-synthesis procedure consisting of scleding out, of aIl perlllissible dclays t.hc olle t,hat. 

maximizes a certain periodicity measure is however lll11ch morc cfficiellt. in a VELl' 

coding scheme. Constraining the LTP minimumdclay to he gl'cat.ct' t.hall t.hc suhfl'i\\l1c 

length suffers from limitations especially in the case of fcmalc specch (avct'age pit,dl 

period of 35 specch samples), The delay will in cffcct. assulllc pit.ch douhlcd '\\IcI 

tripled values on many occasions, Remcdies to t.his pl'Oblelll cOllsist ill illlowillg t.h(! 

LTP delay to take values sm aller than thc subframe si~e and 1.0 l'ccycle t.he CIIITent. 

LP excitation through the pitch fil lei', 01' t.o include pel'iodic ext.ensions of a pit,dl 

cycle in the adaptive codebook, Thc adélpt.ivc codebook lIlet.hod, clllployecl in [aO], is 

however not equivalent to LTP filtering sincc t.he filt,er mCllIory IIpdat.c is pcrforllled 

on recycled LTP excitations while the codebook updaf.c ollly lises cOllcat.('llélt,(!d LP 

excitation sequences, The degradatiolls in pcrccpf.llal qllalif.y arc IIcv{!I'f.hd(!SH Illinol' 

and the latter technique will be employed. 

At low coding rates, the LTP pcrformance dcgl'ades as it. becollles 1t1ll'(lel' 1,0 l'cel'e­

ate a smooth evolution of the pitch cycle wavefo 1'1 Il , 'l'he p()J'œivcd 1)(!I'iocIicil,y i" 

voiced segments of the l'ecollstructed spcech hencc dccl'ca.ses. The silllpic 1\ B. \llocIe! 

for the LTP might thel'efore be unable t,o l'cpl'oducc wit.h fiddit.y the pit.dl cyclcs or 
the original spccch at bit rates dropping bclow .5 khls, Hcœllt, wOl'k lias illdeed cul­

dressed the limitations of the LTP by cnllancing t.he pCl'iodicit.y of t.he coded speech 

either by increasing the correlation bctwcclI adjaccllt. pit.ch cycles [:1:1] or by élPplyillg 

a harmonie noise weighting scherne 1.0 t.he CELP errol' crit.cl'io/l [:H]. SOille of t.hCH(! 

techniques are discussed in thc next chaptcl', 

The LTP pamlTIcters al'c transmitted éd. ovel'y SlIhfl'élllle, l'('qllil'illg Oll élvel'élgc 12 

bits per subfl'ame, which corrcsponds to mt.es al'olllld tJ kh/s i/l t.he co III Il 1011 CgLP 

implementatiol1s, Bit savings can be obtaincd by cncodillg ollly the ofrset. 1'1'0111 t.he 

previous dclay every otIlcr sllbframe [30] or by using difrel'cllt,ial ellcodillg t.edilliqlles 

[7], A recent LTP dclay intel'polatioll technique dcscl'ibed by piecewise li"ei'l' ddily 

contour trajectories, introduced by KlcijJl [11, cnablcd thC! t.nllls/IlisHioll of t.he I:I'P 

parametcl's once every few subfl'ames alld the illterpolatioll PéU'éllIle!.(!I':; ill bf!l. Wl!e Il , 
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Figure tl.2: Basic CELP decoder. 

Ali outlinc for the optimization of the synthesis parameters in a CELP analysis­

by-sYIlt.hesis loop is detailed in the next section, followed by implernentational consid­

erat.ions for the case of one-tap LTP dclay values sm aller than the subframe length. 

4.2.1 Analysis-by-Synthesis Mode} 

Ali cqllivalcllt modcl to the two-codebook approach for the basic CELP decoder 

described in Chaptel' 2 is givcn in Fig. 4.2. The selected codebook excitation vector, 

ci, is sealed by an optimal gain G to form the LTP exci tation vedor. A periodic 

st.ructure is added to this vedol' after passing it through the pitch alI-pole synthesis 

filt.er: 
1 

(4.1) M 
1 - L: (jjZ-d-J 

-
1 - P(z) 

j=-M 

where cl éllld {,BJ are respectively the optimal LTP delay and the set of (2M + 1) 

url' coefficicllt.s. The out.come of t.he pit.ch synthesis filLer, 11, fonTIs the LP excitation 

vcdor, which is t.hclI passcd thl'Ough the al1-pole synthesis flltcr I-hz) associatcd with 

t.hc LPC lillcar prcdictor. Once the formallt st.ructure is added to the LP excitation, 

the rcconst,l'ucted spccch vedor. S, is obtained. 

III analysis-by-synt,hcsis coders, a rcpliea of the dccoder is incorporatcd in the 

cncoder in OI'dcr to allow a dircct eomparison between the original and the l'econ­

st,l'llct.cd speech sigllills. In the CELP coding algorithm, it was howevel' seen that 

inst.ead of dircd.ly cOlllparing the original and reconstruded specch signaIs, a per-
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ceptually wcighted vCl'sion of thcsc signais is lIsed, The alwlysis-hY-HYllt.heHiH loop 

minirnizes thus a spccl.rally wcightcd CI'I'OI' cl'it.crion fol' opl,imi:dll,l!, t.he synl,heHiH pa­

rametcrs. Thc spectral wcighting filtc!' W(z), rcpeat.cd here fol' cOllvcmicIlCC), iH 

1 - F(z) 
W(z) = 1 - P(z/,) ' 

with , bcing t.he bandwidth expansion factor (usllally al'olllICI 0.8), reloca\.eH t.he 

coding distortions around the formant. l'cgions WhCl'C t.hey lire Illllslwd hy t.hc! higher 

speech signal cncrgy. Fig. 4.3 dcpict.s t.hc analysis-bY-HYIlt.hcsiH HI,I'lIdlll'<! of t.he: 

basic CELP coder artel' appropriat.cly combilling thc spect.ml weighl,illg fill.el' \Vit.h t.h(! 

formant reconstruction (sYllthcsis) filtCl'. Thc rcsulting spccl,l'ally weiglll.ed sYIlt.IH!siH 

flIter, I-F(zhl' is c10scly rclatcd 1.0 thc speech rcconst.ruc\.ioll fill.cl'. II. is t.hlls of t.illll!­

varying nature, with Hs cocmcients {,ka!;} being updal.ed as disCIH,sed ill Chapf.el' a. 
The other pararneters 1.0 he optimized, narncly the synl.hesis pmi! Illel.CI'S (codehook 

index i and gain G, L'fP dclay cl and coefficient.s {(1J), are c1e\.cnnilled in ft c:losed-Ioop 

fashion (analysis-by-synthesis loop) and updal.cd every Sil hfl'i1/ Ile. 

The weightcd sYllthesis filters in the upper and low(!1' hrtlllches of Fig. tl.:l ill!! 

updated at the begillning of cvcl'y subfl'éune, and t.heir l'(!spOIIse is l\I!pl. fix!~d fOl tlll! 

suhframe duration. Thc upper fi/tel' memory is updat.ed by )Hlssillg the last :illhf/'fI/lH! 

of residual sarnples while t.he lowcr filtel' rnelllory is updal.ed IJy filterÎllg I.ltl! opl.illlidly 

selected LP excitat.ion llopt • 
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Due to thc ali-pole natut'(' of tilt' \\·('i!!.htcd sylltlJ('sis filtel, <l ('('cIII.,i\'(, fOI 1IIIIIatioll 

is used: 
l' 

'~Il.(II) = //(11) + L (/kl~'''I/.(1I - /,:) , 
1-.=1 

(I.:l) 

wherelJist.hl·lillcélrprcdictionor<l('rand 0 S; 11 S; 1.-1. Ihm·('\'('I,., dirl'I'I ('lIl1\ollltinll 

with the weightt-d Hylllh,'~is filt('r lI11plll~(\ t(,~pOIlS(, {II'(II)} is 11101'1' ~lIit.lhh· f,11 .1 rI"ar 

derivatiol1 of Ill(' synt.hcsi.., pélrélnwtelH ,>ptillli/a.lio.>l1 sdll'llH'. TIlt' fil\"IIII~ op'·I'.lIioll 

takes t hen t 11(' fOI'III: 
.. ".-, 

8111 (11) = L /I(I.·)h'(1I --1.-). (.1..' ) 
1.=-'-...... 

The convolution opc·l'at.ioll hôs th(' sallie Oltt('OIlU' as 1.11(' 1 ('ctll'si\'(' fol'l 1111 1.11 iOIl ollly ill 

the case whcl'e the Z('ro-St.at.(\ )l(\SPOIlS(' (ZSH) of tllC' w(,i~ht(·d syllt.lll'sis tilt(· .. (;1,('10 

initial rncmory) is sOllght. Th(' diff('J'l'nt. init.ial conditi()l1~ <lt t.III' Sil 1. l'l'il 1111' I.olllld.lI·i(·~ 

with the fiIt,el'S heing tilll<'-varying I('ad 10 difrt'I'(·IIt. filkt illp, 1'('~p(JIIS":' 101 t hl' t \\'0 

formulat.iolls. Ncv(,l'thl'I('ss, as if, will 1)(' SC'('II in t.IH· ('oJllillp, dC'1 i\'.1f iOIl~. t 1\1' '''l'c'c t 

of initial conditions can 1)(' gl'ollp('d illto 011(' 1,(\1'111 t.h .• " do('s Ilot ill"'l l'c'I ,. in titi' 

minimizationloop, nélllwly tll<' Z(,IO-Illput. B('spoIIS(' (ZIB), 01,1 "illC'd Il,, Il'\till)..\ tllf' 

weighted synt.Jll'sis filt(·1' l'illg fol' olle 811I>fl',IIII(' dlll'atioll. Aft,·!, ~1I1,t 1.1f lillg titI' ZIB 

from the l'cferl'l1cc wavefOl'IlI, ~ero illit.ial (olldit.ioIlS fol' tIlt' W('I!!,"t('d s\'lIlllC'~i:-.lilt(·t 

can be set, and l'itl)('1' the' convolutioll 01' t II(' 1'('('11 l'si"" ('01111'111011 jOli (0111 III' Il''''''1. 

4.2.2 Synthesis Parameters Optimization 

Coding of the parélllleter'i in the CELP étl~ol'it.hlll is <1011(' 011 .1 sltI,r, ,1I11C·1"'~I~. As (',111 

be seen fl'om Fig. 4.3, the wdghted ('/ /'or salllpl('s, d 11), (II (' ol,t.ilillf'd .IS t Ilf' di fJ"'1I'1H C' 

between the original wcight(·d s[>(·(·cll illld th .. 1'('C<>IIstl'lI('kd W(·jp,ltt.(·d SIII'('( Il, '~I/I(II) -­

sw(n), for one suhfrarnc of j('ngth l, (0 < " :::; /, - 1). 'J'II<' opt.i/ll.d j1i1I'.IIIH'I.'·IS ,I/C' 

obtained hy minimi~ing 1.111.' lIlean squared w('ip:hted ('!Tor: 

1.-1 
~ 2 

€ = ~ «(n) . (1..r; ) 
Tt=O 

The optimal LTP dc'Jay and the coddwok illd('X il/'(' s(·le·d(·rI IJy lH'rfor III i "p, 1111 ('X­

haustive scarch OVCI' ail al\owable pairs (d,l), with tlJ(' ('olt(':-,pollrlilJ)!, ('IjIJIPIlt.C·" gaill 

Gand L'fP coefficients rnillimizing the ('rrol' of 1-:(1. (1..1)) . 
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The ~1J('dl'1ll dccmphasis of the synthcsis filtcr coefficicnts {(Id by the bandwidth 

(~xpansi()rI f;w1.or ~I I('ads to a <JlIick('1' attcnllation of the wcightcd synthcsis filter 

irnplIls(! "(,:-'I)On~(' {"'(II)}. For a value of, arollnd 0.8 and a sampling fl'cqllcncy of 8 

kll~, Ul(' qll,'~1 totality of t.11(' illlpllise l'('~p()n~e cnergy is ill the first 20 sarnples. The 

implllfw If'spOn~(' of tllf' filt('r I-F~zh) ('ail tbus be approximated by a fillitc implllsf' 

n!spO/lS(' (FIH) filt('r, /"(0),11'(1), ... ,/"(1/- 1), with H b<:>ing sr,Jalle)' thall L, the 

suhfl'auw j(·II).!,t.It. Th(· wl'ighkd reconst.ruct('d speech can thel'('fol'e be obtained by 

passillg tJJ(' LP ('x('itatioll t.hrollgh thi~ FIH ctpproximation, 

Il 

L lI(k)h'(n - k). (4.6) 
l.=n-/1+1 

SOIll!' of t11(' t.(·rms in the abovc filkl'ing operation dcpend on past LP excitation 

sarnpl(·s. Su('11 t.(,l"Ins can hl' grollpl'd scparatcly to yield: 

-1 n 

.qw{n) = E 1I{~·)h'(n - k) + L v(k)h'(n - k), (4.7) 
k=n-Il+1 k=O 

wlJ('re 1.11(, first sumlllat.ion (,()lTesponds to t !i'::: Il,;tial boundary conditions while the 

sc('(md givps 1.11(' zsn of the wdghted synthesis filtel·. Since the initial boundary 

("oIHlitiollS dqwlld ol11y 011 past LP cxdtation samples, they arc identical to the ZIR 

of t,!J(' w('ighl('(1 synt.lU'sis filtN, and they do not interfere in the synthesis parameters 

s(·lf·d.ioll fOI 1 II(' <"urr(·IIt. sllhframe. They can thus hc subtradcd from the L'riginal 

w<'ight('(1 spt't'rh salllples to yicld a. l1('W rcference wavcfonn, 

-1 

L v(k)h'(l1 - k), (4.8) 
k=n-R+I 

a.nd tlw w<'ight('d ('1"1'01' samples calI he wl'ittcn as 

71 

(11) = Sw(lI) - Lv(k)h'(n-~'). (4.9) 
k=O 

Th(' LP ('xcil,at iOIl samples /J(I1) can be written as the recursive filtering output 

of t.h(· pikh sYIII ht'sis filt(,1' l-lJ(z)' wh(,11 fcd by codehook excit.ation vectol' sarnples 

cl(u) scalc.,d br G: 

AI 

Gel(n) + L {3jv(n-d-j). ( 4.10) 
J=-M 
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Substitut.ing for 11(71) III Eq. (1.9), the ('xpn'ssioll for tIlt' w('ightt"\ t'1'1'01' ~.lIllp\('S 

becomes 
t\t 

(11) = '~w(lI) - Oè'(II) - L #)/;01+.1(1/), (.1. Il ) 
J=-,\I 

where èi(n) b the ZSR of the weight('d s)'ntll<'sis filt,('r fol' t.tlt' inpllt ("(1/), élnd Ij"(I) 

is the filtered version of 11(11 - (1), r('spI'divel.\' oht"in('(1 hy: 

n 

è' (71) L (1(~')"'(lI - ~.) 
(.I.I~) 

f;d (1/) L /}(~. - d)"'(" - k). 
k=() 

In ordcr to solve fol' the opt.imal vahl<'s of (,' ami HU' I:I'P 1 lwflit it'lIt.s {Ill}' .. it.11<'1' 

the autocorrclation or the covariance lIH'thods ('ail Ile' applit'tl to t11C' IlIt'all s'lual('cI 

error cl'iterioll é of E(I. (LI)) [1)5]. A syst.1'1II of ('lM +~) t·CJu.1I iOlls It'~IIItS, \\'1 iUt'lI in 

matrix form as.c = 4>. The i\1It.o(,olT(·lat,ioll lIIat.rix .. is fOl'lllt'd lIy t.1\(' t'till t'I •• t.iolls 

of ail the vectors obtairwd i Il Eq. (1.12): 

with t(n) defined to be 

è ' ( 11 ) 

/id-M (n) 

/,d-M+l (TI) 

li'l+AI(n) 

The vector of paramctcrs to he optimi)l;ed is ddÎl)('d to hl' 

c 

(f' 

#-M 
{J-M+I 
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and tl)(' Cf()!->'.;-c'ol'r(·]atioll vectol' r/J is found to be 

rP = 

{.-1 

2: ,~,An)èl(n) 
n=O 

{j-I 

L '~1U(lI)vd-M(n) 
n=O 

/.-1 

L '~1U(ll)vd-M+)(n) 
n=O 

L-l 

L '~1/I(11)i/d+M(n) 
n=O 

(4.16) 

FI'OII1 I.h(· ('xpl'cssioIlS ill Erl. (4.12), it is clcal' that if the minimum L TP delay dis 

('onstmillf'd , 0 1)(' grf'atcl' t.han thp su hfl'allle length L, the filtered LTP cont.ribution 

jjd( 11) (1('I)('IHls 0111" 011 past LP excitat.ion samples, i.e. 1/(11) fol' 11 < O. At the 

h('gillllins of' III' C1II'I'(·IIt. suhframe, t.his information is alrcady élvailablc from thc past 

sllhfranw, alld thlls all'O('OI f('latioll matrix. as weil as the cross-correlation reetor r/J 

are f('ady kllOWII qllalltit.i('s. Findillg th<, optimal set of LTP cocfficients and codebook 

gain alllollllts 1 h(·I't'fole to solving the above linear system of equatiolls. 

'l'lU' following spct.ion propoSC'S a joint and a scquent.ial optimization schemes fol' 

tl1<' detcl'lIlillatioll of t.he opt.imal synthcsis parameters in th~ case of a one-tap long 

t(,1'1ll pl'(·dictol'. It will be shown that combining these two schcmes yiclds the best 

f'Omprolllis(' hdw('('(1 computation compl('xity and qllality. 

4.2.3 Optimization for a One .. Tap Predictor 

LTP MininulIll Delay Greater than Subframe Length 

It. was 11I'('\'iollsly S('('(I th"t t.he alternat.iw l'<'presentation fol' a one-tap LTP was an 

adapt.iw cod('hook of d('layed LP excitation vcctors, sCélled by the LTP coefTicient {3. 

'l'Il(' ('lIITellt LP ('xcit at ion sample can l''el'dore be written as the sum of the fixed 

eod('book ('xdt al ion and the adaptive codC'book excitation: 

1/(71) = GC' (71) + f3v(n - d). (4.17) 
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The opt.imization equatiolls, 4»c = ô, take' in this caSt' tl\(, 1'01111: 

[,-1 

L (~'(n)2 
n=O 

1,-1 

L lid(l1)è l (lI) 
n=( 

(,I.I~) 

With the minimum lag li heing lar,!!/'r t han t,JJ(' sllhfr,lllIl' 1('111-',1 Il /,' tl'I' aho"t' 

system matrix and t.lu' right hand sid" cross-correlat iOll \','( 101 ("II hl' (,Olllplltc-ti ,It 

the start of th~ CIIITCIÜ sllhfranw. 'l'Il<' fil'st st r,ltegy «)1I~isls ill joilll Iy upt illlil',illl-', 1 lit' 

parametel's to ohtain Hl<' '-P excit.at ion of Eq. (1.17). TIlts ('01I~i:-.l:-. jll ... oh·ill,!!, tIlt' 

tinear system of Eqs. (,LIS) for the Optilll,1Ï gaills ((,',/-1) 1'01 1'\'('1." polir 01 IOdl'hou\.: 

index and I:rp dclay (i, d) dlOS('1l eélch frolll a pJ'('dl'l"rlllill('d dit 1 jUil,,, ,'. Il WetS 

reported in [5.5] that. CELP ('()d~rs IIsillg this joi"t, Opt.illlizelt.ioll SI 111'1111' 1 (',!!,isl (wt! SN B 

increases up t·~ 3 dll wll<'n compan'd 10 codllIg sdH'lI\('s \V11I'11' 1 III' I-'"Iill:-' ,11141 illdic'c's 

are optimized at t}J(' analysis st.age (op<'II-loop on t.he ol'i,l!,illal SPI'I'I Il) Ilowc'\'('r, ('\,('11 

with moderat.e size codebooks, slIelt as !)12 (·IIt.rÎ('s for tilt' (jXI·tI 1'\1 iLIt.ioll lodl·IH)ol, 

and 128 allowdblc L'fP d('lay valll(,s, t.!J(' (·olllputat.iollal cOlllpll'xit.\' IS qllill' 1111-',1:. 'l'Ilc' 

sequential optilllization seheme {>l'oposed IH'XI. hdps Ic'dllt ill,l!, t III' IOIIII'II'XII,\' ,II, tilt' 

expense of a J11inor deneas(' in tlle' objedi\'(' !u'rfOI'llWIlI'(, 1111',1:-'1\1(' " • .JIlI·" 

The two components of t.he LP ('x<"Ït.at.ioll of Eq. (".17) ;111' ~1'qll('111 I.dl.\' opl illlizl'll 

in this altcl'llat.ivc strat<'gy. The J)(,l'iodic COlllpOIH'IIt. /'1/1 ( " - d) is fOlISld('1 (,tI lil'~t hy 

discarding t.he flxcd codehook font.ributioll (sd,ting (,' to 1';('1'0). TIte' ('(H Il'SpOllllilll!, 

optimal LTP coefficient /301)/ is fourJ(1 from Eq. (1.18) t.o Iw: 

flop 1 = 

1,-1 

~ '~I/I(n)l7Id(lt) 
n=O 

t--I 
Li,rl(n)'l 
n=1) 

With this optimal value of the VI'P codfkil'lIt, tlll' ('('ror CI il.('1 iOIl 1.0 lU' IlIilli/lliz(·,1 

becomes: 
1,-1 

L-l (L stAn)v r1(II)/ 

~ .s,An)2 71=0 

1.-1 
n=O L vrl(n)l 

n=O 
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'l'II(' optillla! 1.'1 P d('~<iy i.., f(jlllld by maximizing the ..,econd tcrm on the right hand 

sid(· of ! :q. (/1 20) wit h f('slwC t 1.0 d. 'J'hi<; i'i accomplislwd by an ('valuation of the term 

for ail (H·"l1i..,..,iIJ!f. Irlp,~ (wC'tor.., in tlw adaptive codebook) and the selection of the 

d('lay tll,d, yi(·ld ... t,lJ(' Idf,,!/·~t valtl('. Oll('f' tllf' LTP parame '('l'S are dcwrmirH'd, thcir 

val i1('~ ,tif· 1 ('1'0' !t.c1 III Eq'i. Cl. 1 S), éllid t!J(' opti mal co:l('hook gél i Il G is cornputed 

for (·ad. fix('" ('()(kbook ('lItl'y e i . 'l'Il(' pair (z, G) that yi('lds the minimum mean 

sqllawd w(·i~ht(·d ('/101 E i"i dIO~('1l to W(H'eS('llt the codebook contribution to the LP 

('xcitat ion. 

III COli 1 1),11 iflg hoth stratq!,i('s for tlw :'Ylltlwsis paralllckl~ opt illlization. iL \Vas 

found that t Ilf' d('W'ad,üiolls ill sf'gSNH ('0111<1 reach 2 dB w}wn the s('qllcntial scheme 

is (·lIIploy(·(1. Th«' r('collst. uel('cl sp{'cch <Juality was howf'vf'r v('ry sillliléll' for both ver­

sions, with t11f' ('x('('ptioll of isolat('d distortions that could \)(' h('ard at IIllvoicf'djvoiccd 

t.ransit.ions fOI t"If·laU(·r \'l'l'sion. This is Illost Iikely dlle to the df'COl1pling of the LTP 

(·()(·ffjeicllt. /"1 cllld the (od{'hook gain r:, res\llting in large valllcs of /1 trying to track 

tllf' sl1(I<I('1I /)('1 io(lic structtll(·. Sudden bursts of LTP cocfficif'nt valu('s can he avoided 

if scalar (1lIalit i;œd valu('s of /-1 arc consi<lcred in the evaluation of t he minimum mean 

squarf'd (·!TOI. '1'1)(' quaflti?at.ion of tlle synthesis paramctel's will howev('r be ad­

{Ir{'ssed ill t!J(' 1I('Xt. chapt(·I', w}wrc highly performing quantizcrs wcll suited fol' bit 

rah' f('d \Ift,ions a J'(' IIS('({. 

Th .. synt!lI'sis péll alllet ('rs opt.imi?éltion ('xpcrimellts are conducted on 4 ms speech 

suhfranH's, WIT('SP()JJdiflp, to :12 smllplcs pel' subfrarnc al. a sp('ech sampling rate of 8 

kil?. At. lIIall)' occasions t1w pitch lag for female speakers falls well helo\V :10 sample:-; 

(01<' pit.ch fn'(!lWllfY ('x('('('ds somctinlf's :JOO Hz). With t.he millimum LTP delay 

(,ollstraill(·d 10 Il(' gn'at,('1' t.ltan :32 samp]es, t.he on]y mallllf'1' 1,0 captul'e stlch pitch 

lags is al, dotlhl('d 01' tripl('d pitch cycle values. Howevcr, as the lIumber of pit.ch 

dOllhliflg ill(')'('as('s, t1w sJw('ch harrnollic stnrcture is dcgradcd and wavered sounds 

lwconw audihl(·. Additional measU\'('s should be taken 1,0 allow the LTP dclay to faU 

J)I'Jo\V OH' stlhfrclllle Imgth, as will be seen in the next section. 

Pitch Recycling 

Fol' LTP dt·I.IYs (i smallcr titan the subframe length L, t.he autocol'l'elation matl'ix 

• of EC). (-1.1:1) and the cross-correlation vector of Eq. (4.16) will depend on the 
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LP excitation samplC's 11(11) for 11 > 0, which in ttlrtlUill ollh II(' oht,Ii1\cd ",ith IIIC' 

knowledge of the S) nt Iwsis paramdc'rs t Il,d ,\lt' Iwin!!, opt illlil't'd TI\(' sl'l of ('(l'I,,tioll~ 

to be solvcd Iwconws nonltnc'dr and Ilot COI I\'t'nient Iy Illpl(,IlIt'IILlhl(' in pl <l( tin', \\'11" 

il jointly optimized solnt ion heing illlpr.lcl ic,tI. t he' :>t'(I'I(,lIt i,li ,IPPlll,lch J('lllclillS tilt, 

only alternat.i\'e for the pltch pn'didor tu "J('(Yclc" tlJ(' ('\11'1 ('lit LI' ('\( iliitiull oulpllt 

Indeed, con~id('ring onc(' ag,iin tlH' cod('book gain (; 1(1)(' /('1'0, \Vith Iht' LI'P d('J.I~· 

d not falling I)('low half tht' suhfrallH' h,"~t It 1./'1, tilt' J('SIlIt ill!!, LI' (',( iLIIIUlI is IIO\\': 

() S Il ....... d 
(t'11) 

The weight.cd error sampl('s (1/1(11) hav(' IIUW 1(1)(' split illto t,wo 1.('I'IlIS, OIJ(' 101' t.11t' cl 

newly computed tP ('xcil.atioll salllpl(·s, and III<' ot.!wr fOI 1.1 ... h'I1I,Iillillp, p .... t of t,Ile' 

suhframe including the rc·cyd('d out.puts. Thus, fOI' () :S Il < d : 

11 

(wl(lI) = .5",(11) - 2: III (k)h'(l1 - k), (.1. '!,'!, ) 
k=O 

and for d:::; n < L, olle more krill should 1)(' consid('IPd: 

d-I Il 

f w2(n) = sw(n) - E vI(~')h'(ll - ~.) - L Il'lO')h'(u - ~'), 
k=O k=d 

The total mean sqllared c\'I'or is the HUIIl of t.lw sqUélWH of tilt' ahoVl' (,ollt.rilliitiolls, 

given by: 

ê = 
n=O 

Expanding Eq. (4.24) and l'cplacing wit.h Ut(· expressiolls of 1.111' LP (·x('it..tI.ioll il! Eq. 

(4.21), the error to he minimizcd beco/lws: 

L-I 

é -- 1:Sw(1I)2 
11=0 

1,-1 

- 21'1: '~w(1I)ti;l(n) 
n=O 

1,-1 1,-1 

+ (P ( E [/i;/(n)]2 - ~2: '~I/I(II)ti~"(I/) ) 
11=0 n=d 

/,-1 

+ 2fi:l2: i/;I(n)li~tl(n) 
n=rl 

1,-1 

+ /1"1: [li;d(n)]2 . 
n=d 
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'l'lU' optimal L'rI' palilu)('l,('rs are found IJy sclecting arnong the l'cal raots of the cubic 

(·qual.io/l lJéfiJf1 = 0, ilt ft ,[!,i\,(,/I LTP (h·lit)' d, the root vahl(';3 that yields the minimum 

rrU'all sqll;I/(·d (''''01'. 'l'hi.., Plocedure is J'('lwéltf·d for ail J)(,l'rnisr.;iblc d('lay values less 

thall t.!J(' 1->111,1',(111)(, If'/lgth, alld tllf' pail' (d. In that results in the millim1l1ll value for 

€ Îs ('O/I~ifk/(·d tu tH' optilllill. The ('xdtation todcbook pal'anwtcl's arc then found 

(!flI ployi Il,!!, 1,1)(' ~t,1/I dal d a /la Iysis- hy-sYllthesls scarch pl'Ocedu rc. Il is wort h noting, 

hOWf'W'I, HI,d, t.!J(' complltrlt.iOllitl 1>1Ir(I('1I i,]\ olved in solvillg for the 1'00ts of the cubic 

(:an 1)(· il voiflf·d if t 1 If' LT P ('()('HkiC'(ü is ~r:alar qllant ized. 1 ndccd the <1 Il it ntization 

vahlf's of rJ ('ail 1)(· sW'('('ssiv('ly tl'ied il) Eq. (1.2.5) along with the <ldays, with the paÏ!' 

tltat millilllizf'S 1.11(' ('1101' ('JJ('l'gy s('lcctcd for transm:ssioll. Other schemc~ I>ased on 

pC'riodi(' (·ollt.illllat.ioJl of the LP excitation instca<l of rccycling have bcclI c\'aluated 

(!j!»), hllt t.lH' illllplit.lHk of t.he SlIcc('ssiv(' pit.ch puls<.>s ill t1!C subfl'ame could not be 

a.dapt.f·cI (slIch as tI)(' s('cllillg hy 1~2 in /12(11 )). As a result, LTP coefficient. values 

gre.ltc·l· t.hou 1\1Iit.y hae! a d('grading impact ou the reconstructed speech signal. 

Sequential-Lag/J oint-Gains Optimization Scheme 

Pr('violls work [r.r.] hos l'f'portC'd that cOllstraining the pitch predictoJ' to 0lwJ'ate at a 

dclay C'OIT('spondillg to lIlultiples of the speech subframe fundarnental period, instead 

of allowing t.hat df'lay to fall hclow the slIbfrarnc length, rcsulted in spUl'ious energy 

peaks in tJ)(' If'wnstruded speech spectrum. Perceptually thcse p<.>aks COITl'sponded 

to slId<l('1I UOiSf' l>IIrst.s in voiced rC3ions. The LTP delay range coIlsidcr(·d in the 

("odillg Sc!)('IIU' of this t1wsis st.arts at 20 sam rIes (400 Il:1, pitch fJ'equency) and ends 

at J.17 sal11plc's (!),IA:l Il,,, pite'h frf'quellcy), covering the whole pitch range of 8 kHz 

sampl!'cl SI>C'C'( h. A 7- hit adapt.ive codebook is therefore neccssal'y to l'epresent the one­

tap piteh pre·di( tOI' if ollly intf'g('r LTP d('lay values are consid(,l'ed. As the slIbfrarnc 

dllratioll in t h(' ('odi ng algol'it.hm is of" ms (L = 32 samplcs), il is clear that sorne of 

t,)1(' t1'illlsmit I.(·d LTP <h·la)' values will likdy be smaller than the suhfrarnc size. 

III UIC' adopt('d s}'llt.t)('sis parameters optimization scheme, the sequential approach 

is cOllsiclc'l'('d rirst. The pit.ch rccyding teehnique descl'ibed earlier can in this manner 

1)(' applic'd fOI t 1)(' lag s('arch hetweC'1l 20 and 31 samplf's. Setting thus t.he codebook 

gain r; to Z(,I'O, an opt.i111al pair (dtlPh P"pt) is round by an exhaustive search along the 

LTi> cJelay l'ange. J(o\V('V('I" the valul"> of !3opt is discarded while t.he sclected LTP delay 
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Optimization A Wl',W' 1 lG 

tech Il iql)(\ (dB) 

ScqUl'1I t. i il 1 7.S 1 

SL/JG 7 12 

SNH 

(dB) 

ll.W) 

l6. ï:! 

S('~S NB 

14) 
().2-- --1 

(d 
----
I~. 

-- --
II. 

----
~I(i J 

Table 4.1: Performance of syntlH'sis palillllct(\n: optimiz,lIlo11 srlH'II\!'S. TIlt' ohjl'('­

tive measurcs are givcn for felllall' co<1t'cl ~I)(,t'('h in a ('ELP eodt'I \\'It" IIII(II\,I"t izc'd 

paramet.ers. Th(' pl'edidioll gclin (PG) is '\\'(\l'ag(\d O\'(\l' t h(\ tot ,d 1111111111'1 of IIpd.Jtc' 

intervals. 

dopt is transmittcd. Now ill ol'(kl' 1.0 pt'l'fol'Ill t.!H' Opt.illliz,tlioll of tilt' LTI' ('oc,fljeic'nt 

{3 and the code book pal'atnd('l's (i, r,') joillt.ly, the p<'J'ioclie cOIlt.l'illllt iOIl to t.lH' LI' 

excitation is l'edcfined fol' dopt < L to 1)(': 

o ~ Il < d""l 

do"t :::; Il < L 

With the LP excitation pel'iodic compollC'nt. ht\ing IIOW 1'01'11\('.1 by t Il<' pC'l'Îocli(' C'X 

tension of a pit.ch cycle, the syst(\IH of Eq~ (1.18) is Jt·IIclc·I(·d li IlI'iI l', .lIlcl Olt(' (illl 

solve for {3 amI (; for every t.rial eod(\},ook c'Xt itatioll Vt'ctCll ('i. TIIf' c Olllllillill iOIl t liaI. 

minimizes the lIlt'an sqllal'ed elTOI' é is t.rilllsillit.tt'd aloll,!!; with tI"I'" 

The performance of the S(\(I'Jelltial-liig/joillt-gailis (SLj.J(:) optilllizilt iOIl ~(II('IIII' 

ca,'l truly be assessed wh en <:olllpal'(\d to t.JU' St'(l'lf'lIti,,1 optillliz.d,ioli sc IIC'IIII' illt.l'o 

duced carlier. Both LTP !>l'etlidol's M(' illlplt'nu'lIt.n! i Il il IltIsi, ('EL!) / cu li 111-', ('lIvi 

ronment, with the on)y qllantized par;IIII('lt-1 ~ I)('illg tilt' ('CHIc·I)()ok t·X( iLd iOIl IIId(·\( 

and thc LTP (Iclay. Tahle 1.1 gives a g('IJ('ral id(·é\. Of! t.IH' 1('( Oll~t 1 III tc'd ~pc'('(" qllfllity 

when the LTP wefficiellt is eithel' ddl'llIIil)('d hefolt' tllI' 1 tHl(·IHJOk I!,.I i Il 01 jOIJII,ly 

computcd with this latt('r, Althouglt t.!\(' aV('rapt pf('di, t.ioll .1-',<1111 I~ ">li!!,l" Iy lowc'I 

for the SL/.JG sdlf'me, t1w 1'(\('onst.l'lIdt'tl Spt'I'ch f(ualit y i.., 111111'11 IwHI'1 1)1'1 f c'ptllidly, 

confirming titI' 2 dB SNH and i'1('gSN H diff('('('IH'(' 1H't.w(·c'lJ t.Ilf' ~('qlll'li1 i;d .llId t.Iw SI' 

quentialjjoint appl'Oaches. The lower predi(t.ioll g,till (illl ill Lift III' .dtlllllltl·11 t,II 

portions of thc speech signal wherc th(' I:/'P dday tll'Op~ Iwll'w 1 1 If' ">III,fr.lIlll· 1/'111-',1,". 

The LTP coefficient in such cases is optimizpd for 1.111' rH'l'iodic ('xt('II~jOIl of (JIll' pitt" 
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"p .. ech "uhfrurn .... of 4 m .. 

Figure 1.'1: Spgl1H'1l1 id !>n'didioll gains (1 ms speech segment.s) for 400 ms of female 

sJ>('Cch WlH'1I Uw LTf> coefficient is compllted in the sequential mcthod (solid tine), 

and in t.he SL/.JG f.echniqu(' (dashed linc). 

cyde, alld lacks tlllls the fullness of the pitch recycling procedure. The improved 

perforlllalu'(' of t.he St/.JG is illustrated in Fig. 4.4, where t.he segmental prediction 

gain, tak('11 ov('r ,1 ms slIhframes, is given for 004 s of speech. ft is clear from the 

voicf'd l'('giolls (suhfranH's \Vith high prediction gain) in Fig. 4.4 that the SL/JC 

Opt.illli;l,ilt.ioll sdl('I\I(' out.p<'l'forms the sequcntial approach. The segmental prcdiction 

gain diff('l'('IH'(' (illl easily l'eadl 6 1.0 7 dB. These regions correspond howevel' 1.0 LTP 

cJ('lays gl'('af.('1' thall t.he suhframe length. 

Fillally, 1,0 cOlllpl<'f(' ~I\(' performance l'valuation of the implemented scheme, it is 

wort.h ill\'('sligcllillg i\,s impact. on speech segments whcre the pitch period drops below 

t.he s('I, l'uhfrallH' Iengt.h of 4 ms. Fig. 4.5 exhibits t.he energy spectra for an orig­

inal S('gll\('111 of ff'lIIale speech, its reconstrllcted version \Vith sequential parameters 

opt.imi;t,élt.lOn dllel wil h t.he SL/ JG t('chnique. The LTP delay in t.his speech segment 

hovf'l's é1I'OIIII<I 29 sampl('l' (pitch fr<,qllellcy al'Ound 275 Hz), for ten subframes of 32 

sampl«'l' ('a('h. The ('X('('sl'i\'e number of shal'!> spectral dips al'Ound the 250 Hz har­

mOlli<' mul il S Illlllt.iples il' apparent for t.he SL/ JC mcthod speech spectrulll of Fig. 

4.5 ('). 'l'II(' S('qll('1I1 ial optimization t('chnique displays a smoot her encrgy spectral 

('Ilvdop(' at. t.he low<,\' fr('qIlCllcies. It <loes also in the limit bett.er rep\'esent the orig-
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Figure 4,5: Energy spcctrum of 10 ms of (fi) ol'igi nal ff'm;df! Spt'f'f Il, (1,) J'('( Oll,tlllf'f,(·d 

speech with scqucntial pararnctcrsopt.imizilt.ion, (c) J'(·(Ollst/'l/Ct,t·d ''')l'(·(1t wit.1I opt.i­

mization bascd on the SL/.JG sch(!rne, 'l'Il(' pitch p('riotl foll(Jw:, fi ~IJI()()th ('volllt.ion 

from 28 samples to 31 sarnples in this segmellt. 
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illil/ srw(·ch "/)(,( 1 111111 011 tllC' 01 ber hand, (htrly bdtel r(,~IIII<; an' obtctilwd for the 

SL/.J(; Ic·clllllqlH' ill IIIf' (a~(' of L'fI' d('lay~ grcatf'r :J2 "alllph''', a.., tho~(' displayed 

ill Fig;. Hj 'flIC' pite" fJ('Cj1J('II('y fol' the' 1101\' con~id('(('r1 <'('glllC'lIt i~ alolllle! 222 IJz 

(il/)(~I iod or :$(, ..,alllpk,,). TIlt' ('x«('~,>i\'(' ('ll!'l'gy at 1,1)(' s('colld hal'l!Jollic of t II(' pitch 

fn'qlH'lIcy ('llolJlld '1.1)0 J Iz) i.., ilPllitl€'ll1 bd\\,('cn tJl(' /H'dks or 1 /1(' ~p('('tllllll corre­

spolldillg to 1 II(' ~('qlH'1I1 ia/ dpproach (Fig. IJ.(; (h)). The lo\\' ff('(Plcllcy f'('p,io!l i~ TIIuch 

1)('1.I.('r J(·I'OV(·I(·e! ill 1.11(' (,rl'>l' of t.he' SI'qll('lIt ial/joint t('ehlliquf', ilS 1 ltf' dip<; \)(,/ow 0 dB 

arc' fait.hflllly Il'plcsl'nU'c1 rit t!w hilrlllolli(~ or the pitch freqllc'llcy. This translates 

P('('('('p\'lI(dly illl,o t.l1<' f'('!Il0\iI/ of noise' LII! sl<; or clicks in t!Je> r('(Qn~t l'ueLed speech. Tt 

is wort.h .d~() lIotilig t II(' IwUc'r SIH'('!.rit/ 1 C·plc'~clltat.ioll al. t.he high 1'1 ('qIlPIiCY end for 

OH' adopf.c·d :-,e h('IIH', 

'l'Ii(' L'I'JI dc'Ia)' is Sl'I(·( Ic'<I in tll(' dos(·d-Ioo(> optilllizalioll pl'O('cdlll<' hy malching 

t.lu· past IC'COII,;t II/rled :-'PC'('( Il suhrrillll<' 10 t.he clIrrml originell ~p('('('h ~lIhfl'ame. 

This dl'I,1Y (<Ill t!wl'C'fol'e' YIC·ld iu<-tcc urale> plleh periods alld t.he LTf> codlici('nt will 

1)(' IIl1d('J('~lilll,tI ('d Ily rcdllcllIg t.h(' qUilllt izat.ion errol' of t.he LTP d('lilY, {III('I' LTP 

('oprricic'lIl. ('~l,illla/('~ Cilll 1)(· obtaill('d. III l1él1'lowhand 81>('('ch coding, t!w d('I,-IY reso­

lul.ioll is lillii/I'd 10 Ihe Solliplilig rat.(· of 8 kllz. Incr<,asillg t,Jw l'<'solution of the dday 

wllilp k('('pilll!, fi ~lIfri('ic'lIt.ly jjc(,lIl'at(· qllant izat.ion of the LTP copffici('nt r('~u\ts in a 

signific(tllt. c·ldl<lIl(,(·IIH'lIt. of pit.ch pr('dict.ioll. Fractional LTP dplays obtaiu('d cithcr 

hy llIult.iplc·et.,,!> pn·di( lors 01' hy int(·rpolat.ion or the speech signal arc' the objcd of 

t. h(' I)('X 1. sert iOIl. 

4.3 Increased llelay Resolution Pitch Predictors 

4.3.1 Three-Tap Predictors 

'l'hl' Il i~"I'1' IH'I' ror III <l 11('(' of 1.111('('- t.a p long 1,('1'111 prcdi dors \\' heu corn pa) cd 1.0 si ng/e tap 

pit.ch !>1'(,dictols cali hl' é\nollnlf'd for th<, LTP cocfficiellts dcpcndclIc(, 011 frcquency 

and 1.11(' "<ll'iahihty ill f)<'<lw'lIc)' of the' harmollics, l'II(' LP excil.al ion obtaincd from 

a thr(·('-tap pilch s,\'lItlH'sis filtN can 1)(' writtcn as: 

1 

"(11) = Gc'(n) + L f3kv(n - d - J.~). (4.27) 
k:-I 
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mization bwwd on the SLj.JG sclterne. The pilch {)(,l'iod r()ll(Jw~ 11 :-.rlloot!, (·VOIIlt.ioli 

from 36 samplc's to 37 sarnpl(·~ in titis ~q~IJ)(,IIt. 
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With the Cf'lIf ('1' rld;ty l)('illg d, the pol('s of the pitch synthcsis filt('r arc obtained by 

solving t11f' polYllolllial z<1 - (L.z- 1 - fJu-fJ.z, A study of the threc-tap LTP for very 

slTlall ('()('ffici('lIl val iatiofl!> gives a good g('.wral idea on the frequency depclldence of 

t.lw LTP pal'illll"·'~rs. For f hi~ purpose, the LTP end coefficients arc split into odd and 

('w'n nOI'llJali;t,(,d ('(mt 1 ilml iOlls /J, and bo , ami the polynomial to be so\ved is expressed 

as: 

If Uw ('V('II ami ()(Id ('()flt.l'ibutions of the taps are set to zero, the single-tap LTP 

rl'sults, witt. Ut(' pol('s ?-1. located at ZI. = lf3o/ 1
/

d 
e12rrk/d. The resonant fr('quencies 

(hal'lIIolli('s) MI' d('ady cVPIlly distributed around a circl<.'. 

The ('V('II (,(JIIt.l'ibut iOIl of the coefficients is now analyzed by setting the odd con­

t.l'ihution b" to 11,('1'0. For a vCl'y small variation of be, the Ilew pole location hecomes 

z~, givell by: 

(4.29) 

as /Zk - z~ 1 « 1. The be component of the LTP coefficients contributes to a radial 

moV<'m('lIt of t.he polcs, whcl'c for positive be , the poles will move outwal'd at low 

fr('(IIU'lId('s and illwal'J at high frequencies in the z-plane. The envelope of t.he pole 

Io<·at.iolls has ttaus low-pass chal'ad('l'istics (consequently high-pass chal'acf.eristics for 

Jl<'gat.iw' II~). IlIst.ability lIlay result wh('n the pole location is near the unit circle ({Jo 

Il('ar 1). Th(, work in ["] has d(,l11ollstl'at.('d the tendency of be towards positive values, 

1.1mB ('mphasizing tll(' low-pass nature of the three-tap pitch predictors. As long term 

pr('dict.ioll 1)('('0l1)('S more and more inaccmate at high frequencies (Figs. 4.5 and 4.6), 

t.l1(' low-pass dlarad('rist ics provide a compensation by allowing high gains at low 

freqtlt'lIcÎ('s and Iu·('vcnt.ing ('rrol' increases at higher frequencies. 

'l'II(' smalt odd cont.dhlltion of the coefficients (he = 0) fol' vel'y small pole dis-

1)la<'ellwllt.s, 1.;1. - zA.1 ~ 1, is J'('sponsible fol' the tangential movements of the poles in 

t.l1(' Z-plélll(,. Tite lU'\\' pole location is now: 

(4.30) 

For lIon2('I'O \'alll(,s of bo• tlte even distribution of the rcsonant frequencics is lost as 

w('11 as I.h(' lilH't\l'it.y of t.he LTP phase. The small variat.ions of the LTP coefficients 
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odd contl'ibut.ion do not. t.hus simllly rcprcs('nt. a Cractiollal adj lIst IlImt. of 1 hc' I:I'P 

center delay d. The phase of the filt.er t.fi\llsf('r function is adjllstt'd ollly for 1 hc' dOllli­

nating regiolls of the spect.l'lll11 , corresponding in t.he t.illw domai Il 1 (1 (1,,1.1)' n'Ii IIc'l1\c'1I1 

Cor particular frequ('ncy bands. A lal'ge nlllllber of L'I'P ('(lt'lIiciC'lIls an' le'cluin'cI 10 

achieve subsample l'Csolutioll oC the dda)'. hut. the scal'(,(, hit l'('SOIll"(,('S l'c'!lclC'1 t his ap­

proach harmful to the coding qualit.y. Ali alt.cmal,iVf' appl'Oélrh to lIIult.il)I,·-I.Ip pitdl 

predictors is proposcd nexI" l'esu\t.ing in only a slight, hit, 1',,1t· inCn'cIS(' l'Will Sill~I.·-t.ilp 

prediction. 

4.3.2 Fractional Delay Pitch Predictors 

The prediction gain oC long term predktol's is IIsually d"pf'lIch·nt. 011 t.Ilt' l'at..· of ululat..· 

orthe parameters, the prediction order all,1 1.11" amollflt of p"I'iodi( it.y ill illnullillg sip,­

nais. In addit.ion, it was shown in [25] t.hat. incl'casillg t.h., Sp('('('h SéllllplillP; frc'fIIIf'IlCY, 

J" increases the average prediction gain. As it was fln'viollsl)' 1I1f'1It.iolJ(·c1, higllC'l' 

order (multiple-tap) predict.ors yield high('1' predid,ion gains, ilS t.1 ... LTP nwflit'Îf·lIl.s 

enable for certain freqllency bands inter-sam pIf' int.<'rpolat.ioll. lIow('\'('I', ~ 1.0 :1 hit.s ilr(' 

needed on average for cach LTP codfici,'nt to he quanti~f'd [:1], IIwkillg 1II111t.iplf·-tap 

predictors a very expensive choice as updilte rat(~s g"t, dosf' 1.0 :WO 1II)Claf.c>sjsc·'·OIIfI. 

The employed scherne is a variation of tlw sillgle-tap pl'f·did,ol' wllC'IC' t.ll(· LTP .1.·la)' 

dis allowcd to have arbitrary tempora.l l'esolution. Witt. 1I111<'h low('1' hit. ,tll"cal.ioll 

requirements, this scheme is equival<,nt. in 1)(,l'forman"e to t.hl'f·C'-t,iIP pre'dic lOIs. TI ... 

aehievement of sueh highcr Ume rcsolutions is formally d('snil)('tl IJ('XI., followc'el hy il 

performance evaluation of the proposf'd fl'aft.ional dday piteh pn·clic 1.0/'. 

Subsample Resolution of Prediction Lags 

In the one-tap long term prcdictor of Section 4.2.3, th(~ I:I'P d,·I,I.y WilS J'('pl'C'sfmtf'fl 

by an integer numbcr of samplcs, (l, olJtaiflf!(J at the) salllplillg fn'(l'wllc Y 1 ~ (H kll~). 

The increased temporal resoJutioll of th() dday is now adlÎf·vc·f! f,y c·xl)Je·:..:..illg this 

latter as an integer number of samplcs cl pills a fraction of a salllple·l/ /J, will'I'C'/ allf! 

D are integers and 1 = 0, l, ... , JJ - 1. The optimal fradi<mal df·lilY l'ail t.JlC'JC·ffllf' 

he obtained by shifting Corward the pas\. LP excitation by t.h(! 1I0Ilillt.f'~f'l' fle'lilY 1/ J) 

hefore perfonning the cJoscd-loop scarch. A very emd('lIt f1lf'thod IISC'./ 10 pe'rfol'IJI 
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x(n) 

-~'I t f) 
u(m) 1 1 v(m),Ir---"""1 

, hL/'( m) 1---:. _z_-l--l 

y(n) 
, 

fil Dfll Df!J 

Figure 4.7: A basic structure for achieving a fraction al delay of 1/ D sarnples. 

shifting of discf(·t(~ signais by fractional dclays is polyphase filtering. The polyphase 

filtcrs st.ru('l.lIre [56] is describcd in Appendix A, with sorne of t.he properties listed. 

ASSUJJlillg t.hat t.he signal y(n) is an advanced (or dclaycd) version of the input 

signal x( 71) hy ft fradion of a sam pie 1/ D, this correspo:1ds in the Fourier domain to 

a linear phase shift: 

(4.31) 

Tlw idcal system 1.0 achievc this operation is seen from Eq. (4.31) to be an all-pass 

filh~r with a lincar phasc «It(1O) = Iw/ D. Jt is shown in Appcndix A that an FIR 

polyphase filt.er approximatcs the characteristics of the desired system, and thus FIR 

polyphase' filt,(~f:'i will be the ba,'~is of the fradional dclay practical implementations. 

Jt. is import.ant. to realize that a fractional delay 1/ D at the sampling frequency flf 
corresponds 1.0 an int<'ger dclay 1 at the highcr sampling rate Df,. Fig. 4.7 displays 

j,hc various stages of t.hc phase shift procedure. The sampling frequency is at first 

i"crcasl'd by a factor of D by illserting (D - 1) zeros between successive samples of 

x(n), yiel<lillg in t.he freque()('y domai" the relationship: 

(4.32) 

The result.ing ou t,put. is tl)('n passed through an ideallow-pass filter hLP(m) with cutoff 

frcquency .r.,/2 (at. the sarnpling rate D fil) in order to remove the mirror images of 

u( m). The int.erpolat,cd "eJ'sion, tJ( m), of the input signal x( n) results: 

(4.33) 

The int.l'rpola.ted signal is ncxt advanced by 1 samples at. the higher sampling rate: 

(4.34) 
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and then downsamplcd again to the original sampling fl'c'q ttt'n ('y. Willl 1 hc' asstllllp­

tion of an idcallow-pass filt.er, the imag('s of u(m) i'!rl' sufli<-ic'ntly <ltlt'Illlalt'" to 1)(' 

neglected (no aliasing components), an(1 the output, is finally ohtailH'd as: 

}'(eJW) = ~1I1,,.((:J'''/I)eJW1//).\'(fJU'). (.I.:m) 

The low-pass filter J/LP( eJUI ) can be approximatpd hy a Fm filt,('r h(O), 11(1), . .. ,h( N-

1) with exactly Iinear phase. The delay at. t.he high('1' sillllplillp, rn'qllc'lu'Y will HIC'II 

be (N - 1)/2. In ordcr to keep an illtcg('1' fil1.t'ring dda)' al. t.he low SfHllplillY, l'at.(·, N 

is chosen such that the delay is a rnutiple of f): 

N-I = ID, 
2 

and 1 becorncs th us the dc1ay at the salllpling rate J. •. F1l1'1.I1('1'I1101'C" if t.llt' IlIilgllit.llclc· 

respollse of It(m) is equal to D in the passb;lIId, the Ollt.pllt. CéllI 1,.· Wl'iUc'lI as: 

(·1.:17 ) 

The structure in Fig. 4.7 with the Flft filter It(m) h('collws IU'II(,(' ail approximat.ioll 

to an all-pass Iletwork with a fixed intcgf'1' d('lay of 1 salllples and a véll'iahlc' 1'1 éld.iollfll 

delay of 1/ D samples. 

Polyphase filters IJ1(k) are u8ed to realize the samplillg l'flt.C· illc'I'c'as(' illUI t.t1C' ill­

terpolation (cf Appelldix A). Th"y are oht.ailled frolll t.he (;()('fliC'Îc·lIt.s of tllf' Fm 

interpolation filtcr as: 

Pl(k) = h(kD - 1) 0 ~ 1 :::; /J - 1. (1.:18) 

With the filter hem) being causal (h(m) = 0 for m < 0), t.he ril'St. (·(wHki(·IIt. ",(0) 

for nonzero 1 will be zero. Morcover, cadi one of the J) polypllas(' filt.els will havc! (/ 

coefficients (0 ~ k :5 q - 1), with q giveu by: 

li = 2/ + 1. 

ft is wort.h noting that if one wanted to implement pllas(! df'lays illst.(';ul of .lflwIIIC·(·S, 

the expression for the polypl.asc filt.cr ('oeffidPllts woultl !Je: 

p,(k) = h(k/J + 1) 0 ~ 1 :::; f) - 1. (1.10) 
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The signal y(n) corresponding to a shift(~d version of x(n) by 1/ D can now be obtained 

hy the collvolllt ion wit.h the 1 - th polyphase filter, given by: 

'1- 1 

y(n) = LPdk)x(n - k). (4.41 ) 
k=O 

'l'tU' FI H approximation to the ideal low-pass filter should be aCCUl'ate enough 

to suffid(·IIt.Jy flU('f1uate t.he aliasing compoJlcnts in the downsampling pl'Oœss. The 

nltoff ff('<JIJ('fI('y of t.he stophflnd shoul<l thus be /,/2, and the stop band l'ipples suffi­

ci(,llf,ly slIIall. 'l'IIe sin(.r)/:r int.(~rpolation function weighted with a lIamming window 

is iJsf~d in t.his wOl'k as a NY<fuist. filter, with a eutoff frequency of 4 kHz. The O-th 

polyphase filt,f'r wl'respouding to the shifting by the int.eger delay 1 operation will 

have in t.JlÎs CflSC (,(>f'flidf'nts 110(0) = 1 and po(k) = 0 for !. > 0, gl'eatly simplifying 

the ("{)JJvolllt.ion of Eq. (1.11). ft is worth mentioning that othel' interpolator de­

sign III(·tllo(ls, slIelt as by rninimizing t.he mean-squared interpolation error [57], yield 

('(IUally I)l'I'formallt, int(·rpolat.ion filters, In fflct, it is evcll pointed out by [25] that 

slleh filt.f·rs haVf' t.he sanw performance of the sin(x)/x prototype interpolator at lower 

fixcd sarnplf' fitf'ring dC'lays l, which reduces the effective number of impulse l'csponse 

sarnples r('qllil'('(l for an aCfllrate approximation of the idcal interpolator. 

WH,h the arbitral'y fractional delay shifting scheme being now set, the expression 

for the singl('-t.ap long t(,1'I1l prC'dictor with LTP delay d + 1/ D becomes: 

'1- 1 

P(z) = 1 - {jL Pl(k)z-(d-I+k), ( 4.42) 
k=O 

If the fixed dC'lay 1 valuc is guaranteed to be less than the minimal LTP integer 

dclay (l, U)(' mt,('r will bl' fausal and t,he polyphase filtered past LP excitation will 

only n('(·d to h(' shift.('d backwal'd by 1 samples. Shifting of t.he past LP excitation is 

pl'rforrtH'c1 fol' ail allowable fractional delays 1/ D before the closed-Ioop optimization 

procf'dlll'(', It. is also t'ssc'ntial not. to forgct at reconstruction time to shirt by the 

optimally s('\('ch'c1 fl'actional (Iclay ,,,hile adding the periodic structme to the selected 

codt'book ('xeit.at.ioll. 

Performance Evaluation of the Proposed Fractional Predictor 

A fraftionar dday pitch 1)('C'dict.or with temporal resolution up to 1/6 of a sample was 

found to collsid('l'é\bly impro"c t.he perccptual qualityof the l'econstructed speech. As 
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1 D 1 Lowcl' d('lay 1 U PIWI' d('lay NlIml)('r of t'III rit;~J 

4 20 2,' .I!-I ~o 

6 25 G9 r'/Il :no 
-

" 70 HH :1/,1 l'.!O 
----

3 lOO 126 'l./J ~I 

1 127 1.J1 21 
--

Table 4.2: LTP dclay Jistribllt.ion fol' a t'l'ad,iollal (Jela)' pl'('didol' wit.h !I-hil. lap, 

quantization. 

will he found shortly, prediction gain Ill('aSlIreS COllnrm 1.11(' suhj('ctiVt' l't·:mll.s. At, 

an operating coding rate of 8 kb/s, it was ronduded aftt'r variolls r(,i1l1ot'at iOlls t.hill. 

not more t.han 9 bit.s per " ms slIbfralllc arc nef'df'd 1,0 IH' élSsip,llC'd 1.0 LTI' dplay 

quantization. The dclay distribut.ion was limited t.o t.1U' rêlllp,t' of t.h .. pitch 1)(,l'iol! 

in male and female speech, namcly frolll 20 samples (2.!l IIIS) 1.0 tH salllplt·~ (11'\.:17;, 

ms). Lags corresponding 1,0 t.he mosl, freqlu'lIt. fllndall1t·Ilt.all'l·l'iods fol' hot.!. lIIal.· éllIll 

(emale speakers had t.heÎl· resolution in('J'('(Ispt! np 1.0 1/f) of il Séllllpl .. , 'l'his iIIlT.·as .. II 

resolution range, mainly a pplied to the shorl.pr dclays, 1lt'lll('d ('01 Il 1)('11 sa t.i II~ ï,~,' t.IlC' 

more perccivahlc distortion produccd hy t.ht· CELP algol'it.hlll ill t'Oell'cI l'PillaI.· sp.·.·I'h 

and not in coded male speech. Other less fr('tlllpnt intc'rvals, sudl .IS hi).!," pit. lU'eI élIU! 

grave sounds were resolved to 1/1 or 1/3 of il sam pit', while t.11t' Vt'Iy lOllg d.·lilys t.llilt. 

rarely occur were Icft at integer sam pIe l't'solution. TI\(' n'SIW( t.iVt' létll).!,(·S of t.h.· !ll2 

LTP delay values are givcll in Table 1.2. Wit.t. the ehost,,, valllp" for /) ill 'l'altI,' 1.2, 

the fixed delay J of the FIR Iinear phase int.f'rpolator mI/st. lu' sPI. 1.0 il 1'I·);II,iv(·I'y higll 

value in order to provide a good approximatioll to Ulf' id('al low-pilss filt,.·1' whil,' still 

preserving the causality of the piteh pretlidor (1 < mill d). 'l'II(' villl\(' 1 =-= Hi IH'OV(',I 

to be a good compromise between (IUalit.y (respe<:t.ivt·ly !)7, 12!) alld ! !):I ('(wflicit'lIl.s 

(or the FIR interpolators by 3, " and fi), allcl real-tirnt! impl('JJl('lIt.ahilit.y of polyphmw 

filters (33 coefficients each). 

The hasis of performance comparison J,d.ween the illt.(!",c·1 d('lay :-.illgl,· t.ap rH't·­

dictot and the adopted fl'actional delay 1:1'1' sdwrne is UI(! flWHW' prt·didioll gaill 

measure. The prediction gain values (in dB) wen"! averagt'd cm ft (()lI,·ct,iulI of lIIal,' 
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Delay 

rcsollltioll 

Intf'ger 
1---

Fradional 

Average Prediction Gain (dB) 

fernale 

7.16 

8.75 

male 

5.71 

6.64 

'J'abl(~ 4.:1: AVf'I'age pitch !ln'diction gains for single-tap long term predictors with 

intcger and fradional dclay temporal resolution (J = 16). 

and f(~mal(· spc('ch s('ntences, with ail spcech segments yieJding gains below 1.5 dB 

cxdudcd as tll('y IIsually (·itt.cr rcprcscnt silence on nonperiodic sounds. The long 

t,crm pf(·didors are, once again, evaluated in a basic CELP coder environmcnt, with 

an LTi> IIpdat.e mte of 4 ms and LPC parameters computed cvcry 20 ms. The code­

hook gain ami th<, LTP coefficient arc Jeft unquantized. Table 4.3 summarÏzes the 

cXJ>criJlH'ut.a1 rpsults. Tite incrcase in performance fol' the fraction al delay single-tap 

LTP is wlIlparablc t.o prcdiction gain values recorded with a 3-ta]> pitch predictor 

witt. int('g('r d .. lays [25, 34]. If 2 bits/coefficient are needcd on averagc to encode the 

multipl(·-tap J:I' P cocfficients, a saving of about 3 bits is reaJizcd as only log2( D) bits 

arc rcquirt'd t.o ('n('()de thc fl'é\ctional sam pie delays in cxccss, Both pitch prediction 

schellws W('I'C sucCf·ssivcly implcmcnt.cd as part of a lO-bit codcbook CELP coding 

aigorithlll, wit.h t.hc paramctel's left unqualltized. At an LTP pal'ameter update rate 

of 4 ms, t.11(' r('('onst.I'ucted sp<,cch resulted in about 1.5 dB highel' SNR values in the 

eas(> of fl'é\ct.iollal LTP dclays. 

4.4 Conclusion 

Tlw P('l'fOl'lllallCC of lincar prcdictive cod ers such as CELP is stl'Ongly related to the 

predktioll gain of t lu' pite" predictor. In t"ese coders, multiple-tap and fractional 

dclay pn'didol's art' 1110l'e efficient than singlc-tap long term prcdictol's, as they allow 

a sllloot,IJ('1' ('\,o)ut.ion of t lw pitch-cyclc waveform. For the 3-tap pl'cdictor, this en­

hanC<'llwnt was the result, of the low-pass characteristics of the frcquency-dependent 

coefficient.s ('lIvclo]l<' along \Vith the capability of moving the poles tangelltially, As 

a cons('(lU('lIce, the LTP dt')ay couJd be rcfined for high energy spectral regions, with 
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the coefficients allowing interpolation l)('t.w('c'Il sampl('s. 1I0",(·'·c·r. t llC' "i~" hit. raft' 

requirement of multiple-tap pitch pf(~dict()rs imp<,dcs t!u·ir lise ill Illc·dilllll ,Ill.! low hit 

rate coding schemes, ln addition, stabilit.y dwcking prol't'dtll,('s il\'(' mOl't' cOll1plex for 

such predictors which often become IlIlstahh., afft'ch·d Ily <lHant izat.ion t·tTors on t.h.' 

LTP coefficients. Fol' a single-t.ap LTP, stahilit.y is gllal'alllt'c'd lU' I,.(,t·pill~ lIlC' I:I'P 

coefficient bclow unity. Exploit.ing the' silllplidt.y of sin~I(·-ttlp prt·didOl's, fr,u,t.ioll,,1 

delay pitch prcdictol's perfol'm <,quival('nt 1)' 01' IwU('r thall Illliltiplt·-t.lP IH'('(lidol's in 

a full coder. They arc chamdcrizcd by om' I:I'P codfkic'nt. allcl ail illcJ'('asc'cI t illlC' l't'S­

olution for the delay, yiel<ling LTP delays <,xpl'{'ssed as ail int.t·p.C'I' 11111111)('1 of salllplt's 

plus a fraction of a samplc. The distort.iol1 in CELP fod('rs is mmally lIIort' ;1\11111.1 .. 

for female speech than fol' male speech. Nonillt.cgt'l' dC'lay pit.dl prc·c1id.ol's ."Iow t.11t' 

enhancement of performance fol' fcmale Slwak('rs by ilu'J'('asi C1~ t.IJ(' t. i IllC' \'t'sol Il t.inll fol' 

the shorter delays. MoreoV<'r, a small nUlIllwl' of hit.s is 1I('('(\t·<I t.o cillallt.izt' t.hc' fl'ilC 

tional LTP dclays which reslIlts in significant hit rate savi nl-!,s as no C'Xt.!'il C'(lt'lIiric·lIf.s 

need to be quantized. This allows tlw l't'fi Il('JII(·nt. of ot.lWI' ('OlllpOIH'IIt.S ill t.ht' ('(uli np; 

scheme (such as increasing the excitat.ion ('od(·book si"'t·). '1'11(, ;Hlvilllt.il/!,(· of IIsillg 

fractional delay pitch predict.ors in the analysis-hy-synt.lwHiH loop of t.ht' CELP algo­

rithm is thercfore the climination of matching f!rrOI'S (11It' 1,0 Iilllit.(·c1 filllC' J'(·solut.ioll. 

This illcreases the significance of the pitch prediction ScJWlI1C' in f.lt(' C'1'I01' lIIitf.dting 

procedure and dcemphasizes the predominant l'Ole of f,lw ('x('it.at.ion ('oclC'hool{, I('"ding 

to more flexibility in cncoding the excitat.ioll vcctors, 
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Chapter 5 

Toll-Quality Speech Coding at 

8 kb/s 

5.1 Introduction 

High spN'ch coding quality at a rate of 8 kbls has been achieved by two coding schemes 

based on th(~ CELP algorithm; the Low-Delay 8 kb/s CELP coder (LD-CELP) [7], 

unique candidat.e for CCITT standardization, and the Vector Sum Excited Linear 

Prediction (VSELP) [29] coder sclected by the Telecommunications Industry Associ­

ation (TI A) as the standard for North American digital cellular telephone systems. 

80t.h wding schemes registered a similar performance, perceptually equivalent to 

arOlllld a 3.!)5 on a MOS scale. However, the low coding delay in the first scheme 

and th(~ bit. costly LPC parameters scalar quantization method in the latter scheme 

have Iimited t.he flner quantizat.ion of the Jong term predictor parameters. It is not to 

say, on Ul(' 01.11('1' hand, that a l'eallocation of the quantization bits among the opti­

mized (>ncoding blocks described in the previous chapters would result in toll-quality 

rcconstl'Uct(~(1 speech. Coing over the 4.0 barrier in mean opinion score at this given 

bit, rat.e is not, l'dated anymol'e to bit economics. With the human listener being 

the ultimat.t' judge of quality, the best. attainable coding performance is l'eached by 

re{lucÎng tll(' p<'l'ceptual objectionable distortion to the lowest level possible. For this 

purpose, pel'ceptual speech enhancement techniques such as harmonie noise weighting 

and post.filt,el'ing will be made an integrant part of the coding scheme. Moreover, if a 
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coder can ideally afford to postpone the transmission of t h(' opt imiz('d illld qllant i:'.t·d 

parameters until after several speech subframes have ht't'n codet!. ont' C<1II t Iwu sdc·ft 

the successive paramet.ers by minimi:'.ing an accumulatl'd llIinillllllll IW'all squétl't'd 

error criterion over t.hose subframcs. Sud. an impro\"t'Ilwnt tt·chniqut· is l'C'IIlilli~­

cent of treHis coding, and will be ca lied in this work dt·Iaye·t! de'cision coclill~. 'l'III' 

performance improvel11ents obt.ained \Vit.h t.ltis 1IlC't.hot! pro\'(' illtlc·(·cl the' ··le·I .. t.in·" 

suboptimality of synthesis pararncters t.hat. arc scledcd 011 a slIhfrilnlt'-hy-sllhfl'élnll' 

basis in the basic CELP algorit.hm. TIH' major prohl('1II J'('mai liS how('\'e'l' tIlt' aelcl('d 

computational complexity. 

Nevertheless, ail the speech enhancellwnt. t.('chniqIH·s acide'" to t,IIC' ~ k"/~ c()(liIlA 

scheme require first of ail an ecollomical Cjualltization sdH'lIu' fol' tilt' syllt.llC'sis pal'fllll­

eters and then a careCul int.<'gration of e'v<,ry ("ollIpOlwnt. ill t.ht' ()VC'l'illl ('()(Iillp. S( he'lllc·. 

Quantizatii)n of the long t.erlll pl'cdict.ol' d('lay and t.1w LP(: pill"illlldc'I's IlilS ilh'c'iuly 

been discussed. A very efficient. vcct.or qllalltizatioll mf't.llod fol' joint Iy qllant izinp; t.11C' 

codebook gain and the pit.ch pl'cdictol' co .. Uki('IIt. will Iw flllly dd. •• ilt'd. Wi f Il •• 11 Ult' 

coder building blocks being now reopt.imized, the bit allocat.ion polÎt'y will IH' SP" fil'st. 

followed by an overview on the st.ructure and ()p(~rat.ion of t.h(' full S kh/s (:ELP nul(·I'. 

Each performance improvement t.echni<llIe will t.h(,11 Il(' dis' IIss(',1 alld appl'opriïtt.c.J.y 

incorporated in t.he redesigned coding schcl11p. 

The difficulty with the perceptual irnpl'Ovemcnt t.edll.ICjIWS IIs,·d t.o de'c'lIlp"aHi~e' 

the coding dist.ort.ion is the lowering of t.he objective IIIc~as\ll'('s t.llilt. l't·slIlt.s fl'OIII 

the even poorer samplc-to-sample match betwccn the original and t1 ... ('()flc'd Sl)('('('" 

signaIs. Measures such as SNR and s(~gSNR loos(~ t.h(·i .. qllalit.y .. at.ill~ si~lIifi('iUH'f' 

and will only be used in t.hc case of Hw operation of t.he· ('odf'" witt. IIIlfflJ;mt.iz(·el 

parameters, or to set 10wcl' bounds for a(,c('J>tahl(~ t'odillg df'gradat.iolls. 'l'II(' re'al 

assessement of toll-quality coding will come from inforlllai (,olJlpitl'iso/l t.(·st.s lH'tWf'('1J 

the enhanced 8 kb/s CELP coder and il 7-bit. log PCM spc(~ch ("()fIN. 

5.2 Coder Structure 

Many of the CELP coder building blocks have been ddailed in the previolls ('hapt.(~/'s. 

Fig. 5.1 is a block diagram of the speech encoder, whi(:h, like in ail fUlfllysis-hy-
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.~(n) 1-1" z +. 
- ----".-::-v;t,t:,1-----.t C(z) t---+(+L-.------. I-F(zh r-

LPC analysis 0-1 pitch analy' 's 

() I-F(zh) C(z) ~----I 

Lf)C allalysis 0-1 pitch ana1ysis 

~:!~~:I~i.~.~k ZEno INPUT RESPONSE 
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r - >-~[){jl-----, :,1 --· --• • 
.------------... fJ 
• EXC.tli' iOIl 
• Cotl"lwok 

~~~I--F~:~zÏ-/~~)I-----M G(z) 

l~ 1 LPe analysjs 0-1 pitch analysjs 

ii = rI ZERO STATE RESPONSE 

e------------... G 0 
: MINIMUM MEAN SQUARED ERROR 

~-------------------------.-----------------------------------

Figur(' 5.1: A10ck diagram of the enhanced CELP speech coder. 

syntll<'sis (,0«1('1'8, cont.ains an ernbedded decoder. The optimization of the synthesis 

paranlf't('rs is has('cl on the millimizat.ion of a weighted mean squared error criterion. 

As can )(' S('('II fWIIl Fig. 5.1, the weighting consists of a spectral noise weighting fil ter , 

1~~~1i~), whos(' t.ask is to relocitte the coding distortions to high energy regiolls of the 

sl)('d,rull1 wh('I'(' t.hcy arc less audible, and a harmonie noise wcighting filtel', G(z), 

uSl'd to t'Ilhaun' t.he IWl'iodic st.ructure of the speech signal. 80th weighting filters 

an' inml'porat.ed int.o t.Iw analysis-by-synthesis loop. The value of 1 is fixed at 0.8 

and t,lU' 8P('('''l'al noise weighting filter is updated from the LPC analysis stage. The 

harl110nir noise wC'ighting filter is, on the other hand, updated at the suhframe level 

by an opf'n-Ioop (0-1) pitch analysis. The latter weighting scheme will he discussed 

in grf'at,l'r df'tail in a subsequent section. 
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The frame lcngth is 20 ms, correspolldlll~ to 160 sampks.1I .1 sllt'('cll s.llllpllll~ l'.llt­

of 8 kHz. The spcech franH' is fmt hl'r suhdi\'ided illt.o fi\'l' suhfl .\I\l('S (lI' ;t~ s.\l\lplt-s 

each (4 ms). The analysis frame also con~isb of J()() samplt·s. hllt. as W.l!'> plt'riollsl\' 

detailed, encompasscs t.he four last. suhfr,llllt'S of t II(' l'url'('nl fralll(' h('ill~ {odC'd plll:-­

one subframe of t.he llext sp{'ech frallle tu h(, 1'0<1('<1. 'l'lu' ~Iw('('h sp('cl l'al ('11\'(·1111)(' i:-­

describcd by 10 LPC co('ffi< iellts, \'l'dol' qUélnt.i",(·d in t.he LSI-' dOlllain Il:--inp, IIIC' :.! 1 

bits/frame split VQ sell('IIl<' dpcrilwc\ in Ch.lpt(·r :1-

The lincar prediction excit.ation (LI> excitation), 1'(1/), is cOIJ!J)()scd of .. p('llodi( 

contribution, (3/J(n - cl), which cOllsist s ess(·IIt.ially of " !'>1Ihf""I\(' of IMst ".lIllpl('s of 

this excitation amplit.ude scal('d by /3 ( .in~I(·-tap pit('h li 11<'1' (( f ('h,'I'1<'1' ,1)), ,1IId ,1 

stochastic excitation vectol' of '12 sclmplC's «(II), scal('d hy t.h" (wh·hook p-.tlll (,f. 'l'hos(' 

synthesis parametcrs arc up,latcd 011 " !'>uhfr,IIl}('-by-sllhfrélllH' h,Isis ,H'( onhllp, 10 t lte' 

sequentialjjoint apPlOach des('1 il)('<! ill S(·ctioll ,1.2.2. TlH' lIH't.hod is dlll!'>1 1 <lt.(·d in 

Fig. 5.1. By sctting the switch 1.0 position l, tlw ('X('it,Itioll ('(ull'),ook 1 0111 nblllioli 10 

the LP excitation is cancelJt.tl, all(1 t1u' I:l'P <I('lay d is dd.(·l'Il1ill(·" ill tlll's(' IOlldit.ioliS 

Once the dclay li (adaptiV(' cod(·book (ont.rihution) IS rOllnd, Ut(' :-,wltl'h 1'> 1(·Sd. 10 

position 2 and th(~ remailling paramd('l's, 1H11IJf'ly tll(' ('xcital iOIl (odl·book IIIIIt-X " 

the code book gain G, and th~ I:rp fo('ffici(,/lt ri an' joint.ly optillliz"d hy IIlillllllizillP. 

the weighted mcan squal'eo:.! crrol' hd.W(,(·11 th(' origillcII iUHI tllI' 1<'( ollstl'lH II·tI Sp('('( Il 

versIons. 

Once ail the pararnetcl's for a giv(·n slIhfl'alTU' are op1.illliz(·d illlli qllillltm'd, t.Iw 

adaptive codebook and the filters state arc' IIpda!.(ld by (·Olllplll.illp, t.l1(' opt.illlai LI' 

excitation and by passing il, through tJ)(' w('igllt.<~(l sylltlH'sis lilt.(·r ,lIId tlw ",II'IlIOlli( 

noise weighting filter in the lower branch. 

An efficient way of reducing the colllputational (,olllpl('xity wit.hout afl·,·( tin/!; 1.1 ... 

speech quality is to consider the (·ff(·cl. of HI(' Zf'I'O Illput. H('~pOIl:-'I' (ZIH) of 1.1..­

weighted synthesis filt.er and the cascad('d lIallllo/lic Nui:--(' W(·if!,ht.11I1!; (IINW) lilt"1 

outside the analysis-by-sYlltlJ('sis 1001'. At t.\1(' hegillllillf!, of ('V('l'y ~I)('('( Il ,,"1,11,1111(' t.o 

be codcd, the ZIR is ohtaincd hy lettillg t.he l'il~('éukd filt.(·IS lillf!, 1'11 t.lw d"I,lIioll of 

32 samples, thell subtraded from t.he weight('d ol'il!;illill ~I)I'('( Il ~1I1''',IIIH' 10 yi,·ld ,1 

new refercnce wavcform .5w • The state of t11('.,e fiH .. fS i.., IlwlJ I('!'>d 1.0 Z('IO ,1I1f1 t1H' 

Zero State Responsc (ZSR) will dct(~rrnifle wbat syntJwsi., p;\I,IIIH'tt'l~ i\l(' Iw.,1. slIitf't! 
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I)ararnf!tpr Bits/Subframe Bits/Frame 

LPC codfici('JJf,s 21 

FJ'arne ('lIergy .1) 

Codd)()ok index ID .50 

I:rp dplay !) 4.5 

Gai .. s (r:, fJ) 7 35 

lJ ~'j lISED 1 

L TOTAL Il 160 

Tahlp 5.1: Bit allocations for the 8 kh/s CELP coder. 

t.o mat.ch OJ(' n·r(·J'(·lIn· wa veform. 

Tahle 5.1 gives the bit allocatiolls for the coder opcrating aL a rate of 8 kb/s. The 

adaptiv(' md(·book (,oll~ists of 512 cntricH fol' an LTP dday l'ange 20-147 samples. 

As was sp('cifi('d ill t.h(· pJ'(·violls chapter, the LTP delay rcsolution is increased up to 

1/6 of a s<Hnpl(' ill ('('rtain critical rang('s and up to 1/3 or 1/4 in others. Adaptive 

('{)(!{'))()ok ('ntric's fOI' I;rp delays sm aller than the suhframe length are formed by 

p('riodi(' a (·xt.(·lIsioJ\. The f'xcitat.ion codchook con tains 512 stochastically gcnerated 

(iid na t1SSiilll) ('xcit.atioll wc!,ors and t.hei r JU'gative count.erpart.s. 

'l'Il(' J'('lI\aillilig bit.s arC' spent. on gain ()uantization, namely the T:fP coefficient f3 

and t.!l(' cod('hook gaill G. Ali efficient vectol' quantization scheme for the gains has 

h('('I' d('vdopf'd and IIs('d ill t.he VSELP coder [29]. Bascd on this modcl, a 7-bit gains 

vc'dOl' (J1lallt.i~er is (·II\»loy(·d in this work. I1owever, it requires fol' proper operation 

an ac('eptahl(' ('stimatf' of t.!w Cllrrent speech frame energy, cncoded by 5 bits/frame. 

5.3 Gains Quantization 

tJpOI\ joint. opt.illli~at.ion of LIU' excit.ation codcbook index and the gains, the optimal 

LP excit.atioll ('an hf' wl'it.t(·J1 as: 

(5.1) 

109 



• 

• 

where 1 is the excitation codcbook i1l<k, st'Icct('d [nI' t r,IIl~llli~~illll. .\ S( ,d.1I qu.lIlt i/.1 

tion of Gand ,8 would J>l'Obably yit'Id good I('sulb, hllt Ilot ('(Il11lglt I,it ... cll'(' d,.,ilahl., 

for the dcsil'C'd r{'solution of tll<' qllallti/('Is. ~loJ't'O"('I, tilt' lIJllt'I,IfIOIl th,ll (',isb 

bet-wecn t.he exci 1 al ion com pOI1<'111 s i~ t 01.11 1.\ Ilq?;led cd \\ h('n "'(,P,II" 1 (' qll" I1t i /( '1 S .11 (' 

used. Vectol'quallt.izatioll off('l's holh hil 1,11(' ('<Il1dioll (,I!l,t1,I1itl<'''''lId (UII~ld('(c1I1011 

of the interaction bdw(,l'll IIH' LTP ('(lt'fli( I<'lIt (111.1 1 II(' (od(·!Jook gclill l'II<' <11 ... 101 t 1011 

critf~rion will be the P('I'('<'plll"Il\' w('lghl('d 1l1t',lIl sqlltll'(·d ('1101 IH'I \\,('('11 1 Il<' Ol'i.L!,III,d 

and reconstl'Uctcd sJ)('(·ch "lIbfl(IIl\(· .... \\·'IIt .. 1I P,I',IIIH'I(,("IH'illg qll,lIt1i/(·(1 J)('I\lIlillg 

by P and G the qUélllt.iz(·d \(· .. ~ioll'" (If .1 ,lIld (,f, IIIC' ('1101 ~,II'lpl(·, d( «(lldillg t.u Fig-

5.1, i8: 

with vd(n) élnd è/(1l) bein!!" as d('filH'd ill (,hapl('" ·1, III(' \V('I,!!,h"''' ~ylllllt·~is fill('IPd 

and harmonÎc noise weight,('d wqw·t\('(·s /1(11 - li) (1I1d (1(11). 'l'II<' 11I"élll S'lIl,II!'d ('1'1'01' 

is then expl'csscd as: 
/,-1 
~..... ~ 

ë = ~ t{1/.) . (ft.:') 

In order to make this cxprc . .;sioll l'eselllbl(· il dist.ortioll C1'i t.c-l'iOI 1 fol' V(l( t.01' qllolllt.izilll!, 

the gains, it can be l'cwl'ittcn as: 

(!>A) 

with the precomputed valllcs hcing: 

1,- J 

R33 2: '~IIJ(n)'~w(n) 
71=0 
1,-1 

Raa 2: jjrl( 11 )/irl ( 11 ) 

n=O 
1,-1 

Rec 2: (;I(11)i;l(lI) 
11=0 
/,-1 

R3a .--.. - ( r d ( ) L '<;w Tt V 11 

71=0 
1,- J 

Rae 2: '~1J)(n)i/(n) 
71=0 
1,-1 

Rae - 2: 1/r1(n)i/(n). 
71=0 
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5.3.1 Vector Quantization Scheme 
" 

A direct vf>dor (Juantization of the gains values is usually avoided due to the oc­

casional spurious bchaviour of the LTP coefficient, Indccd, the optimal value for fi 
can oceasionally get very large, at unvoiccd/voiced segment transitions for example, 

A bf!tt.er b(·haVf!d pair of parameters is employed as a basis for vedor quanti'lation: 

PO, the 1w1'malizcd (lfll,,'oximate energy C01liJ'ibution of the optimal adaptive code­

book ,,(~dm' sealed by ({l, and OS, an elle,'f/Y offset for refining the Ilormalized energy 

contribution (·st,irnates. 

Th(! normalization of the el1(~l'gy contributions of the adaptive codebook and the 

excitation eodehook ellt,l'if's is obtained after dividing byan estimation of the speech 

residllal f'nergy, US, fol' the c:urrcnt subframe. Using the set of p reflection coefficients 

{k.) corl'espondill~ to the interpolated subframe predictor coefficients, the speech 

residllal elJ(~rgy can be obtained by [8]: 

p 

RS = LRa(O) II (1 - k?), (5.6) 
.=1 

whcrc L il' the suhframe length and R3 (O) is the quantized current speech subframe 

pcr sam Ille enf'rgy estimatc. This subframe energy estimate is in faet obtained from 

interpolating tlu' quantized per sam pie energy estimates of the past and the present 

analysis SPC'Cdl frames, R"ad(O) and Rcurrent(O). The interpolation scheme for the 

suhfram(' ellt'rgy (~stimates corresponds to the one employed for the LPC pal'ameters, 

givcn in SC'clion :1.5. The (IUantization of the per sample energy for the current frame 

is hasC'd 011 a :J2-levd uniform quantizer in the log domain, with a hin width of 2 dB, 

AJ)Pf'JJ(lix B dd.ails the steps of the frame energy quantization process and outlines 

thl' int,l·rpolat.ioJl schenw that yidds R .. (O), 

The C'XI)J'('ssions for PO and OS can now be formally defined. Given that Rx(O) and 

R,r{ 1) cOfl'C'spond respect.ively t,o the energy contributions of the optimally selected 

adaptiw ('odC'hook and excitation codebook vectors, they can be expressed as: 

ifd > L 
n=O 
d-l L-l (5.7) 
E v(n - d)2 + E v(n - 2d)2 otherwise 
n=O n=d 
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L-I 

Rr{l} = L el (71{ (5,S) 

With as considered to be the correction factor for t.l1l' t'1lt.'l'gy l'st imalt's, tilt' opt.imal 

adaptive codeword normalized energy cont.l'ihlltion is ohtailll'd hy: 

PO = J~2IlAO~ 
usas' (tU)) 

where 0 ~ PO :5 1. The optimal excit.ation cmlf'hook \'t'dol' lIol'lIIali:œc! ('nt'I'V;)' 

contribution is obtained in a sirnilar fashioll, Idf'ally, if "II t.Iu> sllhfral11t' rl'sitlual 

energy is accounted for PO, the excitation cod"l)()ok Wft.OI' ('IIf'I'gy t'olll,dhllt.ioll shollici 

vanish. Thus this latter contribution is lillC'arly eqllivalc·nl. I.() 1 - 1'0, élIul l'jill 1)(' 

expressed as: 

(."UO) 

From Eqs. (5,9) and (5.1O), one l'an solve for fJ and G 0111'1' 1.11(' 1)('111. (/JO, (,'."") pail' 

has been seleeted from the veetor quant.izc\t.ioll cod(,J,ook a('('()J'(ling tu t.11(' nit,t'l'iOIl 

of Eq. (5.4), Precomputing sorne of t.he factors in t!J(' I1Wélll squal'I'd ('1'1'01' nit..'rioll 

increases the efficiency of the codebook s('al'ch fol' t.h.~ optimal qualltiz(>" gaills, Ily 

defining: 

a - 2RsaJIIS/ Rx(O) 
b - 2RscVIlS/ llx{l) 
d - 2/lae R5'j J Rx(O) /lA 1 ) 

e - RaaR8/ Rx(O) 

f - Ilce /lH/ Rx( 1 ), 

the distortion criterion of (5.4) can be expl'cssed in terniS of PO aJul 08 a.s: 

e = Ras - a .Jas PO - b JCS' (1 - PO) + fi O,c.,'J"O (1 - IJO) 

+e OS PO + f GS (1 - IJO) , 

(.rU 1) 

(!U2) 

Dy successively trying the 128 codebook (mf,rics, th(! (/JO, O.',') IMir t.llat. IIII1II1I1I"'('S 

the total weighted crror is transrnitted to t!1(~ d(~cod('r, wlu!I'(! tllf' gaiw; an' 1f'C'()V(~r(!tl 

as follows: 

(3 = 

G -

ilS G8 1'0 

IfJ(O) 

RoS' CS (1 - PO) 

/lX< 1) 
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It is c1car from ECj. (.5.1:1) that Gand fJ assume only positive values. White the sign 

prohlem for (J is taken care of by the structure of the excitation codebook where 

each stochastic (~xcitation vcctor has a negative counterpart, {3 is not allowed to 

Cali below zero evcn if its optimal unquantized value is negative. However, it has 

becn exp(~rirm!ntally determined in [55] that negative LTP coefficients occur only 

in llflvoiŒd spcech segmcnts, and consequently, the role of the pitch predictor is 

insignificant in sueh cases. Therefore, whenever the cross-correlation, R,a, between 

th(! wcighted refcnmcc signal and the synthesized adaptive codebook contribution is 

negative, UJ(' pitch predictor is deactivated by setting the quantized value of {3 to 

zero. In titis cas(', the meall S(IUared l'rror simplifies to: 

ê = RIfIf - b IGS (1 - PO) + f GS (1 - PO), (5.14) 

and the qualltizcd value for G can still be determined by selecting the codebook pair 

(PO,G5') that minimizes the above error. ft is also important to mention that this 

expression for the (!rror is also valid for initial subframes to be coded (i.e. when the 

adaptive cod.·hook is entircly populated by zeros). 

5.3.2 Discussion 

The codebook of 128 PO - GS vedors is designed using the standard LBG training 

algorithm described in Chapter 3, and the training is based on a large speech database 

equally distributed between male and female speakers. Fig. 5.2 shows the distribution 

of the gains codcbook vedors, where PO is displayed versus 10Iog(GS). By factoring 

out the average residual subframc encrgy, the gains can be quantized equally weil at 

ail signal levds. The dj'namic range problem is bence solved by quantizing the speech 

average energy once per frame. The behaviour of the quantized GB and PO parame­

ters is iIIustrated in Fig. 5.2. As the adaptive codebook energy contribution increases 

yielding PO valucs near unit y (voiced segments), the corresponding GS values be­

come less significant (arouud 1). However, as the pitch prediction role diminishes 

with decr('asing PO values, the corresponding as values quickly tend towards zero, 

further attclluating t.he gains. Such a behaviour helps in dealing with situations such 

as unvoic('d/voiced segment transitions where sudden encrgy increases are regulated 

by low CS values. The LTP coefficient jJ can occasionally get very large in similar 
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Figure 5.2: Gains codebook vectors n'present,cd as PO vs CS ill dB. 

situations, whereas the PO range is always limited bdwœll iWro aI)(l IIl1ity. TIIf' 08 

and PO parameters are thus much more suitable for vedol' (1IHlIIt,i~(",ioll t.han a.a'(' !.lU' 

codebook and LTP gains. Finally, as long as the av('rag(' rrallW ('II('r~y is propc'rly 

transmitted to the decoder, the reconst,rtlctc-d speech ('llt'l'gy will uot ('x('c'I'd UH' clc' 

sired energy specified by the range of CS' in Fig. 5.2, auf! thll:; slIdd.m IlUI'S',S IU'(' 

avoided. Results on the performance of the iml,lcnlf'nt,ed gitill V(,(·t.OI' (I"illlt.i"'itt.iull 

scheme are reported at the end of this tllesis. 

5.4 Perceptual Enhancement of Coded Speech 

As limitations are imposed on the operating bit rate of tl)(~ CELP c'(HI"I', lIIi1illt. ... inillg 

good coding quality becomes a much more involved t,ask, 'l'II(' loss or iI('('lIl'it('y ill 

the waveform matching approach should thcm be comp(~IIsat,(~d by ('lJIpllilsi",illg 1.11(· 

perceptually significant features of the speech signal. II. was illt'(!ady (!xplililled how 

exploiting the masking property of the human auditory syst.(~1JI lias If·d t.! ... sp(~dral 

noise weighting to improve the matching proccss in CI·:LP. OU ... I' qUit,lit.y ('IIIHIfICC·IIU'IIt. 

techniques have bœn employed with postfilt.ering [.58] and pitcll prdiltf!1 illg [2!)] hdllg 

the most common. 
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Accentuating thf! coded speech periodic structure has also drawn the attention of 

many r{!scal'chers, as sorne intcrharmonic distortions were audible in voiced speech 

segments, The proposcd periodicity enhanccment technique in this work derives from 

the Itpf!ctral noise weighting approach, since it exploits in this case the noise masking 

potcntial of the harmonie structure in the speech signal. As it will be shortly seen, 

this 1/ll1'Tfwnù' Noise Weiglttmg (IINW) technique incurs no cost in the bit allocations 

of the eod(!1' sin<:c it is included in the analysis-by-synthesis loop of the encoder for the 

sole pUfJ)OS(! of impl'oving the pcrceptual weighting of the en'or matching criterion 

[34]. FlIJ'therrnol'{', in view of the close rdationship between the long tel'm predic­

tor dclay and cocffidf!nt and the HNW plJ.rameters, the complexity of the synthesis 

pararnet,{!rs optimization t(~chnique can be greatly reduced by performing a limited 

LTP paranlf't(!rs search around the sclected HNW parameters. The minor objective 

quality IIlCaSlll'ement degradations that follow are not perceptible. 

On the decoder side, the reconstructed speech quality is enhanced by adaptive 

postfiltering. An efficieut postfilter, originally introduced in [31] to improve the per­

formance of the CCITT standard 16 kb/s LD-CELP coder, is implemented in the 

coding scheme of this the!!is. A full description of the postfilter adaptation process is 

also given in this s(·ction. 

5.4.1 Harmonie Noise Weighting 

ReducÎllg the presence of noise between harmonies was in the earlier versions of the 

CELP coder accomplished at the decoder side by pitch postfiltering [32]. More re­

cently, an at,tcmpt to cnhance periodicity at the synthesis parametel's optimization 

stage was (:arri('d in [33]. It consisted in reducing the contribution of the excitation 

code book vcdol'!! in voiced segments, as they were considered to be undesired noisy 

components. The codebook gain in those circumstances was set to values below the 

optimally calculated ones. The improvement of the '1ubjective coding quality with this 

t('chnique (collst.raincd excitation approach) addresses the limitations of the common 

weightecl ('ITOr criterion used in the CELP algorithm . 
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Weighting Structure 

By exploiting the noise masking potent ia 1 of the sp{'('rh signal IWl'lIIolli(' :-;1 l'\ldu l't'. 

the perceptual accuraey of the CELP cr roI' rritcrion nHl \)(' illnt'as('d wil hin t.llt' 

analysis-by-synthesis procedure. This is accomplishc:'d hy rasnHIi IIg 1 lit' SP('ct, l'éli lIoisl' 

weighting tilter W(Z} with a harmonie noise' wdght.ing (iltl'I' (IIN\V filtl'I') C'(z) as 

iIIustrated in Fig. 5.1. The eombination of bot.h w('ighting s('h"III('S I,'ads 10 cl si~lIifi­

cant quality enhancement over the llslIal sp('drally wt'ighl,('d ('l'roI' ('1 il,t'I'ioll, TIlt' fonll 

of the harmonie noise weighting filtel' is similar to t.hat. of t.lU' 101lp. 1,('1'111 plt,tlid,or, 

given by: 
M 

C(z) = 1 - Ep L e.z(-IJ+I) (5.1." ) 
.=-M 

with el' a parameter set between zero and unit y to spe('ify t.ht' alllOllllt. of \Vf'ip,hl,illp; t.o 

he applied. The HNW filter delay D and multiple ta,ps {t',} ill'(' (lt'\"'I'lIIilU'(1 l'will ail 

open-Ioop pitch analysis on thc spedrally weightf'd illPll\' sp('('('h, 1l0W('Vt'l' ilS t,l ... 

Dumher of taps increases the spectral envelope of 1.11<' IINW filt.(,1' looSt'S it.s llat.II(·ss 

lc/Section 4.3.1), and may degrade the wdghting pNfol'lIlalU'('. A :I-t.ap IINW litt,t'I' 

wu found 1.0 be a good compromise bctwccn cornplexit.y alHI pt'r!tIl111f111('(' [:"'1. Th .. 

proposed harmonie noise weighting scheme in this work lises iL sillglt, t.ap IlNW filt..·I', 

with the delay D resolution increascd up to 1/6 of iL sampi.· OVC'I' t.l1f' whol., pit,dl 

period range considered (20 to 147 sampl.~s), ohviatillg the 11('{~d for 1II111t.ipk· t.aps. 

Complexity Reduction 

The incorporation of harmonie noise weighting in thc c1osed-loop sylltllPsis pal'am(" 

ters optimization affects the eomputatiollal complcxit" at t.wo still/PS: HI(' 10llg t.errll 

predictor (LTP) delay determination and t.Jw joint. sel(·(:tioll of t.he ('Ofl .. J,ook illfl(:x 

and gains. It was experimentally concludcd in [34] t.t.at. spedral lIois{' w(·igllt.illg 

wu sufficient during the LTP delay scareh, and subscq\l(·IIt.ly, harlllollÏt' lIois(' ri!t..:r­

ing is only necessary during the joint optimizat.ion stag.·, Fil 1 t. 1)('11 1101'(' , Hw Il N W 

filter parameters found at thc outcorne of the opcn-Ioop allill'y~is 011 t.1U' ~1)(·('t.I'iLII'y 

weighted input speech, espccially the fradiollill dday f), ('illI Iw ('JIIploYf:tl 1.0 l'f'IIII(,(' 

the complexity of the adaptivc codebook scareh. Th.: IJIcthml is SilllilM 1.0 fi. hyl,ritl 

open-loopjclosed-loop search, whcre the opclI-loop stage dderlflillf:s il lis!. of cillldi-
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date lags 1.0 be cvaillated in the c1osed-loop search. 

From t.he sp(!ctrally wcightcd input speech Saw (n) the correlation arrays Co( d) and 

normalization arrays Go{ d) are complltcd first for ail integer delays d in the lag range 

considercd according to: 

L-I 

Co(d) = E s"w(n)saw(n - d), 
n=O 

L-I 

Go(d) = E saw(n - dt 
n=O 

(5.16) 

The optimal one-tap predictor delay J is then found by maximizing the normalized 

correlation, 
Co(d) 

JGo(d) 
(5.17) 

ovcr the Jag range. Once the submultiples of J are checked an optimal integer lag 

determined, the resolution of the delays is increased to 1/6 of a sample by polyphase 

filtering the arrays of E(I. (5.16) (cf Appendix A). Fractional delays are t.hen classified 

as surviving candidates by sclecting around the optimal integer lag those lags that 

maximiz~ tlJ(' int.t'rpolated normalized correlation function with their associated pitch 

prediction gain cxcccding a certain threshold. The threshold can be for ex ample a 

percentage (75 % in this work) of the prediction gain obtained for J. At this stage, the 

value of the IINW filter delay D is chosen to be the smallest surviving lag (integer or 

rractional), and the corresponding tilter coefficient is computed. Additional surviving 

lags can also be detcrmined from doubling and tripling D at the higher resolution 

and the op(,lI-loop seareh stage is concluded by rearranging ail the surviving lags in 

decreasing pr('diction gain order. The closed-loop adaptive codebook search procedure 

is in barn perforrned around the best few surviving lags. The amount of computation 

is thcrefore l'cduced with no loss in quality as the estimated open-Ioop surviving lags 

arc highly cOl'relat.cd with the immediate past reconstructed speech pitch cycles for 

voiced frames. lIowcver, the relationship between open-Ioop and c1osed-loop long term 

corr('lations is Ilot as obvious for unvoiced frames. fINW filtering will be turned off 

for sueh fralll('s (with prediction gain values less than a set threshold) as it adversely 

affC'cts the ('o<l('d speech quality, and t.he adaptive code book seareh is conducted on 

the whole dday range . 
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Discussion 

Improved perceptual speech quality reBults from incorporaI ing hal'Illolljc uois(' \wight.­

ing in the analysis-by-synthesis loop. The IINW filt,er is updatc'd al. t.l\(' suhfl'cllllt' It·VC'1 

byan open-loop pitch analysis (every 4 ms) with a fix('d hal'lIIonie noise' \\'('i~hl,illp, 

parame ter êp = 0.3. Two surviving LTP <lday valucs art' kt'pl. at. tilt' OIlt.t·Olllt· of l,lit' 

open-loop analysis. The adaptive codd>ook ~l'al'ch is tlH'II p{'l'fOl'IlI('d fUI' ail 1'1 adiollal 

lags within one sam pie of the top two scl('d('<1 delays. 11I<T('clSillp; t.lu· l't'solllt ion of t,ht' 

HNW filter delay was achieved by llsing 3~J-t.ap polyphas(' filt.c'I's. Fip;. !l.:J (lisl)lays t,lU' 

energy spectrum of a 20 ms segment of input. SP('(' 1 wit,h supt·rilllpost·t! t IIC' spt·d.ml 

noise weighting scheme frequency response ill olle caSt' (tnd t lU' ('Omhillt·d 1"'l'Il1ollk 

dnd spectral weighting cascade freqllcnry .. cspongc ill t,11f' ot.llt'I'. As t'an ht· St't'II, 

the spectral weighting envclope is prcscrved with high ('IJ('l'gy sPC·C·t.1'I1111 IUH t.iolls I('ss 

emphasized than lower energy portions, thus rnasking (oding dist.ort.ions. lIowc'wl', 

the error is assigned more weight at the Sp('dl'al dips J'('stllt,ing l'rom t.IH' hm'llIollit' 

structure of the spectrum, emphasizing in .. his case t.Il(· inf,('rhal'lIIollit' CI"illlt.i"'ilt.ioll 

noise. 

The net effect of harmonie noise wdghting can be dc~pkt.ed ill Fig. ;'.1. A ('01111';1.1'­

ison between an original female speech voi(:cd scgrmmt and HU' ('OIT('SpOlulillg ('od('(1 

versions reveals that the introduction of harmonie nois(' wdghting c·olltl'ihllt.C'S t.o illl­

proving the envelope of the time waveform. By acccllt.lIil,t,ing t.I)(' p(·riodint.y of t.h(· 

reconstructed speech segment, HNW filtcring helps also hy att.(,llIlatillg tilt· illlpad, of 

sudden pitch period variations and increascd noisy behaviollr of tll" sIH·(·('h WitV..(OI'lIl. 

This can be viewed as reducing the role the stochastk cOfI('llOok ('x('itatioll plays in 

the speech synthesis process, with most of the speech re(,ollst.l'lIdiOIl iIUl'ill1lt(·(1 t,o tilt' 

periodic contribution. 

5.4.2 Adaptive Postfiltering 

Enhancement of the reconstructed speech takcs place al. the very las!' st.ag(· of t.lU' 

decoding process by the means of postfiltering. Postfiltcrs are lIslially pole/1.(·1'O filIns, 

with their coefficientseither kept fixed or adapted with th(! LPC paralJl('l,(·rs. lIow(~Vf'I', 

white postfilters contribute to coding <llJality irnproVfmwllt. ÎII tl ... <;;t,',(' of il sillgl(· 

encoding, they can also be the cause of drastic performanw degl'ildatÎolls ÎII t.illld(~rning 
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Figure 5.3: Energy spectrum of a voiced speech segment (dashed) with the (a) spec­

tral noise wcighting frequency response (solid) and the (b) combined spectral and 

harmonie noise wcighting frequency response (solid) superimposed. 
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ing coded version with (h) only spectral noise wcighting and (c) <;ornJ,iru!t! Hp(~('t,ra.J 

and harmonie noise weighting . 
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Figure 5.5: CELP decoder with adaptive postfiltering. 

situations. Nevertheless, the work in [31] has shown that if the postfilter is tuned for 

every encoding stage, its effect at the early stages can bp controlled, resulting in an 

overall beneficial perrormance. It is therefore crucial to adapt the postfilter to the 

spectral characteristics of the speech segment being coded, and to guarantee flexibility 

through sorne tunable pararneters. The postfiltering scheme adopted in this work is 

based on t,he improved model introduced to the 16 kh/s LD-CELP CCITT standard. 

Fig. 5.5 represents the decoding portion of the 8 kb/s CELP coding seheme, \Vith the 

post fil ter components added. 

Long·t.enn postfiltering is carried out by the single tap FIR filter: 

(5.18) 

with d being the optimal fractional LTP delay (up to 1/6-th of a sample resolution). 

The scaling ractor 9' is dependent on b: 

1 
91 == 1 + b' (5.19) 

and the long-term postfilter coefficient is defined as a function of the optimal LTP 
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coefficient {3: 

{ 

0 if # < 0.6 

l, = >.fJ if 0.6 ~ /3 ~ 1 

>. if /J > 1 

(5.20) 

The amount of long term postfiltering is cont.rolled by th(' t.tll1ahlt' pal·anwt(·1' ,\. 

The short-term postfilter has the fOl'ln: 

where 

10 

1- Eh1.o-1 
1=1 
10 

1 - E ("ï,.o-i 
.=1 

h. - Oi "(: 

a. ai "(~ 

Il 13k1• 

(:;.21 ) 

(5.22) 

The short-term postfilter parametcrs arc adapted cvpry subfl'iUlU' in iU'('ol'dI\II(,(' 

to the set of interpolated LPC param('tel's {od with k1 heing the ('OI'l'('SpOlldillg first, 

reflection coefficient. An appropriatc ehoicc of the ban(lwidt.h ('XI)(IIISioll radon; ')'1 

and ')'2 will yield a spectral weight.ing seheme that Cnhilll('('S t.h(· l'(~(,()lIst,I'IId.(·d sp('f~dl 

quaIity, while the tunable parametel' "(3 controls the first. 01'<1('1' low- pass filt.(· .. [ 1 + 1'.0- J 1 
appended to the postfilterillg seheme in ol'd('1' 1.0 increl\s(' tilt' ('(ulp,1 SP("'('h IH'i~ht,I1(·ss. 

To ensure unit y power gain bet.wccn the illimt s(n) alld t.Ilf' out.put. .';,,(,,) of UI(' 

postfilters, a gain scale factor is comput.ed and uscd t,o sca.le the posUiIt'('I'('d 1'('<:011-

structed speech. ft is obtained as: 

L-l 

E sp(n)2 

b n=O (!l.2:1) = 1.-1 E 2 .~(n) 
n=O 

However, before being used, this scale factor is pa.ssed through 1\ tirst. 01'<1(·,. low-pass 

filter yielding: 

6(k) = 0.9875 6'(k-l) + 0.0125 !J, (;'.24 ) 

where k refers to the time index of t.lw current. subframe. TIt,· posUiIt.(·,'(!d sp"(!dl 

is then multiplied by b(k)' resulting in the decodcd speech .'i~,. Th,· !waling faft.or 
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computation IIIcthod allows the gain values to gradually adapt to energy increases 

and drops. 

With tllnable pararnetcr values 1'1 = 0.65, /2 = 0.75, /3 = 0.15, and ..\ = 0.65, the 

int,roductioll of the postfilter resulted in sharper perceptual speech quality, despite a 

loss of about 1.3 dO in SNR. 

5.5 Delayed-Decision Coding 

The eSS(~llœ of analysis-hy-synt.hesis based coders sueh as CELP coders is speech cod­

ing on a hlockwise basis. The parameters that are quantized and transmitted at every 

suhframe 'U'(' optimized for t.he cnrrent input speech subframe and in faet. take into 

account the effeds of t.he previously transmitted parameters as the filter states are 

updatcd at, t.h(! beginning of the subf1'alTlc. However, by allowing slightly sllboptimal 

parameh'rs t.o he seh,t.ed for a given suhframe, the choice of optimal parameters for 

the followillg subfrarne with the now suboptirnal initial conditions can possibly yield 

a sm aller avm'age mean squared error when evaluated for both subframes. Departing 

frorn t.his linc of thollght, transmission of the sllbframe synthesis parameters can be 

delayed until the end of the speech frame, where for each one of the five subframes, 

th~ optimally sclccted parameters are kept along with a number of other surviving 

suhoptimal parametel's. The procedure takes then the form of a trellis coding scheme 

performed 011 the subf1'ame level. Unfortunately this scheme is not practically imple­

rnentablc without a pruning operation at every stage in order to keep the number of 

surviving paUls reasonable. Otherwise, even with a small number of starting paths 

such as 4, t,he number 01 alternatives at the 5-th suhframe would be 1024. 

Fig. 5.6 i11l1stratcs the delayed-decision coding seheme that the CELP coder fol­

lows. Fol' t'Vl'I'y startillg point of a subframe synthesis stage, one suboptimal LTP 

dday is kcpt. along with the optimal delay. By suboptimal delay it is meant t he one 

that yiclds t.he next. t.o the lowcst rnean squared error obtained for the optimal delay 

value. For ('ad! surviving LTP delay d, the excitation codebook index and the gains 

art' joint,ly optimized, and the two synthesis parameter sets that yield the smallest 

suhfranl<' 11\('(111 squarrd errot' are kept, resulting in further branching in the tree. 

Th~refore, at. the end of this procedure for the first sllbframe, four paths are con-
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(d, f3) 
( )

1 (tl,ll) 
i,G : 

(d, {J) 

Subframe 1 SlIbfmmc 2 SlIhfra,nw :1 

Figure 5.6: Delayed-decision coding tree (four surviving pat,lIs m'(' k«·pt. af. C'V('l'y stag('), 

sidered to be potential candidates for spee('h recolIstl'lld.ioll. 'l'II(' sC'IC'(,t.ioli pro('('SS 

is repeated in the second subfrarne for eaell one of tlw f01l1' st.art.ill)!; pOillt.S, yic·ldill).'; 

in ail 16 paths 1.0 be considered at the st.art of thl' thinl :mhfnllllp. IlowI'vpr, h'y 

bearing in mind that different filter mC1I1ori('s and adapl.iw ('C)d .. J,ooks ml' a:-.sof'Îat.c',1 

with different paths, it is easily seen how ('omput.at.iollal c·olJlpl(·xit.y (1IIi('~ly risl's. 

The maximum number of survivillg pat.hs is t,)wrefof(' lilllit,l'd t.o 1'0111', wil,h 1111' l'l'st. 

discarded. The cost associatcd with ('ad) path is t.he t.ot.al "wall sqllill'f·d ('1'/'01' .1('('11-

mulated over the previous subframe stages in the t.rcc. At. ('vc'I'Y st. .. ~(·, HU' 1'0111' pat.hs 

yielding the lowcst cost form t.he starting points for t.h{· rwxf, st.ag(', At t.11C' "IHI of HI!' 

lifth subframe, the paramcters of the path yiclding t.he lIIillilllill iIf 1 IIlJ1l1lal.(·d 111.';111 

squared error are transmit.tcd. 

Improvernents up 1.02 dB w(~re rccorded in both SNI( élml ~I'~SNH valll!'s wllf'lI 

suhframe paramct.ers transmission was delayf~d unt.il tilt' fifUI ~lIbfl'aHJ('. Sl.atistin, 

revealed that suboptimal paramcter values wel'c chosfm about 8!)fX, of 1.11(' IiI/II' fol' 1.111' 

6rst three subframes of the dccision tl'ec, allowirrg, on a loug(!,' spau of l.jlllf', t.dt,.,1' 
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Speech SNR (dB) 

Unquantized Quantized 

Female 17.1 15.6 

Male 13.8 12.7 

Table ,5.2: SNR average values Cor male and Cemale coded speech. 

coded speech pcrccptual quality. Indeed, the few clicks heard in unvoiced/voieed 

transition rf~gions were aUenuated with the introduction of delayed-decision coding. 

5.6 Coding Scheme Performance 

The reconstructed speech quality or a 7 bit log PCM coder was employed as the cri­

terion Cor t,he subjective evaluation oC the perCormance of the enhanced 8 kb/s CELP 

coder. WH,hout the adaptive harmonie weighting and the delayed-decision coding 

tcchniqUf~s, t.he codcd speech quality came very close to the reCerence quality but was 

still inCf~rior in sorne particular transition rt>gions (such as unvoiced/voiced, vowel/stop 

consonant). The dclayed-decision method greatly contributed to the speech quality 

improvem(~nt at those transitions white harmonie noise weighting resulted in dearer 

voiced speech segments. The net result was a eoded '3peech quality comparable to 

that oC a 7-bit. log PCM coder, and even superior for voiced regions. Objective SNR 

measur('s were also record cd Cor a collection oC both male and female sentences. AI­

t.hough t.hl'ir act.ual value do not coostitute a good quality evaluation criterion, they 

w('re used t.o evaluat,e the performance oC the difl'erent parameter quantizers. Ta­

hic 5.2 summarizes the obtained results for two versions of male and Cemale speech 

9('0 t,('n ('('8: olle wit.h unquantized CELP synthesis parameters and one with a Cully 

quantizl'd coder. 

The t.raining of the CELP excitation codebook was intentionally avoided in order 

t,o kf'Cl) t.hl' coding scheme as much speech-colltext Cree as possible. Minor improve­

m('nts were howcver obtained with the inclusion oC a set oC single-pulse excitation 

vcetors in the codebook. Dy monitoring the codebook optimal index selection, it was 

round that, single-pulse excitation indiees were usually chosen at the onset of voiced 
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regions, ensuring thus a faster adaptation to the input spt'Cch pit.ch p('l·iods. 

s. T Conclusion 

With ail the features of an enhanced 8 kb/s CELP sp('(·("h cotit'" \10\\' i\(ltlt·d t,o t.llt' 

overall eoding scheme, quality assessernent is in order. Oh jc·c·t.ivt· I1IC'i\StI\'t'S ht·,'umt· 

insignifieant at this point and the only way to carry Ollt t.h,· pt· .... 01'I1I(lII('(· t·\'ë,hutt.ion 

is through a eomparison with another well-establislH'd mdir.g St I ... nlt', Tht' (L721 

CCITT standard is chosen for this purpose. 

As the bit allocation resources became more lilllit.(~d, .. Hit'it·\lt i",,1 t'c'olluJlIit'al 

parame ter quantization schemes turncd out. t.o be a IIt·(·C·ssity, \Vit,h lIIu"t, of Ult' 

available bits already used by the excitation code book illdc·x, t.llt' LTP clt'Iay illlCI Ut(' 

LPC parameters, only S bits/subframc rcmained availablt' fo .. HU' ('(ulc'hook allfl LTP 

gains quantization. A "irtually transparent quant.izat.ioll ('(mIel t.IIIIS ollly 1,.. oht.aillt'ci 

by vector quantization. However, the erratic behaviour of Ut(' gains clo('s !lOt. allow 011(' 

to properly exploit the existing inter-corrdation betwccn UWIIl. Ali ing('lliolls way t.u 

achieve the vedor q"antization was to "s(' inst.ead the per séllllple ('Il<'l'gy nmt,rilmt,iolll'l 

of the excitation and adaptive optimal code vedors for transmission, al()l1~ wit.h a.n 

estimation of the frame ove rail energy, The gains could then Iw J"(·t.l'if'v(·d fmlll t,hOli(' 

normalized energies. The subjeetively evaluat.ed reconstrudcd speech (illitlit.y jllstific's 

the sufficieoey of a 7-bit eodebook energy contribution vedor qllant.iz(·r along wit,h ft 

32 level uniformely quantized frame energy. 

The coding structure sets the physical lower bound that. t.he ('().lillg .Iist,o .. t,ion 

cao attain. Improving the coding quality arter that bcmm('s a mat.t.c·1' of' l'(·,,,mlt·ling 

slightly the reconstructed speech structure to exploit t,he limit.af.iolls of HU' hlllll;Ln 

auditory system. Postfiltering is one way of cnhancing t.hf! perCC'pf.ual (1IIiIIif.y of HU' 

coder. 80th a long term and a short term postfilt,(.!rs arc implf!lIIf·uf.(!(1 ill this wOl'k, 

resulting in brighter speech quality. 

Harmonie noise weighting, although not. directly proccsslIIg t.lle 1'(·('Ollsf.ruef,(·t1 

speech, eontributes greatly to enhancing the speech p(!riodidt.y for voiœ.1 s{~grJl(mt,s 

by exploiting the masking capabilities of the spcctrum harmollic:s. Spc'dl';tl nois(' 

weighting was proven to Icad to a more perccptually appropriate CEU' w('ight.(!c) .'r-
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ror critcrion, but thc improvcments obtained with the introduction of harmonic noise 

weighting in tJlf~ analysis-by-synthesis loop demonstrate that there is still potential 

for mort! pf!rœptually valid distortion criteria. 

Finally, hy rninimizing the spectral and harmonie noise weighted error criterion 

ovcr a longf·r illt,{!rval, the selccled synthesis parameters, although suboptimal for a 

given su!Jframe duration, yicld better matched (to reference) reconstructed speech. 

The concept of trellis coding is adapted to yield delayed-decision wding scheme where 

the accumulaled mean squared error is minimizoo over one frame of speech (5 sub­

frames) bcfor(! transmitting the parameters of the individual subframes. The com­

pl(~xity rclaf.f~d to ttw frcqucnt filter state 11 >dates along the search tree is the major 

drawback of this enhanccment techniquc, but the substantial perceptual improvement 

over the subframe bascd optimization method renders the implementation worthwhile . 
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Chapter 6 

Conclusion 

The work in this thesis carried out investiga.tions on the possibilit.ics of adai('ving 

toll-quality speech coding at an operating rate of 8 kb/s. ACt"r st.allda\'di~illg t,11f' 

LD-CELP 16 kb/s coder, The CCITT ha.~ issued a set of l'(·quin·III(·nt.s <lIul 1'('('0111-

mendations for their Dext target, namcly low-delay high-qualit.y codillg al. 8 kil/s. 

The on1y existing potential candidate for st.andardizat.ioll is tlw 8 kll/s LJ)-CI'~LP 

coder proposed in [7]. lIowevcr, due to the one-way (:oding d .. lay (·onst.l'ilint. of \0 

ms, the mean opinion score for this coding schcmc did not. ('xn'f'd t.lw :tm") ma.rk. 

Another successful version of high-quality corling at 8 kh/s is t,JJ(' VSEtP 12!'] whkh 

was selected by the TIA (Telecommunicat.ions Industry Associat.ion) as t.11(' st.andard 

for use in North American digital cellular tclephone syst.(!ll1s. This ('od('\', wid .. ly ('111-

ployed DOW for its robustness to channel errors and very good ('(ulillg cllIillit.y, was 

also unsuccessful in crossing the 4.0 mark (toll-quality indica."ol') on Uw MOS s(·al('. 

Dy relaxing sorne of the constraints imposcd on the two pl'cvious ('oding Sdlf'ffIf'S, 

toll-quality reconstructed speech was indced obtained al. a eodillg l'at.(· of 8 kll/s il! 

this work. 

In view of the superiority in bit rate redllction capahilit.ics of <willysis-!JY-SYllf.lJ('sis 

linear prediction based coders white maintaining higla l'(!const.l'ud.(!d SI)('(·(·1t «ualit.y, 

it was only logical that the implementcd scheme relied on the Cod.· Excit.(·d LirH'ill' 

Prediction (CELP) coding algorithm. For the choscn coding dday of ~o /IlS, il. f.ul'lwd 

out that a good practical implcmentatioJi for a cOfmsponding ilnillysis fraI/II! of WU 

samples was an lO-th order formant predictor cascadcd wittl a loug t.(~11J1 IH'f'did,ol' 
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eejuivalellt to a 3-tap predictor in performance. The covariance prediction method 

yields higlwr objf!ctive re!slIlts (more than 1 dB in overall SNR) than those of the 

autoc:orrclatioJJ rrwthod when both procedures were tried out in turn in a full coder. 

1I0wever, the occasion al unstable behaviour of the covariance scheme bends the choice 

toward the latter predidion method for which synthesis filter stability was guaranteed. 

Perœptually smoother LPC parameters transition from one analysis frame to an­

other wC'w also obtained whcn a small amount of bandwidth expansion was provided 

to th{! formant filter coefficients before quantization. To this end, a binomial window 

of effectivc! handwidth of 80 Hz was applied to the autocorrelation coefficients before 

solving for Hw short term predictor coefficients. 

As fewcJ' bits JH!r frame become available for LPC parameters quantization at 

m(!diuITJ ratc's, scalar quantization couM not possibly yield a performance suitable 

for a toll-(Jllillity speech coder. Transparent quantization of the LPC pararneters is a 

neccssary condition for achie!ving toll-quality, and only vector quantizers are capable of 

yidding spcdral distortions less than 1 dB at such low bit rates. Complexity problems 

however (1IIie:kly arise with vector quantization as the codebook size grows. Chapter 

3 proposed a vedor quantization scheme that circumvents complexity by adopting 

a product.-codebook model. The Line Spectral Frequencies (LSF) representation of 

LPC parameters was found to be an attractive form of parameterization due to the 

close relationship bctwccn the LSF properties and speech spectral characteristics. 

A pf'rfCpt,ually weighted Euclidean LSF distance measure \Vas chosen to he the 

quantization distort,ion cl'Îterion. This weighting scheme takes into account the spec­

hal hearing sf'nsitivity and the speech spectrum related LSF properties to emphasize 

the more pf'J'cf'pttlally significant lower frequency regions. A 24 bits/frame split vector 

quant,izer (split VQ) was constructed by creating one 4096-entry quantization code­

book for the first four LSF's and another 4096-entry codebook for the remaining six 

LSF's. TIl(' codebooks were trained according to the LBG algorithm. Splitting the 

LSF paran1(!tf'r Vf'cf,or for qualltization corresponds in essence to splitting the speech 

spectrum into lower ef)ergy and highe!" energy bands. The weighted Euclidean LSF 

distance, whf'1l used as a spectral distortion measure, resulted in average spectral dis­

tortion Vahlf'S arO\llld 1 dB. Two extra bits would have been necessary to achieve the 

same transparent quantization performance using the split VQ scheme with a simple 
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LSF Euclidean distance measure. 

Optirnization of the CELP synthesis stage paraul<'tel's \Vas ddélil('d in (,hapt,t'I' .1. 

The usual c1osed-Ioop approach was used for dc.·termining the IOIlp; t.C'1'1II IlI'('clidol' Pé\­

rameters assuming that t.he excitat.ion codcbook does not. providt' ally ('(ln 1 rihlltion 1.0 

the reconstructed speech. Howcver, once Ut(' optimal,m'didor dclay is S(·I(·('lt·c1, tilt' 

pitch predictor coefficient( s) was jointly optimized along \Vi t.h t.1lt' ('xcil at.ioll (·uc\c·hook 

index and gain. This sequentiallagjjoint gains optimizat.ioll pl'O('c'dlll'C' ill('I'c·<ls(·d suh­

stantially the perceptual quality of the coded speech whell compared t.o tilt' S(·qllc·nt.ia.1 

optimization technique (pitch pararncters followcd by ('xcital.ion C'Ot(.·!,ook param('­

ters). The subjective results agreed with the objectiv(' lllea.S\II'('S inn('asc's assudat.(·cI 

with the joint optimization technique, rccording up t.n 2 dB in('I'('asc's ill pl'c'dictioJl 

gain and SNR values. 

The quality of the reconstructed speech was furthel' ('II hé\ nc'(·d hy ;,II()willl~ slIhsillll­

pie resolution of the long term predictor dclay. The fJ'aetiollal cl('lays WC'J'(' l'C'solvc'cl 

to 1/6 of a sample in critical pitch lag rang('s, such as the f('lIIalc' ilVC'l'ag(' pit.fh P('­

riod range (not fully exploited by the basic GELP roding aigoritlllll), alld fo 1/:1 or 

1/4 of a sample for other less sensitive regioll!!. A v()ry dJkiC)IIt. illl.C'l'pola.tioll prot'C'­

durE. consisting of polyphase filtering rendcrcd the opcration of ilu'J'('asing t.l1«' cll'Iay 

resolutk'll computationaJly affordable for practical purposcs. IIC'II('(', fc)J' il sillglc·-t.é\I. 

fractional delay pitch predictor, up to 1 dB SNR improven)()lIt.s wel'c' oht.a.iuc·cl wit.h a 

smaU noticeable increase in perceptual qualit.y, a performau('c' CO III para hic' 1.0 t.ha" of 

a three-tap pitch predictor. 

With few bits remaining for quantizing the exdt.at.ioll ('(Jclc·hook illlC 1 1.11«' IOllg 

term predictor gains, vector quantization was round to h(· /JI(' ollly alt.c'mat.ivc· fol' 

high-quality coding necds. It. is howevcr wdl-known I."a.t t.hc) gaills allcl ('slH'c'ialJy 

the pitch coefficient do not lend themselv()s weil to vc~dor cillallt.i",at.ioll (hIC' 1.0 UlC'il' 

occasional erratic behaviour. The corrdatioll that (~xist.s lu·t.WC·C·11 t.!U' pC~l'iodk aile! 

stochastic components of the Iincar pwdiction cxdt.at.ioll was 1 a1.hel C'x ploil,('d J,y 

vector quantizing the pel' sample encrgy cont.ributions of t1u' fOI'llI<lIlt. sYlltllC'sizc'e! 

adaptive code book entry and the excitat.ioll codcbook ell t. l'y, '1'1)(' qllilllt.i:wd gaill~ 

could then be recovcred from thcse entities and from a IIl1iful'llIly qllillitize'd av('rap,c' 

frame energy. A 7-bit gains vector quantizer achi()vc~d very sat.isfilcl.ol y lfo~lIll.s I)y 
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allowing only minor degradations in objective quality measures and slight perceptual 

distortions. 

After optimizing the various stages of the CELP encoding process, the different 

technicjues and quantization schemes were assembled to form a preliminary version of 

the 8 kb/s toll-quality coder. The reconstructed speech quality was however still not 

entirely <:onvincing upon comparison with the output of a 7-bit log PCM coder. Since 

fiO(~r quantizat.iofl was not anymore physically possible, the coding quality cou Id only 

he improved by enhancing the perceptual features of speech signaIs. Spectral noise 

weighting of the CELP mean squared error between the original and the reconstructed 

speech has becn until now the most popular way of exploiting the spectral masking 

properties of the human auditory system. On the same baseline, the implemented 

work in this thesis showed that the periodicity of voieed speech segments could be 

greaUy enhanccd by further weighting the mean squan'd error between the harmonies 

of the speech spectrum. The incorporation of the harmonie noise weighting technique 

in the analysis-by-synthesis loop increased the accuracy of the CELP error criterion, 

as the masking prf)perties of the spectral harmonie regions were better exploited. 

Finally, on the decoder side, the reconstructed speech quality was also enhanced 

by adaptive short-term and long-term postfiltering. A brighter speech was the net 

perceptual result. 

The Ia."t developement stage in the coding scheme addressed the limitations of 

confining the optimization of the CELP parameters to a speech subframe duration. 

Dy allowing suboptimal pa.rameter values to be quantized at a given suhframe, the 

consequellt.ly optimizf'd parameters for the following subframe turned out to yield in 

more thall 80 % of the cases a lower mean squared error than that resulting from in­

dependcllt parameters optimization for the two consecutive subframes. Those results 

have led to the ~Iaboration of a delayed-decision coding scheme conceptually similar 

to trellis C'oding principles. An accumulated minimum mean squared error cost was 

assigned to l'very path in a delayed-decision coding tree whcre a maximum number 

of allowable paUls \Vere kept at every subframe stage. At the last subfram.J stage, the 

path with the minimum accumlliated mean sqllared error had its quantized parame­

ters transmit.ted for t.he total of five sllbframes in one frame. Substantial perceptual 

improvcmcnt,s in the coding quality resulted Crom this scheme, quantitatively equiva-
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lent to over 2 dB increases in SNR measures, The major dl'awback in this Scll('nU' is 

however the increased computational complexity issue, Ont' coulcl also wOl'l'y ahollt. 

the effect of channel errors propagation along the delayt>d-d('cÎsion ('()ding ta'c't' st.ag('s, 

Nevertheless, sinee the work in this tll('sis was only al the ex p('l'i I1lt'lI t, <t 1 It'vc'I, Wlll­

plexity reduction was not the major target and the eod('" p(,l'fol'lnall('(' w<ts c'v"luat,t'd 

in error-Cree channel conditions, 

Informai comparison Iistening tests betwœn the complct,('d CELP ('ü<ling SdWlllt' 

and a 7-bit log PCM coder revealed that the quality of HU' t,wo \'('('Ollstl'llrt,,'d Spt,('('" 

versions was perceptually cquivalcnt, Morcovcr, c1eal'er CELP ('o(lt'd SP("'('1a n'slIlt,t'(1 

in sorne voiced regions, due to the periodicity enhancemellt. t.edIllÎ(lllt'S t'llIplny.'(\. 

The CCITT specifications for standardizing the 8 kb/s cod.,., 1'('(llIi.,c' il on"-way 

coding delay less than 10 ms, Investigations in this wOl'k have 1)t'(,11 fiUTit·d Ollt, 

to lower the adopted 20 ms coding delay, The speech qllalit.y slIfr,"'c'd slight.ly fmm 

reducing this delay to 16 ms, and toll-quality was lost, As it was IIl<'nt,iOIl('d pl'c'viollsly, 

the Low-Delay CELP coder operating at 8 khls [7] ha.'i dlarad.t'I'ist,i(·s .. hat. fU'" tilt' 

closest to the CCITT specifications, but does not achievc y(~t. t.oll-(I"alit,y ('otling, Th.· 

quality enhancement that resultcd from the combined hal'lJlonif and SI)('d, l'al noist' 

weighting scheme and especially from the delayed-decisioll coding t.t~dllli(lllf' al. 110 

extra bit rate penalties is a very encouraging step toward futul't' n·st'ill'd. ill fJ('hit'villP; 

toll-quality coding at medium bit rates, Starting from tht~ Low-I}t'Iay 8 kh/s (:ELP 

coder, perceptual enhancement techniques should be abl(' t.o ill('rt~ase t.ht, ('(ult'fl SI)('f'(:h 

quality, and eventually reach the performance of a 7-bit, log PCM l:O<lf'J' WiUl t.ll(' 

application of delayed-decision coding, The latter improvt'lIumt mdt.od (,illl IIOW"W~I' 

quickly increase the computational complexity of low-dday cod illg applinüiolls, as t.Iu· 

parameter update rate becomes much more frcquent (sllortpr suhfrilrtlt's) ill iul.lit.ioll 

to the LPC parameters being backward adapted, Such dwract.t·rist.ics al'(' l'I·rlt·(-t,.·c1 ill 

an increased number of stages in the dclaycd-dccision trCt! as w.'11 as a separa".' LPC 

analysis for every alternative (path) at a givcn stage in the t.f{~(~, Pl'Oœ('lurt'~ 1.0 brillg 

down the complexityof delayed-decision coding in a backward adapti w' LP(: allitlysis 

coding environment might be the solution for attaining toll-qualit.y wlU'1I low t;()(ling 

delay constraints are imposcd, 
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Appendix A 

An efficient polyphase network for the eommon 1-to-D digital interpolator is de­

rived in this appcndix, followed by a brief overview on sorne of the properties of the 

polyphase filt.{~rs IIsed in the structure. 

A block diagl'am for a sampling rate increase by D is given in Fig. A.l. The 

sampling rate expalldcr ins(!rts L -1 zero valued sarnples between each pair of samples 

(~f x(n) to yicld the signal w(n): 

w(m) = {X(D)' m = O,±D,±2D, ... 
0, otherwise 

(A.1) 

The spcctrum of w(m) wiII eontain the baseband frequenciesof interest (-1r / D to 1r/ D) 

plus images of the baseband centered at harmonies of the origind.i : 3.rnpling frequency 

±21r/D,±47r/D, .... The base band signal is recovered by passing w(m) through an 

id('al digit.al low-pass filtcl' hf,p(m). In the frequency domain, the ideal fil ter response 

lIu~(cJtU) is knowll to bc: 

_ {D, 
0, 

Iwl ~ fJ 
otherwise 

(A.2) 

.r(n) 

----..·11 D 

w(m,) "l ___ :-Y_(m_)--+_ _ hLP(n) 

Figure 1\.1: 810ck diagram for interpolation by an integer factor D . 
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and the interpolation output signal y(m) will be: 

(1\.:1) 

The output signal y(m) can be expressed as t.he convolut.ion of t.llt' input. si,!!,lIal wit.h 

the impulse response of the ideal low-pass filt.~r hLJ.(m), Wl'itl.t'Il as 

y(m) 00 ". = L "1,/,(111 - ".) ,l'(l-J) 
k=-oo /J 

00 (1\.'1) 
= L "u·(m-d)) ,1'(1'). 

r=-oo 

By introducing the change of variable 

r = lmJ - -n 
D 

where LaJ is the least integer less than 01' ('quai to a, Eq. (AA) het'OIll('S: 

~ m 111 
y(m) = n~oo hLP(m - L J)J D + nJ) J'U J) 1 - 11). (A,(l) 

With the modulo notation m EB D bcing mOl'e coml)ad fol' ut - l7;J, t.11t' OUt.pllt. 1I( m) 

is finally expressed as: 

~ fit 
y(m) = n~oo hLP(nD + ln œ D) :r(l DJ - 11). (A.7) 

The coefficients of the low-pass filter impulse response in (A.7) ('ail J.(. (1('lIot,(· .. 1 hy 

9m(n), where 

(A.H) 

for ail m and n. The set of co(~mcients {!Irn(n)} can 1)(' S('('II ilS il I)('riodif'itlly t.irrw 

varying filter with period D. y( D) is thus gefl(~rated using Hw HalJl(! sd of (o(·ffiei'·lIb 

{go(n)} as for y(O), y(D + 1), likc y(I), uses {YI (n)}, and so 011. 011 HU' OU.,.I IJalHl, 

the input signal x(n) increases by one sample for (!v(!ry D out.put salllples. III gml('r;tl 

the output samples y(rD), y(rD + 1), ... , Y(l·/.) + J) - 1) are ohtaillf'd frolll tI.,. input. 

samples x(r - n). The signal x(n) is tiaus updated al the low salllplillg rat .. · 1", w"il(' 

the output y(m) is evaluated at the high sampling rate /JI, . 
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x(n) y(nD) 

Po(n) 

y(nD+ 1) 

y(nD+D~ 

L..-._",+O_, (n)ll ... -f-~--' 

y(m) 

Df~ 

Figure A.2: Commutator model for a 1 - to - D interpolator. 

The idcal low-pass filter impulse response hLP(m) can be partitioned into D filter 

subsets operating at the low sampling rate. These subsets are D separate linear time­

invariant. filtprs, pu(n),PI(n)"",PD_I(n), known as polyphase filteTs. The k - th 

polyphase filt.er is given by: 

(A.9) 

for 0 $ k $ J) - 1 and aIl 71. With the help of (A.8), the expression for the polyphase 

filt(!rs becomes 

Pk(n) = hLP(nD + k) k:;; (, !, 2, ... ,D - 1 (A.I0) 

for ail n. For each new input. sam pie x(n), D s,~mples y(nD+k) will thus be generated 

as the output of the D successive polyphase filters. 

With t.h .. polyphase filtering structure now introduced, the 1- to- D interpolator 

l'an be (,mcicntly ff'presented by the counterclockwise commutator mode} shown in 

Fig. A.2. The filtering in the polyphase ihterpolation network is performed at the 

low sampling rat,e. For each input, sample l'(71), the commutat.or sweeps thl'Ough the 

D I)olyphas(' pat.hs to get D output samples of y(m). 

Taking a closer look at the definition of the polyphase filtel's in (AJO), it is seen 

that. they correspond t.o decimated versions (by a factor of D) of the low-pass filter 
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Figure A.3: Polyphase filters properties: (a) fractiollill silIllpl(· pllas(' shifts il Il.1 (1.) 

all-pass frequency rcsponse. 

hLP(m). This ideal low-pass filtcr is very oftcn appl'oxilrlitt.(·d hy lirwal' pllas(' FI ft 

filter h(n). The corresponding polyphase filt.ers will nat.llrally .. Iso 1)(' fillit..·, Fig. 1\ .:1 

(a) exampJifies the decimation proccss for ail intcrpolat.ioll fado 1 J) == :1 alld il !J-t.ap 

FIR interpolator. The FIR intcrpolator is shown 1.0 1)(· symHU't.ri( il I,ollt. 1ft - -: 1, ami 

thus having a flat delay of 4 sam pies. The poillts of syrrllllf·t.ly of t1w (·lIv,·lop.·s Hf 

Po(n), pt(n), and p2(n) are respcctivcly al. 1/:1 of a siulIpl«·, ()JI(' S""II,I(·, illld 'l./a of ra 

sample. Different phase shifts arc thus associatcd with Hu: .lifl'f'J'(·IIt. FlIC polyphahf' 

filters, and hence justifying the origin of t.he t(~rminology. (;(,11(" ally, if t.11f' FIH low­

pass filter approximation is of Icngth N, the polyphase filtt'I's will 1)(' of 1"/11-',1.11 N / /J. 

Choosing N to be a multiple of D will yicld polyphase filt,Ns of t.lw ~ilfll(~ 1(·lIgt.h, 

II' 

1/' 
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Fig. A.:J (1,) shows the scaling of the polyphase filters frequency response Pk(e1W ) 

from the rallgf! 0 < 1lJ ~ 1r / J) corresponding to the ideallow-pass filter response to the 

rang(! 0 ~ w ~ 1r, duc to th(! decimation proccss. It can hence be concluded that FIR 

polyphase filtns approximatc idcal all-pass linear phase filter characteristics, with 

cach valuf! of k corrf!sponding to a diffcrcllt phase shift . 
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Appendix B 

This appendix briefly details the compllt.at.ion ami tlJ(' Illliforlll (11I,Int.iz,It.ioll sdll'llIC' 

of the frame energy. It also iIlustrates tlU' illt.l'fpolilt.ioll prorl'dlll'I' IIsc'd 1.0 oh! ain t1 ... 

subframe ellcrgy est.imat.<'s neccssary for t.he· n'("ove'l'y of t.hc' cocl .. hook /-'"IÎlIs 

As shown in Fig. B.1, t.he computat.ion of tlU' fralllt' c'lIc'rp,y is h"sc'cl 011 OIlC' .IIlalysis 

frame rather t.han on one frame to be (·II('o<l.·d in ortlc'" to pn'sP!'v«' c Ollt.illllit v in HIC' 

subframe energy estimatcs. Assuming tllf' or(l('r of predictioll t.o lu' l' ,lIId t.Ilf' illI,tlysis 

frame length to be NA, the framc energy of t.1U' illpllt spc'I'rh .o;( Il) is giwlI l,\,: 

where 

R(O) = +(0,0) + +('1,1/) 

2( N/, - 1') 

NA 

4»(i, k) = L .<;(11 - i) .. ~(n - ~'). 

The energy normalized by Rmax = Sma.T(,,)2 i Il cxprf'ss(·d i Il t.he log (Iollla i Il ilS: 

RdH = 10 log( 11(0)/ U"IClI)' 

(11.1) 

(B.~) 

( H.:l) 

The implemented 5-bit uniform <llIallt.iz('f has 2 dB widt.1I hills IIl1ifol'lllly (lis­

tributed along the log-encrgy range. The t.rallsflliU,('c! (1IIalltiz<lt.ioll illflc·x 1 is IWll('c' 

determined according to the following (~<JuatiofJs: 

1 = {o if RdH < -72 
1 ... 31 S.t. Il - (lidH + 66)/21 is lIIillillWI 

From this transmitted index, the encrgy 011 the d(~wd('r sid(! is 1"(!('oveJ'(!t! l,y: 

{ 

Rmax 10{21-fl6)/JO 
R(O) = 

o 
1#0 
1=0 

(BA) 

(B.!> ) 
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Subframe energies R .. (O) 

WeiglltH: o 3/4 1/4 1/2 1/2 1/4 3/4 0 1 

_----P-l--uu.IIIII .......... II~ ........... 1II1 ........ 111~ . .-M&IIIII........-III' ........... IIIIIAIII-III' ............ IIIIIIIII-III~ _--.. speech data 
Suhf.l Suhr.2 Subf.3 Subr.4 Subr.5 

speech data 

Past ANALYSIS frame Present ANALYSIS frame 

Figure Il.1: Interpolation scheme for the subframe energy estimates. 

The subframe encrgy estimation R .. (O) is based on a dlfect interpolation of the past 

analysis frallU' (Illantiz(~d encrgy Rput(O) and the present analysis frame quantized 

enf'rgy flpr,."ent(O). In other terms, it is obtained as a weighted cornbination of the 

quantized frame encrgies: 

(8.6) 

with the wcighting seheme {w.} iIIustrated in Fig. 8.1. 
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