
On the co-design of electronics and photonics

for optical communication

Bahaa Radi

Department of Electrical & Computer Engineering
McGill University

Montréal, Québec, Canada
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Abstract

The explosive growth of internet traffic has led to an increase in data communication

within data centers that use optical interconnects for communication. This calls for the

development of low-power, high-speed, and high-sensitivity optical receivers to support this

increased communication. Additionally, with silicon photonic technologies offering new

design opportunities, the co-design of electronics and photonics could lead to more efficient,

improved receivers. Under the umbrella of electronics/photonics co-design, this thesis

explores two themes: 1) the design of energy-efficient optical receivers that leverage silicon

photonics to replace clock phase generation circuits and, 2) the implementation of passives,

that are conventionally found on the electronic side, in the silicon photonic technology

stack.

Under the first theme, three optical receivers are designed. The first receiver is a

conventional front-end 12.5 Gb/s optical receiver that uses a silicon photonic structure to

split the input signal into four data streams and delay each stream by one bit relative to

the next. In this fashion, demultiplex-by-four outputs, that are conventionally obtained by
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using four quadrature phases, can be obtained with only a single clock phase. This

technique reduces the power consumption of clock phase generation from 30-45 % as

reported in the literature to around 10 % of the total power consumption of the receiver.

This receiver has an energy efficiency of 1.93 pJ/bit and a sensitivity of -4 dBm excluding

optical splitting losses. The second receiver improves upon the first receiver by using a

high-bandwidth gain-improved transimpedance amplifier with a pseudo-differential-output

followed by a comparator. This receiver also reduces the number of data streams from four

to two, decreasing the optical losses at the input and simplifying the receiver. This receiver

achieves a speed of 17 Gb/s, a sensitivity of -7 dBm including 3 dB optical losses, and an

energy efficiency of 156 fJ/bit, the best reported energy-efficiency at the time of writing

this thesis. Finally, to improve the speed, a third receiver with a novel two-bit integrating

front was developed. The low-bandwidth front-end of this receiver allows the receiver to

operate at higher data rates for a given bandwidth and addresses the issue of having

conventional power-hungry transimpedance amplifiers at the input that do not scale well

with the technology node. This receiver achieves a speed of 22 Gb/s. All three receivers are

fabricated and validated experimentally.

The second theme explores three passive structures implemented in the silicon

photonics stack. The first is a 15 GHz on-chip monopole antenna. The antenna is designed,

fabricated, and RF inter-chip data transmission in silicon photonics is demonstrated for the

first time. The second structure explores the design of a low-pass filter driven by a
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photodetector. Design methodology, fabrication, and measurements are presented and

compared to simulation values. Finally, a moving average filter is developed using optical

delay lines, photodetectors, and a capacitor. Experimental validation confirms proper 1-bit

moving average operation at 2.5 Gb/s, and 2-bits moving average operation at 5 Gb/s.
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Abrégé

La croissance explosive du trafic Internet a entrâıné une augmentation de la

communication de données au sein des centres de données qui utilisent des interconnexions

optiques pour la communication. Cela nécessite le développement de récepteurs optiques à

basse consommation, haute vitesse et haute sensibilité pour soutenir cette communication

accrue. De plus, avec les nouvelles opportunités d’innovation offertes par les technologies

photoniques en silicium, la co-conception de l’électronique et de la photonique pourrait

mener à des récepteurs plus efficaces et améliorés. Sous l’égide de la co-conception

électronique / photonique, cette thèse explore deux thèmes: 1) la conception de récepteurs

optiques écoénergétiques qui exploitent la photonique au silicium pour remplacer les

circuits de génération de phase d’horloge et, 2) la mise en œuvre d’éléments passifs, qui

sont conventionnellement trouvés du côté électronique, dans la technologie photonique en

silicium.

À propos du premier thème, trois récepteurs optiques sont conçus. Le premier récepteur

est un récepteur optique frontal classique de 12.5 Gb/s qui utilise une structure photonique
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en silicium pour diviser le signal d’entrée en quatre flux de données et retarder chaque flux

d’un bit par rapport au suivant. De cette manière, les sorties démultiplexées par quatre,

qui sont généralement obtenues en utilisant quatre phases en quadrature, peuvent être

obtenues avec une seule phase d’horloge. Cette technique réduit la consommation d’énergie

dans la génération de la phase d’horloge de 30 à 45 % comme indiqué dans la littérature à

environ 10 % de la consommation d’énergie totale du récepteur. Ce récepteur a une

efficacité énergétique de 1.93 pJ/bit et une sensibilité de -4 dBm excluant les pertes de

division optique. Le deuxième récepteur améliore le premier récepteur en utilisant un

amplificateur à transimpédance à bande passante élevée et à gain amélioré avec une sortie

pseudo-différentielle suivie d’un comparateur. Ce récepteur réduit également le nombre de

flux de données de quatre à deux, ce qui diminue les pertes optiques à l’entrée et simplifie le

récepteur. Ce récepteur est capable d’atteindre une vitesse de 17 Gb/s, une sensibilité de -7

dBm incluant des pertes optiques de 3 dB, et une efficacité énergétique de 156 fJ/bit, ce qui

est la meilleure efficacité énergétique rapportée au moment de la rédaction de cette thèse.

Enfin, pour améliorer la vitesse, un troisième récepteur avec un nouveau front d’intégration

à deux bits a été développé. Ce récepteur frontal à faible bande passante permet au

récepteur de fonctionner à des débits de données plus élevés pour une bande passante

donnée et résout le problème d’avoir à l’entrée des amplificateurs de transimpédance

énergivores qui ne s’adaptent pas bien avec le nœud technologique. Ce récepteur atteint

une vitesse de 22 Gb/s. Les trois récepteurs sont fabriqués et validés expérimentalement.
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Le deuxième thème examine trois structures passives implémentées dans la technologie

photonique en silicium. Le premier est une antenne monopôle sur puce de 15 GHz. L’antenne

est conçue, fabriquée et la transmission de données RF entre puces en photonique sur silicium

est démontrée pour la première fois. La deuxième structure explore la conception d’un filtre

passe-bande connecté à un photodétecteur. La méthodologie de conception, la fabrication

et les mesures sont présentées et comparées aux valeurs de simulation. Enfin, un filtre à

moyenne mobile est développé à l’aide de lignes à retard optiques, de photodétecteurs et

d’un condensateur. La validation expérimentale confirme le fonctionnement de la moyenne

mobile à 1 bit à 2.5 Gb/s et le fonctionnement à moyenne mobile de 2 bits à 5 Gb/s.
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Chapter 1

Introduction

Over the past few years, internet traffic has increased significantly and was projected to

increase from 4.7 Zettabyte in 2015 to 15.3 Zettabyte in 2020 as shown in Fig. 1.1 [1]. This

increase is caused by the expanding use of high definition online streaming, cloud storage,

cloud computing, social media, and gaming streaming services among other data-hungry

services. This projection does not account for the on-going pandemic that would increase

data usage due to more people working from home and having more time to use online

services.

Interestingly, most data traffic, 77 %, takes place within the data center as shown in

Fig. 1.2 [1]. To support traffic of this magnitude within data centers, optical interconnects

offer an attractive alternative to copper interconnects that suffer from many limitations

at high-speed. In order to accommodate these optical interconnects within data-centers,
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Fig. 1.1: Data traffic per year in data centers [1].

Fig. 1.2: Data traffic breakdown by destination [1].

high-speed and energy-efficient optical receivers are required.

1.1 Motivation

The advent of optical interconnects in data centers requires the design of energy-efficient

optoelectronic transceivers. In the near term, to improve the bandwidth and reduce the

power consumption of optoelectronic transceivers, optical I/O solutions must integrate
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electronic and photonic elements in the package [2]. This integration provides an

opportunity where photonic elements can be used to perform optical data processing

potentially eliminating or replacing certain electronic circuit blocks in optoelectronic

transceivers and improving their overall energy efficiency. For example, in [2], modulators,

waveguides, and photodetectors are integrated with a CMOS transceiver. In [3], an

add/drop wavelength filter is integrated with a CMOS receiver. In [4], an optical

wavelength interleaver is integrated with a CMOS transceiver.

Silicon photonics is a logical candidate to realize this approach as its manufacturing

leverages the existing CMOS technology infrastructure.

This motivates the co-design of electronics and photonics to meet the requirements of

optical interconnects in data centers. It also motivates exploring the feasibility of developing

passives in silicon photonics that are usually found on the electronic integrated circuit side

as it may lead to the development of better integrated co-designed electronic/optical systems

1.2 Thesis objectives

The primary objective of this thesis is to develop an energy-efficient, high-speed,

high-sensitivity optical receiver that leverages silicon photonics to improve the performance

of the system. More specifically, the thesis will attempt to validate the following two

hypotheses:
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• Clock generation for optical receivers can be constructed from optical delay lines instead

of electronic delay lines to achieve less power consumption and higher energy efficiency.

• An optical receiver can be constructed in silicon that uses a low-bandwidth front-end

electronic circuit of less than 0.7×data-rate to achieve the given data-rate throughput.

To this goal, three integrated circuits were developed and measured. The first receiver

in [5] explores the potential of using silicon photonic delay lines to replace quadrature clock

phase generation circuits in optical receivers. The second receiver in [6] applies the same

concept to a two clock phase optical receiver and simplifies the first design in an attempt

to achieve better power consumption and sensitivity. The third receiver in [7] employs the

same concept but also presents a novel low-bandwidth front-end to boost the speed of the

receiver.

A secondary objective is to explore the potential of implementing passive components

in the silicon photonic platforms. This exploration may lead to better co-designed

optical/electronic systems and reduced cost. More specifically, the thesis will attempt to

validate the following two hypotheses:

• An on-chip antenna can be integrated in a silicon photonic fabrication technology.

• An RC filter and moving average filter can be integrated in a silicon photonic fabrication

technology.
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To validate this, three different implementations are explored. The first is an on-chip

antenna in the silicon photonics platform. This studies the feasibility of doing wireless RF

inter-chip data transmission in the silicon photonics platform. The second implementation is

a low-pass filter driven by a photodetector. This implementation studies the idea of relocating

bulky passives such as capacitors and resistors from the integrated circuit side to the silicon

photonics platform to potentially save cost. Finally, the third implementation combined

optical delay lines, photodetectors, and a capacitor to develop a moving average filter. A

moving average filter in the silicon photonics platform may be valuable for the emerging

low-bandwidth optical receivers and has the potential to enable the design of receivers with

superior performance.

These objectives are summarized below:

• Develop optical receivers that leverage silicon photonics.

– Develop an optical receiver that uses silicon photonic delay lines to replace

quadrature clock phase generation in optical receivers.

– Develop a single-phase optical receiver the leverages silicon photonics to simplify

the design which may lead to improved performance.

– Develop an optical receiver with a novel low-bandwidth integrating front-end that

may lead to achieving higher data rates.

• Develop passives in the the silicon photonics platform to explore their potential. This
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may enable the development of better integrated co-designed systems.

– Develop an RF antenna in the silicon photonics platform and explore the

possibility of inter-chip transmission.

– Develop an RC filter in the silicon photonics platform.

– Develop a moving average filter in silicon photonic that may prove valuable at

the front-end of the emerging low-bandwidth optical receivers.

1.3 Claim of Originality

The high-level engineering attempt to boost performance is the co-design and co-optimization

of electronics and photonics. This design mentality allowed the proposed systems to achieve

better performance than other receivers. The specific advances and conurbations are detailed

below:

• Two optical receivers with conventional front-ends that leverage optical delay lines

were developed. This novel technique simplifies clock phase generation in optical

receivers to achieve improved energy efficiency and reduce clock generation power

consumption. The first receiver, presented in chapter 3, is a first demonstration that

used silicon photonic delay lines to replace clock phase generation circuits. While the

silicon photonic delay lines were published by the group prior to the start of this

Ph.D., the contribution presented in this thesis is the first demonstration of the IC
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chip leveraging the optical delay lines. This is more of a demonstration of feasibility

rather than an engineering advance attempt attempt since the design approach is an

invention (patent no 9,917,650) and this PhD prototyped the novel front-end. The

second receiver presented in chapter 4 is a simplified receiver that leverages optical

delay lines to achieve a demultiplex-by-two operation. The engineering advance here

is the simplicity of the design and the removal of the voltage gain stages. The result

of this is the superior energy efficiency achieved by the receiver. Both receivers are

demonstrated experimentally [5, 6]. The authors of [6] believe that the energy

efficiency achieved of 156 fJ/bit is the best reported compared to the state-of-the-art.

• A novel optical receiver with a low-bandwidth two-bit integrating optical front-end

was developed that in addition to leveraging optical delay lines for clock generation,

employs a novel low-bandwidth front-end to achieve high-speed of operation. This

third receiver, presented in chapter 6, utilizes an integrating front-end to achieve high-

speed in the CMOS 65nm technology node. The engineering advance is the innovative

integrating front-end described in the chapter. This receiver was verified through

experimental measurements with a photodetector array [7] and achieves a speed of

22 Gb/s with an energy efficiency of 1.43 pJ/bit.

• An on-chip antenna in silicon photonics stack was developed and inter-chip was

demonstrated for the first time in this stack. Antenna design, fabrication, and

measurements are described in detail [8]. The antenna may be used for inter-chip
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communication applications involving a central control unit or microprocessor and

several optical receivers without the need for wire bonding.

• An RC filter and a moving average filter were developed in the silicon photonics

platform. These two implementations allows for the relocation of some passives from

the integrated chip side to the photonic chip side potentially saving cost and allows

for better designed integrated systems. Both filters were designed, fabricated, and

verified experimentally [9, 10]. The moving average filter and the low-pass filter are

exploratory research ideas that could potentially be eventually integrated within the

optical receiver. For example, the moving average filter could be used to replace the

reset function in the receiver that is proposed in chapter 5.

• The passive structures in silicon photonics designs are not engineering advances that

attempt to improve performance, but rather explorative and innovative designs that

attempt to assess and measure the feasibility of passives in the SiPh platform.

1.3.1 Publications and contributions of the author

The contents of this thesis are presented in several publications that include six journal

articles, and one conference proceeding. The following is a list of publications and

contributions of the author. The conference paper used in this thesis, [11], acts as a survey

of electronic and optical delay lines and is presented in background section. Each of the
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optical receivers is presented in a separate journal paper [5–7], and each of the three

passives implemented in the silicon photonic stack is presented in a separate journal

paper [8–10].

Additionally, the author authored and co-authored four additional conference

publications not related to this thesis [12–15].

Peer-reviewed Journal Articles:

[5] B. Radi, M. S. Nezami, M. Ménard, F. Nabki and O. Liboiron-Ladouceur, ”A 12.5 Gb/s

1.93 pJ/bit Optical Receiver Exploiting Silicon Photonic Delay Lines for Clock Phases

Generation Replacement,” in IEEE Transactions on Circuits and Systems II: Express

Briefs, doi: 10.1109/TCSII.2019.2952591 (Early access).

B. Radi: Proposed the idea, designed and drew the layout of the receiver, performed

all the measurement, and wrote the manuscript.

M. S. Nezami: Assisted with the measurements.

M. Ménard: Provided feedback, edited, and reviewed the manuscript.

F. Nabki: Provided feedback, edited, and reviewed the manuscript.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

[6] M. Taherzadeh-Sani, B. Radi, M. S. Nezami, M. Ménard, O. Liboiron-Ladouceur and

F. Nabki, ”A 17 Gbps 156 fJ/bit Two-Channel Optical Receiver With Optical-Input
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Split and Delay in 65 nm CMOS,” in IEEE Transactions on Circuits and Systems I:

Regular Papers, doi: 10.1109/TCSI.2020.2976197 (Early access).

M. Taherzadeh-Sani: Designed and drew the layout of the receiver, performed

measurements, and wrote the manuscript.

B. Radi: Involved with the design and the measurements of the receiver. Assisted with

drafting the manuscript.

M. S. Nezami: Assisted with the measurements.

M. Ménard: Provided feedback, edited, and reviewed the manuscript.

O. Liboiron-Ladouceur: Provided feedback, edited, and reviewed the manuscript.

F. Nabki: Supervised the work, edited, and reviewed the manuscript.

[7] B. Radi, M. Taherzadeh-Sani, M. S. Nezami, F. Nabki, M. M´enard, and O. Liboiron-

Ladouceur, “A 22 Gb/s time-interleaved low-power optical receiver with a two-bit

integrating front-end,” IEEE Journal of Solid-State Circuits (Accepted, ID: JSSC-19-

0447.R2).

B. Radi: Proposed the idea, designed and drew the layout of the receiver, performed

all the measurements, and wrote the manuscript.

M. S. Nezami: Assisted with the measurements.

M. Taherzadeh-Sani: Provided feedback on the design and assisted with revisions.
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F. Nabki: Provided feedback, edited, and reviewed the manuscript.

M. Ménard: Provided feedback, edited, and reviewed the manuscript.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

[8] B. Radi, A. S. Dhillon and O. Liboiron-Ladouceur, ”Demonstration of Inter-Chip RF

Data Transmission Using On-Chip Antennas in Silicon Photonics,” in IEEE

Photonics Technology Letters, vol. 32, no. 11, pp. 659-662, 1 June, 2020, doi:

10.1109/LPT.2020.2991118.

B. Radi: Proposed the idea, designed, and drew the layout of the antenna, performed

all the measurements, and wrote the manuscript.

A. S. Dhillon: Assisted with the measurements.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

[9] M. S. Nezami, B. Radi, A. Gour, Y. Xiong, M. Taherzadeh-Sani, M. Ménard, F.

Nabki, and O. Liboiron-Ladouceur, ”Integrated RF Passive Low-Pass Filters in Silicon

Photonics,” in IEEE Photonics Technology Letters, vol. 30, no. 23, pp. 2052-2055,

2018, doi: 10.1109/LPT.2018.2875895.

M. Sanadgol Nezami: Measured the filter and wrote the manuscript.

B. Radi: Assisted with the design, with measurements, and with the drafting of the

manuscript.
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A. Gour: Assisted with the design.

Y. Xiong: Assisted with the design.

M. Taherzadeh-Sani: Provided feedback on the manuscript.

M. Ménard: Provided feedback, edited, and reviewed the manuscript.

F. Nabki: Provided feedback, edited, and reviewed the manuscript.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

[10] M. S. Nezami, B. Radi, M. Taherzadeh-Sani, Y. Xiong, M. Ménard, F. Nabki, and

O. Liboiron-Ladouceur, “A high-speed moving average integrator in silicon photonics

for TIA-less receivers,” IEEE Photonics Technology Letters (Accepted, ID: PTL-37154-

2020.R1).

M. Sanadgol Nezami: Measured the filter and wrote the manuscript.

B. Radi: Generated the idea, assisted with the design, with measurements, and with

the drafting of the manuscript.

Y. Xiong: Designed the filter.

M. Taherzadeh-Sani: Provided feedback on the manuscript.

M. Ménard: Provided feedback, edited, and reviewed the manuscript.

F. Nabki: Provided feedback, edited, and reviewed the manuscript.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.



1. Introduction 13

Peer-reviewed Conference Articles:

[11] B. Radi, A. S. Dhillon, and O. Liboiron-Ladouceur, “Towards integrated rf

photodetector-antenna emitters in silicon photonics,” in 2020 IEEE Photonics

Conference (IPC) (Accepted, Paper ID = 147, Conference date: September 28th –

October 1st, 2020).

B. Radi: Wrote the manuscript.

A. S. Dhillon: Assisted with the measurements.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

[16] B. Radi and O. Liboiron-Ladouceur, “A survey of optical and electronic delay lines

with a case study on using optical delay lines in 65nm CMOS optical receivers,” in

2020 IEEE International Midwest Symposium on Circuits and Systems(MWSCAS)

(Accepted, Paper ID = 3226, Conference date: August 9th – August 12th, 2020).

B. Radi: Wrote the manuscript.

O. Liboiron-Ladouceur: Supervised the work, edited, and reviewed the manuscript.

Peer-reviewed Conference Articles not related to this thesis:

[12] Y. Xiong, F. G. de Magalhães, B. Radi, G. Nicolescu, F. Hessel, and

O. Liboiron-Ladouceur, “Towards a fast centralized controller for integrated silicon

photonic multistage MZI-based switches,” in 2016 Optical Fiber Communications



1. Introduction 14

Conference and Exhibition (OFC), pp. 1–3, 2016.

[13] V. E. Paul, B. Radi, V. Tolstikin, and O. Liboiron-Ladouceur, “A technology-based

comparative study for the optoelectronic integration of optical front-ends,” in 2016

Photonics North (PN), pp. 1–1, 2016.

[14] B. Radi, V. E. Paul, V. Tolstikhin, and O. Liboiron-Ladouceur, “Comparative study of

optoelectronics receiver front-end implementation in InP, SiGe, and CMOS,” in 2016

IEEE Photonics Conference (IPC), pp. 222–223, 2016.

[15] H. R. Mojaver, A. Das, B. Radi, V. Tolstikhin, K.-W. Leong, and O. Liboiron-

Ladouceur, “Scalable SOA-based lossless photonic switch in InP platform,” in Optical

Interconnects 2020 (Accepted,Paper ID = 25, Conference date: September 27th – Oct

1st, 2020).

1.4 Thesis Organization

This thesis consists of two themes: the co-design of electronics and photonics for optical

receiver design and the implementation of passives in silicon photonics. Chapter 2 reviews

some background information necessary to understand the contents of this thesis. The first

theme is covered in Chapter 3, Chapter 4, and Chapter 5. Chapter 3 describes the design

of a 12.5 Gb/s demux-by-four receiver with a conventional front-end that leverages silicon

photonic delay lines for clock phase generation. Chapter 4 describes a 17 Gb/s demux-by-
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two receiver that leverages the optical delay lines to simplify the receiver and the clocking

to achieve superior energy efficiency. Chapter 5 describes a novel optical receiver with a

low-bandwidth two-bits integrating front-end and achieves a speed of 22 Gb/s. All three

receivers are implemented in CMOS 65 nm and are verified experimentally. The second

theme is covered in Chapter 6, Chapter 7, and Chapter 8. Chapter 6 describes the design

of a 15 GHz RF antenna in silicon photonics. This chapter also describes, for the first time,

the demonstration of inter-chip data transmission in silicon photonics. Chapter 7 presents

the design of a low-pass RC filter in the silicon photonics process. Chapter 8 is an extension

of chapter 7 and describes the implementation of a moving average filter in silicon photonics

using delay lines and on-chip capacitor. Finally, chapter 9 proposes suggested future work

and concludes the thesis.
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Chapter 2

Background

This chapter presents some background information necessary to understand and appreciate

the contents of this thesis. The first section provides general and basic information about

the silicon photonics process. The second section is a survey of commonly used electronic

and an overview of optical delay lines that will be used in the next three chapters. The third

section is a more detailed look at passive optical delay lines and provides information about

demultiplexing in optical receivers. Finally, the fourth section gives a general overview of

optical receiver design and challenges.

2.1 An overview of silicon photonics

This section provides a brief overview of the silicon photonics process. The silicon photonics

process by Advanced Micro Foundry (AMF) (formerly IME) is shown in Fig. 2.1 with some
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Fig. 2.1: Silicon photonics process cross-section [17].

device examples [17].

The process consists of a silicon-on-insulator (SOI) wafer with a 220 nm silicon layer for

devices and 2 μm buried oxide (BOX) layer. The device layer can be etched at 0 nm, 90 nm,

and 160 nm in addition to the standard etching at 220 nm. The process has 6 implants for

optical modulators (P++, P+, P, N++, N+, N) and Germanium deposition and implanting

for photodetectors. The process also provides contact vias and two Aluminum layers.

The stack of the Silicon Photonics process is shown in Fig. 2.2. The process consists

of a Si substrate that is 120 μm thick. On top of the substrate, there is a silicon oxide

layer (BOX) that is 2 μm thick, followed by a 220 nm Si layer. This layer can be etched to

build waveguides and grating couplers or implanted to make different components such as

photodetectors. Ge can be deposited on top of this Si layer to complete the structures of
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Fig. 2.2: Silicon photonics process cross-section [17].

the photodetector. The two metal layers can be connected to the 220 nm Si layer and each

other using vias. The metal layers are covered with oxide cladding.

The process allows for the fabrication of many devices such as the ones shown in Fig. 2.1.

A brief description of some of the devices that can be fabricated in the silicon photonics

process is provided next.

Grating couplers is a structure that allows the light to be coupled in and out of the

chip. Grating couplers are built by alternating the etching height which essentially means

periodically alternating the refractive index. This will lead to strong frequency (or

wavelength) selection and the incident light will be refracted along the coupler and

eventually be guided along a waveguide or from waveguide to free space.

Channel waveguides and rib waveguides are used to guide light on the silicon photonic

chip and serve as interconnects between different blocks on the chip. These waveguides can

have different insertion loss depending on the width and the structure used. For example,
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Fig. 2.3: Photodetector model in [19].

the insertion loss in the waveguides used in [18] is 3 dB/cm for 220 nm × 500 nm channel

waveguides and 0.2 dB/cm for 220 nm × 3 μm waveguides. These waveguides can be used

to build passive optical delay lines as detailed later in the chapter.

Photodetectors are key components used at the interface of optical chips and electronic

chips. Photodetectors are used to convert light into current through the absorption of

photons. They are characterized by their operating wavelength, bandwidth, and

responsivity. A photodetector, a model of which is shown in Fig. 2.3, is usually modeled as

a current source, Ipd, in parallel with a junction capacitance, Cpd, used to represent the

capacitance of the reverse-biased PN junction. The parallel combination of the current

source and junction capacitance is in series with a series resistance, Rpd, that represents the

effective resistance of the junction. Finally, an inductor, Lp, is used to represent the

peaking inductor (if used) and any bond wire parasitic inductance.
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The responsivity, R, of the photodetector relates the photocurrent generated to the

incident optical power, Popt, incident as shown in equation 2.1.

Ipd = R× Popt (2.1)

Electro-optic modulators are devices used to modulate the continuous light by applying

a voltage to a certain region of the device. The applied voltage will result in a change in

the refractive index and the change in the refractive index leads to phase change. The phase

change can be made out to be 0 degrees or 180 degrees by applying different voltages. It

is then possible to combine this modulated signal with a copy of the same signal to achieve

on-off keying modulation.

Directional couplers are devices that can be used as optical power splitters. Directional

couplers are created by placing two waveguides with a certain length in close proximity.

The fields will transfer from one waveguide to the other as they travel along the waveguide.

By choosing the proper length, the amount of field energy transferred can be effectively

controlled. This sets the power splitting ratio.

Finally, Y-branches are passive optical devices used to split the optical power in half.

This section provided a brief overview of the silicon photonic process and some of the

devices that could be implemented. Of importance to this thesis are waveguides,

photodetectors, directional couplers, and Y-branches. The following sections provide more

details about optical delay lines that are built using waveguides.
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2.1.1 Motivation for passives electronics in Silicon Photonics

Several aspects make silicon photonics an attractive platform for the implementation of

passives. The first aspect is the low cost per area which makes it a suitable platform to

host bulky passive components such as capacitors, inductors, and antennas. For example,

according to [20] the cost per mm2 for the photonic chip provided by Advanced Micro

Foundry (AMF) is $225 CAD as opposed $8,775 CAD for a chip implementation in TSMC

28 nm CMOS Process Technology. This is almost 40 times more expensive in this case.

Moreover, with more advanced technology nodes, the area that passives occupy becomes

increasingly larger compared to the numbers of transistors that could fit within the same

area. This makes the implementation of passives inefficient in advanced technology nodes.

To give a sense of the size passives can occupy compared to transistors, Fig.2.4 shows the

layout standard N-channel MOSFET with a length of 60 nm and a width of 200 nm next

to the layout of two metal-insulator-metal (MIM) capacitors in a CMOS 65 nm technology

process. The first is a 10 fF capacitor with length and width of 2 μm and the second is a

200 fF capacitor. It is evident that even small capacitors occupy much larger valuable area

compared to transistors giving motivation to relocating them when possible. Passives such

as antennas and inductors could occupy even larger areas. Further, as silicon photonics has

a typical minimum feature size above 100 nm, bulky passives fabrication can be done with

less advanced photolithography tools compared to advanced CMOS processes.

Another aspect that makes silicon photonics advantageous to use for the implementation
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Fig. 2.4: Layout of an N-channel MOSFET next to two MIM capacitors illustrating that
passives can much larger area compared to transistors.

of passives is the low substrate conductivity. In some CMOS processes, the substrate is made

conductive to avoid latch-up issues that may damage the chip. While this conductivity is

not a problem for digital circuits, it presents a challenge and degrades the performance of

analog circuits and RF passives. The silicon photonics process is characterized by its low

conductance substrate. This makes it suitable for the implementation of passives with a high

quality factor. For example, antennas favor low conductivity substrate. If the substrate is

conductive, electromagnetic power is dissipated as heat degrading the radiation efficiency of
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the antenna [21]. To avoid this in CMOS processes with high conductivity, etching could

be done to thin the substrate to reduce heat losses, but this increases cost. This is avoided

when the antenna is implemented in silicon photonics. There are other advantages for low

conductivity such as lower crosstalk between components and the suppression of substrate

noise.

The benefits of relocating passives from the IC side to the silicon photonics side are

summarized in Fig.2.5.

It should be noted the trade-off will be in achieving efficient, cost-effective packaging of

the IC chip and the silicon photonics chip. This will depend on the specific application and

may lead to other trade-offs such as increased complexity or higher power consumption.

To show the feasibility of designing passives in silicon photonics, experimental

demonstrations of implementations of an RC filter driven by a photodetector, a moving

average filter, and an antenna are presented in this thesis.

2.1.2 A note on process variations in Silicon Photonics

Process variations are an essential consideration when designing passives in the silicon

photonics platform. It is, therefore, critical to design for robustness. This can be done by

running corner simulations and Monte Carlo simulations and then taking the results into

account during the design phase. Additionally, because the process lacks MOSFET

switches, it might be needed to include feedback circuits from the IC to the SiPh side to
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Fig. 2.5: Summary of benefits of relocating passives from the IC side to the silicon photonics
side.

stabilize the performance of the passives. An example of this technique is presented in [3],

where a thermal tuning loop is used to stabilize the microring drop filter resonance

wavelength.

2.2 Motivation for optical versus electronic delay lines

Delay lines are used in many applications such as time-to-digital converters (TDCs) and

digital-to-time converters (DTCs) for the digitization of short time intervals. They are also

used in clock generation and clock distribution applications. Moreover, they are used in

signals deskew applications and for edge alignment.

Optical delay lines will be used heavily in the next three chapters. Consequently, in

this section, several CMOS and optical delay lines are reviewed and compared in terms of
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resolution, delay range, power consumption, and tunability. This comparison will highlight

the potential benefits of optical delay lines as compared to electronic delay lines. Subsection

2.2.1 describes some of the most used electronic delay lines. Subsection 2.2.2 describes

recent developments of optical delay lines. Subsection 2.2.3 briefly addresses some of the

considerations for selecting the optimum delay line for a given application.

2.2.1 CMOS Delay Lines

Electronic delay lines are the most commonly used due to their low complexity and low

cost. These delay lines can have a single output or can have multiple outputs where the

output corresponding to the required delay is selected. Delay line elements can be tuned

with an analog signal or can be digitally controlled. Four different delay line architectures

are reviewed in this subsection.

Inverter-based tapped delay line and single output delay line architectures

In the inverter-based tapped delay line architecture [22], delay line elements are cascaded

and the output corresponding to the required delay is selected. The most commonly used

delay element is an inverter, but other delay elements such as flip-flops [23] can be used as

well. This architecture is shown in Fig. 2.6. A mux is needed to select the required delay.

Alternatively, the single output implementation is shown in Fig. 2.7 and could be used to

eliminate the multiplexer. This delay line is digitally controlled using tri-state inverters that
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Fig. 2.6: Inverter-based tapped delay line.

are enabled and disable based on the required delay.

These architectures can have a wide delay range and the range increases with the number

of stages, but the resolution is limited to twice the gate delay of the delay element. Since

the resolution is set by the gate delay, it improves with the technology node where smaller

nodes allow for finer resolutions. The power consumption of this type of delay line is high

and increases with delay range as more delay elements are needed. These two delay lines

can only be exclusively used with digital signals such as clocks.

Sub-gate resolution two-path delay line

The architecture in Fig. 2.8 allows for sub-gate delays. In this architecture [24], the digital

input signal is fed to two different paths with a different delay (fast path and slow path).
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Fig. 2.7: Single output delay line.

MOS capacitors are used to slow down the signal in the lower slow path. The difference

between the two paths is less than a gate delay and hence a sub-gate delay is achieved. The

control signal is used to enable the appropriate path based on the required delay. The delay

range of this technique is limited, and the power consumption is higher than the previous

architectures discussed for a given range. This delay line does not scale linearly.

Fig. 2.8: Two path delay line capable of sub-gate delays.
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Analog delay buffer based delay lines

A delay line element that can be used to build analog delay lines is the analog buffer shown

in Fig. 2.9 [25]. This delay line is controlled by an analog signal and the delay is adjusted

by varying the control voltages VC and VCB which in turn changes the load of the circuit

changing the speed of the buffer. Analog buffer-based delay lines can have good resolution

but are power-hungry due to static power consumption.

Fig. 2.9: Analog buffer that can be used to delay analog signals and controlled through
adjusting the load.
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Supply voltage controlled and current starved delay lines

In these types of delay lines, either the supply voltage is used to control the delay of the

delay line (Fig. 2.10) using an analog signal [26], or the biasing current is changed using

a digital signal (Fig. 2.11) [27]. In either case, the current drawn is changed and the rate

at which the load capacitor is charged changes accordingly. The first technique requires a

supply source capable of providing substantial amounts of current and the resulting delay is

not as fine as other techniques. The second technique is reported to achieve good resolution

and range [27].

Fig. 2.10: Supply controlled delay line.

2.2.2 Optical delay lines

Optical delay lines can be divided into mechanically controlled free space delay lines, passive

optical delay lines, and electronically controlled delay lines. Optical delay lines modeled

throughout the thesis as shown in Fig. 2.12
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Fig. 2.11: Current starved delay line.

Fig. 2.12: Optical delay line model.

Mechanically controlled free space delay lines

In this kind of optical delay lines, a gap opening is controlled mechanically changing the

distance the light must traverse and thus controlling the delay. Products of these delay lines

are readily available (e.g. Santec ODL-330 [28]) and can have delay ranges of 400 ps. The

resolution is mechanically controlled and can be as small as 0.2 ps. As those delay lines

are passive, they consume no power. Free space delay lines can attenuate the signal and

have an insertion loss in the order of 1.5 dB. While those delay lines can have an impressive

resolution and range, without consuming power, they are not suitable for integrated systems
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due to their large gap size (45 mm in case of ODL-330) and the need for mechanical delay

control.

Passive integrated optical lines

This delay line is implemented using an optical waveguide of a certain length corresponding

to a fixed required delay. This delay line can be implemented on-chip and is suitable for

integration with electronic receivers and systems. Those delay lines can have a small size

with a compact layout depending on the required delay. For example, in [18] for a 100 ps

delay line of 7.2 mm in length, the rectangular nested layout has a size of 250 μm × 250 μm.

This delay line has low insertion loss as well which can be as low as 0.2 dB for 50 ps delay.

Since those delay lines are passive, they consume no power. Those delay lines are not tunable

but can have accurate delays. An error of 3 ps can be expected for a 50 ps delay [18]. This

kind of delay lines will be used extensively in this thesis and is described in more details in

subsection 2.4.

Electronically controlled optical delay lines

Integrated optical tunable delay lines can be made tunable by using ring resonators and

Mach–Zehnder interferometers (MZIs). One such implementation is reported in [29] and is

shown in Fig. 2.13. In this implementation, a ring resonator is used to fine control the delay

and can have a continuous delay range of up to 23 ps. The MZI array of eight elements
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is used as a coarse delay where they are used to select the delay path. This technique is

reported to allow for a continuous delay of up to 1.27 ns. The power consumption can range

between 12–33 mW depending on the delay. This delay line has a high insertion loss of

12.4 dB.

Fig. 2.13: Electronically tunable optical delay lines.

2.2.3 Trade-off considerations

When selecting the appropriate delay line, the requirements of the application need to be

considered. Considerations include power consumption, resolution, range, tunability, tuning

mechanism and signal, integrability, and type of input signal (electrical, optical, analog,

digital).

All electronic delay lines reviewed can be used exclusively with digital signals, except

for the analog buffer. Moreover, chaining analog buffers to increase the range limits the

bandwidth of the chain making this type of delay lines only suitable for slow analog signals

or short delays. Optical delay lines have no limitation on the type of information the optical

signal carries, digital or analog.

As discusses in the previous subsection, electronic delay lines exhibit a trade-off between
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delay range and power consumption. Higher delays and wider delay range usually result

in higher power consumption. Free space and passive integrated optical delay lines do not

suffer from this limitation and consume no power regardless of the delay or the range. This

trade-off is still true for electronically controlled optical delay lines.

The resolution of electronic delay lines depends on the technique used. Mechanically and

electronically tunable optical delay lines offer superior performance in this regard compared

to electronic delay lines. Mechanically tunable delay lines have a resolution as small as

0.2 ps and electronically tunable optical delay lines offer continuous delay. Passive integrated

optical delay lines are not tunable.

In terms of integration, electronic delay lines are simpler and suitable for digital systems

and slow analog signals but can be limited in terms of resolution and bandwidth. Optical

delay lines are more difficult to integrate as they mostly need to be implemented in a different

technology such as silicon photonics and are also more difficult to control as they need

external mechanical or electronic tuning. However, they could provide virtually infinite

bandwidth, infinitesimal resolution, or zero power consumption.

In terms of noise, both free space and passive wave guides used in this thesis are passives

and they do not contribute to noise. They only have insertion loss that reduces the optical

power. They directly affect the sensitivity by lowering the optical power of the signal. The

sensitivity equation is given by:
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Sensitvity = −174dBm/Hz + NF + 10log(BW ) + SNR (2.2)

When delay lines with an insertion loss of L are used, then the sensitivity changes to:

Sensitvity = −174dBm/Hz + NF + 10log(BW ) + SNR + L (2.3)

The insertion loss has a significant impact when the SNR is low while becoming less

important as the SNR increases.

The next section provides details about how passive optical delay lines could be used to

replace clock phase generation circuits in optical receivers with demultiplexed output.

2.3 Optical receivers with demultiplexed output

This section provides a high-level overview of optical receivers. Two aspects are briefly

discussed: bandwidth of the front-end and number of clock phases used in the receiver.

2.3.1 Brief overview of conventional source-synchronous optical

receivers

Fig. 2.14 shows a conventional source-synchronous optical receiver that consists of a

transimpedance amplifier (TIA) at the input connected to the photodetector. The TIA is
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used to convert the photocurrent into voltage. The limiting amplifier stage (LA) follows

the TIA and is used to amplify the voltage output of the TIA. The amplified voltage is

then fed to several decision circuits each clocked with sub-rate clock phases. In Fig. 2.14,

the number of clock phases is four. The sampling of incoming bits is demonstrated for a

four clock phase system and two clock phase system on the left side and right side of Fig.

2.15, respectively. To generate those clock phases, a clock phase generation circuit is used.

Finally, the sub-rate outputs of the decision circuits are fed to a buffer to drive the next

stage or measurement equipment.

In conventional systems, the demultiplex-by-four system requires four clock phases and

produces a quarter-rate output, while the demultiplex-by-two system requires two clock

phases and produces a half-rate output. The demultiplex-by-four system has relaxed timing

requirements, potentially allowing for higher speeds, but requires twice the number of latches.

2.3.2 Clock phases in optical receivers

The clock phase generation circuit consumes power and reduces the energy efficiency of the

receiver. It is possible to use the architecture in Fig. 2.16 to eliminate clock phase generation

circuit. In this architecture, the input signal is split into four sub-signal and each is delayed

incrementally by one bit. This will allow the receiver to operate using one clock phase as

illustrated in Fig. 2.17 for four quarter-rate outputs (left) and two half-rate outputs (right).

The implementation of a silicon photonics structure that can be used to achieve this split



2. Background 36

Fig. 2.14: Conventional optical receiver with demultiplexed outputs.

Fig. 2.15: Sampling in conventional four clock phase receiver (left) and two clock phase
receiver (right).
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Fig. 2.16: An optical receiver architecture that uses split and delay functionality to produce
demultiplexed outputs.

and delay functionality is detailed in [18] and patented in [30]. This is briefly discussed in

the next section. The receivers in Chapter 3 and Chapter 4 are designed to demonstrate this

concept.

2.3.3 Front-end bandwidth

Conventionally, the combined bandwidth of the TIA and the LA stages is designed to be

0.7×data rate. This value is chosen to be high enough to avoid intersymbol interference

(ISI) and low enough to avoid excessive noise within the bandwidth of operation. However,

higher bandwidth needed to support higher data rates results in higher power consumption.

Moreover, TIAs do not scale well with the technology node. Thus, there has been a recent
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Fig. 2.17: Sampling in using silicon photonics structure with four quarter-rate outputs
(left) and two half-rate outputs (right).

interest in developing what is called low-bandwidth optical receivers that attempt to reduce

the bandwidth of the input stage by using techniques such as equalization and integrating

front-end with a reset signal. An example of this type of receivers is presented in Chapter 5

with a complete discussion of low-bandwidth receivers in the literature.

2.4 Optical split and delay structure

The optical passive structure, shown in Fig. 2.18 for a demultiplex-by-four receiver, consists

of an optical splitter that divides the signal into four followed by two four optical lines each

used to delay the signal by one bit relative to each other, with the first output having no

delay. The optical outputs are fed to a photodetector for detection.

The coupling ratio of the directional couplers is adjusted such that the output power

is the same for each of the four outputs considering the insertion loss of the delay lines.

Four variants of the delay lines were designed at 10 Gb/s and 20 Gb/s. The two variants
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at 10 Gb/s have lengths of 7.2 mm and 8.2 mm for cross-sections of 220 nm × 500 nm and

220 nm × 3 μm with 3.2 dB and 0.3 dB insertion loss, respectively. The two variants at

20 Gb/s have lengths of 3.6 mm and 4.1 mm for cross-sections of 220 nm × 500 nm and

220 nm × 3 μm with 1.5 dB and 0.1 dB [18].

Fig. 2.18: Optical split-delay structure.

Optical delay lines used are passive and only suffer from attenuation and timing errors.

Specifically, the timing error is approximately 3 ps according to [18]. They also suffer from

insertion loss as described above. Curves describing the insertion loss are also provided

in [18]. Moreover, optical delay lines are stable against temperature variations. Where the

shift is only 0.6 ps for 100 C temperature change.

In terms of linearity, higher optical power leads to change in the refractive index. This

is indicated by the following equation:

n = n0 + n2 × I = n0 + n2 × P

πω2 (2.4)

Where n0 is the linear refractive index, n2 is a constant related to the 3rd order nonlinear
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susceptibility and depends on the material, I is the intensity of the optical signal, P is the

optical power, and ω is the radius of the mode. In non-linear systems, the typical value of I

is 1010 W/m2. However, the maximum power used throughout this work presented in this

thesis is 0 dBm (1 mW) with a typical width of 500 nm corresponding it I = 0.1 × 1010.

Thus, the optical systems operated in the linear regime.

Different variations of this structure are used in all receivers presented in this thesis.

2.5 Summary

This chapter presented some background information that is used in the subsequent chapters

of this thesis. This includes an overview of silicon photonics, a survey of optical and electronic

delay lines, an overview of optical receivers with demultiplexed output, and silicon photonics

split delay structure that could be used to replace clock generation in the optical receiver.
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Chapter 3

An Optical Receiver Exploiting SiP

Delays for Clock Phases Replacement

This chapter presents the first developed optical receiver. The receiver used the silicon

photonic split and delay structure described in [18] and the background chapter to replace

clock generation circuits. The work presented in this chapter has been published as a journal

paper in the IEEE Transactions on Circuits and Systems II [5].

3.1 Introduction

In conventional optical interconnect systems, the receiver generates multiple clock phases

to sample the incoming data when multiple bits are sent within each cycle of the receiver

clock (Fig. 3.1a) and outputs demultiplexed streams, accordingly. Quarter-rate clocking
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employing four clock phases is an attractive approach because it has the widest time

margin and is more power efficient compared to full rate and half-rate clocking

schemes [31]. While there are several ways to generate this multi-phase clock, such as LC

or ring injection locked oscillators, this is becoming increasingly challenging. For example,

the transmitter in [32] uses an LC phase locked loop (LC-PLL) and a quadrature generator

to generate four clock phases followed by buffers for each clock phase and then a per-lane

duty-cycle detection/correction (DCD/DCC) and quadrature-error detection/correction

(QED/QEC) circuit to ensure proper duty cycle and spacing for all clock phases. In fact,

one of the main challenges is designing quadrature phase detection/correction circuits [32].

These circuits can be removed if only a single clock phase is needed by utilizing passive

delay lines instead, thus simplifying the design of the receiver. Moreover, these extra

circuits will consume power as opposed to passive delay lines. In [33], the multiphase

LC-ring structure that could be used to generate multiple clock phases would consume

8 mW, a non-trivial amount of power. Furthermore, 30 to 45 % of a receiver power

consumption is attributed to clock generation and/or clock buffering [34–36]. In these

energy-efficient optical receivers, four or two clock phases are used for clocking the

comparators and for demultiplexing the output at quarter or half the data rate. These

clock phases are either generated off-chip and buffered on-chip or generated and buffered

on-chip. Eliminating or reducing the clock buffering in these systems could result in overall

more energy efficient solutions.
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(a) (b)

Fig. 3.1: (a) Sampling in conventional optoelectronic receiver with four clock phases. (b)
Sampling in the proposed system using four different delays.

In this chapter, a receiver is designed to exploit passive optical delay lines to eliminate

the electronic clock generation and buffering circuits through the sampling scheme shown in

Fig. 3.1b. The chapter is organized as follows: Section 3.2 to presents the overall architecture

of the receiver and the circuit implementation. Section 3.3 discusses interstage AC coupling

and printed circuit board (PCB) parasitics. Section 3.4 reports experimental results of the

receiver fabricated in CMOS 65 nm. Section 3.5 discusses the results. Finally, section 3.6

summarises the chapter.

3.2 System Architecture

The receiver is designed to take advantage of a validated silicon photonic (SiP) split-delay

structure shown in Fig. 3.2 and detailed in [18]. The passive optical structure splits the
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incoming bit stream into four substreams. Each substream is sequentially shifted in time by

one bit relative to the adjacent substream. The optical output power of each substream is

approximately one-quarter of the power of the optical input data stream. This SiP structure

enables each sub-receiver in the integrated circuit (IC) to recover the bits without needing

the clock generation circuits found in quarter-rate receivers.

Fig. 3.2: The SiP chip is outlined in red while the IC is outlined in blue.

The SiP split-delay structure consists of three passive delay lines and four directional

couplers. The length of each delay line corresponds to a one-bit delay. Each delay line

occupies an area of 255 μm × 255 μm making possible its integration with the IC chip. This

area improves at higher data rates as the bit long delay line length becomes shorter as the

bit period becomes shorter. The coupling ratio of each of the four directional couplers is

chosen such that the optical output power at the four outputs is the same by considering

the delay line propagation loss and the splitting losses. Each of the four optical signals is
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detected by a photodetector that would be connected to the input of a sub-receiver on the

receiver IC.

The electronic section of the receiver consisting of four identically designed sub-receivers

is fabricated in a CMOS 65 nm process. Fig. 3.3 shows a detailed circuit implementation

of the sub-receiver. Each sub-receiver comprises a common-gate transimpedance amplifier

(TIA) used to convert the photocurrent into a voltage and providing a low input impedance

for the photocurrent. This stage is biased with an externally fed current flowing into a current

mirror. To ensure the stability of the TIA (determined by its input pole) against parasitic

variations at the input due to the connection to a PCB, a simple common-gate topology

without feedback is designed. Following the TIA is a two-stage cascode amplifier with

inductive peaking that amplifies the voltage output of the TIA to a level sufficient to drive

the next stage that consists of a latch. Inductive peaking is employed in both of the voltage

gain stages to enhance their bandwidth. AC coupling with a small capacitor (10 μm × 10 μm)

of 80 fF is used to avoid additional parasitics at the input of the voltage gain stages. The

latch is implemented as a single high-speed current mode logic latch (CML) that compares

the amplified voltage signal to a DC reference voltage signal, labeled as Ref in Fig. 3.3.

The reference voltages can be adjusted externally to account for offset in the latch and any

variations in the optical delay lines, the responsivity of the photodetectors, and the CMOS

process. A CML latch is used to avoid the kickback noise found in CMOS latches. CML

latches also benefit from reduced voltage supply and a good common-mode rejection ratio.
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The return-to-zero (RZ) output voltage levels are converted to CMOS compatible levels

using a low-speed pseudo NMOS inverter, and finally to non-return-to-zero (NRZ) using a

CMOS D-FF, precluding the need for a slave CML latch and reducing power consumption.

Fig. 3.3: Detailed circuit implementation of one of the four sub-receivers.

Finally, the sub-receiver output is buffered to drive the measuring equipment. Due to the

SiP split-delay structure, each sub-receiver receives a delayed version of the input enabling

all four incoming bits to be processed simultaneously using a single clock operating at a

quarter rate of the incoming data rate.

Fig. 3.4 shows transient simulations. In this simulation, the sampling of amplified

incoming data bits with a quarter-rate clock is shown. The output of the comparator is

shown. This simulation shows that a single clock can be used to generate a quarter-rate

output.

Moreover, the Fig. 3.5 shows the AC response of the analog front-end. The bandwidth
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Fig. 3.4: Sampling of amplified bits to generate quarter rate output.

is approximately 15 GHz meaning that this receiver is expected to achieve a speed of 25

Gb/s. However, as described later in the chapter, packaging parasitics limit the speed to

12.5 Gb/s.

3.3 PCB parasitics and AC coupling noise analysis

The die (Fig. 3.6) in a QFN-80 package is mounted on a high-speed low-loss RO4350B PCB

for measurements. Additional parasitics associated with the PCB impact the performance

of the chip. These parasitics (Fig. 3.7) are coming from the transmission line on the PCB

(2 cm in this case), the package capacitance (150 fF), and the 3 mm bond wire inductance
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Fig. 3.5: Ac simulations with idea photodetector.

(∼ 3 nH). This is compared with the conventional case where the photodetector is wire

bonded directly with the IC chip with a 1 mm bond wire (∼1 nH) by simulating the gain

and the bandwidth for the first three stages for both cases.

The post layout bandwidth and gain simulations shown in Fig. 3.8 indicate a

transimpedance gain of 55 dBΩ and a 3 dB bandwidth of 23 GHz with the input parasitics

of a directly wirebonded photodetector. With the added input parasitics of the PCB,

frequency domain ripple occurs due to the interaction between the long transmission line,

the input parasitic capacitance of the package, and the wire bonding inductance. In an

integrated system including SiP delay lines and an IC chip, a higher speed of operation can

be expected, closer to the directly wire bonded case without PCB parasitics.
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Fig. 3.6: A micrograph of the IC chip. The IC is wire bonded to a QFN-80 package (not
shown) mounted on a high-speed low-loss RO4350B PCB.

The input impedance of the chip including the PCB parasitics looking from the

transmission line end is:

Zin = RL − ω2LCLRL + jωL

−jω3CpackLCLRL − ω2CpackL + jωRL(Cpack + CL) + 1 (3.1)

where L = 3 nH is the parasitic inductance, Cpack = 150 fF is the package parasitic

capacitance, CL = 80 fF is the parasitic capacitance of the IC, mostly from the bond pad

and TIA input, and RL = 60 Ω is the simulated input resistance of the TIA.

The accepted power at the receiver versus frequency (given by 1 −|Γ|2), where Γ is the

reflection coefficient) is plotted in Fig. 3.9. At low frequencies, almost all the power is

delivered to the IC. However, as the frequency increases with higher transmission speeds,
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Fig. 3.7: Model of the PCB interconnect and package between the PD and the input of
each sub receiver.

the accepted power decreases due to the mismatch between the IC chip and the transmission

line, limiting the bandwidth of the system at the input. In the time domain, this mismatch

results in reflections that cause the eye-opening to degrade at higher speeds. Thus, ideally,

bond wire lengths should be shorter than 1 mm for optimal operation and to avoid issues

such as ringing at high-speed or reflections at the input of the receiver.

AC coupling is utilized here to allow for more convenient biasing of the receiver. From

Fig. 3.3, the gain of the transimpedance gain of the first three stages including AC coupling

is given by:

Vout

Iin

= RS.

⎛
⎝ sCCRL

sCCRL + 1 .gmm4.ro4.gmm5.(RV + sL)
⎞
⎠

2

(3.2)

where gmm4 and gmm5, ro4 and ro5 are the transconductances and output resistances
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Fig. 3.8: AC simulations comparing the performance of the IC chip when wire bonded to
a PD compared to the IC mounted on a PCB.

of transistors m4 and m5, respectively. At frequencies above the low cut-off frequency of

the high-pass filters (where sCCRL + 1 >> 1), the gain becomes similar to that of a DC

coupled system. Since the cascode stages are AC coupled with a low cut-off frequency

of 0.5 MHz formed by the 3.8 MΩ resistor and the 80 fF capacitor, a pseudo-random bit

sequence (PRBS 7) is selected for the measurements.

The noise performance due to AC coupling is dominated by RS and RL , and the coupling

capacitor CC . The total voltage noise power due to RL is approximated to be:

v2
nRL

≈ 4kT.
R2

s

R2
L

.
1

2πCC

tan−1(2πfCCRL) (3.3)

As can be seen in 3.3, since RL >> RS, the noise is small within the bandwidth of the

system. It can also be shown that for RL >> RS, the voltage noise power spectral density
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Fig. 3.9: The fraction of accepted power versus frequency due to parasitics at the input.

due to RS is approximately:

v2
nRL

Δf
≈ 4kT

RS

(3.4)

This is similar to the noise power spectral density of RS in the case of a DC coupled

system. Therefore, it is concluded that AC coupling does not impact the gain nor the noise

performance of the system compared to a DC coupled system.

3.4 Experimental validation

The receiver is validated through optical measurements using an off-chip photodetector

module (DSC10H from manufacturer Discovery Semiconductors) with a reported typical
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responsivity of 0.6 A/W at 1550 nm. The measurement setup is shown in Fig. 3.10. The

continuous (CW) light from the laser is connected to a polarization controller (PC) and

then modulated using a 12.5 Gb/s Mach–Zehnder Modulator (MZM) with a PRBS 7

sequence generated by a programmable pattern generator (PPG). The output of the MZM

is then connected to an erbium doped fiber amplifier (EDFA) and then filtered. A variable

optical attenuator (VOA) controls the optical power at the photodetector. The output of

the VOA is connected to an optical delay line followed by a 10/90 coupler to monitor the

optical power with a meter. The optical delay line emulates the operation of the SiP chip.

The clock sampling phase is adjusted manually, but an electronically tunable optical

delay [29] can be used to make this adjustment, removing the need for a clock and data

recovery circuit or a PLL. For commercial high-volume production, an additional circuit to

align the single clock phase with data would be needed. This circuit could be a simple

delay-locked loop that is used to delay the clock phase. The error detector is used to

measure the bit error rate (BER) versus average optical power, which is controlled by the

VOA. The measurement is repeated for each of the four sub-receivers. The delay of the

tunable delay line is increased by one bit for each subsequent sub-receiver. Cables, PCB,

and bond wires losses are de-embedded.

Fig. 3.11 shows the measured BER curves and the output eye for all sub-receivers.

Each sub-receiver output is operating at a quarter of the 12.5 Gb/s data rate, i.e., 3.125

Gb/s, in this validation. The output eye diagrams show dual-rail levels due to the
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Fig. 3.10: Test setup for the IC in the receiver using an external photodetector module.
The dashed outline represents the components used to emulate the SiP chip. Dotted lines
represent the change of the connection between the PD and the input of the IC for testing
of each of the four channels.

impedance mismatch between the output driver, PCB transmission lines, cables, and the

measurement equipment. However, the eye remains sufficiently open for the bit error tester

to make an accurate decision. The system achieves a BER of 10−12 for an input power of

approximately -4 dBm for sub-receivers Rx1, Rx2, and Rx3. Sub-receiver Rx4 exhibits

poor BER performance due to a longer connection on the IC between the bond pad and

the input of the TIA. This connection is outlined in Fig. 3.6 and stems from the limited
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chip area available. This connection adds parasitic capacitance to ground, and series

resistance and inductance that degrade performance significantly as indicated by the

corresponding BER curve. An investigation through simulations with these parasitics

corroborates this hypothesis. Performance consistent with sub-receivers Rx1, Rx2 and Rx3

can be expected from sub-receiver Rx4 in an optimized layout. The performance variations

between the Rx1, Rx2, Rx3 are due to asymmetries between the global pad connections to

different sub receivers, and to process, voltage and temperature variations.

Fig. 3.11: The measured BER curve for each of the sub receivers with the four output
eye diagrams with a data rate of 3.125 Gb/s. Output eye diagrams are shown for 10−12 for
Rx1-Rx3 and approximately 10−6 for Rx4.

Variations in the optical delay lines can occur due to the SiP fabrication process. In [18],
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the measured delay variations are up to 3 ps and up to 7 ps for the 20 Gb/s and 10 Gb/s

SiP split and delay structures, respectively. To test the robustness of the electronic receiver

to such variations, BER measurements with respect to a phase offset between the data and

the clock is performed (Fig. 3.12)). The receiver shows a tolerance of approximately 0.2 UI

(i.e., 16 ps) to a phase offset at 12.5 Gb/s at a BER of 10−12. The receiver is thus robust

to possible variations in the optical delay lines. Multiple channels of the receiver were also

concurrently tested to verify that the data is well-recovered sequentially. No performance

degradation was caused by inter-channel crosstalk, as there was sufficient spacing between

the four sub-receivers in the chip layout.

Fig. 3.12: Bathtub curve measurements of the receiver for a 12.5 Gb/s input.

The power consumption breakdown of the IC is shown in Fig. 3.13. The single-phase
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clock buffering represents only 9.9 % (i.e., 6.36 mW) of the total power consumption. The

total power consumption for all channels excluding the output buffers is 24.44 mW. The

resulting energy efficiency at 12.5 Gb/s is 1.93 pJ/bit including clock buffering but excluding

the output buffers. This energy efficiency can be further improved by increasing the data

rate of the receiver through wire bonding a 4-channel photodetector array to the input of the

receiver instead of the PCB connection, which is speed limited by input parasitics. Moreover,

it is possible to use an integrating low-bandwidth front-end such as the one proposed in [18]

that consumes less power leading to better energy efficiency. The receiver can also operate

at a voltage supply lower than 1.0 V, down to 0.82 V. At 0.82 V the energy efficiency is

1.8 pJ/bit.

Fig. 3.13: Power consumption breakdown.
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3.5 Discussion

The proposed technique exhibits two trade-offs. First, the splitting of the signal and the delay

lines degrades the sensitivity of the receiver by approximately 7 dB due to the splitting and

propagation losses. This can be compensated by utilizing forward error correction (FEC)

codes [37]. For example, the RS(255,239) super FEC coding scheme provides 7.95 dB of net

coding gain improving the BER from 5.8 × 10−3 (threshold) to 10−12. Second, the receiver

needs to operate at a speed set by the optical delay lines. Tunable silicon photonics delay

lines (e.g. [29]) that can have a continuous delay range of up to 1 ns can be used to replace

the fixed delay lines in the present SiP structure allowing for variable data rates. Since the

impact of clocking on the overall power consumption is continuing to increase linearly as the

operating speed increases for a given technology node, the concept presented here provides

a compelling advantage in power savings related to clocking.

Table 3.1 shows a summary of the performance along with other state-of-the-art receivers

from the literature. As a result of utilizing optical delay lines, only one clock phase needs

to be applied externally, and the second phase is generated using a minimum size inverter

(for latch operation). Accordingly, the power consumption of the buffer of the external

clock phase is only approximately 9.9 % of the receiver power consumption, which compares

favorably to other works (in similar technology nodes) that exhibit values beyond 29 %. As

such, the measured 6.36 mW power consumption of the clock generation and buffering block

is lower than that reported in [34] that consumes 18 mW for four clock phases distribution.
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The receiver is also more efficient than [38] which uses a passive poly-phase filter to generate

a 4-phase clock followed by phase-error corrector and phase interpolator. While [35, 36]

achieve better power consumption for the clocking blocks, these receivers do not generate

clock phases on-chip and the necessary clock phases are provided externally to the chip. The

proposed system benefits from a wide time margin and the energy efficiency of a quarter-

rate clocking system, while not requiring additional circuits to correct for duty cycle and

quadrature errors.

It should be noted that optical delay lines are only used to replace clock phase generation

circuit, and the power saving claimed in this prototype only includes the removal of clock

phase generation circuits. In a complete system where a phase interpolator/rotator is used to

align the clock phase with data, the optical delay lines only serve to simplify the clock phases

generation blocks. This is because using a phase shifter/interpolator implies clock phase

generation. This leads to a lower power saving than what is claimed in this implementation.

This prototype demonstrates that optical delay lines can be used to simplify or eliminate

clock phase generation circuits specifically and that there are potential power savings in

doing so.

3.6 Conclusion

This chapter presented a 12.5 Gb/s optoelectronic receiver in 65 nm CMOS that employs

SiP delay lines to eliminate clock generation circuits and the associated buffers. The receiver
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Table 3.1: Performance summary and comparison

This
work [34] [35]2 [36]3 [38]

CMOS node (nm) 65 40 65 65 65
Data-rate (Gb/s) 12.5 25 24 20 21.2

Energy efficiency (pJ/bit) 1.93
(1.8@0.8V) 1.724 0.4 0.7 5.54

Sensitivity (dBm) at BER
of 10−12 -4.01 -8.7 -4.7 -5.8 -7.5

Clock phases buffering and
generation power

consumption (mW) and
percentage

6.4
(9.8 %)

18
(42 %)5

4.3
(45 %)

6.6
(46 %) -

Pattern PRBS 7 PRBS
31

PRBS
7,9,15 PRBS 7 PRBS

7, 31
1Does not include losses of the SiP structure. A 7 dB insertion loss is expected.
2Estimate based on the reported power consumption breakdown. Does not include clock generation and SR
latch.
3Two clock phases. Clocks generated using an off chip directional coupler.
4 Energy efficiency of the receiver including a clock and data recovery block.
5Calculated based on the power consumption of the receiver and the clock distribution network.

was validated experimentally through electronic and optical testing. The receiver achieves a

sensitivity of -4 dBm at a BER of 10−12 while exhibiting an energy efficiency of 1.93 pJ/bit.

A large part of the power consumption of conventional receivers is due to clock generation

and clock buffering. This technique has the potential of improving energy efficiency and

removing complex circuits in quarter-rate systems.
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Chapter 4

A 17 Gbps 156 fJ/bit Two-Channel

Optical Receiver in 65 nm CMOS

This chapter presents a novel energy-efficient 17 Gbps two-channel optical receiver

architecture. The two-channel architecture improves upon the receiver presented in the

previous chapter as it reduces insertion loss and improves energy efficiency. The work

presented in this chapter has been published as a journal paper in the IEEE Transactions

on Circuits and Systems I [6].
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4.1 Two-channel optical receivers overview

4.1.1 Two-phase clocked receiver

Fig. 4.1a illustrates a conventional two-channel receiver architecture. Here the optical input

is applied to a photodetector (PD) and the resulting photocurrent is then passed to a TIA.

The output of the TIA is then split into channel 1 and channel 2. To digitize the TIA output

signal, this signal is compared with a reference signal at fS/2 clock speed in each channel.

The final output results from serializing the outputs of the two channels. As shown, this

architecture requires two clock phases at fS/2: the clock and the clock signal shifted in phase

by 180o (labelled Clock 180o in Fig. 4.1a and Fig. 4.1b). This architecture exhibits crosstalk

between the paths resulting in inter-symbol interference, as well as the clock feedthrough

from one channel clock on the other channel signal at the output of the TIA. Thus, before

splitting the signal into two paths, the TIA is usually followed by gain stages to improve the

signal-to-noise ratio of the receiver.

To mitigate the crosstalk and clock-feedthrough noise, Fig. 4.1b shows an architecture

that splits the input signal earlier in the signal paths, i.e., before the PD. The TIA gain

requirement can be relaxed, but two PDs and two TIAs are needed. This architecture also

requires two clock phases at fS/2: Clock and Clock 180o phases. Here, the optical input is

divided into two identical optical paths and then applied to two PDs. Consequently, this

architecture requires at least 3 dB more optical input power to compensate for the optical
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splitter. For instance, if four paths are used, like in the previous chapter, then a 4-phase

clocking must be adopted. One of the trade-offs in that case is that the optical input must

be split into four paths, resulting in a theoretical 6 dB optical insertion loss.

4.1.2 Two channel optical split and delay receiver

In this two-channel optical receiver, instead of delaying the phase of the main clock by

180o and passing it to the second channel, its optical input can be delayed. This concept

simplifies the receiver by removing the need for the Clock 180o phase. As illustrated in

Fig. 4.1c, the input can be passively delayed in its optical form, before converting it to an

electrical signal in the PD. To implement this concept, the optical signal should be split

into two optical signals. One signal is directly passed to the PD of channel 1, and the

second signal is delayed by one bit period (TD) and passed to the PD of channel 2. The

development of silicon photonics (SiP), which enables the fabrication of optical circuits with

the mass production tools developed for CMOS circuits, makes the implementation of simple

processing functions in the optical domain straightforward and economically viable [18, 39].

The main drawback of this concept is that the optical power received by each PD is at least

3 dB less than the total power at the input of the receiver, which will reduce the sensitivity

of the optical receiver and can limit its reach.

The proposed architecture has the following advantages over the structure presented in

Fig. 4.1b. It only requires one clock phase to sample the signal in the comparator of both
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(a)

(b)

(c)

Fig. 4.1: (a) A conventional two-channel receiver architecture that splits the paths after
the TIA, and requires the Clock and Clock 180o (i.e., the clock signal that is shifted by
180o) phases; (b) a two-channel receiver architecture that splits the paths before the PD, and
requires the Clock and Clock 180o phases; (c) the proposed two-channel receiver architecture
that splits the paths before the PD and only requires one clock phase for its comparators.
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channels, such that Clock 180o is not required. It should be noted that Clock 180o is usually

available in a receiver since it can be generated by inverting the main clock to generate Clock.

However, generating a Clock signal that is exactly 180o phase shifted from the clock signal

requires additional circuitry. Indeed, this additional circuitry is needed to adjust the phase

difference between Clock and Clock to be exactly 180o and ensure that the duty cycles of

both Clock and Clock are precisely 50 %. The architecture proposed in Fig. 4.1c does not

require such an accurate clock, as it will be explained in next section. Another advantage

of this structure is that the duty cycle of the clock can be tuned to improve the comparator

performance, as validated by the measurement results presented in the next section.

The area / cost overhead of this architecture requiring additional optical elements is

minimal, especially when implemented with silicon photonics. The split-delay structure,

shown in Fig. 4.2, can be built using a directional coupler followed by a delay line. The

coupling ratio of the directional coupler can be adjusted to compensate for the optical

propagation loss in the delay line such that the power at each PD is the same. The delay

line loss for a silicon on insulator optical waveguide with a cross-section of 220 nm × 3 μm

ranges between 0.1 and 0.2 dB/cm [18]. As a result, the coupling ratio needed is r = 49/51.

The benefit of carefully tuning the coupling ratio is the elimination of the need for gain

control stages in the TIA because of different optical power at the photodetectors. As such,

the two TIA stages in each sub receiver can be identical. Another benefit of the integration

of photonic elements is their compact size and low cost since this technology leverages the
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infrastructure of existing CMOS foundries. For example, a 50 ps (20 Gb/s) delay line along

with the directional couplers and the photodiodes occupy only 0.43 mm2 [18] on the SiP

die. The cost of this process per fabrication area is below that of modern CMOS processes,

since the latter require several small critical dimensions masks. Note that for higher

transmission speeds, the cost to fabricate the SiP chips is even less since the delay lines

needed are shorter [20]. The delay line length can be finely controlled to achieve accurate

delays. In [18], the delay offset between the fabricated devices and the design value is

approximately 3 ps at 20 Gb/s. It is possible to use electronically tunable optical delay

lines such as [29, 40] that can provide tunable delays of up to 1 ns. The temperature

dependency of the delay in the silicon-made delay lines is only 0.01 % per Celsius [41]. At

17 Gbps input with a required delay of 59 ps, the timing delay change due to a shift in

temperature of 100 oC is only 0.6 ps. The devices presented in [18] were designed for 20

Gb/s links and not for 17 Gbps. Consequently, a discrete optical splitter and a

mechanically-tunable optical delay-line were used instead in this receiver.

4.2 Design of the two-channel electronic receiver with

optical-input split and delay

In this section, a two-channel optical receiver with an optical input split and delay structure

prior to photodetection, shown in Fig. 4.3, is implemented. The proposed integration here
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Fig. 4.2: Silicon photonics (SiP) split-delay structure schematic with envisioned integration
with the electronic IC chip.

is a hybrid integration between the silicon photonics process and the CMOS process. This

section details the electronic design of the receiver.

4.2.1 Electronic receiver architecture

The receiver of each channel is connected to a PD and consists of a TIA, a comparator,

and a latch, as shown in Fig. 4.3. The latch output is then passed to a current-mode buffer

(output driver in Fig. 4.3) to transmit the output bits off-chip. Since the output swing of the

buffer is not large enough to drive the input of the error detector (ED) of the bit-error-rate

tester (BERT), an external high-bandwidth amplifier is used between the chip output and

the ED input. This amplifier does not impact the performance of the chip as it is only used
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Fig. 4.3: The system-level details of the implemented two-channel receiver.

to amplify the digital output of the chip.

As mentioned, the proposed architecture reduces crosstalk and clock-feedthrough by

splitting the signal in the optical domain and thus relaxing the SNR requirements of the

receiver. Hence, in each channel, only one TIA without additional gain stages is used to

amplify the signal before the comparator, resulting in a substantial reduction of the total

power consumption. Gain improvement is also proposed for the TIA to partially

compensate for the lack of multiple cascaded gain stages. Furthermore, a dynamic

comparator and latch are used instead of a static counterpart to significantly decrease the

total power consumption.
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4.2.2 Transimpedance amplifier with single-ended-input and

differential output

Fig. 4.4 shows the TIA and its connections to the PD and the comparator. Here, the PD

is modeled as a current source with a parallel capacitance CP D, representing the junction

capacitance of the photodiode, and a series resistance RP D. Moreover, LB, CP , and CL are

the bondwire inductance, pad capacitance, and TIA load capacitance, respectively. The TIA

consists of an inverter as an amplifier [42] that has a resistor in series with an inductor in

its feedback. The inductor is used to improve the TIA bandwidth by introducing a zero

in the TIA transfer function. Resistor RLF is used to damp the high frequency peaking

induced by the inductor LF . It is also possible to reduce LF without including RLF to

reduce excessive peaking. The benefit is a reduced thermal noise compared to the current

implementation. In the current implementation, the difference between VOUT and VIN is

passed to the comparator to make the bit decision. Although these two signals are not

differential, they have different polarities and hence, here, they are named pseudo-differential

signals. The resulting input-output transfer function of this TIA, when only VOUT is used

as the output, has a low-frequency gain of:

∣∣∣∣∣VOUT

IIN

∣∣∣∣∣ =
RS − 1

gm

1 + 1
1+gmRL

(4.1)

where
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gm = gm1 + gm2, and RL = ro1||ro2 (4.2)

Here, RF , gm1 and gm2 are the feedback resistor, the transconductance of transistor M1

and the transconductance of transistor M2, in Fig. 4.4, respectively. ro1 and ro2 are the

output resistances of M1 and M2.

Fig. 4.4: The TIA circuit and its connections to the PD and comparator.

The resulting input-output transfer function of this TIA, when VOUT −VIN is used as the

output, has a low-frequency gain of RF :

∣∣∣∣∣VOUT − VIN

IIN

∣∣∣∣∣ = RF (4.3)

Thus, the pseudo-differential output shows a higher low frequency gain. By writing the

KCL equations for the circuit in Fig. 4.4, it can be shown that both transfer functions
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have five poles and two zeros. The two zeroes of the input-output transfer function (i.e.,

VOUT / IIN ) are:

ωZ1a = RF ||RLF

LF
, ωZ2a = gm

CL

(4.4)

The two zeroes of the input-output transfer function when (VOUT − VIN) is used as the

output instead of VOUT (i.e.,(VOUT − VIN)/IIN) are:

ωZ1b = RF ||RLF

LF
, ωZ2b = gm

CGD

(4.5)

where CGD is the sum of the gate-drain capacitance of both NMOS and PMOS transistors.

The second zero of both transfer functions is at very high frequencies, and the first zero can

be used to extend the bandwidth of the TIA. Assuming that the denominator of both transfer

functions can be simplified as:

Den(s) = 1 + as + bs2 + cs3 + ds4 + es5 (4.6)

and considering a dominant-pole transfer function, where the first pole can be

approximated by 1/a, both transfer functions have the same first pole. Thus, the main

advantage of using pseudo-differential output signaling is that it achieves higher gain

without a detrimental effect on the frequency behavior of the TIA.

In this design, the TIA bandwidth is set to 24 GHz, which is intentionally higher than
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the input data rate (17 Gbps) such that the signal coming from the PD is not limited by the

bandwidth of the TIA. The bandwidth was overdesigned in order the compensate for any

degradation in bandwidth post-fabrication, and also in an attempt to achieve the highest

speed possible. However, the speed of the receiver is limited by the speed of the comparators.

This bandwidth overdesign will cause more noise to be integrated within the bandwidth of

the receiver and reduces the maximum possible gain. Thus, ideally, the bandwidth should

be chosen to be roughly 0.7 × data rate for optimal gain and noise performance.

Fig. 4.5a shows the bode diagram of the transfer functions of (4.1) and (4.3) using the

component values listed in Table 4.1. As shown, the TIA gain is improved by 1.9 dB with

the pseudo-differential signaling whereas the TIA bandwidth is reduced by only 5 %. This

additional gain relaxes the need for additional signal amplification before the comparator.

Fig. 4.5b shows the effect of the damping resistor RLF on the gain bode diagram. If no

damping resistor is used, the substantial peaking of the gain at high frequencies results in

a noticeable ringing of the output pulse response of the TIA. As shown in Fig. 4.5b, this

peaking is removed by using the resistor RLF .

Table 4.1: Component values used in Fig. 4.4 and to plot Fig. 4.5

CP D 80 fF CP 80fF RF 320Ω
RP D 80 Ω LF 3 nH gm1 + gm2 20ms
LB 1 nH RLF 1 kΩ CL 15 fF
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(a)

(b)

Fig. 4.5: The bode diagram for (a) (VOUT − VIN)/IIN and VOUT / IIN ; (b)
(VOUT − VIN) / IIN with and without the damping resistor RLF .
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4.2.3 High-speed comparator with offset nulling and latch

Fig. 4.6 shows the dynamic comparator and latch. Only one of the two latches is shown

for clarity. As compared to static comparators, dynamic comparators have a lower power

consumption but they suffer from kickback error and feedthrough of the clock. These two

effects can generate an offset at the input of the comparator as well as noise. However, the

splitting at the input relaxes the kickback from the dynamic comparator to its inputs.

Fig. 4.6: The dynamic comparator and latch with offset-nulling signals VBP and VBN .

As mentioned, the input to the comparator is a pseudo-differential signal and, hence, is

self-referenced. Thus, the comparator does not need to have a reference voltage at its input.

To reduce the loading effect of the comparator, the input transistors are small and can have

a noticeable offset. To compensate for this offset as well as the offset due to the kickback

error and clock feedthrough, the bias voltages of the bulk of the input transistors (i.e., VBP
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and VBN in Fig. 4.6) are controlled off-chip to adjust their threshold voltages [43]. In the

experimental test setup, the VBN of both channels are connected to a similar bias voltage

(0.3 V), and only the VBP of each channel is tuned. Thus, in total, only one bias voltage per

channel needs to be tuned to compensate for the offset error. This offset cancellation is also

used to cancel the DC component of the photocurrent.

As shown in Fig. 4.6, the comparator only requires one clock phase. The proposed

architecture has the advantage of not requiring Clock for its comparators, as both channels

can be clocked using the same phase. Moreover, to improve the comparator performance, the

duty cycle of this clock can be tuned. For instance, in this design, due to the low mobility

of the PMOS transistors, the PMOS transistors (MP) that are used to reset the comparator

outputs should be large enough to do their function. By increasing the off-time of the clock

signal, they have more time to reset the output, and hence their size can be reduced. Thus,

the comparator speed can be improved when considering that the duty cycle is also a design

parameter. Furthermore, at the same speed, it is possible to obtain a better signal detection

due to the improved output resetting of the comparator. In this design, by using a clock that

has a 45 % duty cycle (i.e., 55 % off-time), the measured input optical modulation amplitude

(OMA) sensitivity of the receiver is improved by 1.1 dB from -5.9 dBm to -7 dBm. Adjustable

duty-cycle circuits [44, 45] can be used to realize such a duty cycle.

The latch is implemented using a simple transmission gate (TGATE) switch that consists

of both NMOS and PMOS switches. It is only ON during the ON-time of the comparator,
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when the outputs are valid. To compensate for the comparator delay, the latch clock signal

CLKD is delayed accordingly. The PMOS and the NMOS transistors of the switch are sized

through simulations such that the charge injection and clock feedthrough of the switch are

minimized. The latch requires the inverse of the input clock (Fig. 4.6). Here CLKD, is a

delayed version of the CLK signal. Although CLKD could be implemented on-chip, here,

it is provided off-chip to study its accuracy requirement. In the measurement, it is observed

that CLKD does not need to be precise in time and can have up to 10 ps of delay as compared

to a true 180o phase clock, without affecting the system performance. Such an inaccuracy

in the inverted clock of a conventional receiver when it is used as the 180o phase clock leads

to bit errors since this clock samples the second channel and the eye width of the signal

at the input of the comparator is limited. For instance, at 8.5 Gbps, a 10 ps timing error

corresponds to a 0.09 UI reduction in the width of the eye diagram opening of a typical two

channel receiver. Note that a 10 ps timing error in 65 nm CMOS technology, with a typical

digital-gates rise/fall time of 20 ps to 30 ps, is a relatively small value. For two chains of

only three inverters with aspect ratios of 8 and 16 for the NMOS and PMOS transistors

of all inverters, respectively, the delay difference between the two chains can vary by 4.6 ps

(3 σinv). Usually, the clock path requires a longer chain to distribute the clock signals at high

frequencies, and hence, can have a timing error larger than 4.6 ps. Back-to-back inverters

or bigger inverters can be used to improve matching but they increase power consumption.

Moreover, back-to-back inverters are not very effective for small delays, due to the limited
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rise / fall times of the inverters.

The insensitivity of the proposed receiver to the inverted clock timing error is mainly due

to the fact that the TGATE switch also has an NMOS transistor to pass the signal at the

right time. Moreover, the TGATE clock signals are always designed to tolerate some timing

error, i.e., here, they turn off the TGATE 10 ps before the signal at the input of the TGATE

resets. Also, the circuit utilized to generate CLKD has only 3 ps (3 σopt) of delay variation

due to mismatches, providing sufficient margin for correct operation of the receiver.

4.3 Measurement results

The proposed two-channel receiver was implemented in a 65 nm CMOS technology and

mounted in a QFN80 package. To emulate the optical splitter, the delay, and the PD

functionality presented in [18, 39], a discrete optical fiber splitter and a mechanically

tunable optical delay-line are used to generate two optical signals, where one signal is the

delayed version of the other signal. Then, both of these optical signals are coupled to two

photodetectors. The 30 GHz InGaAs photodetectors from Global Communication

Semiconductors (P/N: DO309 20um C3) have a responsivity of 0.7 A/W. The

photodetectors are mounted in the QFN80 package next to the receiver die. The

photodetectors are bonded to the receiver inputs using bondwires with a length of 1 mm.

Their estimated inductance of 1 nH matches the model in Fig. 4.4. Fig. 4.7 shows a

micrograph of the electronic receiver chip and the connections of the photodetectors to the
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receiver inputs. The CMOS chip active area is 300 μm × 300 μm per channel.

Fig. 4.7: Packaged chip micrograph of the receiver and its connections to photodetectors
with 1 mm bondwires.

Both channels use the same clock signal. Careful symmetric layout techniques ensure

that the off-chip clock is distributed similarly to both channels. The optical delay line is

manually tuned to generate the required delay of TD. An integrated splitter and delay in

SiP were demonstrated in [18, 39]. Tunable photonic delay lines are also available and can

generate a wide range of delay relaxing the accuracy necessary in the fabrication of fixed

delay lines [29, 40]. It should be noted that tuning the delay is only required if the delay

error is comparable to the width of the eye opening. In such a case, the power consumption

of the optical delay must be included in the total power consumption.
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Figure 4.8 illustrates the experimental test setup. Here, the 1550 nm light from the laser

is coupled to a fiber that is connected to a polarization controller and then is modulated with

an electrical 17 Gbps PRBS 10 signal. Then, the modulated optical signal is passed to the

optical splitter with a measured insertion loss of 3.3 dB. For the measurements, we use off-

chip components such as free space delay lines and optical splitters to emulate the operation

of the integrated silicon photonic chip. Since the data rate is 17 Gbps, the clock frequency for

both receiver channels is 8.5 GHz. Fig. 4.9 shows the bit error rate (BER) versus the input

optical signal power of the two-channel receiver before the splitter, at 17 Gbps. This BER

measurement is performed using a Centellax TG1B1-A BERT. As shown, to achieve a BER of

10−12, the optical input sensitivity of the receiver is -7 dBm OMA. This sensitivity is achieved

without using any equalization technique. Implementing an equalization technique, such as

DFE (Decision Feedback Equalization), would improve the sensitivity [36]. We believe that

the sensitivity of this receiver was mainly limited by the voltage swing required at the input

of the comparator rather than thermal noise. This is because there is one gain stage (the

TIA). This means that the input signal needs to be sufficiently large to drive the comparator

stage. The design choice of having only one gain stage was made to attempt to improve

energy efficiency. The cost was a slight degradation in sensitivity. Optimal energy efficiency

is targeted and thus no equalization is implemented here. Note that the input sensitivity

of each path is 3.3 dB lower than the sensitivity of the full receiver. Fig. 4.10 shows the

bathtub curve of the receiver for an OMA input of -6 dBm with respect to the sampling
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clock. The receiver tolerates up to 105o of eye opening (equals to 0.3 UI) at a BER of 10−12.

Fig. 4.8: Experimental test setup used to validate the optical receiver.

Fig. 4.11 shows the eye diagram of the signal at the output of the optical modulator

along with one at the output of the receiver. Since the output signal amplitude (25 mVpp) is

smaller than the input sensitivity of the error detector (ED), which is 100 mVpp in this case,

it is amplified using a wideband amplifier with a 20 dB gain before the ED. The ringing on

the eye diagram is due to the fact that the output is single-ended with a low amplitude and

that there is a few millivolts of clock feedthrough through the PCB or package bondwires.

In each channel, the TIA power consumption is 0.95 mW, and the total power

consumption of the comparator, the latch, and the clock distribution is 0.38 mW. Thus, for

the full two-channel receiver running at 17 Gbps, the power consumption is 2.66 mW,

resulting in a power efficiency of 156 fJ/bit for a BER of 10−12. Here, the power

consumption by the output drivers is excluded. Table 4.2 compares this receiver with the
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Fig. 4.9: Bit error rate (BER) for a 17 Gbps PRBS 10 optical input signal of the full
receiver versus the input OMA at the input of the splitter and considering its 3.3 dB loss
for the splitter.

Fig. 4.10: Full receiver bathtub curve at a 17 Gbps input.
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Fig. 4.11: The eye diagram of the input and output signals. Since the output signal is
single-ended and has a small amplitude, it is slightly distorted by some common-mode noise.

state-of-the-art. Overall, this novel receiver has a superior power efficiency as compared to

the ones previously reported in the literature [3, 35, 36, 46–48]. Whereas [48] achieves a

similar energy efficiency, it is implemented in a smaller technology node that contributes to

lowering the dynamic power consumption of the clock generation blocks. The receiver

presented here also achieves good sensitivity despite the 3.3 dB splitting. This highlights

the feasibility of this proposed receiver approach. An implementation in a more advanced

technology node would allow for higher speed leading to better energy efficiency.
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Table 4.2: Performance summary and comparison.

This
work [47] [35] [36] [46] [48] [3]

CMOS node (nm) 65 40 65 65 90 28 65
Data-rate (Gb/s) 17 25 24 20 16 25 25

Sensitivity (dBm) -7.0
OMA -10.8 -4.7 -5

OMA -5.4 -14.9 -8

Power consumption
(mW) 2.66 27.6 9.6 14.2 23 4.25 17

Energy efficiency
(pJ/bit) 0.156 1.13 10.4 0.71 21.43 0.17 30.68

1Without clock generation and SR latch.
2Power consumption of the front-end only.
3Includes a clock receiver.

4.4 Conclusion

A 17 Gbps two-channel optical receiver with an energy consumption of 156 fJ/bit was

presented. The combination of a simplified clocking, signal amplification with only one

gain improved TIA, as well as a dynamic comparator results in superior energy efficiency.

The full receiver was implemented in 65 nm CMOS. The receiver die and the

photodetectors were mounted in a QFN80 package and connected together using

bondwires. An input sensitivity of -7dBm OMA was achieved for this receiver without

using any equalization technique. Superior energy efficiency was achieved and successful

receiver using two clock phases was demonstrated.

This architecture is suitable for integration with SiP circuits which can be used to

achieved the required optical function at the input, allowing for a high degree of
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integration. The architecture exhibits a performance that compares favorably to the

state-of-the art.
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Chapter 5

A 22 Gb/s Time-Interleaved Optical

Receiver with Integrating Front-end

This chapter improves upon the two previous receivers by employing what is called a low-

bandwidth front-end. This type of front-ends allows the receiver to operate at higher data

rates with a given front-end bandwidth. The novel nature of this implementation requires

detailed analysis of this front-end. Thus, this chapter offers extensive design details of this

implementation. The work presented in this chapter has been accepted for publication as a

journal paper in the IEEE Journal of Solid-State Circuits [7].
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5.1 Introduction

As CMOS technology scaling is becoming more advanced, a larger number of transistors

can be placed in a given area. One challenge in CMOS scaling is the analog front-end on

the receiver side where, conventionally, a transimpedance amplifier (TIA) is used to convert

the photocurrent into a voltage while providing a low input impedance to the

photodetector. Conventional TIAs are bulky, power-hungry, and do not scale well with

technology. This is because, at higher-speeds, a high gain core amplifier (or a multi-stage

amplifier) is needed, leading to increased power consumption and resulting in TIAs with

large size. Consequently, there has been a recent interest in developing optical receivers

that do not require conventional TIAs but instead use low-bandwidth

techniques [34–36, 46–55]. Those low-bandwidth receivers can be divided into three

categories: integrating front-end receivers [35, 46, 48–50], resettable receivers [34, 47, 51–53],

and decision feedback equalizer (DFE) based receivers [36,54,55].

In integrating front-end receivers, a capacitive front-end is used to integrate the

photocurrent and a decision is made based on the value of the integrated voltage. The

receiver by Palermo et al. [46] employs a double sampling technique in which the integrated

voltage difference is used to resolve the value of the bit. This approach suffers from

consecutive identical digits (CID) induced issues that cause the voltage difference to

decrease when identical bits are received. The receiver by Nazari et al. [35] mitigates the

CID issue by introducing a dynamic offset modulation circuit. However, charge sharing
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between the sampling capacitors and the input capacitance degrades the sensitivity of the

receiver. Saeedi and Emani [49] resolved the issue of charge sharing by introducing a

low-bandwidth TIA at the input of the chip decoupling the sampling capacitor from the

input capacitance and thus improving sensitivity. The same group [48] employed advanced

packaging techniques to reduce parasitic capacitance at the input, leading to further

improvements in sensitivity. The second receiver category is resettable receivers employing

a reset to discharge the capacitor before integrating the next bit [34, 47, 51–53]. This

technique resolves the issues associated with CID at the cost of stricter timing

requirements and an incomplete bit integration in [34, 47, 51, 52], leading to degraded

sensitivity. The receiver in [53] addressed the incomplete integration period by interleaving

four data paths but requires a wideband input stage, a common-mode feedback circuit

(CMFB), and four clock phases for proper operation. The third approach in [36,54,55] uses

DFE or speculative DFE to compensate for bandwidth reduction at the input. These

approaches have either a critical timing requirement for the feedback or increased

complexity with the number of taps in the speculative DFE implementation.

In this chapter, a resettable two-bit integrating front-end receiver is demonstrated in

order to resolve issues associated with CID and charge sharing present in integrating front-

end receivers. The proposed architecture also relaxes the timing requirements of the reset

signal in resettable receivers, and requires, as a result of the use of optically interleaved

inputs, only two quarter data rate clock phases (provided externally for this receiver). Thus,
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there is no need for complex circuits to correct duty cycle and phase, which are critical for

quarter-rate operation at high-speeds relying on quadrature clock generation [32]. Therefore,

the proposed quarter clocking scheme is more energy-efficient and has a wider time margin

compared to full-rate and half-rate clocking schemes [31].

The chapter is organized as follows: in section 5.2, integrating type front-end receivers

and resettable receivers’ architectures and their limitations are discussed. Section 5.3

details the proposed time-interleaved optical receiver with a two-bit integrating front-end.

More specifically, the receiver architecture, operation, analysis of the front-end, noise

analysis, and transistor implementation are presented. Section 5.4 discusses the

experimental validation of the receiver. Section 5.5 summarizes the receiver and compares

it to other published receivers. Section 5.6 discusses some of the silicon photonics

structures that could be integrated with this receiver. Finally, section 5.7 concludes the

chapter.

5.2 Low-bandwidth receiver architecture

5.2.1 Integrating receiver front-end

The front-end of the integrating receiver is shown in Fig. 5.1. The junction capacitance of

the photodetector (PD) and input capacitance, CIN , and a resistor, R, form a low-frequency

pole at the input that integrates the photocurrent into a voltage signal. The voltage signal
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is then sampled every unit interval (UI) using four clock phases and sampling capacitors,

CS, as shown in Fig. 5.2. The voltage difference, Δvx (x=1,2,3,4), between samples is used

to resolve the bit. If Δvx > 0, the bit is determined to be a binary “1” and is considered as

a binary “0” for Δvx < 0. Assuming that the capacitor is fully discharged at the beginning

of the process (i.e., t = 0), Δv1, Δv2, and Δv3 can be written as the following for a sequence

of three consecutive binary ones (i.e., 111):

Δv1 = RIP D(1− e
( −Tb

RCIN
)) (5.1)

Δv2 = RIP D(1− e
( −Tb

RCIN
))e( −Tb

RCIN
) = Δv1e

( −Tb
RCIN

) (5.2)

Δv3 = Δv2e
( −Tb

RCIN
) (5.3)

where Ipd is the peak photodetector current and Tb is the bit period. Note that ±Δv1

is the largest possible difference between the two samples (i.e.,Δvmax) when a binary 1 is

received when the capacitor is discharged. The voltage difference becomes smaller as more

identical bits are received challenging the receiver as the comparator will need to make a

decision based on this smaller voltage difference. It is possible to mitigate this issue by

introducing a dynamic offset modulation (DOM) [35] circuit. The DOM modifies the sense

amplifier offset such that the inputs of the comparator are maintained to a constant voltage
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Fig. 5.1: Simplified integrating front-end receiver architecture with the four clock phases
Φ1 to Φ4.

difference, as shown in Fig. 5.3. The offset is indicated by the red arrows in the figure. It

can be shown that the voltage difference when DOM is employed is [35]:

ΔvDOM = 1
2RIP D(1− e

( −Tb
RCIN

)) = 1
2Δvmax (5.4)

The achievable ΔvDOM is half of the maximum possible voltage difference, Δvmax. Thus,

the comparators need to be able to resolve this reduced voltage difference at all times.

Charge sharing at the input is an issue in integrating front-end receivers. The total

charge is shared between CIN and four of the eight sampling capacitors, CS. This degrades

the receiver sensitivity. A photodiode with a junction (input) capacitance larger than the

sampling capacitance can be used to mitigate this. This way, most of the charge is stored in

the junction capacitance for subsequent sampling as expressed by:
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Fig. 5.2: Voltage at the input of the sampling circuit when the sequence 1110 is received.
Δvx (x = 1,2,3,4) is the voltage difference between two consecutive samples.

Fig. 5.3: Basic operation of the dynamic offset modulation (DOM) in the receiver to
compensate for CID. The red arrows indicate the offset generated by the DOM circuit to
compensate the Δv shown in Fig. 5.2 and clamps the voltage difference to ±(Δvmax)/2.
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QIN = CIN

CIN + 4Cs

Qtotal (5.5)

where QIN is the charge stored in the input capacitance, CIN , and Qs is the charge stored

in the sampling capacitors, Cs. Qtotal is the total charge at the input. Based on (5.5), there

is a minimum required size for the photodiode for proper operation. However, the signal to

noise ratio (SNR) is inversely proportional to the size of the junction capacitance and a large

junction capacitance degrades the sensitivity of the receiver. The SNR is approximated by:

√
SNR ≈

IP DTb

CIN√
kT

CIN

= IP DTb√
CINkT

(5.6)

where k is the Boltzmann constant, T is the temperature, and Ipd is the peak

photocurrent. A solution to the charge sharing issue is to use a low-bandwidth TIA that

decouples the junction capacitance from the sampling capacitance [49]. However, this

requires an additional circuit at the input of the receiver.

5.2.2 Resettable receiver, current-amplifier-based receivers, and

integrate-and-dump receiver

Resettable front-end receivers [51] and current-amplifier-based optical receivers resolve the

processing issue related to CID and charge sharing. These design approaches also mitigate

the potential issue of overloading of the integrator present in integrating front-end receivers
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Fig. 5.4: Resettable receiver architecture operation and timing diagram showing the
integration for 0.5 UI and reset for 0.5 UI.

by periodically resetting the input capacitance. The operation of a resettable receiver is

illustrated in Fig. 5.4. This implementation uses a full-rate clock letting the input capacitor

charge for 0.5 UI and then discharges for 0.5 UI. Only half of the maximum charge is stored

across the capacitor affecting sensitivity. This implementation requires fast sample and hold

and slicer circuits to sample and resolve the half-integrated bit before the capacitor is reset.

Current-amplifier-based optical receivers, shown in Fig. 5.5, alleviate these issues by

introducing a dual-path current amplifier [34, 47, 52]. The cycle of operation lasts two UIs

as shown in Fig. 5.6. This allows for more time for the latch to regenerate the output.

Moreover, this type of receiver improves the integration time by allocating 0.75 UI for bit

integration time instead of 0.5 UI. Only 25 % of the bit charge is lost due to the 0.25 UI

reset pulse. The duration of the reset pulse is 10 ps at 25 Gb/s requiring careful design and

proper phase alignment. Longer reset pulses degrade sensitivity while shorter ones are more
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Fig. 5.5: Current-amplifier-based receiver architecture showing two interleaved paths and
sampling using two phases (Φ, Φ) and a delayed version of the two phases (Φd, Φd)).

difficult to achieve and may result in an excess residual charge. Moreover, process variations

can adversely impact such short pulses.

To address the incomplete integration period, the integrate-and-dump receiver, shown in

Fig. 5.7, was proposed in [53]. The receiver has a wideband current amplifier at the input

followed by four low-bandwidth transimpedance amplifiers, one in each of the four data

paths. The four data paths are time-interleaved and have four phases of operation, shown in

Fig. 5.8, described next for one of the data paths. The first phase is the internal reset that

begins when Φ1 = 1 and Φ2 = 0. In this phase, the input and the output of the amplifier

are connected through a switch resetting those nodes. The next phase is the external reset

phase when both switches are high. The integrate phase is next and starts when Φ1 = 0

and Φ2 = 1. In this phase, the current from the current amplifier is integrated. Finally, in



5. A 22 Gb/s Time-Interleaved Optical Receiver with Integrating Front-end 95

Fig. 5.6: Timing and operation of the current-amplifier-based receiver showing the reset
(0.25 UI), sample (0.75 UI), and hold phases (1 UI).

the hold phase when Φ1 = 0 and Φ2 = 0, the integrated voltage is held for sampling by the

latch.

This approach addresses the short reset pulse issue of the current-based-amplifier but

requires wideband input stages and four clock phases to achieve a demux-by-four operation.

The receiver also requires common-mode feedback (CMFB) circuit to ensure that the input

and the outputs of the low-bandwidth TIAs are properly reset. Moreover, the hold period

is 1 UI which may limit the speed at high-data rates.
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Fig. 5.7: Integrate-and-dump receiver showing four interleaved paths. It utilizes four clock
phases (Φ1, Φ2, Φ1, Φ2).

Fig. 5.8: Timing and operation of the of the integrate-and-dump receiver showing the four
phases: internal reset, external reset, integrate, and hold.
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5.3 Proposed time-interleaved receiver

5.3.1 Architecture and operation

The time-interleaved two-bit integrating receiver proposed in this chapter is shown in Fig. 5.9

along with the timing diagram of operation in Fig. 5.10. On the transmitter side, the bit

pattern B = [B1 B2 B3. . . BN ] is precoded into the data pattern D = [D1 D2 D3. . . DN ]

using the following relationship:

Dk = Bk ⊕Dk−1 (5.7)

This precoding is derived from the five-level polybinary signaling for spectral efficient

data links and adapted here for two-level signaling [56]. On the receiver side, bit pattern B

can be recovered from received data pattern D using the following equation:

Bk = (Dk + Dk−1) mod 2 = Dk ⊕Dk−1 (5.8)

Thus, the decoder on the receiver side is simply an XOR logic gate. The benefit of

employing this algorithm is that the bit pattern B is recovered from the received signal D

without considering bits from previous operation cycles. This coding prevents error

propagation between cycles.

The optical input signal is divided using a passive optical splitter and interleaved in time
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Fig. 5.10: Timing diagram showing the operation of the receiver and the two phases of
operation.

using optical delay lines. The inputs of sub receivers 2 and 3 are delayed by a one-bit period,

Tb, relative to sub receivers 1 and 4. This passive operation of splitting and delaying the light

can be performed using silicon photonic (SiP) technologies, as described in section 5.6. The

light is then coupled to a photodetector array by using four PDs which are wire bonded to

the four sub receivers. At the front-end, to maximize the sensitivity of the receiver, the input

capacitance, CIN , is used as the integration capacitor without adding a capacitor on-chip.

Only the top metal layer is used for the pads to reduce the input capacitance. The input

capacitance is used simultaneously as both the integrating and sampling capacitor in order

to resolve the charge sharing issue.

The operation of the receiver starts by integrating the photocurrent for two UIs over an

initial fully discharged input capacitance. At the end of the integration phase, a switch is used

to discharge this capacitor. The duration of the reset phase is two UIs. There are four possible

waveforms over the integration period corresponding to the four possible combinations of

the integrated bits: 00, 01, 10, and 11. These four waveforms are shown in Fig. 5.11 when
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the bandwidth of the photodetector is high and in Fig. 5.12 when the bandwidth if the

photodetector is limited and well below the data-rate. The resulting triangular overlay of all

possibilities (i.e., eye-diagram) at the input, is shown on the bottom of both Fig. 5.11 and

Fig. 5.12. This triangular waveform represents the symbols at the input of the front-end.

Since the symbol rate is at half the data rate, all of the following stages can halve their

bandwidth requirements compared to full bandwidth systems. Conventionally, an analog

front-end requires a bandwidth of at least 70 % of the data rate. In the proposed low-

bandwidth receiver, the bandwidth requirement can be relaxed down to 35 % of the data

rate. The two-bit symbol is amplified using two voltage gain stages.

While there are four front-ends in the proposed receiver as opposed to one in a

conventional receiver, the power consumption of the front-ends remains similar to that of a

single front-end operating at full-rate. This is because the bandwidth required is halved.

The first order voltage gain, AV , of a single stage is given by:

Av = gm ×Rd

1 + sRdCL

(5.9)

where gm is the small-signal transconductance, Rd is the drain resistance, and CL is the

load capacitance. Meanwhile, the bandwidth, ωs, is given by:

ωs = 1
2πRdCL

(5.10)
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Fig. 5.11: Voltage integration (Δv) at the front-end for all possible input values when the
bandwidth of the photodetector is higher than 0.7 of the data-rate. The bottom part shows
an overlay of all Δv possibilities.
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Fig. 5.12: Δv when the bandwidth of the photodetector is lower than 0.7 of the data-rate.
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For a given gain, if the bandwidth is halved from 0.7× data-rate to 0.35× data-rate, then

Rd can be doubled and gm can be halved. Since gm ∝
√

Id, the power is reduced to 1/4th of

that a conventional receiver in the 0.35× data-rate case compared to a full-rate front-end.

Note that the clock generation circuitry power consumption is expected to be lower in the

proposed architecture due to the reduced number of clock phases required.

The integrated symbol is fed to two current mode logic (CML) flip-flops consisting of two

CML latches. Each latch is clocked with two complementary quarter-rate clocks (Φ and Φ),

providing a 1:4 demultiplexing operation. Only two quarter-rate clock phases are needed

as opposed to four in conventional receivers to carry-out the 1:4 demultiplexing operation.

This eliminates the need for duty cycle and quadrature detection/correction circuits found

in quarter-rate clock generation circuits, while still benefiting from the wide timing margin

offered by the quarter-rate operation. The two outputs of the two CML flip-flops are then

fed to two differential pairs used as CML-to-CMOS converters followed by two D flip-flops.

Finally, the two outputs are fed to an XOR logic gate for decoding as described by (5.8).

The output of the XOR gate is then buffered to drive the measurement equipment, which

represents a load RL of 50 Ω.

5.3.2 Analysis of the integration

The front-end of the receiver integrates two bits leading to four possible waveforms

(Fig. 5.12). The expression for these waveforms while considering the PD as a first-order
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single-pole low-pass filter with a bandwidth given by ω is derived. The model of the PD is

shown in the inset of Fig. 5.9. The integrated voltage is given by:

Δv = 1
Cp

∫ 2Tb

0
iP D(t)dt (5.11)

The photocurrent for the case of D1D2 = [00] is zero. For D1D2 = [01] the photocurrent

is given by:

i01(t) = IP D(1− e−ω(t−Tb)), t ∈ [Tb, 2Tb] (5.12)

where Ipd is the PD peak current. The expression for the photocurrent for the case of

D1D2 = [10]:

i10(t) = IP D(1− e−ωt), t ∈ [0, Tb]

i10(t) = IP D(1− e−ωTb)e−ω(t−Tb), t ∈ [Tb, 2Tb]
(5.13)

Finally, for the case of D1D2 = [11], the photocurrent is given by:

i11(t) = IP D(1− e−ωt), t ∈ [0, 2Tb] (5.14)

Assuming an infinite extinction ratio, the average optical power, Pavg, is related to the

peak current through the responsivity, Rpd, as:
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IP D = 2RP DPavg (5.15)

At t = 2Tb, Δv00 = 0 for D2D1 = [00]. For D1D2 = [01] Δv01 is given by:

Δv01 = 2RP DPavg

CIN

(
Tb − 1

ω
(1− e−ωTb)

)
(5.16)

For D1D2 = [10], Δv10 is given by:

Δv10 = 2RP DPavg

CIN

(
Tb − 1

ω
(1− e−ωTb)× e−ωTb

)
(5.17)

This equation takes into account the exponential decay of the current when transitioning

from one to zero during the second bit period.

Finally, for D2D1 = [11], Δv11 is:

Δv11 = 2RP DPavg

CIN

(
2Tb − 1

ω
(1− e−2ωTb)

)
(5.18)

From (5.15), a photodetector with high responsivity and small junction capacitance is

desirable for optimal sensitivity. Moreover, the current is integrated over a full unit interval

(Tb) in (5.16) or two full unit intervals (2Tb) in (5.17) and (5.18) as opposed to the 0.5Tb

and 0.75Tb used in resettable receiver front-ends and current-amplifier-based receivers,

respectively. It can also be shown that Δv01 is equal to Δv11 − Δv10 from the three Δv
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Fig. 5.13: The ratio of Δv01/Δv0.75Tb
vs photodetector bandwidth (in terms of bit duration)

in the case of the proposed receiver over that of the current-amplifier-based receiver.

equations (5.16), (5.17), and (5.18).

For the cases where the integration period is 0.75Tb, Δv is:

Δv0.75Tb
= 2RP DPavg

CIN

(
0.75Tb − 1

ω
(1− e−0.75ωTb)

)
(5.19)

For a quantitative assessment of the improvement in Δv, the ratio of the Δv (Δv01 or

Δv11 − Δv10) of the proposed over Δv0.75Tb
is plotted versus different PD bandwidths (in

terms of data rate) in Fig. 5.13. This ratio is given by:

Δv01

Δv0.75Tb

= ωTb − (1− e−ωTb)
0.75Tb − (1− e−0.75ωTb) (5.20)

This analysis is verified through simulations using the single-pole photodetector model
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shown in the inset of Fig. 5.9. This model is used to compute the simulation points presented

in Fig. 5.13. Fig. 5.13 indicates that there is an improvement factor of 1.55 at a frequency

(ω/2π) f = 0.35/Tb (half the conventional bandwidth) corresponding to an improvement

of 3.8 dB in receiver sensitivity. As expected, with higher photodetector bandwidth, the

improvement factor decreases until it reaches the final value of 1.33 corresponding to the

ratio of the integration periods (1 UI / 0.75 UI). As lower bandwidth PDs tend to be more

cost-effective, the proposed receiver shows an improvement in sensitivity with those PDs

as indicated by Fig. 5.13. Moreover, there is a factor of two improvement over the DOM

integrating front-end receiver corresponding to a 3-dB optical sensitivity improvement as

indicated by (5.4), excluding splitting and delay line losses. This is because the front-end

always resets before integrating.

5.3.3 Noise in the two-bit integrating front-end receiver and input

capacitance impact on SNR

The SNR ratio at the input, taking into account the noise variances of the two voltage gain

stages (σA1 and σA2) as well as the comparator (σC), which were ignored in (5.6), is given

by:

SNR =
(

Δv01√
kT

CIN
+ σ2

A1 + σ2
A2 + σ2

C

)2

(5.21)
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In the proposed approach, the gain of the first two gain stages is increased at the expense

of bandwidth. The main noise contributions come from the two voltage gain stages and the

input capacitance at the input. The noise of the comparator is attenuated by the gain of the

two voltage gain stages, as indicated by Friis formula for noise, and, thus, can be ignored.

Consequently, (5.21) can be approximated by:

SNR ≈
(

Δv01√
kT

CIN
+ σ2

A1 + σ2
A2

)2

(5.22)

The value of the square of the denominator, kT/CIN + σ2
A1 + σ2

A2, was simulated within

the bandwidth of the receiver and for different CIN . Moreover, Δv01 is simulated with a

peak photocurrent of 100 μA at 20 Gb/s. The simulated SNR is plotted in Fig. 5.14. As

expected, smaller junction and parasitic capacitances result in a better SNR, which enhances

sensitivity. To reduce the capacitance, the parasitic capacitance at the input is reduced by

removing the intermediate metal layers in the bond pads and reducing their size. Indeed,

packaging can have a significant impact on sensitivity. Wire bonding is the most common

optoelectronic packaging technique and it is used here. Flip-chip of the electronic receiver

onto the photonic chip can be used with thin copper pillars to significantly improve the

sensitivity [48,49].
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Fig. 5.14: Simulated SNR versus CIN showing improvement with a smaller capacitance.

5.3.4 Detailed circuit implementation

A detailed circuit implementation of one of the sub receivers is shown in Fig. 5.15. An

NMOS switch is used to discharge the input capacitance at the end of the integration

cycle. A shorted PMOS transistor is used for carrier injection cancellation of the NMOS

transistor. This is done to avoid residual charge in the integration capacitor. The size of

the PMOS is half the size of the NMOS. The size of the NMOS switch is minimized to

reduce its contribution to the input capacitance while being kept large enough to reliably

discharge the input parasitic capacitance. The NMOS and the PMOS switches are clocked

by the two complementary clock phases. The two-bit integrated voltage is then amplified

by two inductively-peaked cascode voltage gain stages. Inductive peaking increases the

gain-bandwidth product of the receiver. This enables the receiver to provide more gain for
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a given bandwidth as compared to when inductive peaking is not used, and thus improves

the sensitivity of the receiver. The two stages are AC coupled to allow for optimal biasing.

The low cut-off frequency of the AC coupling capacitor is designed carefully to allow for

PRBS 7 and PRBS 15 measurements. The value of the coupling capacitor is kept small

(80 fF) to reduce capacitive parasitic loading at the output of the gain stages. To

compensate for the small value of the coupling capacitor CC , the value of R is increased,

and a low-cut-off frequency of 750 kHz is maintained. It can be shown that a large value of

R and a small value of CC result in a negligible noise contribution to the input-referred

noise and does not affect the sensitivity of the receiver [5]. The low cut-off frequency

ensures that the bit patterns [01] and [10] completely overlap as illustrated in Fig. 5.11,

even at data rates as low as 5 Gb/s assuming that the PD bandwidth is high enough .

Additionally, AC coupling prevents low-frequency supply noise injected at the output node

of the first amplifier stage to be injected into the second stage. Moreover, any in-band

noise injected at the output of the second stage is divided by the gain of the two stages

when referred to the input.

Fig. 5.16 shows the simulation results for the small-signal voltage gain of the two gain

stages. The gain stages have a bandwidth of 12 GHz with a peak gain of 11 dB. The

bandwidth is overdesigned to be 0.4 of 30 Gb/s. In practice, the receiver is limited to

22 Gb/s because of the limited switching speed of the CML latches due to the technology

node. The bandwidth can be relaxed to 7.7 GHz (0.35×22 Gb/s) without impacting the
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functionality of the receiver. An important design consideration is the linearity of the gain

stages as the receiver needs to process multilevel signals. Fig. 5.17 shows the simulated

signal power at the output of the two amplifier stages versus the power at the input. The

input-referred 1-dB compression point is at -13.4 dBm. Moreover, the input-referred third-

order intercept point (IIP3) is simulated using the two-tone test and is -4.15 dBm as shown

in Fig. 5.18. The IIP3 corresponds to a peak voltage of 200 mV (138 mVrms) at the input.

The calculated optical power required to generate this voltage is -3.4 dBm assuming a PD

responsivity of 0.7 A/W, a total input capacitance of 160 fF, and that a pair of ‘1’s is

received at 20 Gb/s. Considering that this optical power is relatively high, the receiver is

considered to have good linearity, especially since it needs to process only two integrated

bits. With a simulated input-referred voltage noise of 0.9 mVrms and an IIP3 of 138 mVrms,

the spurious-free dynamic range is calculated to be 29 dB using (5.23).

SFDR = 2
3 × [IIP3 (dBm) – Noise Power (dBm)] = 29 dB (5.23)

The amplified voltage is fed to two CML flip-flops. Each flip-flop consists of a master

CML latch followed by a slave CML latch. A CML topology minimizes kickback noise in

comparison to CMOS latches. The two voltage gain stages further reduce residual kickback

noise from the latches. The CML latches used here are clocked with quarter-rate clocks

allowing more time for the latches to fully regenerate. In this prototype, each of the two

CML flip-flops is fed with two externally applied reference voltages, Vref1 and Vref2, for
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Fig. 5.16: AC simulation gain of the amplifier stages.

Fig. 5.17: The output power of the two amplifier stages versus the input power. The
input-referred 1-dB compression point is -13.4 dBm.
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Fig. 5.18: Two-tone test showing the fundamental and the third-order harmonic powers.
The IIP3 is at -4.15 dBm.

comparison with the signal. This allows the tuning of the comparators in each of the sub

receivers to account for process variations. Two differential pairs are used at the outputs of

the slave CML latch to further boost the output voltages and interface with two digital D

flip-flops.

The differential pairs operate at a quarter data rate and are designed to have a high gain

at this low speed, consuming less power. One output of each of the two differential pairs is

connected to a D flip-flop. The two outputs of the D flip-flops are connected to an XOR

gate for decoding according to (5.8). Finally, the output of the XOR gate is connected to a

buffer to drive the measurement equipment.
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5.4 Experimental results

The receiver is implemented in a 65 nm CMOS technology. Fig. 5.19 shows a micrograph of

the receiver along with the wire-bonded 1×4 photodetector array.

Fig. 5.19: Micrograph of the fabricated chip occupying 1.5 mm × 1.5 mm and wire-bonded
to a 1 × 4 PD array with a 250 μm pitch.

The receiver is measured in two steps: 1) a single sub receiver measurement illustrated in

Fig. 5.20, and 2) a full system measurement shown in Fig. 5.21. The continuous light (CW)

from a 1550 nm laser is connected to a polarization controller (PC) and then modulated
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using a Mach–Zehnder modulator (MZM) at 10 Gb/s, 16 Gb/s, and 22 Gb/s with a PRBS 7

or PRBS 15 sequence from a pulse pattern generator (PPG). The output power of the

modulator is controlled using a variable optical attenuator (VOA). A mechanically tunable

optical delay line (ODL-330 by Santec) is used to align the system clock and the data. This

delay line has a delay tuning range of 400 ps and a resolution of 0.2 ps. Thus, it was possible

to have exactly one unit-interval delay in these measurements. The delay line is followed by

a 90:10 power splitter where 10 % of the output is connected to a power meter (PM) for

monitoring while 90 % of the signal is connected to one of the photodetectors in the 1 × 4 PD

array (DO309 20um C3 1x4 by Global Communication Semiconductors, LLC). A bit error

rate (BER) measurement is done by changing the optical power applied to the chip through

the VOA and recording the BER for each input power. The eye diagram is recorded with a

digital communication analyzer (DCA). The measured BER curves are shown in Fig. 5.22

and Fig. 5.23 for PRBS 7 and PRBS 15 inputs, respectively. The electronic receiver achieves

an average sensitivity of -7.8 dBm at 22 Gb/s with a PRBS 7 sequence and -6.7 dBm with

a PRBS 15 sequence for a BER less than 10−12. The extinction ratio is measured to be

8 dB, and thus, the corresponding optical modulation amplitude (OMA) is calculated to be

-6.4 dBm OMA for a PRBS 7 sequence. The measured quarter-rate eye output diagram at

5.5 Gb/s is shown in Fig. 5.24.

To validate the tolerance of the receiver to timing variations in the optical delay lines, the

bathtub curve is measured at 22 Gb/s as shown in Fig. 5.25. The receiver shows a timing
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Fig. 5.20: Single sub receiver measurements setup.

error tolerance of approximately 0.1 UI (i.e., 4.5 ps) at 22 Gb/s. Note that it is possible to

reliably design integrated optical delay lines with a delay error of less than 3 ps, as outlined

in section 5.6.

The proper operation of the complete system is confirmed by verifying correct

deserialization, crosstalk levels, and measuring power consumption. In the setup shown in

Fig. 5.21, the modulated light of the MZM is amplified using an erbium-doped fiber

amplifier (EDFA). The output of the EDFA is then filtered using a bandpass optical filter

centered around 1550 nm followed by a VOA. The output of the VOA is connected to a

10:90 coupler for monitoring after which the 90 % output is sent to a 1:4 optical splitter

with a 6.5 dB insertion loss. Each of the four outputs of the splitter is connected to a
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Fig. 5.21: Full system measurement setup.

mechanically optical delay line (ODL-330 by Santec) with a reported insertion loss of

1.5 dB. The delays are adjusted to Tb according to the scheme shown in Fig. 5.9. In a final

implementation, these delay lines are replaced with silicon-photonic delay lines as described

in section 5.6. A fiber array couples the light to the 1×4 photodetector array. The BER is

measured at 22 Gb/s with a PRBS 7 input and shown in Fig. 5.26 in comparison with

single-channel measurements. There is a degradation of 1.3 dB due to crosstalk between

the PDs. To mitigate this, the on-chip spacing between the PDs could be increased, or

ground bond wires acting as shields could placed between the PDs. The speed of the

receiver is limited to 22 Gb/s by the switching speed of the CML latches as opposed to the

front-end. With implementation in a more advanced technology node or in a monolithic

process, the operating speed is expected to improve.

The circuit dissipates 87.6 mW from a 1.09 V power supply. 31.6 mW or 36 % of the
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Fig. 5.22: BER measurements for PRBS 7 input.

Fig. 5.23: BER measurements for PRBS 15 input.
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Fig. 5.24: 5.5 Gb/s output quarter-rate eye diagram.

Fig. 5.25: Bathtub measurements at 22 Gb/s.
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Fig. 5.26: BER curve comparing single channel operation with full system operation and
crosstalk penalty at 22 Gb/s and with a PRBS 7 sequence.

power is consumed by the core of the receiver and both clock phase buffers. 56 mW (64 %)

is dissipated by the output buffer, required to drive the 50 Ω terminated measurement

equipment. The resulting energy-efficiency excluding the output buffer is 1.43 pJ/bit.

5.5 Discussion

The proposed technique successfully eliminates charge sharing and CID issues associated with

integrating-type receivers and the need for short reset pulses present in current amplifier-

based receivers. It also allows for an integration period of more than 1 UI as opposed to

0.75 UI in resettable receivers. It also uses only two clock phases to perform a demux-by-

four as opposed to four required in other architectures. There are, however, some tradeoffs
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present in the proposed technique. The first tradeoff is in the system-level additional optical

insertion loss. In this initial demonstration, the excess optical losses are of 8 dB with 6.5 dB

associated with splitting of the optical signal and 1.5 dB from the optical delay lines. It is

possible to reduce these losses by implementing the splitter and the delay lines using SiP

technology. As explained in section 5.6, the delay line loss can be as low as 0.07 dB and the

optical couplers can be designed to balance the power at the PDs. Thus, the total optical

loss could be reduced to 6 dB.

A full bandwidth system utilizes twice the bandwidth required by the proposed system,

and thus has twice the integrated noise. The sensitivity of the proposed system is,

theoretically, 3 dB below a full-bandwidth system operating at the same data rate due to

the excess insertion loss of the delay lines. Moreover, as indicated by (5.20), the front-end

boosts the sensitivity of the electronic part of the receiver by 3.8 dB when the bandwidth is

0.35×data-rate in comparison to a current amplifier-based receiver and by 3 dB in

comparison to the integrating front-end receiver. As a result, the sensitivity of the

proposed receiver is only 2.2 dB and 3 dB below these systems, respectively, taking into

account the 6 dB optical losses. To compensate for this degradation in sensitivity, advanced

forward error correction codes can be used [37, 57]. Alternatively, as indicated by (5.22),

reducing the junction capacitance of the photodetector and the parasitic capacitance at the

input can have a significant impact on the sensitivity. It is estimated that the front-end

here has a total input capacitance (junction + parasitic) of 160 fF. Flip-chip packaging
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with thin copper pillars [48,49] provides a total input capacitance of 33 fF and can be used

for better sensitivity. Finally, if the receiver is implemented in a monolithic process, the

capacitance associated with the bond pad is removed, improving the SNR and signal power

as indicated by Fig. 5.14 which mitigates the sensitivity trade-off. The improvement in

signal power in this case means that the voltage amplifiers can relax their gain leading to

improved power consumption and better energy efficiency. To summarize this tradeoff, the

receiver offers a reduced complexity by removing the clock generation circuits, which also

leads to reduced power consumption, at the expense of degraded sensitivity.

A second trade-off is the fixed speed of the operation set by the optical delay of the delay

lines. This can be mitigated by implementing electronically tunable delay lines in SiP [29].

A third trade-off is the additional area on the chip required for the bond pads needed

to connect to the four photodetectors. This can be mitigated by implementing the receiver

in a monolithic process such as the one offered by GLOBALFOUNDRIES [58] where bond

pads are not needed, similarly to work presented in [50]. The reported area of PDs in SiP is

25 μm × 8 μm in [59], which is negligible in this case.

The proposed receiver, which is designed to be used as a source synchronous receiver,

can be adapted for use alongside a clock and data recovery (CDR) circuit such as the one

proposed in [34]. The delay lines simplifies the design of the oscillator in the CDR because

only one clock phase needs to be recovered.

Tables 5.1 and 5.2 provide a performance comparison with the state-of-the-art. The
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electronic front-end of the receiver achieves better sensitivity than [35, 46] that need to

maintain a large capacitance at the input to mitigate the issue of charge sharing. Moreover,

the receiver in [46] uses 8B/10B encoding to bypass the CID issue as opposed to PRBS

sequences. The sensitivity of the proposed receiver is worse than [48,49] which uses advanced

packaging techniques for better SNR and sensitivity.

The receiver in [47] achieves better energy efficiency and sensitivity, but includes a delay

circuit that needs to be carefully designed and tuned across different process corners to

achieve the required delay of 10 ps. [34] is the same receiver as in [47] but includes a CDR

circuit that consumes more power and this reduces the energy efficiency and sensitivity.

From this comparison, it can be seen that source-synchronous receivers offer better receiver

energy efficiency, at the cost of the extra clock receiver circuit and clock connection.

The infinite impulse response decision (IIR) DFE receiver in [36] employs a

low-bandwidth TIA followed by an IIR DFE to compensate for the bandwidth reduction.

IIR DFE receivers, however, are challenged by the critical timing requirements of the

feedback loop that needs to settle within 1 UI which could limit their use at higher speeds.

Additionally, the IIR nature of the feedback could result in an error propagation issue in

the case of incorrect error detection, especially if the magnitude of feedback is increased

resulting in a burst of errors. This limitation also applied to finite impulse response (FIR)

receivers with many taps. To address both the critical timing requirements and the error

propagation challenges, the receiver in [54] uses a low-bandwidth TIA with a bandwidth of
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Table 5.1: Performance summary and comparison (part 1)

This work [46] [35] [48,49] [36] [47] [34]
CMOS node

(nm) 65 90 65 28 65 40 40

Data-rate
(Gb/s) 22 16 24 25 20 25 25

Sensitivity
(dBm) at BER

of 10−12

-7.81-6.21

OMA -5.4 -4.7 -14.9 -5.81

OMA -10.8 -8.7

Data type PRBS 7,15 8B/10B PRBS
7,9,15

PRBS
7,9,15 PRBS 7 PRBS

15
PRBS

31
Input

capacitance (fF) 160 440 250 33 200 1004 1004

Power
consumption

(mW)
31.6 23 9.6 4.25 14.2 27.6 27.6

Energy
efficiency
(pJ/bit)

1.43 1.442 0.43 0.17 0.71 1.13 2.1

Area (mm2) 4 × 0.0812 0.105 0.0028 0.0018 0.027 0.007 0.09

Receiver type
Two-bit

integrating
front-end

Double
sampling

Double
sampling
+ DOM

Double
sampling
+ DOM
+ Low

BW
TIA

Low
BW

TIA+
DFE

CA
based

receiver

CA
based

receiver
+ CDR

1Optical losses not considered.
2Power consumption of front-end only.
3Without clock generation and SR latches.
4PD capacitance reported only.
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Table 5.2: Performance summary and comparison (part 2)

This work [54] [55] [53] [60] [5]
CMOS node

(nm) 65 14 14 28 16 65

Data-rate
(Gb/s) 22 32 64 20 50 12.5

Sensitivity
(dBm) at

BER of 10−12

-7.81- 6.21

dBm OMA
-11.7
OMA -5.5 OMA -8.6

OMA
-10.9
OMA

-41- 3.41

dBm OMA

Data type PRBS 7,15 PRBS 31 PRBS 7 PRBS 7 PRBS 7 PRBS 7
Input

capacitance
(fF)

160 69 69 200 90 160

Power
consumption

(mW)
31.6 27.6 14 14 972 24.4

Energy
efficiency
(pJ/bit)

1.43 1.4 1.4 0.7 1.942 1.942

Area (mm2) 4 × 0.0812 0.046 0.028 0.005 0.27 4 × 0.1185

Receiver type
Two-bit

integrating
front-end

Low
Bandwidth
TIA + 1-

tap
speculative

DFE

Low
Bandwidth
TIA + 1-

tap
speculative

DFE

Integrate-
and-
dump

Conventional
with

T-Coils for
bandwidth
enchantment

Conventional
receiver

with
passive
optical

delay lines

1Optical losses not considered.
2Receiver + clock generation.
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0.22×data-rate and a one-tap speculative DFE to compensate for bandwidth reduction to

achieve 32 Gb/s. Speculative DFE allows for the critical timing required to be relaxed to

4 UI as opposed to 1 UI in conventional DFE. The work reported in [55] is similar to [54]

but designed for 64 Gb/s, consumes more power, and has lower sensitivity due to the

increased data-rate while maintaining the same energy efficiency. The receiver in [55] was

tested with PRBS 7 as opposed to PRBS 31 as in [54]. By using one speculative DFE, the

error propagation issue of the IIR DFE receivers is mitigated. However, the speculative

DFE taps complexity increases exponentially with the number of taps. Both [54, 55] are

implemented in 14 nm FinFET technology to achieve higher data rates. The critical timing

requirement and increased complexity are avoided in the proposed receiver as the

integrating nodes are reset to ground after each cycle. The energy efficiency is similar to

the proposed receiver despite the technology node gap.

The integrate-and-dump receiver in [53] removes the feedback used in [36] and replaces it

with a reset operation effectively addressing the critical timing requirement and the potential

error propagation. However, it requires a wideband current amplifier in the front-end and

four clock phases. Since the proposed system uses optical blocks to replace clock phase

generation, further power saving in clock generation is possible at the cost of extra optical

insertion loss. This receiver in [53] is implemented in CMOS 28 nm and achieves an energy

efficiency of 0.7 pJ/bit at 20 Gb/s. The proposed receiver is implemented in CMOS 65 nm,

yet has higher speed of operation of 22 Gb/s, which outlines the benefit of the proposed
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architecture, potentially due to the reset duration of two UI. The gap in energy efficiency

could be attributed in part to the technology node difference.

The receiver in [60] is a conventional full bandwidth receiver implemented in a 16 nm

CMOS FinFET technology node and exploits T-coils to improve the bandwidth and achieve

a superior speed of 50 Gb/s. The inductors occupy a large area on the IC chip, increasing

cost of the design. While the proposed receiver also employs peaking inductors to improve

the gain-bandwidth product in the 65 nm technology node used, the low bandwidth front-

end lends itself well to an inductor-less implementation potentially saving area and cost.

Additionally, as this is not a low-bandwidth receiver, the energy efficiency of the receiver

including clock generation is the lowest.

Finally, the receiver in [5] is a 12.5 Gb/s 1.93 pJ/bit conventional full bandwidth receiver

with a sensitivity of -3.4 dBm OMA. This receiver uses a conventional common-gate input

stage and optical delay lines to replace clock generation. The proposed receiver achieves

an all-around better performance than [5] thanks to the two-bit low bandwidth integrating

front-end.

Overall, the proposed receiver is a robust, low-complexity alternative that is capable of

sustaining long-running identical digits while maintaining a relatively high voltage difference

without introducing an open-loop delay for the reset pulse. Such delay is susceptible to

process variations. Moreover, the proposed receiver has better sensitivity compared to other

receivers in similar technology nodes but can also benefit from scaling and more advanced
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technology nodes where the smaller input capacitance enhances sensitivity.

5.6 A note on the silicon-photonic structures

compatible with the two-bit integrating front-end

receiver

This section describes a proposed SiP structure that integrates the functionality of the 1×4

photonic splitter, the optical delay lines, and the photodetectors array onto a single compact

chip for integration with the receiver presented. This architecture is based on the designs

introduced in [18,39].

The layout of the proposed structure is shown in Fig. 5.27. The proposed SiP chip

consists of a single input grating coupler used to couple the light to the chip followed by a

50:50 splitter. Each of the two outputs of the splitter is followed by two directional-couplers

each with a coupling ratio of 49:51 to compensate for the propagation loss in the delay lines.

Two of the outputs, labeled Out 1 and Out 4, are directly routed to two photodetectors,

while the other two, labeled Out 2 and Out 3, are routed through an optical delay line with

a delay corresponding to the period of one bit (Tb). The delay lines are made of low-loss

silicon waveguides with a core cross-section of 220 nm × 3 μm and have a length of 3.63 mm

that provides a delay of approximately 45 ps, which corresponds to one bit at 22 Gb/s. The

reported loss for the 220 nm × 3 μm optical waveguide is 0.2 dB/cm and, therefore, the
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Fig. 5.27: Layout of a proposed split-delay SiP structure including a grating coupler, three
directional couplers acting as power splitters, two one-bit delay lines and four photodetectors.

total insertion loss of the delay line is approximately 0.07 dB. This additional loss for Out 2

and Out 3 is compensated by adjusting the coupling ratio of the two directional couplers to

49:51. Thus, the optical power reaching each of the four photodetectors is the same. The

delay lines have a rectangular layout to minimize the area of the chip. In a final integrated

system, each of the four detectors can be wire bonded (or flip-chipped) onto the receiver.

The proposed receiver can be wire bonded to the structure proposed in Fig. 5.27 in a

similar approach to the one proposed in [48]. The layout of the SiPh chip of [48] is shown in

Fig. 5.28 for illustration purposes, where the IC chip can be placed on top of the SiPh chip

and under bump metallizations (UBMs) connect the two chips. The parasitics expected are
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Fig. 5.28: SiPh chip with Under Bump Metallization (UBMs) used to connect to the IC
chip in [48].

the parasitic capacitances of the PD and the UBMs. The PD capacitance is estimated to

be 8 fF, and the expected parasitic UBM capacitance is 25 fF. This parasitic capacitance is

lower than the 80 fF capacitance introduced by the bond pad when wire bonding is used. It

is expected that the sensitivity will improve due to the reduction in the parasitic capacitance,

as indicated by Fig. 5.14.

A monolithically integrated SiP with CMOS can also be considered [50, 61, 62]. Such
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Fig. 5.29: Electronically tunable delay lines consisting of a ring resonator and an MZI delay
elements [29].

SiP delay lines provide accurate and reliable delay with an error below 3 ps, and their size

conveniently decreases at higher data rates of operation. This makes this approach less

complex to implement [18]. It is also possible to replace the fixed delay lines in the proposed

structure with electronically tunable lines to support various data rates [29]. The delay line

in [29], shown in Fig. 5.29, consists of ring resonator delay element for fine delay tuning with

a continuous delay of 23 ps and Mach–Zehnder switches to select the delay path. There are

eight MZI switches followed by seven binary delay stages. This delay line has a continuous

delay up to 1 ns. The insertion loss of the delay lines ranges from 8.5 dB at 10 ps to 11.3 dB

at 1 ns. This is compared to 0.1 dB for fixed delay lines. A more reasonable approach to

reduce insertion loss is to use only the ring resonator which has an insertion loss of 1.1 dB

when the delay is 10 ps. This will allow the receiver to dynamically operate from 22 Gb/s

down to around 18.2 Gb/s with reasonable insertion losses.
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If electronically tunable delay lines are employed, then the insertion loss may vary for

different data rates. It may then be necessary to use electronically tunable directional

couplers, such as the two shown in Fig. 5.30, to adjust the coupling ratio such that the

received power is the same at the outputs of both the no-delay and one-bit delay lines.

Fig. 5.30: Layout of a proposed split-delay SiP with directional couplers to ensure equal
power at the output.

It should be noted that these implementations and integration with the receiver are

suggested for future work.



5. A 22 Gb/s Time-Interleaved Optical Receiver with Integrating Front-end134

5.7 Conclusion

This chapter presented a 22 Gb/s receiver with an average -7.8 dBm sensitivity and an

energy efficiency of 1.43 pJ/bit. The receiver exploits photonic blocks to remove clock phase

generation circuits for reduced power consumption. The receiver aims to address some of

the issues present in integrating receiver and current-amplifier-based receivers, mainly charge

sharing and short reset pulses without introducing a TIA circuit while avoiding the critical

timing and complexity associated with DFE and speculative DFE based receivers.

The proposed receiver shows great potential at higher speeds of operation when

clocking is becoming more demanding and requires duty cycle and quadrature error

detection circuits. Such circuits are not needed in this system. The receiver thus provides a

compelling advantage in terms of robustness and reduced complexity. With technology

scaling and more advanced technology nodes, low bandwidth receivers such as the one

proposed are desirable as they remove the bulky, power-hungry TIAs. Thus, the proposed

receiver is suited for applications such as high-density data center interconnects.

This concludes the first theme of this thesis.
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Chapter 6

Demonstration of Inter-chip

Transmission with On-Chip Antennas

in SiP

This chapter is the first of three chapters that cover the design of passives in silicon photonics.

This chapter covers the design and the measurements of a 15 GHz monopole antenna in silicon

photonics. Moreover, wireless inter-chip data transmission is demonstrated experimentally.

The work presented in this chapter has been published as a journal paper in the IEEE

Photonics Technology Letters [8].
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6.1 Introduction

Recently, there has been an increasing interest in the implementation of front-end electronics

with optical passives in silicon-photonics (SiP) [5,9,18,59,63]. There are several examples of

such integration. A low-pass RC at the output of a photodetector in SiP can potentially be

used as an envelope detector [9]. An RC matching network matches the output impedance of

a photodetector to a 50 Ω load for optimum interface to a test and measurement equipment or

an antenna [63]. Optimized on-chip peaking inductor extends the bandwidth extension and

responsivity of photodetectors [59]. Finally, an optical passive delay line replaces the clock

generation blocks of a conventional electronic receiver [5, 18]. This trend is possible partly

due to the SiP platform proving to be a cost-effective option to host bulky electronic passives

compared to high-end complementary metal-oxide-semiconductor (CMOS) platforms. More

importantly for RF operation, the low conductivity of the substrate in the SiP stack allows

for the implementation of electronic passives with high-quality factors. This low substrate

conductivity is favorable for antennas preventing electromagnetic waves from being dissipated

as heat in the substrate, thus improving the overall efficiency of the system [21]. Moreover,

radio-over-fiber (RoF) applications are gaining commercial interest [64]. As such, researchers

are developing critical components needed to support these applications [65–69] including

mode-locked laser diode for RF frequency operation [65], high output power photodetectors

[65–67], photomixers [65, 68], photonic transmitters [69], photonic-antenna emitters [70, 71],

and integrated photoreceivers [72].
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Following these new opportunities enabled by the emergence and advancement in

photonic integration, a planar monopole antenna for inter-chip RF communication and

RoF applications leveraging a commercial SiP technology platform is developed. The

monopole antenna consists of one half of a dipole antenna with a ground plane acting as a

mirror. SiP allows for monolithically integrating the antenna with the photodetector for a

compact design with improved efficiency by the virtue of high substrate resistivity.

Impedance matching between the photodetector and the antenna achieves optimal power

transfer [73,74]. The matching network can be removed with the photodetector close to the

antenna further motivating the design of an antenna in silicon photonics.

The eventual goal of the antenna design presented in this chapter is the eventual

integration of integrated antenna-emitters in the SiPh technology stack. This will allow

SiPh chips to communicate with a microcontroller or a central processing unit wirelessly.

The feasibility of this approach was studied and published in [16]. In summary, it was

found that integrated antenna-photodetector emitters are feasible as long as an optimized

photodetector, such as the one used in [59], is used. This chapter will focus on the antenna

part.

In this chapter, a 15 GHz monopole antenna is designed and measured. The antenna

is fabricated in the commercially available silicon photonics process offered by Advanced

Micro Foundry (AMF). Section 6.2 describes the structure of the designed antenna with the

HFSS simulation results. Section 6.3 describes the S-parameter measurements validating
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the performance of the antenna. A pair of antennas on two different chips experimentally

achieve inter-chip data communication. Section 6.4 discusses the results. Finally, section 6.5

concludes the chapter.

6.2 Antenna design

The layout of the designed antenna is shown in Fig. 6.1a. Here, a monopole antenna

is chosen for its small size and the expected relatively uniform radiation pattern in the

horizontal direction making it suitable for inter-chip communication. The fabrication layer

of the AMF fabrication process is shown in Fig. 6.1b and consists of two metal layers used

to implement the antenna.

(a) (b)

Fig. 6.1: (a) Layout of the fabricated antenna. (b) Stack layers of the AMF SiP fabrication
process used to fabricate the antenna.

A quarter-wavelength monopole antenna is a single-ended fed antenna one-half the size
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of a dipole antenna. The ground plane, which acts as a mirror, creates a field above the

ground that is identical to one generated by a dipole antenna but with no field beneath it.

The irradiated field can be calculated by image theory, which states that the fields above a

perfectly conducting plane from a primary source are found by summing the contributions

of the primary source and its image [75]. This means that a monopole structure orthogonal

to the ground plane behaves as a dipole antenna, but with less radiation impedance since it

is single-ended. The body of the antenna is implemented on the top metal (M2), while the

ground plane is implemented on both metal layers M1 and M2 connected through a via. The

SiP process features a relatively thin undoped silicon substrate (120 μm) below the insulator

(labelled Box in Fig. 6.1b). One advantage of the thin insulator is that post-processing,

namely substrate etching, is not required to achieve good air radiation. Indeed, substrate

etching is required when the process used features a thick substrate with high permittivity

that leads to the electromagnetic waves radiating towards the silicon substrate instead of

air [76]. Moreover, if the substrate is conductive, electromagnetic power is dissipated as

heat degrading the radiation efficiency of the antenna [21]. This highlights the technological

advantages of SiP technology as an antenna friendly, simple, and cost-effective process.

For a 15 GHz RF carrier in air, the length L of the planar monopole antenna in air is

initially set to a quarter of the carrier wavelength (L = λo/4). While the antenna length

should be 5.800 mm in free space, simulations show that for the SiP process it needs to be

is 8.125 mm at 15 GHz. In theory for optimal operation, the ground plane should extend
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to at least a quarter wavelength. However, the ground plane is shortened to 1.330 mm to

reduce the size and cost of the fabricated antenna. Because the ground plane extends to

less than the quarter wavelength necessary for proper operation, the length of the antenna

is increased [77]. Simulations show that this smaller than ideal ground will reduce antenna

gain by 0.368 (28 %).

To reduce the overall size of the design, the antenna layout in an “S” shape. The antenna

will have a more uniform horizontal radiation pattern at the cost of reduced gain in the

direction of maximum directivity (yz plane). The simulated gain of the antenna is shown in

Fig. 6.2. Antenna gain defines how directional the antenna is in a given direction compared to

an isotropic antenna, but also takes radiation losses into account. The gain has the expected

donut shape. The peak gain is 0.95 (-0.22 dBi), approximately three times lower than an

ideal monopole antenna. An ideal monopole built using SiP stack shown in Fig. 6.1b would

have a far-field peak gain of 2.776 (4.41 dBi) based on simulation. In this work, the antenna

is used as a near field coupler. While we provided a 3D gain figure, it is only applicable in

the far field only. Moreover, since the antenna is folded, there is a strong interaction between

antenna elements. Field distribution should be studied and is suggested as a future work.

To meet the design rules of the commercial SiP fabrication process, particularly as it

relates to the permissible metal density and spacing, small holes of 4 μm2 are uniformly

distributed over the metal layers (Fig. 6.1a). The size of the holes, smaller than 1/10th of

the antenna wavelength, will not affect the performance as the antenna can be considered a
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Fig. 6.2: The simulated donut-shaped gain of the antenna perpendicular to the plane of
the antenna. This gain is valid in the far region of operation.

continuous surface.

The antenna is fed through a GSG probe for measurement purposes. In real applications,

a photodetector replaces the GSG probe where the proximity of the PD to the antenna

mitigates the need to have a transmission line and a matching network that tend to be

lossy. In the measurements described next section, the body metal of the probe impacts

the frequency response of the antenna and the radiation pattern due to the metal body

being close to the antenna. To account for any variation in frequency due to the body

of the probe or process variations of the SiP process, the symmetry in the measurement

setup described next is maintained. The proposed antenna operates in the radiative near
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field region. As such, conductors (e.g., GSG probes or other antennas) in the near field

could lead to absorption of energy (signal leakage) and crosstalk. This will manifest itself

as a change in the impedance of the antenna and a detuning of the operation frequency.

Consequently, minimizing conductors in the near field region or implementing impedance

adjustment circuits, as in [78], may be required for optimum antenna impedance matching.

6.3 Experimental validation

The antennas are measured in two steps. First, the S-parameter measurements are taken

using a vector network analyzer (VNA). Second, a PD is used as a transmitter with PRBS

data transmission demonstrated. The calculated length defining the boundary between near-

field and far-field is 6.6 mm [79]. Thus, S-parameters measurements characterize the coupling

between antennas in the near-field. Antenna gain, as reported in Fig. 6.2, is relevant for

far-field distances beyond 6.6 mm.

S-parameters are measured by landing two identical GSG probes on two antennas.

Identical probes were chosen for these measurements so that any variation in the frequency

response or the radiation pattern of the antenna pair due to the probes are matched. The

antenna pair is placed at a distance of 0.3175 cm (0.125”) from each other and aligned in

the direction of maximum directivity in the y-axis as indicated by the gain pattern shown

in Fig. 6.2. The antennas are arranged on the vacuum waveguide mount that uses air

suction to hold them in place when landing the probes for measurements. Measured and
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simulated S11 (reflection coefficient) and S21 (forward transmission coefficient) curves are

shown in Fig. 6.3a. Both curves show general agreement with a frequency shift of 0.1 GHz

for S21 and 0.3 GHz for S11 for the resonance frequency likely due to the GSG probes used

for the measurement. S-parameter simulations consider only the second antenna placed in

a vacuum without considering the presence of other probes and circuits in the near field of

the antenna during measurements. Further, the HFSS simulation were limited by memory

and processing power leading to inaccurate S21 prediction away from resonance. The

measured 10 dB bandwidth of the antenna (S11 < -10 dB) is 600 MHz. The antenna shows

a resonance at approximately 15 GHz and has an S21 peak of -16 dB. The transmission

peak (S21) is measured for various distances as shown if Fig. 6.3b.

(a) (b)

Fig. 6.3: (a) Measured and simulated (Sim) S-parameters with the antennas placed
0.3175 cm (0.125”) apart. (b) Measured peak S21 at 15 GHz at three different distances.

In the second measurement step, the setup shown in Fig. 6.4 is used. to demonstrate

inter-chip data transmission. For simplicity, a homodyne transmission scheme is selected.
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In this setup, a 1550 nm continuous wave (CW) is modulated with a Mach–Zehnder

modulator (MZM). The input to optical modulator is a 15 GHz RF carrier generated by a

clock synthesizer (CLK 1, Anritsu 69377B) modulated with a 650 Mbps PRBS 7 data

pattern generated by a programmable pattern generator (PPG, Keysight N4903B) using an

RF mixer (Marki M90750) with 7.5 dB conversion loss. A relatively low bit rate is chosen

as the antennas are narrow band. The carrier frequency is chosen to be 15 GHz as per the

maximum S21 measured (Fig. 6.3a). The output of the optical modulator (MZM) is

amplified using an erbium-doped fiber amplifier (EDFA). The output of the EDFA is

filtered with an optical filter centered around 1550 nm with an optical bandwidth (3dB) of

0.69 nm. The output of the filter is connected to a variable optical attenuator (VOA) to

control the optical power fed to an off-chip photodetector (Finisar XPDV2120R-VF-FA).

The output of the VOA is fed to the PD through a 10/90 coupler. The 10 % output is

monitored by an optical power meter. The photodetector has a reported typical

responsivity of 0.65 A/W. The PD is internally matched to 50 Ω. This ensures proper

matching between the PD and the antenna for maximum power transfer. On the receiver

side, the output of the antenna is mixed with the same carrier frequency generated from

CLK 2. The output of the mixer is amplified with an RF amplifier with 52 dB of gain and

a bandwidth of 45 GHz. The signal is then filtered with a commercial low-pass filter with a

cut-off frequency of 500 MHz. This is used to suppress frequency content at 30 GHz

generated on the receiver side due to demodulation and any 15 GHz content due to clock
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feedthrough. Finally, the output is connected to an error detector (ED) and a sampling

oscilloscope.

Fig. 6.4: Measurements setup for inter-chip communication with an external photodetector
as a transmitter directly driving the antenna. GSG probes were used to drive the antennas
as shown above the antenna pair symbol.

The measured bit-error-rate (BER) curves for 0.3175 cm (0.125”) and 0.635 cm (0.25”)

are shown in Fig. 6.5. The antenna achieves a BER of 10−10 at a distance of 0.3175 cm.

The BER worsens with the distance between the two antennas, to approximately 10−4 at

0.635 cm for the same input power. This relatively higher BER is because of the weak

driving capability of the PD used directly as a transmitter without further pre-amplification

to derive the antenna. In more conventional systems, a power amplifier is used to drive

the antenna. Alternatively, high-power PDs could be used [65–67]. Another contributing

factor is the smaller ground plane size than ideal that degrades the gain of the antenna. The

captured and amplified eye diagram (Fig. 6.5) has an amplitude of 430 mV at 0.3175 cm

and 270 mV at 0.635 cm, both for an input optical power of 10 dBm. At 1.27 cm (0.5”),
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the antenna is too far to allow for BER measurement. The ED fails to synchronize when

the BER is above 10−3. The BER is limited to 10−10 in the first case because the maximum

power allowed at the PD is 10 dBm.

Fig. 6.5: Inter-chip antenna measured BER and eye diagrams curve for two different
distances of antenna.

6.4 Discussion

Important considerations of PD-antenna systems in SiP include area, gain, data-rate, and

optical power needed for transmission. In terms of area and gain, at higher frequencies of

operation such as the mm-wave frequencies of 60 GHz and higher, the size of the antenna

can be reduced, and antenna arrays become feasible. Such arrays can be used to achieve
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better gain for more efficient inter-chip communication. It is also possible to bend the

antenna as done in this design to reduce area, but with an adverse impact on gain. The

data rate is limited by the bandwidth of the antenna which can be increased by employing

wider band structures, or higher frequency of operation. There are applications such as clock

distribution [80] and wireless tagging [81] where low bandwidth is sufficient.

In terms of optical power, the minimum optical power required for RF transmission is

estimated next. The transmitting antenna is driven directly with an RF generator while

connecting the receiving antenna to a spectrum analyzer. At 0.3175 cm, the RF generator

needs to produce -27 dBm RF power for the signal to be distinguishable from the noise floor

of the spectrum analyzer on the receiving end. The RF power, PRF , is related to the RMS

current, IRMS through the input impedance of the antenna, Z, by PRF = (IRMS)2×Z. This

gives an RMS current of 200 μA. The corresponding optical power, PO, is then calculated

using the responsivity of the PD (PO = IRMS/R). If a photodetector with a responsivity

of 0.75 A/W were to be used, a minimum optical power of -5.75 dBm would be needed. If

a PD with lower responsivity were to be used, then higher optical power would be needed

(e.g. -3 dBm for R = 0.4 A/W). Note that for practical data transmission, higher power

would be needed as indicated by the BER measurements (Fig. 6.5). Circuits such as a low

noise amplifier on the receiver side or a power amplifier on the transmitter side can extend

the communication distance between the two antennas. One can consider an equalizer to

increase the limited bandwidth of the antenna.
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6.5 Conclusion

In summary, this chapter presented a 15 GHz monopole antenna in a commercial SiP. The

antenna benefits from the high resistivity of the substrate of SiP to achieve improved

performance. S-parameter measurements and inter-chip data transmission were both

measured and demonstrated. Inter-chip communication is demonstrated while using a

photodetector directly as a transmitter driving the antenna without RF amplification.

Good matching (S11 < 10 dB) and peak gain (S21 = 16 dB) were achieved at 15 GHz.

The simulated gain is 0.95 (-0.22 dBi). This validation points towards the possibility of

developing monolithic photonic emitters in SiP consisting of an antenna and a

photodetector.

As the silicon photonic process is relatively cheap, and the potential monolithic

integration of PD and antenna eliminates the need for matching networks, the proposed

concept could prove to be a cost-effective, area effective solution for inter-chip and RoF

communication applications.

An exciting research direction is using III-V technology to integrate the antenna, the

photodetector, and the potentially the modulator.
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Chapter 7

Integrated RF Passive Low-Pass

Filters in Silicon Photonics

This chapter continues the theme of passives in silicon photonics and presented an integrated

low-pass RC filter driven by a photodetector. Design and measurement methodologies are

detailed and measurements are compared to simulations values. The work presented in this

chapter has been published as a journal paper in the IEEE Photonics Technology Letters [9].

7.1 Introduction

Passive radio frequency (RF) elements such as inductors, capacitors, and resistors are

necessary in high-speed optical transceivers. However, the bulky nature of passive RF

components prevents further miniaturization of the RF chips for cost-effective high-speed



7. Integrated RF Passive Low-Pass Filters in Silicon Photonics 150

applications. This limitation can be partially overcome by using off-chip components at the

cost of a reduced level of integration and additional parasitics from the package. With the

increased importance of RF passive elements in applications such as oscillators [82], passive

equalizers [83], and data serializers / deserializers [18], it is worth considering alternative

integration schemes with other optical/electrical components.

The monolithic integration of electronic and photonic components on silicon is the most

advantageous solution to minimize parasitics between the optical and electronic circuits.

Electronic circuits have been implemented in silicon photonic fabrication processes [4, 84]

but the transistors used have been limited to the 130 nm and 90 nm nodes. Another

approach to achieve monolithic integration with higher performance electronic nodes has

been to build optical devices with almost no modification to the electronic fabrication

process [85]. However, the trade-off in this case is a reduction in the performance of the

optical devices. Therefore, hybrid integration enables the use of state-of-the-art photonic

integrated circuits (PICs) and complementary metal oxide semiconductor (CMOS)

integrated circuits (ICs) in the same system [86]. Furthermore, the parasitics at the

interface between the chips can be minimized with advanced system-in-a-package

technologies, such as flip-chip bonding [87].

Silicon photonics provides a potentially cost-effective platform for the integration of

photonic components with RF passive elements. This offers great opportunities to develop

high-speed transceiver modules by co-packaging the PIC and the CMOS IC [88].
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Furthermore, as processing speeds increase, one issue is the increased cost of integrating

passive RF components on the CMOS chip as their size relative to the transistor circuit

becomes significantly larger. This increase in cost of fabrication is especially noticeable for

smaller CMOS technology nodes. For example, the cost per mm2 of STMicroelectronics

28 nm fully depleted silicon-on-insulator CMOS process is at least 17 times more expensive

than that of Advanced Micro Foundry (AMF) Silicon Photonics technology (prices

provided by CMC Microsystems) [20]. Moreover, since the typical minimum feature size in

silicon photonics is above 100 nm, the fabrication can be done with less advanced

photolithography tools than high-speed CMOS circuits. In addition to the cost advantage,

silicon photonics benefits from a high-resistivity substrate. It has been shown that

high-resistivity substrates facilitate the suppression of substrate noise and crosstalk and

increase the quality factor (Q) of RF passive components [89–92].

This chapter presents the potential use of silicon photonics to implement RF electrical

passives integrated elements by demonstrating three variations of an RC low pass filter (LPF)

monolithically integrated with a photodiode (PD).

This proof-of-concept validates the potential for cost-effective receiver front-end designs.

The model, the design strategy, and fabrication process are presented in the subsequent

sections. The scattering parameters (S-parameters) of the electrical signal at the output of

the photodiodes are measured and analyzed. Finally, an equivalent circuit is used to validate

the behavior of the fabricated devices for parameter extraction.
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7.2 Circuit model and design parameters

Fig. 7.1 presents a schematic diagram of a lumped model for the PD and the LPF. The

PD, the filter resistor, and the filter capacitor are connected in a parallel configuration. In

the circuit model, the LPF has a designed resistance Rf , and a designed capacitance Cf .

The current source IP D models the photocurrent. At a reverse bias voltage of 2 V, the

PD has a junction capacitance Cj and a series resistance Rs which are around 35.2 fF and

85 Ω, respectively [59]. The metallic pads of the PIC add parasitics represented by the

capacitance Cpad, which is about 15.2 fF for a pad size of 70×70 μm2 [59]. From simulations,

the estimated value of the pad resistance Rpad is 4 Ω, and the inductance Lpad is 0.17 nH.

The load resistor RL models the 50 measurement equipment termination resistance.

Fig. 7.1: Schematic of the circuit model for the designed RC low pass filters. Dashed boxes
outline the PD and LPF configurations.

The 3 dB bandwidth (f3dB) of the receiver front-end is determined by the poles estimated

using the open circuit time constant approach. This method is an approximate analysis for

the estimation of the cut-off frequency of the electronic circuit. It estimates the cut-off
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frequency by summing the RC time constant of all the capacitors in the circuit [93]:

C ′ = Cf + Cpad (7.1)

f3dB = 1
2π(τ1 + τ2)

(7.2)

τ1 = C ′(RF ||(RL + Rpad)) (7.3)

τ1 = Cj(Rs + RF ||(RL + Rpad)) (7.4)

where τ1 and τ2 are the time constants associated with C ′ and Cj, respectively, such that

C ′ >> Cj → τ1 + τ2 ≈ τ1. As can be seen, the LPF parameters, Cf and Rf , are dominant

parameters in determining the 3 dB bandwidth of the filter.

The designed silicon photonics receiver front-end is fabricated on a SOI wafer with a

220 nm silicon device layer and a 2 μm buried oxide layer, and a silicon substrate of 725 μm

with a resistivity greater than 750 Ω.cm. The SiGe vertical PDs have a thickness, width,

and length of 0.5 μm, 8 μm, and 31 μm, respectively. The PDs consist of a highly doped

n-type germanium layer, an intrinsic germanium layer, and a p-type silicon layer [94]. The

dimensions of the plates for the metal-dielectric-metal (MIM) capacitors were estimated by
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using the design strategy detailed in [95]. The capacitors consist of two aluminum layers,

corresponding to Metal 1 and Metal 2 in the fabrication process, that are 0.75 μm and 2 μm

thick, respectively. A 1.5 μm thick SiO2 layer is sandwiched between the metal layers to form

the capacitor dielectric. Fig. 7.2a shows the cross-section view of the MIM capacitor. The

resistors are formed on a 0.09 μm thick n-type silicon layer with a doping density of at least

1020 cm−3 [96]. Fig. 7.2b shows a micrograph of one of the implemented LPF structures

integrated with a p-i-n PD.

(a) (b)

Fig. 7.2: (a) Cross-section view of the MIM capacitor and layout view of the LPF structure
(GC: grating coupler, PD: photodiode, M1: Metal 1, M2: Metal 2). (b) Micrograph of the
RC filter structure in an active silicon photonics process

To achieve cut-off frequencies ranging from 1.5 to 2.7 GHz, the target values for the

resistors are 160 Ω and 400 Ω, and for the capacitors, they are 1.35 pF and 2.34 pF. The

estimated length and width of the metal plates for a 1 pF capacitor are 708 μm and 67 μm and

for a 2 pF capacitor they are 708 μm and 33.5 μm. It has been shown that the fringing electric
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fields on the perimeter of the integrated capacitors lead to additional capacitance in the

microstructures [97]. The fringing field capacitance can be estimated using the ANSYS HFSS

3D electromagnetic field simulator. Based on the HFSS simulation results, the expected

capacitance values including the effect of the fringing field capacitance for the 1 pF and 2 pF

MIM capacitors are of 1.35 pF and 2.34 pF, respectively.

The LPF resistor values were designed using the mathematical relationship ρl/A, where

ρ is the resistivity of the doped region, l is the length of the resistor, and A is the crosssection

area of the resistor. Assuming a linear behavior of the integrated resistor at 300 K, a doping

density of 1020 cm−3, and a resistivity of 7.2×10−4Ω.cm [98], a 160 Ω resistance is obtained

by choosing a length of 10 μm and a width of 5 μm for the doped region. Similarly, a length

of 25 μm with the same width leads to a 400 Ω resistance.

Using the lumped model shown in Fig. 7.1, simulations with the Advanced Design

System (ADS) software from Keysight were performed to fits the S-parameter curves

obtained through the experimental measurements. Table 7.1 summarizes the parameters of

the circuit model. As the junction capacitance Cj is much smaller than the filter

capacitance Cf , the parameters of the filter defines the location of the dominant pole. The

PD and pad parameters have negligible effects on the overall performance of the filter.

LPF1, LPF2, and LPF3 are associated with the designed values of R1=400 Ω and

C1=1.35 pF, R2=160 Ω and C2=2.34 pF, and R3=400 Ω and C3=2.34 pF, respectively.

Using equations 7.1 to 7.4, the expected 3-dB cut-off frequencies are 2.65 GHz, 1.78 GHz,
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and 1.53 GHz, respectively.

Table 7.1: equivalent circuit parameters

Parameter Value
Rs 85 Ω1

CJ 35 fF 1

CP AD 15 fF 1

RP AD 4 Ω2

LP AD 17 nH2

RL 50 Ω1

1Values reported in [59].
2 Values extracted from simulations.

7.3 Experimental results

Three chips were tested, and were numbered 1, 2 and 3 for reference. The implemented

resistances were directly measured on the chip using an RF Ground-Signal-Ground (GSG)

probe and an ohmmeter. Because of the presence of the PD junction capacitance and

other stray capacitors in the structure, direct measurement of the capacitance on the chip

does not give an accurate value of the filter capacitance at a specific frequency. Thus, the

impedance fitting technique with a lumped model was used in the ADS software to extract

the capacitance. Measurements of the S-parameters were performed with a 50 GHz lightwave

component analyzer (Agilent N4373C) with a 2-V reversed bias applied to the PDs. The

effects of the RF cables and probe tip were removed from the measurements by following a

procedure relying on a calibration kit and a calibration substrate.
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The lightwave component analyzer was used to perform optical-electrical measurements

by generating modulated light that is coupled to the chip. The optical signal travels through

the waveguide on the PIC to the PD. Then, the PD converts the optical signal into an

electrical one that the analyzer measures and from which it extracts the S21 value that

characterizes the optical-electrical conversion. To match the simulation and experimental

results of the S21 parameters, the optimization performs a parameter sweep for the low-

pass filter capacitance CF . To this end, a goal is defined based on the measured cut-off

frequencies. Fig. 7.3 shows the measured and simulated S21 parameters for chip no. 3, after

optimization of the model. The simulated cut-off frequencies using the equivalent circuit with

the optimized parameters match the experimental values. Fig. 7.4 compares the measured

and simulated S22 parameters (output return loss) for chip no. 3 in a Smith chart format

giving a polar representation of the reflection coefficients. At any given frequency, both

the magnitude and phase information from the experiment on the fabricated structures and

their impedance-matched models can be derived from the chart. The results represented

in Fig. 7.4 confirm the validity of the lumped model component values after performing

the impedance fitting. The measured return loss is in good agreement with the return loss

obtained from the lumped model (Fig. 7.1) over the whole frequency range. Assuming a

characteristic impedance of Zo = 50 Ω, the measured normalized impedance (solid red plot),

z/zo,at the cut-off frequency of 1.56 GHz for LPF2 on chip no. 3 is 0.523-j1.063 and the

normalized impedance derived from the model (dashed red plot) at the cut-off frequency
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of 1.67 GHz is 0.448-j0.928, which shows a good impedance correspondence between the

lumped model and the implemented structure.

Fig. 7.3: Measured and fitted S21 parameter using the lumped model shown in Fig. 7.1
and the parameters values in Table 7.1 for chip no. 3 at 2 V reverse bias.

Table 7.2 compares the experimental values of CF and RF with the target design values

for three chips from the same wafer. The target design values are shown in the brackets.

Table 7.2: Measured versus designed capacitance (pF) and resistance (Ω)

LPF1 LPF2 LPF3

Chip R1 C1
(400) (1.35)

R2 C2
(160) (2.34)

R3 C3
(400) (2.34)

1 416 1.49 168 2.55 412 2.31
2 427 1.45 171 2.45 421 2.61
3 407 1.44 165 2.62 406 2.60

From these results, it can be inferred that the experimental results are up to 12 % larger
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Fig. 7.4: Measured and fitted S22 parameter using the lumped model shown in Fig. 7.1
and the parameters values in Table 7.1 for chip no. 3 at 2 V reverse bias.

than the designed values. The uneven thickness of the oxide between the capacitor metal

plates due to the fabrication process variations can be the main cause of difference. An

oxide thickness variation of at least 10 % is expected on the fabricated chips. Furthermore,

variation in the dimensions of the metal plates during the metallization process is another

factor that plays a role in the observed difference in the capacitance values. The differences in

the resistance between dies are attributed to variations in the resistor doped area dimensions

after fabrication and in the doping density of the silicon. There are small discrepancies

between the designed and measured resistance values that are due to the effect of the pad

resistance and fabrication process variations. In particular, a lower doping density of the
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n-Si [99] and a smaller Si thickness [100] in the resistor areas can lead to a larger resistance.

While insufficient data is available to perform an accurate statistical analysis to compare

these results with their CMOS counterparts, the presented results for three chips show

small chip-to-chip variations for the resistors and capacitors on the PICs. It should be

noted that, chip-to-chip variation in the capacitor and resistor values in CMOS processes

are significant [101]. For instance, simulation results in a 65 nm CMOS technology show a

±10 % and ±30 % chip-to-chip variation in the values of MIM capacitors and silicided poly

resistors, respectively.

Table 7.3 summarizes the cut-off frequencies that resulted from the measurement and the

lumped model in comparison with the designed values for the three different chips. There

is a good agreement between the experimental results for the different dies. However, the

measured cut-off frequencies for three instances of LPFs are slightly less than the expected

cutoff frequencies from the designed values. These discrepancies are likely caused by an

increase in the effective value of passive elements (e.g., capacitors) resulting from fabrication

process variations and fringing fields as discussed earlier.

Table 7.3: Filter cut-off frequencies (GHz).

LPF1 LPF2 LPF3
Design:2.65 Design:1.78 Design:1.53

Chip ID Fit Measure Fit Measure Fit Measure
1 2.65 2.67 1.69 1.61 1.38 1.41
2 2.69 2.72 1.7 1.65 1.22 1.24
3 2.71 2.75 1.67 1.56 1.21 1.23
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7.4 Conclusion

In this chapter, an RC LPFs were implemented on a PIC as a case study to show that

bulky passive RF components in a receiver front end can be built with silicon photonics. To

investigate the performance of integrated RF components on the PIC, s-parameters for three

RC filters were analyzed. A circuit model was used to evaluate the design strategy. The

capacitor values of the filters were extracted using the ADS optimization tool. Considering

the effect of fringing field capacitance, the extracted values from the experiment are in

agreement with the expected values. This agreement shows that this approach is practical

in building LPFs in SiPh. Furthermore, chip-to chip variations comparable to that of CMOS

IC designs were observed. This validates the circuit model and demonstrates the feasibility

of implementing passive components on PICs.
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Chapter 8

A High-speed Moving Average

Integrator in SiP for TIA-less

Receivers

This chapter concludes the theme of passives in silicon photonics and presents a moving

average filter. This is done by combining optical delay lines, photodetectors, and capacitors.

Design and measurement methodologies are detailed and measurements are compared to

simulations values. The work presented in this chapter has been accepted for publication as

a journal paper in the IEEE Photonics Technology Letters [10].
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8.1 Introduction

Silicon Photonics (SiP) plays a key role in addressing the ever-increasing demand for

optical transceivers with high bandwidth and low power consumption for future data

centers. Indeed, SiP technology provides a unique platform to design the next generation of

optical interconnects by harnessing well-developed CMOS fabrication technologies. One of

the bottlenecks in the design of transceivers is the high-power consumption of the CMOS

receiver front-end (i.e. approximately 22 % of the power budget) [36, 47, 48]. Integrated

receiver front-ends emerged recently aiming to reduce power consumption [18, 34]. They

use either a photocurrent integrator or transimpedance amplifier (TIA) followed by

sampling capacitors and comparators [5, 6].

There are several challenges involved in developing integrating receiver front-ends. The

power consumption of a high-gain TIA and the clock-phase generation circuit in 65 nm

CMOS node can be beyond 42 % of the power budget of the CMOS receiver front-end

[34]. Furthermore, these receivers use a capacitor to integrate the photocurrent and convert

it into voltage. The accumulated voltage is amplified then sampled using an analog to

digital converter. Finally, the capacitor is reset using a short pulse. Using a pulse reset

degrades sensitivity because it reduces the integration time [50] or requires large integrating

capacitances [52]. Furthermore, this reset pulse is prone to process variation and can be

difficult to achieve at high-speed, increasing the strain on the CMOS technology node.

The other reported problem in the design of optical receivers is charge sharing between
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the integrating capacitor and sampling capacitor detailed in [9]. The charge sharing issue

further deteriorates the sensitivity of the optical receiver and increases the minimum junction

capacitance that the photodiode must have and eventually limits its speed [9].

In the previous chapter, the feasibility of implementing passive electrical components

such as resistors and capacitors in silicon photonics, as a cost-effective photonic-electronic

co-design approach, was demonstrated [9]. In this chapter, a moving average integrator is

monolithically combined with an optical receiver structure in silicon photonics. With this

approach, not only is the charge sharing issue resolved, which leads to enhanced sensitivity,

but also there is no need for generating a short duration reset pulse. Furthermore, this

structure enables a photonic-electronic co-design approach for data communications that

does not need a complex clock-phase generation circuitry and a TIA on the CMOS chip

(TIA-less) and, hence, significantly improves the power consumption of the receiver.

8.2 Design methodology

A schematic diagram of the moving average integrator is shown in Fig. 8.1. The structure is

a proof-of-concept of its feasibility and is implemented in silicon photonics targeting four-bit

integration at 10 Gbps. To do so, the light is split into two branches using a directional

coupler. One path is delayed by 400 ps relative to the other path. The optical power at the

photodiodes is matched by adjusting the coupling ratio of the directional coupler. Finally,

a capacitor is used to integrate the current over a period of 400 ps. The voltage across the
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capacitor is simply the integral of the current difference, divided by the capacitance C, as

given by the following equation:

VOUT = 1
C

∫
(iP D2(t)− iP D1(t))dt = 1

C

∫
(iP D2(t)− iP D2(t− 400ps))dt (8.1)

where iP D1 and iP D2 are the photocurrents generated by PD1 and PD2, respectively.

Fig. 8.1: Schematic diagram of the moving average structure and the cross-section of the
MIM capacitors in the silicon photonics process.

The delay line consists of a low-loss rib silicon waveguide with a width of 3 μm and

a core thickness of 220 nm surrounded by a 90 nm thick slab, as depicted in the inset of

Fig. 8.1. Fig. 8.2 shows the group delay (ps/mm) of the low-loss waveguide calculated with

Lumerical MODE. For a group index of 3.72 at the operating wavelength of 1550 nm, a
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32.3 mm optical delay line creates a 400 ps delay between the two channels. The variation

of the time delay in the wavelength range from 1530 nm to 1565 nm is approximately 5 ps,

which can impose a deterministic timing jitter to the output signal but has a negligible effect

on the performance of the proposed moving average structure for data rates up to 10 Gbps.

Considering the typical loss of approximately 0.7 dB/cm in 3 μm × 220 nm waveguides, the

directional coupler must compensate for 2.3 dB of additional loss caused by the delay line

in channel 1. For a gap of 200 nm, the length of the rib-directional coupler consisting of

500 nm × 220 nm waveguides is found to be 5 μm through Lumerical FDTD simulations [96].

The calculated length provides a cross coupling ratio of κ2 = 0.63, and a through coupling

ratio of t2 = 0.37, which provides a balanced power at the output ports. Two SiGe integrated

photodiodes convert the optical signals to electrical currents. The adjacent photodiodes are

connected through a 200 fF capacitor. The converted data and its delayed version are

integrated by the capacitor.

The design methodology for the MIM caps (Fig. 8.1) in the silicon photonic platform

is detailed in [95]. To achieve a 200 fF capacitance in the silicon photonic process, the

dimensions of the metal plates must be 100 μm × 94 μm according to HFSS simulations.

The thickness of the Metal 1 layer is 0.75 μm and that of Metal 2 is 2 μm. An oxide

layer of 1.5 μm is sandwiched between the two metal layers as illustrated in the inset of

Fig. 8.1. The chip was fabricated at the A*STAR Institute of Microelectronics (IME). The

fabricated chip is mounted and wire bonded to a PCB pads with a pitch of 2.54 mm to allow
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Fig. 8.2: Calculated group delay per mm for 3 μm× 220 nm low-loss rib waveguides used
for the delay (DL). The inset shows a simulation of the cross-section of the fundamental
mode.

the use of a differential high-impedance probe for the measurement of the output signal.

A high-impedance probe ensures an RC time constant much greater than the unit interval

at speeds up to 10 Gbps, which is essential for signal integrity and the observation of the

moving average operation. Fig. 8.3 shows a micrograph image of the photonic chip mounted

on the PCB. The implemented structure performs one-bit integration at 2.5 Gbps, two-bit

integration at 5 Gbps, and four-bit integration at 10 Gbps. There are two distinguishable

decision levels in the output signal at 2.5 Gbps, three levels at 5 Gbps, and five levels at

10 Gbps. The electrical circuit (e.g., in CMOS) can be wire-bonded to the SiP chip to recover

the transmitted data. The CMOS receiver front-end will be a TIA-less circuit without a reset
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function and a multi-level decision circuit. The operation of the proposed moving average

structure is verified through simulations and experiments.

Fig. 8.3: Micrograph of the wire-bonded silicon photonic die on the PCB with an enlarged
view of the fabricated moving average structure. GC: grating coupler; DC: directional
coupler; DL: delay line; PD1, PD2: photodiodes; G: ground pads; S: signal pads; V: DC
voltage pads; Cf : integrating capacitor.

8.3 Data recovery principle

Fig. 8.4 shows a schematic diagram of the physical model of the moving average structure.

The effect of the bond wires is neglected for length shorter than 1 mm, which results in

negligible parasitics. In Fig. 8.5a, there are two distinct decision-making levels (j1 and j2)

for data recovery at 2.5 Gbps by the TIA-less receiver. On the other hand, in Fig. 8.5b,
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there are three levels (m1-m3) at 5 Gbps, and in Fig. 8.5c, five levels (n1-n5) at 10 Gbps are

distinguishable. For each of the observed voltage levels, a voltage reference is specified. The

output signal is then compared with the references while considering the preceding recovered

bit(s) for the decision-making, unless proper encoding and decoding are employed [56]. For

example, at 2.5 Gbps, receiving an output signal at the voltage level of j1 corresponds to

receiving a binary ‘0’ in the previous unit interval (UI). Whereas, an output voltage at

the level of j2 is equivalent to receiving a binary ‘1’ in the previous UI. At 5 Gbps, level

m1 corresponds to ‘00’, m2 corresponds to ‘01’ and ‘10’, and m3 corresponds to ’11’ in the

previous two UIs. At 10 Gbps, level n1 represents the bit stream ‘0000’, level n2 demonstrates

‘0001’, ‘0010’, ‘0100’, and ‘1000’, and level n3 corresponds to ‘0011’, ‘0110’, ’1100’, ‘1010’,

’0101’, and ‘1001’. In the same manner, level n4 denotes ‘0111’, ‘1110’, ‘1011’, and ’1101’

and level n5 is related to ‘1111’ in the previous four-unit intervals.

For some of the aforementioned levels, more than one-bit stream sequence leads to the

same level for two-bits integration and above. Proper logic in the associated electronics

can recover the specific incoming bit stream without considering previous bits if the proper

encoding and decoding are employed [56]. For example, for a four-bit integrating front-end,

if the data, D, are encoded into a bit pattern, B, on the transmitter side according to:

B(x) = D(x)⊕B(x− 1)⊕B(x− 2)⊕B(x− 3) (8.2)

then the receiver will receive the sum, Bs, of four bits at the front-end:
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Fig. 8.4: Schematic diagram of the moving average structure including the parasitics and
the high-impedance probe input resistance where RL = 100 kΩ is the high-impedance probe
input impedance, Cf = 200 fF is the moving average integrator, Cj1 = Cj2 = 15 fF are the
photodiode junction capacitances, Rs1 = Rs2 = 125 Ω are the photodiodes series resistances,
and = Cpad1 = Cpad2 = 15 fF are the pads capacitance.

(a) (b) (c)

Fig. 8.5: Simulation results for random sequences (a) at 2.5 Gbps with two decision-making
levels of j1 and j2, (b) at 5 Gbps with three decision-making levels of m1, m2, and m3, and
(c) at 10 Gbps with five decision-making levels of n1, n2, n3, n4, and n5. The insets show
the corresponding simulated eye diagrams.
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Bs = B(x) + B(x− 1) + B(x− 2) + B(x− 3) (8.3)

The receiver can then recover the data pattern, D, on the receiver side through a simple

modulo-2 operation:

D(x) = Bsmod2 (8.4)

8.4 Experimental procedure and results

Fig. 8.6 illustrates the experimental setup used for the characterization of the moving

average integrator. A tunable laser provides the optical signal at 1550 nm. Two

polarization controllers adjust the state of polarization at the input port of the modulator

and before coupling to the grating coupler on the optical chip. An optical power of 8 dBm

is incident on the chip throughout the experimental validation. A power measurement on

back-to-back grating couplers shows an insertion loss of 5 dB for a single grating coupler.

The output signal is measured with a high-impedance differential probe head (N5445A

InfiniiMax III) compatible with a real-time scope (MSO-X 92504A from Keysight

Technologies). A PRBS 7 electrical signal modulates the optical signal at the desired data

rates of 2.5 Gbps and 5 Gbps.

The 400 ps optical delay implemented by the rib waveguide delay line is verified
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Fig. 8.6: Experimental setup for the characterization of the moving average integrator.

experimentally with a GSG RF probe. Fig. 8.7a shows the observed 400 ps time delay

between the channels. The experimental results show promising performance at 2.5 Gbps

and 5 Gbps, matching the simulation results obtained in Cadence Spectre using the

equivalent circuit shown in Fig. 8.4. Fig. 8.7b and Fig. 8.7c compare the experimental

results to the simulation results at 2.5 Gbps and 5 Gbps. The noise observed in the

experimental results is due to the mismatch in optical power between the two channels.

Further investigation proved that the rib waveguides suffered from an average propagation

loss of 2.5±0.5 dB/cm as a result of fabrication process variations.

Whereas, the directional coupler in the structure is designed to compensate approximately

0.7 dB/cm of loss in the optical delay line. The photocurrent observed in channel 1 (PD1)

and 2 (PD2) are 224 and 525 μA, respectively, using an RF probe with an input impedance

of 50 Ω. These currents correspond to 11.8 and 5 μA for the high-impedance probe with an

input impedance of 100 kΩ. For the reported SiGe PD responsivity of 0.7 A/W, the received

optical powers in channel 1 (PD1) and 2 (PD2) are 0.32 mW (-4.95 dBm) and 0.75 mW

(-1.25 dBm), respectively, showing a 3.7 dB difference. This corresponds to a propagation

loss of approximately 1.9 dB/cm in the delay line, which is in agreement with the reported
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(a)

(b) (c)

Fig. 8.7: (a) Experimental validation of the 400 ps optical delay line (length of 32.3 mm
at 1550 nm) using 50 Ω impedance GSG probes. Experimental versus simulation results:
the purple graphs are the measured output and the overlapped red graph is the simulated
output at (b) 2.5 Gbps and (c) 5 Gbps.

values.

8.5 Conclusion

In this chapter, an electro-optic moving average integrator implemented with silicon

photonics is demonstrated. Due to the reduced cost per unit area of the fabrication in
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silicon photonics process compared to state-of-the-art CMOS processes used in optical

interconnects, monolithic integration of a sampling capacitor on silicon photonics to create

a moving average integrator is a effective way to mitigate issues such as sensitivity

degradation and high power consumption in conventional optical receivers. Moreover,

moving average integrators do not need a reset circuit, transimpedance amplification, and

multiple-clock phase generation, which simplifies the CMOS design for data recovery, but

at the cost of adding multi-level decision circuitry. The performance of the SiP moving

average integrator was experimentally verified by using a high impedance probe. As a

proof-of-concept for the feasibility of implementing such a structure, experiments at

2.5 Gbps and 5 Gbps were performed. The main limitation of this approach, however, is

the accuracy of the required delay lines and the required matching of optical power at the

outputs of the optical delay lines. If the coupling ratio of the optical power feeding each of

the photodetectors through the delay lines is not carefully controlled, this structure will

not function properly. More specifically, there will be voltage build-up on one side of the

capacitor, which will eventually lead to saturation. Nevertheless, the outcome of this chip

demonstrates the feasibility of an electro-optic moving average integrator implemented in

silicon photonics for use in high sensitivity and energy efficient next generation optical

receivers. Such hybrid receivers, leveraging both SiP and CMOS, are expected to be in

high demand in future optical interconnects.
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This concludes the second theme of this thesis.
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Chapter 9

Proposed Future Work and

Conclusions

In this chapter, some proposed research ideas that extend the thesis work are presented,

followed by thesis conclusions.

9.1 Proposed future work

This section presents several future research directions to extend the work presented in this

thesis.
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9.1.1 Final integration of photonic and electronic chips

The work presented in Chapter 3, Chapter 4, and Chapter 5 provide a proof of concept that

is demonstrated using an electronic IC and off-chip mechanical delay lines. Thus, work still

needs to be done to integrate the IC chip with silicon photonic delay lines. This requires

some fine-tuning of the placement of the bond pads of silicon photonic chip to match that of

the IC chip. Moreover, given the large size of the silicon photonic chip, it may be necessary

to integrate the two chips using a PCB or an interposer as it is likely difficult to find a

package large enough to fit both.

9.1.2 Monolithic design

To take full potential of the proposed optical receivers, an implementation in a monolithic

process is needed. This will boost performance and reduce the size. As discussed in Chapter

5, the input capacitance has a significant impact on the sensitivity of the receiver. Thus, in

a monolithic process, where bond pads are not needed between the photonic side and the

electronic side, the sensitivity is expected to improve. As the sensitivity improves, the gain

stages can relax their gain and their power consumption is reduced making the receiver more

energy-efficient.



9. Proposed Future Work and Conclusions 178

9.1.3 Clock recovery for the optical receivers

One challenge that remains to be addressed in the optical receivers is the clock recovery.

There already exists a published clock and data recovery (CDR) that can be adapted and

used for resettable receivers such as the one proposed in Chapter 5. This CDR is presented

in [34]. Fig. 9.1 shows a conceptual block diagram of how that CDR would be employed in

the proposed receiver in Chapter 5. To be adapted for our receiver and to avoid having to

employ tunable optical delay lines or closing the CDR loop externally, the clock phase would

be adjusted using a phase interpolator digitally controlled by an accumulator. From this,

it would be possible to generate signals that are used to adaptively adjust the clock phase

for proper sampling. The benefit of the delay lines is the simplification of the design of the

digitally controlled oscillator that will be needed to generate only one clock phase.

Fig. 9.1: A CDR that could be used with the proposed receiver in [7] based on [34].
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9.1.4 A silicon photonics based delay locked loop

Finally, it might be interesting to develop a silicon photonics-based delay-locked loop (DLL)

to be used with the receiver proposed in Chapter 5 as shown in Fig. 9.2. In this delay

loop, which is based on [34], electronically tunable optical delay lines are used as the delay

elements of the loop. This will allow the receiver to lock the phase between the data and

the clock removing the need for external tuning or calibration.

Fig. 9.2: A DLL that could be used with the proposed receiver based on [34].

9.2 Conclusions

This thesis explored the potential and the benefits of the co-design of electronics and

photonics that became necessary with the explosive traffic within data centers. After the
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motivation, the thesis started with the background information and an overview of

electronic and photonic delay lines. It was found that optical delay lines are capable of

providing a wider range, better resolution, and lower power consumption compared to

electronic delay lines. Then, the thesis presented the first theme covering the design of

three optical receivers that leverage optical delay lines for clock generation.

The first optical receiver presented is a 12.5 Gb/s optoelectronic receiver in 65 nm

CMOS that employs SiP delay lines to eliminate clock generation circuits and the

associated buffers. The receiver was validated experimentally through electronic and

optical testing. The receiver achieved a sensitivity of -4 dBm at a BER of 10−12 while

exhibiting an energy efficiency of 1.93 pJ/bit. As a large part of the power consumption of

conventional receivers is due to clock generation and clock buffering, this technique has the

potential of improving energy efficiency and removing complex circuits in quarter-rate

systems.

The second receiver improves upon the second receiver by reducing the number of

channels to two, reducing optical splitting losses, and replacing the common-gate

transimpedance at the front-end with an improved gain, improved bandwidth

transimpedance amplifier that has a resistor in series with an inductor in its feedback to

boost bandwidth. Because this transimpedance amplifier has high gain, this receiver

removes voltage gain stages allowing it to reduce power consumption. The full receiver was

implemented in 65 nm CMOS. The receiver die and the photodetectors were mounted in a
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QFN80 package and connected using bond wires. The receiver achieves a speed of 17 Gbps.

The two-channel optical receiver has an energy consumption of 156 fJ/bit. The

combination of a simplified clocking, signal amplification with only one gain improved TIA,

as well as a dynamic comparator results in superior energy efficiency. Input sensitivity of

-7 dBm OMA was achieved for this receiver without using any equalization technique.

In order to boost the speed of the previous two receivers, a novel reduced bandwidth

optical receiver was proposed. In this receiver, the conventional front-end is replaced with

a two-bit integrating front-end allowing the receiver to operate at data rates as high as

22 Gb/s. This receiver achieves an average sensitivity of -7.8 dBm and energy efficiency of

1.43 pJ/bit. The receiver aims to address some of the issues present in integrating receivers

such as [35] and current-amplifier-based receivers such as [47], mainly charge sharing and

short reset pulses without introducing a transimpedance amplifier circuit while avoiding

the critical timing and complexity associated with DFE [36] and speculative DFE based

receivers [54]. The proposed receiver shows great potential at higher speeds of operation

when the clocking becomes more demanding and requires a duty cycle and quadrature error

detection circuits. Such circuits are not needed in this system.

The second theme of this thesis deals with the implementation of passives, that are

conventionally found on the IC side, or the printed circuit board, in silicon photonics stack.

The first passive structure is a 15 GHz monopole antenna. The antenna benefits from

the high resistivity of the substrate of SiP to achieve improved performance. S-parameter
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measurements and inter-chip data transmission were both measured and demonstrated. This

validation points towards the possibility of developing monolithic photonic emitters in SiP

consisting of an antenna and a photodetector. As the silicon photonics process is relatively

cheap, and as the potential monolithic integration of photodetector and antenna eliminates

the need for matching networks, the proposed concept could prove to be a cost-effective,

area effective solution for inter-chip and radio-over-fiber communication applications.

The second structure is the implementation of an RC filter in silicon photonics that serves

as a case study to show that bulky passive RF components in a receiver front end can be

built with silicon photonics. S-parameters were measured and the measured values of the RC

filter are compared to design values and a circuit model was extracted. This demonstrates

the feasibility of implementing bulky passive components in silicon photonics.

Finally, an electro-optic moving average integrator implemented with silicon photonics

was demonstrated. The performance of the SiP moving average integrator was

experimentally verified by using a high impedance probe. As a proof-of-concept for the

feasibility of implementing such a structure, experiments at 2.5 and 5 Gbps were

performed. Because a moving average filter removes the need for a reset signal, the

outcome of this structure demonstrates the feasibility of an electro-optic moving average

integrator implemented in silicon photonics for use in high sensitivity and energy-efficient

optical resettable receivers proposed in [18] and [47].
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