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ABSTBACT 

This thesis presents a complete solution to Hilbert's tenth 

problem -- i.e., the result that there is no algorithm to determine if 

an arbitrar,r diophantine equation has a solution in integers. This 

solution is contained in Chapters III, IV and V. 

Chapter II is an intuitive introduction to recursion theor,r. 

Chapter III deals with some applications of results of Chapter II to 

exponential diophantine equations, made by M. Davis, H. Putnam and 

J. Robinson. In Chapt ers IV and V two proofs are given of the result 

that exponentiation is diophantine. These are due to Ju. V. Matijasevic 

and M. Davis. Chapter VI is an attempt by the author to analyze the 

results of the two preceding chapters. 
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1. 

CHAPTER l 

Introduction 

In 1900 Hilbert [,5] gave the following problem as the tenth in his 

famous list of problems: 

Given a diophantine equation with any number of unlmown 

quantities and with integral coefficients: To devise a 

process according to which it can be determined by a finite 

number of operations whether the equation is solvable in 

integers. 

In other words, we are asked to find a general algorithm to answer questions 

of the forro: Does the diophantine equation P(x~, ••• ,xn) = 0 have a 

solution in integers? Here P is a polynomial in x~, ••• ,Xn with integer 

coefficients. 

The work of Godel caused mathematicians to modify Hilberl's statement 

of the problem and to ~.sk instead whether such a general algori thm exists. 

This question has recently been answered in the negative, i.e., 

There is no general algorithm to determine if an arbitrary 

diophantine equation has a solution in integers. 

Chapter II of this thesis gives an intuitive introduction to recursion 

theory which closely follows the survey article by Julia Robinson [10], 

~ogether ~th ~portant theorems by Godel and Davis. 

Chapter TIl is concerned with applications of Chapter II to exponential 

diophantine equations. (An exponential diophantine equation is siroilar to a 

diophantine equation except that variables May occur as exponents.) These 

applications were begun by Julia Robinson [9] and continued by her, M. Davis 

and H. Putnam [3]. The main result of Chapter TIl is: 

There is no general algorithm to determine if an arbitrary 

exponential diophantine equation has a solution in integers. 



In Chapters IV and V we show that exponentiation is diophantine, 

which completes the negative solution to Hilbert' s tenth problem. We give 

two proofs of this result: the original proof due to Matijasevi~ (7], from 

which the result follows by a theorem of Julia Robinson (Chapter V); and a 

modified form of Matijasevi~'s proof due to M. Davis [2J (Chapter IV). 

Chapter VI contains no formal mathematics. It does contain some 

conjectures by the author on the ideas which led Matijasevic to his results 

and attempts to show how Davis modified those results to get his solution. 

2. 
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3. 

CHAPTER II 

COrnputing and Listing 

We first look at pairs and sequences of natural numbers. Cantor showed 

that there is a one-one correspondence between the set of natural numbers and 

the set of ordered pairs of natural numbers. A function which gives such a 

one-one correspondence is the function 

We have 

J:lNxJN~JN 

J(x,y) = V:a ~x + y)2 + 3x + y) • 

(The function values are easily seen to be integers.) 

J(o,o) = ° , 

{

J(X + l ,y - 1), 
J(x,y) + 1= . 

J(O,x+l), 

if Y > ° , 
if Y = ° . 

80 J maps the set of ordered pairs of natural numbers onto the set of 

natural numbers and J is one-one. We have the following table of values 

of J : y 

° l 2 3 4 

° l 3 6 10 

2 4 7 Il 

x 2 5 8 12 

3 9 13 

4 14 

The equation u = J ~(u) ,L(U») uniquely determines two inverse functions 

K and L. ( e. g. , K ( 8 ) = 2, L( 8 ) = l .) 

As an example of the usefulness of such functions, suppose 8 is the 

range of a function F(X,y) of two variables. Then 8 is also the range of 
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G(u) = F~(U) ,L(U)) which is a function of one variable. Since 

F(x,y) = G ~(x,y)) we can recover F from G. 

4. 

If R(x,y) is a binary relation, we may represent R(x,y) by a set S 

of natural numbers using the equivalence R(x,y) iff J(x,y) eS. 

A sequence of sets of natural numbers, So,S~,... may be represented by a 

single set S 

J(n,x) e S 0 

of natural numbers by the correspondence x e S iff 
n 

Pairing functions also provide a system of numbering diophantine 

equations. A diophantine equation is an equation of the form 

F(xo,x1, ••• ) = G(Xo,X1, ••• ) where F and Gare ter.ms built up from 

Xo ,x~, • • • and natural numbers by addition and multiplication. We may also 

write a diophantine equation in the form p(Xo,xu ••• ) = 0 where p( =F-G) 

is a polynomial with integral coefficients • 

We number the terms ~O'~1' ••• built up from variables and natural 

numbers by addition and multiplication as follows: 

~4:n = n , 

~4n +1 = X 
n ' 

~4:n + 2 = ~K(n) + ~L(n) , 

~4:n +:3 = 'l:K(n) • 'l:L(n) • 

Then we number the equations, the th equation being n 'l:K(n) 'l:L(n) • Thus 

the eighth equation is O+O=Xo , for example. 

Finally we give a method of representing finite sequences of natural 

numbers due to Godel. 



5. 

Definition 2.1 Rem(x,y) is the least non-negative remainder of x 

divided by y. i.e., Rem(x,y) = z iff there is a natural number n such 

that x = ny + z with 0.;;; z < y • 

Lemma 2.2 (Gëdel 1931) 

natural numbers there are natural numbers a and d such that 

St = Rem(a, 1+ (t + l)~ for t = 0,1, ••• ,k • (1) 

(1) is equivalent to a == St ~Od(l + (t + l)d~ and 
, 

0.;;; St < l + (t + l)d for t = O,l, ••• ,k. We choose for d a multiple 

of kt which is large enough to ensure that d > St for aIl t.;;; k. In 

this way the inequali ties will be satisfied. We now show that the moduli 

are relatively prime, for suppose p prime, pl (1 + (t + l)d) and 

pl (1 + (t' + l)d) with t,t' .;;; k and t ~ t' • (We suppose t > t' . ) 
Then pl(l + (t + l)d) - (1 + (t' + l)d) , i.e., pl (t - t')d with 

o < t - t' .;;; k • If pl (t - t') then plk! so pld but if pld then 

pfCl + (t + l)d). Contradiction. Since the moduli are relatively prime, 

we can find a common solution to the congruences a == St ~Od(l + (t + l)d)) , 

o .;;; t .;;; k by the Chinese remainder theorem. 

We now turn to the problem of either finding a "general method" 

(i.e., an algorithm) to determine if an arbitrary diophantine equation has 

a solution in integers or of showing that there is no su ch general method. 

Intuitively, by a "general method" we mean a finite set of instructions 

which describe how to stan from an arbitrary diophantine equation 

p(x1 , ••• ,x ) = 0 and to finish (after a finite number of steps) with the n 



correct answer to the question: Does p(x~, ••• ,x ) = 0 have a solution? 
n 

The instructions must be the kind that could be given to a computer to 

6. 

carry out, devoid of any element of ingenuity or chance. (Although we do not 

ask that they are necessarily practical or place any restriction on the time 

or space needed to carry them out.) 

Before the work of Godel, the notion of "general method" was not 

mathematically precise and it was therefore not possible to ask whether such 

a method existed. On the other hand, if a correct method had been found, 

Hilbert 1 S tenth problem [.5] would have been solved without having to ask 

precisely what was meant by a "general method". Probably this correct 

method would have been effective. We now try to formulate the notion of 

"general method". 

SUppose we number aIl diophantine equations in a systematic way 

(e.g., the one that has already been described). Then given any n we can 

write down the nth equation and given an equation we can write down its 

number (or one of them since some equations may occur more than once). Let 

S be the set of numbers of equations which have solutions. Then a method 

to tell whether or not an arbitrar,y natural number n is in S would give 

a method to tell whether or not an arbitrary diophantine equation has a 

solution. 

A set S is called computable if there is a method to decide whether 

n e S or not for any arbitrary natural number n. A method is a finite 

set of instructions which for each natural number n specifies a calculation 

which ends with the answer "yes" or "no" to the question: Does n belong 

to the set being computed? This is intuitively what is meant by a computable 

set. Later we give a mathematical characterisation of such sets. 



A set L of natural numbers is called listable if there is a method 

of listing the members of L. A list is a finite or infinite sequence, 

possibly with repetitions. A method of listing a set of numbers is a set of 

instructions giving a completely mechanical calculation which may or may not 

terminate. From time to time during the calculation a number is given as 

being the next on the list so we place it next on the liste 

A function F(x:J..' ••• 'X) defined for aIl natural numbers and whose n 

range is a subset of the natural numbers is called computable if we can 

mechanically calculate F(xu ••• ,xn) for any n-tuple of natural numbers. 

We now prove some results concerning computable and listable sets and 

computable functions. 

Lemma 2.3 A set S of natural numbers is computable iff S and 

s( = :m\S) are both listable. 

7. 

Proof If S is computable, the method for computing S can be modified 

to interchl3llge "yes" and "no" answers so S is also computable. Bince every 

computable set is clearly listable, S and S are listable. 

If S and Sare listable and both are infinite sets we can make a 

single list by alternating an element from the list of S and an élement 

from the list of S. To see if n e S or not we see if n occurs in an 

even or an odd position on the new liste (It must occur eventua11y and 

al ways in an even position or always in an odd one.) If either S or S 

is finite then clearly they are both computable. (If S is finite we can tell 

if n e S or not by inspection,) 
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Lemma 2.4 The range of a computable function is listable and conversely 

every non-~mpty listable set S is the range of a comput able function. 

If F is a computable function of one variable then we can list 

F(0),F(1),F(2)... • If F is a computable function of k variables then 

we can agree on an ordering of k-tuples (using the J function, iterated, 

for example) and list the function values in the appropriate order. 

If S is a non-empty listable set then S is either finite, in which 

case we choose a function F which becomes constant or else S is infinite 

and we define F(n) to be the nth number on the list of S. In each case, 

F is computable. 

Lemma 2., A function F(x) is computable iff {J(X,F(X))} (i.e., the 

graph of F) is listable. 

If F is a computable function then clearly 

computable function also. From Lemma 2.4 the range of 

listable. 

J~,F(X)) 
J(X,F(X)) 

'is a 

is 

Conversely, suppose the graph of a function G is listable. To 

8. 

calculate G(n) we list the members of the graph of G until sorne number u 

is listed which has K(u) = n. Then G(n) = L(u) • 

Suppose that L is a mathematical language such that we can give 

instructions in L for listing any listable set. We may assume that L has 

only a finite n~ber of symbols. We also assume that we can ~ecognise 

suitable instructions in L and that the calculations given are a sequence 

of steps of finite length. (These assumptions can be justified but we do not 

do so here. See [10].) 

1 



Lemma 2.6 There is a listable set U such that {Uo,U1 , ••• } is the 

class of listable sets, and where we have k e Un'iff J(n,k) eU. 

Let I o,I1 ,I2 , ••• be a numbering of suitable sets of instructions 

in L (we could order the sets of instructions by the total number of 

symbols occurring in each set and then use a lexicographical ordering among 

those of the sarne length, for exarnple.). and let UO'U1 'U2 ' ••• be the 

corresponding listable sets. We now carry out the instructions from the 

sets I o ,I1 , ••• in the sequence: 

lst instruction from le , 

2nd 
" " Io 

lst " Il Il. , 

3rd 
" Il Io 

2nd Il " 11 , 
lst Il " 12 etc. 

When an instruction from lm says that n is the next number on the list 

of U , we place J(m,n) on the list of U. Thus U is listable and 
m 

has the required property. 

Lemma 2.7 There is a listable set which is not computable. 

Proof Let U be as in Lemma 2.6. Let D = {ni n eU}. To list D we 
n 

list U and whenever we have J(n,n) eU we put n on the list of D • 

Thus D is listable. If D 

for sorne i, i. e., for aIl 

is computable then D is listable so D = U. 
]. 

n , ne U. iff 
]. 

J(n,n) 4 U iff n 4 U • n This 

must hold for n = i which is impossible so D is not cornputable. 



Recursive Functions 

We now define mathematically a class of number-theoretic functions 

which we identify with computable functions. 

A function is called primitive recursive if it can be obtained from 

initial fUnctions by repeated (finite) substitution and recursion. 

The initial functions are: 

(1) the zero fUnction 0 of n variables with 
n 

(2) the successor function S with S(x) = x + l , 

( 3) for every n and every k wi th l ~ k ~ n , the identi ty 

function Ink of n variables with I nk(x1, ••• ,xn) = ~ • 

A function F of n variables is obtained by substitution from a 

10. 

function A of m variables and m functions B1, ••• ,Bm of n variables 

if F(X1 , ••• ,xn ) = A(~(Xu ••• ,xn), ••• ,Bm(X1, .... ,Xn)) • 

We can obtain by substitution the functions 

SO (X1' ••• 'X ) ,SSO (x1, ••• ,x ), ••• n n n n 

i.e., aIl constant functions. If we want to introduce extra variables or 

change the order of variables in order that substitutions may be made, we can 

do so using the identity functions. For example, suppose we wish to define 

F(x,y,z) such that F(x,y,z) = B(z,x). We put 

F(x,y,z) = B~33(X,y,Z) , 131 (x,y, z)) • 



,-
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A function F of n + 1 variables is obtained by recusion from a 

function A of n variables and a function B of n + 2 variables if 

F(x~, ••• ,x ,0) = A(x~, ••• ,x ) , n ,n 

F(xv··· ,xn,sy) = B~~, ••• ,xn,y,F(xv ••• ,Xn'y~ • 

We give some examples of primitive recursive functions: 

x + y x + 0 = x , x + Sy = S(x + y) • 

x • y X· 0 = 0 , x • Sy = x • y + x 

XO = l , xSy = -iY • x • 

We define sgn x = Oox (
= 0 if x = 0) 
= l if x # 0 (where 00 = l by definition) and 

and we see that sgn x can be obtained from UV by substitution. The 

predecessor function P can be obtained by recursion as: PO = 0 ,PSx = x • 

1.Te define x..:... y as • - {X - Y if x - y;;. 0 
vV' X - Y - 0 otherwise • We can obtain x -=- y 

by recursion thus: 

x ...:- 0 = x and x..:.. Sy = P (x ..:-. y) • 

Then lx - yi = (x -=-y) + (y...:-x) by substitution, and we can define 

Rem(x,y) as follows: 

Rem( O,y) = 0 , 

Rem(SX,y) = ~ Rem(x,y~. sgnl y - S Rem(x,y) 1 • 

(If ytSx then sgnly - S Rem(x,y)1 = l and Rem(Sx,y) = S Rem(x,y) • 

If ylsx then sgnly - S Rem(x,y) 1 = 0 and Rem(Sx,y) = 0 .) 
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If 

C given by: 

is primitive recursive then the functions 

~ A(x~,.o.,xn'Y) 
y<z 

C(x~, ••• ,xn'z) = lT A(xv ••• ,xn,y) 

y<z 

are also primitive recursive for they are obtained as follows: 

and 

B(x~, ••• ,x ,0) = A(x~,.o.,x ,0) , n n 

C(x~,. •• ,x ,0) = A(x~,. 0 0 ,x ,0) , n n 

C(x~, ••• ,x ,Sz) n C(x~, •• o,x ,z) ° A(xvooo,x ,Sz) • n n 

B and 

AlI the functions which arise naturally in number the ory can be shown 

to be primitive recursive. It is clear that every primitive recursive 

function is computable for if F is defined by substitution and recursion, 

we have a way to compute F. The converse is false for we may number aIl 

primitive recursive functions of one variable Fo,F~,.o. in a systematic 

way depending on how they are generated by substitution and recursion. We 

define G by 

G(t) = Ft(t) + l • 

12. 

G is not Fn for any n so G cannot be primitive recursive, but clearly 

G is computable. 



,-
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A function F of n variables is general recursive if there are 

primitive recursive functions A of one variable and B of n + l 

variables such that 

where for every n-tuple of natural numbers x1 , ••• ,xn there is a natural 

the least y such that B(X1' ••• 'Xn,y) o (if there were no such y, 

!.L y{ ••• } would be undefined). 

A general recursive function is computable for in order to compute 

we compute until we reach 

the first y such that B(X1, ••• ,xn,y) = 0 (we are assured that-such a y 

exists). We can compute these values since B is primitive recursive. Then 

F(x1 , ••• ,xn ) = A(y) and since A is computable, F is camputable. 

We cannot apply the srune argument as in the case of primitive recursive 

functions to show that there is a computable function which is not general 

recursive since there is no method of listing aIl general recursive functions. 

From now on we accept the contention: 

Church's Thesis Every computable function is general recursive. 

and identify computable and general recursive functions. (Clearly we cannot 

prove Church's Thesis since camputability is an intuitive concept and not 

precisely defined.) 



Recursively Enumerable Sets and Relations 

A set of natural numbers is recursively enumerable if it is empty or 

if it is the range of a primitive recursive function of one variable. 

A relation R(x~, ••• ,x) is recursively enumerable if it is emptyor if n 

14. 

there are n primitive recursive functions of one variable F~, ••• ,Fn such 

that R(x~, ••• ,xn) iff there is a natural number m such that 

Since a primitive recursive function is computable andwe have shown 

that the range of a computable function is listable (Lemma 2.4), it follows 

that every recursively enumerable set is listable. Conversely we have the 

contention: 

Every listable set is recursively enumerable. 

(which is equivalent to Church's Thesis). 

From now on we identify listable sets and recursively enumerable sets. 

It follows that the range of a general recursive function is recursively 

enumerable. A set is recursive if both it and its complement are recursively 

enumerable. So we identify recursive sets with computable sets. 

Godel's Theorem and Davis' Theorem 

A formula is ari thmetical if i t is built up by means of logical 

symbols (V, 3 , .... ,1\ ,V) from equations of the form a = b , a + b = c 

and ab c where a, b and c are variables or symbols for particular 

numbers. Relations defined by arithmetical fOl~ulas are called arithmetical. 

,-
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In 1931 Godel proved that the relation given by F(x1, ••• ,xn ) = y 

where F is any primitive reeursive funetion is arithmetieal. It follows 

that every reeursively enumerable set is arithmetieal, for let S be any 

reeursively enumerable set. Then there is a primitive reeursive funetion F 

of one variable sueh that S is the range of F. Suppose R(x,y) 

iff F(x) = y. Then y e S iff (3x) ~(x) = ~ iff (3x) ~(x,y») and sinee 

R(X,y) is arithmetieal, so is (3X)(R(X,y» • AIso, every reeursively 

enumerable relation is arithmetieal, for suppose R(x,y) is a binary 

reeursively enumerable relation. Then there are primitive reeursive 

funetions F and G of one variable sueh that R(x,y) iff 

(3n) (x = F(n) fi y = G(n») • Sin?e eaeh of the eonjunets is arithmetieal, 

so is R(x,y) The pro of for reeursively enumerable relations of higher 
" 

degree is similar. 

We may use bounded quantifiers in arithmetieal formulas sinee 

(3X ~ y)[ ••• J is equivalent to (3x,t)[x + t = Y fi ••• ] and (\:fX ~ y)[ ••• ] 

is equivelent to (\1x){(3t)(x = y + l + t) V ••• } (either x > y or ) • 

We now prove Godel's theorem in a strengthened form due to M. Davis. 

Theorem 2.8 (Gëdel-Davis) Every relation given by F(X1' ••• 'X) = y n 

where F is a primitive reeursive funetion ean be expressed by an 

arithmetieal formula in whieh the univers al quantifiers are all bounded and 

there are no negation signs. 

'-
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If F is a primitive recursive function then F is either an 

initial function or is obtained by substitution and/or recursion from 

initial functions. We show that the theorem holds if F is an initial 

function and that it holds if F is obtained by substitution or recursion 

from functions that satisfy the theorem. (i.e., the proof is by induction on 

the number of substitutions or recursions necessary to obtain F from the 

initial functions.) 

I. (Induction basis) If F is an initial function then the theorem 

holds for F. 

We have On (x1,··· ,xn ) = y iff Y ° , 
Sx = y iff Y =x + l , 

I nk(x1 ,o •• ,xn) = y iff Y =~o 

II. . If F(xv ' •• ,x ) = B 1A1 (xu ••• ,x ), •• o,A (x1 , ••• ,x)'\ where 
n" n m n'} 

A1, ••• ,A and B satisfy the theorem then F satisfies the theorem. 
m 

We have F(x1, ••• ,x) = y iff 
n 

B.Y the inductive hypothesis, each of the equations on the right side of the 

equivalence can be replaced by formulas of the required kind so F satisfies 

the theorem. 

III. If F(Xl,"'.'~'O) = A(X1' •• o,~) and 

F(x1 , ••• ,~, y + 1) = B 01,. o. ,~,y,F(X1' ••• ,~,y)) 

where A and B satisfy the theorem then F satisfies the theoremo 

,-
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For a fixed y, the sequence uo,···,u l y+ is completely determined 

by the equations: 

~ = ~(xJ., ••• ,~,l'~l) , . 
u =B(xJ., ••• ,x.,y-l,u 1)' Y .K y-

If uo, ••• ,uy + l satisfy (1) then F(xJ.' ••• ,~, t) = Ut for t.;;; Y + l • 

So by Godel's Lemma (2.2) there are natural numbers a and d such that 

Ut = Rem(a,l + (t + l)~ for 0.;;; t .;;; Y + 1. (We actually have one more 

equation than we need.) Thus F(xJ.' ••• '~'Y) = z iff 

(3a,d) (Rem(a,l + d) = A(xv ••• ,~) f\ z = Rem(a,l + (y + l)~ f\ 

(V't.;;; y-l(Rem(a,1+(t+2)d) = B0J., ••• ,~,t,Rem(a,1+(t +l)d~)] • 

Also 

Rem(u,l + v) = w iff (3r,q)(u = (1 + v)r + w f\ w + q = v) • 

(1) 

(2) 

So each of the equations on the right side of the equivalence in (2) can be 

replaced by a formula of the required kind and F satisfies the theorem. 

Theorem 2.9 (Davis) Every recursi veJ.y enumerable relation can be put 

in the form 

'-
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where P is a polynomial with integral coefficients. Conversely a relation 

defined by a formula of this form is recursively enumerable. 

(This is called the Davis normal form of a recursively enumerable relation.) 

Using Theorem 2.8, we May assume that any recursively enumerable 

relation is given by a formula built up from diophantine equations by 

conjunctions, disjunctions, existential quantifiers and bounded univers al 

quantifiers. We show how to reduce such a, formula to the required forme 

1. If aIl the quantified variables are distinct, the Godel-Davis formula 

is equivalent to the formula obtained by writing aIl the quantifiers at the 

beginning of the formula in the SaIne relative order and leaving the rest of 

the formula unchanged. 

2. A formula which is built from equations by conjunctions and 

disjunctions is equivalent to a polynomial equal to zero, since 

and 

A = 0 1\ B 0 iff A 2 + B2 = 0 

A = 0 V B 0 iff AB = 0 • 

3. We have the following equivalences: 

and 

x > y iff (3 z ) (x = y + l + z) 

x ~ y iff (3 z) (x = y + z) 

and we could use the bounded quantifier (3z" x) in both cases. 

4. A formula of the form 

is equi valent to 

(3al,.··,~,dl, ••• ,~)(vt" x)(vz " XI)(3ul, ••• ,~,Vl' ••• 'V~) 

CUl = Rem~l,l + (t + l)dl) 1\ .0. 1\ ~ = Rem(~,l + (t + l)\:) 1\ P 0], 

.. i 
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where the two univers al quantifiers are adjacent. We see that 

a1, ••• ,~,d1' ••• '~ can be chosen so that U1' ••• '~ are arbitrary numbers 

depending on t for each t with t < x. We can use the equivalence 

Rem(u,l + v) = w iff (3r,q)~ = (1 + v)r + w 1\ w + q =-0 

together with reductions l and 2 to reduce the formula to the form 

(3 ••• )(Vt < x)(vz < x')(3 ••• )(P' = 0) , 

where P' is sorne polynomial with integral coefficients. 

5. A formula of the form (vu < x)(~v < X')(3w)(P 0) is equivalent 

to a formula with one univers al quantifier, viz., 

(3z)(Vr < z)(3u,v,w) (z =J(x,x') I\r =J(u,v) f\ (u > xvv > x' VP =0)] , 

where we use the fact that if u.;;;; x and v.;;;; x' then J( u, v) < J(x,x') 

(from the definition of J). Also z = J(x,x') is equivalent to 

2z = 2J(x,x') which bas integral coefficients. We use reductions 2 and 3 to 

obtain an equivalent formula of the form (Jz)(~r < z)(3u,v,w,s,t)(pn = 0) , 

where pli is sorne polynomial wi th integral coefficients. 

6. Thus given any recursively enumerable relation in the GOdel-Davis 

form, we first apply reductions 1, 2 and 3 wherever possible and then use 

reductions 4 and 5 repeated1y to obtain a formula in the form 

(3X1' ••• '~)(Vu,;;;; z)(3v1, ••• ,Vl )(P = 0) , 

where P is sorne polynomial with integer coefficients. 

7. Â formula of the form 

(3x,y)(vu.;;;; Z)(3V1, ••• ,Vk )(P = 0) 

,-



is equi valent to 

(3t)(vu ~ t)(3vv ""vk ,x,y,)0 J(J(x,y),z) fi. (u> z V P = o~ 

8. Using reduetion 7 repeatedly we obtain a formula of the form 

(3w)('lfu ~ w)(3vv ""v )(pl = 0) r 

whieh is equivalent to 

(3y)('lfu ~ y)(3Vl. ~ y) ••• (3v ~ y)(3w ~ y)(3Z ~ y)(3t ~ y) r 

[y = J(w, z) fi. (u = w + l + t V P' = 0)] • 

Applying reduetion 2 we at last obtain the Davis normal forme 

Conversely, if x e S is defined by: 

x e S iff (3y)('lfU ~ y) (3V1 ~ y) ••• (3vk ~ y)(p = 0) , 

then S is reeursively enumerable, for let G(x,y) be defined by 

G(x,y) L lT 
u ~ Y vl. ~ Y 

TT p2(X,y, U, vv··· , vk ) ; 

vk ~ Y 

then G is primitive reeursive and x e S iff (3Y)~(X,y) = 0) • 

[This is similar to the reasoning in statement 2 of Davis' theorem for: 

(3x ~ Xl )~(x) = 0) iff lT p(x) = 0 ; 

x ~ x' 

('lfX~x')~(x)=o) iff L p2(X) =0.] 

x ~ x' 

20. 

Henee if S ~ 0 , let a be a partieular element of S. (If S = 0 , 

S is reeursively enumerable by definition.) Then 

H(x,y) = OG(x,y) • x + ~gn G(x,y)) • a 



21. 

is primitive recursive. Now x e S iff (3y) 0(x,y) = 0). Let this y be 

Yx. SO if x eS, H(x,yx) = 00 
• x + 0 • a = x and if 

G(x,y) '1- 0 , H(x,y) = 0 • x + 1 • a = a. If x + S , H(x,y) = 0 . x + 1 • a = a 

for aIl y. So S is the range of H and therefore S is recursive~ 

enumerab1e. 

'-
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CHAPTER III 

Diophantine and Exponential Diophantine Relations 

A diophantine equation is an equation of the fOrIn 

A(Xl' ••• 'X ) = B(x1 , ••• ,x) where A and B are terms built from n n 

particular natural numbers and the variables x1 , ••• ,x by addition and 
n 

multiplication. We may also write such an equation in the forro 

P(x1 , ••• ,x) = 0 where P is a polynomial in x1 , ••• ,x with integer n n 

coefficients. Hilbert's statement [5] of the tenth problem was for integer 

22. 

solutions to diophantine equations but it can be shown that the corresponding 

problem for solutions in the natural numbers is equivalent to the original 

problem. For suppose we could solve the problem for solutions in the 

natural numbers. Then the diophantine equation P(x1 , ••• ,xn) = 0 has a 

solution in integers iff one of the 2k equations P(±x1 , ••• ,±xn) = 0 has 

a solution in natural numbers. Let Q(Xl, ••• ,Xn) be forroed by multiplying 

k together the 2 polynomials P(±x1 , ••• ,±xn). Then P(x1 , ••• ,xn ) = 0 has a 

solution in integers iff Q(Xl' ••• 'X) = 0 has a solution in natural n 

numbers. Conversely, since Lagrange's theorem (c.f. [4], p. 300) states that 

every non-negative integer can be written as the sum of four squares, 

P(x1 , ••• ,x) = 0 has a solution-in natural numbers iff n 

P(UZ
1 + v Z

1 + wZ
1 + ZZ ••• u Z + V Z + w2 + Z2) = 0 has a solution in integers. l' 'n n n n 

We note that if we have equations Ai = Bi ' i = l, ••• ,n then 

Al = B1 and Az = B2 and ••• and A = B is equi valent to the single equation n n 
n 

\' (A. - B.)2 L ~ ~ 
i=l 

o • Also Al = B1 or A2 = B2 or ••• 

n 

or A =B 
n n is equi valent 

to the single equation Tf (Ai - Bi) 
i=l 

o. In this way we can combine 

,-
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23. 

systems of diophantine or exponential diophantine equations into a single 

equation. 

A set S of natural numbers is diophantine iff there is a polynomial 

p(n,x1"" ,~) with integer coefficients such that ne S iff there are 

natural numbers x1"'.'~ such that P(n,x1""'~) = O. A relation 

R(Y1""'Yn ) is diophantine iff there is a polynomial P(Y1"."Yn'x1, ••• ,Xk) 
with integer coefficients such that R(Y1' •• "Yn) iff there are natural 

numbers X1'."'~ such that P(Y1" •• 'Yn,X1""'~) = 0 • 

We give some simple diophantine relations: 

a~b iff there is a natural number n such that a + n = b • 

a<b iff there is a natural number n such that a + l + n = b • 

iff there is a natural number n such that na = b • 

iff there are natural numbers x and y such that 

b = ax + y and 0 < y < a or a = 0 and b > 0 ; 

iff there are natural numbers x,y,z,u,v such that 

b = ax + y and y = l + z and a = y + l + u 

or a = 0 and b = l + v ; 

iff there are natural numbers x,y,z,u,v such that 

(b-ax- y)2 + (y-l-z)2 + (a- y -l-u)2)(a2 + (b-l-V)2) = O. 

gcd(a,b) = l iff there are natural numbers u and v such that ua = l + vb • 

An exponential diophantine equation is an equation that can be put in 

the form E(X1""'~) = F(X1"'.'~) where E and Fare terms built from 

particular natural numbers and the variables x1, ••• ,Xk byaddition, 

multiplication and exponentiation. 

A set 3 of natural numbers is exponential diophantine iff there is an 

.i 



exponential diophantine equation E(n,x~, ••• ,~) = F(n,x~, ••• ,~) which 

has a solution for X1' ••• '~ in natural numbers iff ne S. EKponential 

diophantine relations are defined analogous1y. 

Lemma 3.1 (Robinson) [9, 10 p. 98] The relation m = (~) is exponential 

diophantine (where m,n,r are natural numbers). 

We establish the following result: 

(1) 

( [x] is the greatest integer in x.) Suppose n > 0 and r > O. Then 

expanding by the binomial theorem, 

n 

2nr (1 + 2-n)n 2nr l (~) 2-nt 

t=O 

r n 

L (~) 2n(r-t) + L (~) 2n(r-t) • 

t=O 

n 

We show that L (~) 2n(r-t) < 1 • 

t=r+l 

n 

t=r+l 

L (~) 2n(r-t) = (r ~ 1) 2-n + (r ~ 2) 2-2n + ••• + (~) 2n(r-n) 
t=r+l 

(2) 

Since r ~ 1 , the terms on the R.H.S. of (2) with factors of (g) and (~) 



r 

must occur in L (~) 2n( r-t ). It is weIl lmown that 

t=O 

(~) + (~) + ••• + (~) 2
n 

(i.e., a set of n elements has 2
n 

subsets) 

n 

and as (~) = l , (~) = n > 0 , L (~) 
t=r+l 

r 

Therefore [2nr(1 + 2-n)n] L (~) 2n(r-t) • 

t=O 

Similarly, 

t=o 

r-l 

< L (~) 2n(r-l-t) 

t=O 

r-l 

n l (~) 2n(r-l-t) 

t=r 

< l (~) ~(r-l-t) + l 

t=O 

r 

so [2n (r-l) (1 + 2-n)nJ l (~) 2n (r-l-t) • 

t=O 

r 

L (~) n(r-t) 2 , and therefore 

t=O 

then On+r = 0). Sa we have established (1) if n > 0 and r > 0 • 

, -, , 
.\ 



If n = 0 also then the above becomes [1] - [1] + l = l = (g) . 
(BY convention 00 = l .) 

If n > 0 the above becomes 

= l - 2
n 

0 + 0 = l = (~) • 

26. 

If n = 0 and r > 0 we define (~) = 0 

case also. 

(1) is easily verified in this 

To show that the relation m = (~) is exponential diophantine we use 

the fact that if b > 0 , 

[ t] = c iff bc ~ a < b (c + 1) • (3) 

Let x = 

(4) 
Then (~) n n+r = m = x - 2 Y + 0 ,from (1) 

So using (3), (4) is equivalent to 

n n+r m=x-2y+0 

,-



:6 

Thus, m = (~) iff there are natura1 numbers x and y which satisfy the 

above conditions. Equivalently, m = (~) iff there are natura1 numbers 

x,y,u,v,w,z such that: 

and 

and 

and 

and 

n n+r m+2y=x+0 

2
n2 

x + u = 2nr (2n +l)n 

2nr (2n + l)n + 1 + v = 2
n2 

(x + 1) 

2n • 2
n2 

y + W = 2nr (2n + 1) n 

As previous1y remarked, we May combine these five equations into a single 

exponentia1 diophantine equation with three parameters m, n and r which has 

a solution in natura1 numbers iff m = (~) • 

Lemma 3.2 (Robinson) [9,10 p. 99] The relation m = n! is exponential 

diophantine. 

Proof We need the inequalities: a) _1_< 1 
1-e + 28 for o < 8 <! 

2 ' 

and b) (1 + 8) k < 1 + 2ke for 0<8 < 1 (where ke N) • 

Proofs a) If o < e < ~ then o < e2 < !e 
2 , so 282 < e • 

Therefore 1 < 1 + e - 2e2 ; i.e., 1 < (1 - e)(l + 28) • 

1 
Since 1 - 8 > 0 , 1-e < 1 + 28 • 

b) Now (1 + e)k = (~) + (~) 8 + .. 0 + (~) 8k 

and since 0 < e < 1 , (~) + (~) 8 + ••• + (~)8k-1 < 2k ,so (1+8)k < 1+2k8 • 

,-
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n+1 We now show that for any s > (2n) ,n! 

For n > 0 , 
sn. n!(s -n)! 

s! 

n-1 ( ) s n!s-n! 
(s - 1)! 

and 

n-1 s n! 
(s - i)(s - 2) ••• , s - (n - in 

sIl 1 < - = - < -- for 1 < r < n -1 , 
s-r 1- E 1-n 

s s 

( s ) < n!(-Ln)n • 
s - (n -1) 1-s 

( )n+1 n 1 
Now if s > 2n , c1ear1y 0 < s < '2 ' 

28. 

ThliS, .;;...-...;.;;.....;;;;~ ,but n! 2 < 2 • n so n! 2 2n < 2n < s (s~n) < n! + 2
n 

• 2n • n! n n n n( ) ( )n+1 
s 

n s 
and (~) < n! + 1 , i.e., n! We May write 

m = [(~ as 

,-
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Thus m = n! iff there are natural numbers r, s and t such that 

s > (2n)n+l 

and t = (~) 

and sn = rot + r 

and r < t 

i.e., ro = n! iff there are natural numbers r,s,t,u,v such that 

s = (2n)n+l + 1 + U 

and t = (~) 

and sn = rot + r 

and r+l+v=t. 

We have shown in Lemma 3.1 that the relation t = (~) is expo~ential 

diophantine and it follows that the relation ro = n! is exponential 

diophantine. 

Corollary 3.3 (Matijasevi~) [8] 

diophantine. 

The set of primes is exponential 

Proof To show this we use Wilson's theorero and its converse, viz.: 

If P is prime then 

(p-l)! _ -1 (roodp) 

(p - l)! == -1 (mod p). If P > 1 and 

then p is prime. (See [6] , pp. 44-450) So we roay 

write: p is prime iff there are positive integers b,u,l such that 

p = 1 + U 

and l = (p -l)! 

and l = pb -1 • 

29. 



.0 

with Œ > r. Let x be a real number with 0 < x < 1. Then expanding 

(1 -+ X)Œ around x = 0 by Taylor 1 s theorern with Lagrange 1 s forrn for the 

r 

rernainder, we have (l-+x)Œ L (j)xj + (r~l)xr+l(l + ex)Œ-(r-+l) for 

j=O 

31. 

sorne e with 0 < e < 1 • Let Œ = E. > r and let x = a-2 where a is an 
q 

-lnt r > 1 Then (1 + a-2 )Œ .... ege, a • 

so 
r 

a2r-+l (1 -+ a -2)Œ L (j)a2r-2j+l -+ Cr ~ 1) a-ICI + ea-2)Œ-r-l • (1) 

j=O 

r r-l l (j) a2r-2j-+l So ~_l(a) L (j) a 2r-2j-l , and 

j=O j=O 

r r-l 
-1 a Œ 

a S (a) - aS l(a) r r- L (j) a
2r

-
2j 

[ (j)a
2r

-
2j 

j=O j=O 

(2) 

As a > r , ( a) = ŒCa -1) ••• Ca - r) > 0 and the rernainder terrn in (1), 
r -+ 1 (r -+ l)! 

r+l 
Œ 

is positive. Furtherrnore, 

r-+l 
__ ~~--':-""'I'~~"""::::--L. < Œ ,and 1< (1 + ea-2 ) < 2 so 

.. i 



III 

(1 + ea-2 )u-r-l (2~ )u-r-l = 2(1,. l l (1,-r f 'With 
t' 2r + l • i3 . ~ or some ~ 

Sinee l l l a-r l l < - < 2 - < - < l , so 0 < ~ • 
~ '2 2~ t' 2r 

i.e., (1 + ea-2 )a-r-l < 2a • Therefore, 

so we may write(l) as 

for some e' with 0 < e' < 1. In a similar fashion, 

r-l 

a2r-1(1 + a-2 )u = L (j)a2r-2j-l + (~)a-~(l + <pa- 2)a-r 

j=O 

for some <p with 0 < <p < 1. Therefore 

32. 

(3) 

(4) 

for some <p' with 0 < <p' < 1. We show that for a suit able ehoiee of a, 

~(a) and S~_l(a) are integers. Consider 

If qr r! 1 a , (and thus qj j! 1 a for j O,l, ••• ,r) then eaeh term in 

E. 
s~(a) is an integer (the smallest power of a appearing in 

eaeh SUffi is aL). We also show that for a s~ttable ehoiee of a, the 

'-, 
! 
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33. 

remainder tems in (3) and (4) are Iess than 1. The remainder tem in (3) 

is if a > pr+1 2P , and the remainder tem in (4) is 

E. 
q 
~ < l if r+1 2P • a a>p r 1 r+1 P Thus, if q r! a and a > P 2, 

So we have shown that the relation R(s,t,p,q,r) which holds among natural 

numbers s,t,p,q,r iff 

t = (:) , g. c. d. (s, t) = l , ~ > r , 

is equivalent to the relation R(s,t,p,q,r) which holds iff there is a 

natura1 number a such that 

E>r 
q 

and g.c.d.(s,t) = l 

and qr • rI 1 a 

E-
The condition u = [vwq J is equivalent to uq ~ vV < (u + l)q which 

is exponential diophantine and the other conditions given above have 

'-



already been shown to be exponential diophantine. Thus we have proved that 

n 

the relation m = TI (c + dk) is exponential diophantine. 

k=l 

corollary 3.5 

diophantine. 

n 

The relation m TI (c - k) is exponential 

k=O 

Proof Either c = k for some k with 0 ~ k ~ n , in which case a 

factor in the product is zero, or c > n and there is a natural number x 

such that c = n + x + 1 , i.e., x = c - (n + 1). In this case, 

n 

TI (c-k) = (c-O)(c-l) ••• (c-n) 

k=O 

n 

= ( c - (n + 1) + (n + 1) ) ( c - (n + 1) + n ) ••• (c - (n + 1) + 1) 

= (x + (n + 1) ) (x + n) .. . (x + 1) 
n+l 

= TI (x +k) • 

k=l 

Thus, m = TI (c- k) iff there is a natural number x such that 

k=O 

either 

or 

c + x = n and m = 0 , 

n+l 

c = n + x + 1 and m = TI (x + k) • 

k=1 

34. 

Ail these conditions have been shown to be exponential diophantine and thus 

n 

m TT (c - k) is expons;:'"ltial diophantine. 

k=O 
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Lemma 3.6 (Davis, Putnam, RObinson) [3,10 p. 103J (Let X stand for 

Xl, ••• ,Xn .) Let P(X,y,U,Vl, ••• ,Vk) be a polynomial with integral 

coefficients. Let Q(X,y) be any polynomial with integral coefficients 

such that 

Q(x,y) ~ y 

and 

Then 

is equivalent to 

(3c,t,av ••• ,~)[t = Q(X,y)! /\ l+(c+l)t = TI (l+(m+l)t) 
m,,;;y 

/\ 1+ (c + l)t Tf (al - j) /\ . o. 
j"y 

/\ l+(c+l)t lT (~-j)]. 
j,,;;y 

35. 

(1) 

(4) 

(Note: k is a natural number which depends only on the number of variables 

in P, so for any given polynomial P, k is a constant.) 

We note first that the conditions t = Q(X,y)! and 

l + (c + l)t = 1T (1 + (m + l)t) uniquely determine t and c. 

m";;y 

(5) 

,-



36. 

If m ~ y and m' ~ y and m ~ m' then we show that 

g.e.d. (1 + (m+l)t, l + (m' -+l)t) = 1. For suppose p prime, pl(l-+(m+l)t) 

and pl (1 + (m'+ l)t) , (we suppose m > m'), then 

pl (1 + (m + 1) t) - (1 + (m' + 1) t) , i. e. , pl (m - m' ) t wi th 0 < m - m' ~ y • 

If p lm - m' then pl t beeause t = Q(X,y)! and Q(X,y) ;:;: y from (1) and 

(5). But elearly, if pl t then ptl + (m + l)t , so 

(l+(m+l)t, l+(m' +l)C) = l • 

Also, sinee l+(e+l)t = TI (l+(m+l)t), 

m~y 

1+ (e + l)t == 0 (mod~'+ (m + 1)~) , 

(e+l)t == -l-+(l+(m-+l)t)~od(l+(m+l)t)) 

== (m+l)t mod (l+(m+l)t) , 

and sinee g.e.d. (t,l + (m +l)t) = l , 

c+l == m+l mod (l+(m+l)t) , 

(6) 

i.e., c == m mod (l+(m+l)t) • (7) 

Furthermore, if p prime, pl(l+(m+l)t) then g.c.d.(p,t) =l,and t=Q(x,y)!, 

so ptQ(x,y)! , which implies that p > Q(X,y) ~ y. Hence, by (2), 

(8 ) 

less than or equal to y. 

Now we prove the equivalence of (3) and (4). 

(4) implies (3) Suppose (4) holds. Let u < y and let p be prime, 



L.L-LU 

pll+(u+l)t. (Since l·+(c+l)t = TT (l+(m+l)t), clearly 

m~y 

p t( 1-+ (c + l)t) .) As previously remarked, p > y. Put vi = ReIT1(ai ,p) 

for i = l ••• k • (i. e., a. == v. mod p and 0 < v. < p .) Since 
~ ~ ~ 

37. 

(1 + (c +l)t)!}T (ai - j) for i = l. •. k , p Tf (ai - j) for i l ••• k • 

J< Y j <y 

Thus for each i = l ••• k , there is some ji ~ Y such that plai - ji ' 

so a. == v. == j. mod p , and since v. < p and j. ~ y < p , 
~ ~ ~ ~ ~ 

we must have vi = ji 

and hence c == u mod p 

so v. < y • 
~ 

From (7), 

Thus, since a. == v. mod p , 
~ ~ 

p(X,y,u,v~, ••• ,vk) == P(x,y,c,a~, ••• ,~) == 0 (mod p) 

(since P\(l+(C+l)t) and (l+(C+l)t)lp(x,y,c,au ••• ,~) byassUlllption). 

We have shawn in (8) that p > Ip('::,y,u,vU ••• ,vk)1 so P(x,y,u,VU ••• 'vk) = 0 • 

(3) implies (4) Suppose (3) holds. Let t and c be determined by (5). 

By hypothesis, for every u ~ y there are v~, ••• ,vk < y such that 

P(X,y,u,v~, ••• ,vk) = o. We denote the v~, ••• ,vk corresponding to a 

particular u by v u~, ••• ,v uk. We have shown that if u~ f. u:a , 

(1 + (u1 + l)t , 1+ (u2 + l)t) = 1. Thus by the Chinese remainder theorem, 

the system of congruences Z1 == VU1 mOd(l + (u + l)t) , u < y , have a 

common solution which is unique mod lT (1 + (u +l)t). Let this COmInon 

u<y 

solution be a1. We proceed similarly to find a2' ••• '~' 

i. e., au •• ~,~ satisfy ai == vui (mOd(l -+ (u + l)t» , u < y • (9) 
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38. 

each u ~ y. But since the moduli are relatively prime, this implies that 

TT (l+(U+l)t)lp(x,y,c,aU···'~l) , 
u~y 

i. e. , l + (c + 1) t 1 P ( X, y, c, au ••• , ~) 

Also, from (9), for each u ~ y and for each i with l ~ i ~ k , 

l + (u + l)t 1 a-1 - v . , and v . ~ y by hypothesis. So using (6), ... u~ u~ 

TT (l+(U+l)t) Tr (ai -j) for i = l ••• k , 
u~y j~y 

i.e., l+(c+l)t Tf (ai -j) for i l ••• k, 

j~y 

and we have established (4). 

Theorem 3.7 (Davis, Putnam, Robinson) [3,10 p. 10.5] Every recursively 

enumerable relation is exponential diophantine. 

Let R(xl.3 ••• ,x ) n 
be a recursively enumerable relation. So by 

Theorem 2.9 there is a polynomial P(x,y,u,v~, ••• ,vk) such that R(x1, ••• ,xn ) 

iff (3y)(vu ~ Y)(3V~ ~ y) ••• (3vk ~ Y)(P(x,y,U,v~, ••• ,vk) = 0). We make the 

following changes in P : 

1) replace the coefficients by their absolute value, 

2) substitute y for each of the variables u,v~, ••• ,vk' 

3) add y ta the resulting polynomial. 

Let the new polynomial obtained be Q(X,y). Clearly Q(X,y) satisfies 

conditions (1) and (2) of Lemma 3.6. Therefore, by Lemma 3.6, R(x~, ••• ,xn) 

iff there is a natural number y satisfying the relation given by (4) of 

Lemma 3.6. We have shawn that each of the relations occurring in (4) is 

1 

.. 1 
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exponential diophantine so R(x1 , ••• ,X) is exponential diophantine. 
n 

39. 

In the next chapter we show that the relation a = ~ u is diophantine. 

It follows that all the relations which have been shown to be exponential 

diophantine are diophantine. We also have the following corollary. 

corollary 3.8 

p(n,xv ••• ,~) 

There is a particular diophantine equation 

o for which there is no general method to tell, for an 

arbitrary natural number n, whether P(n,xl' ••• '~) = 0 has a solution 

for Xl' ••• '~ in natural numbers. 

Let S be a recursively enumerable set which is not recursive. 

By Theorem 3.7, S is exponential diophantine and hence diophantine. So 

there is a diophantine equation P(n,x1 , ••• ,~) = 0 such that n e S iff 

p(n,xl' ••• '~) = 0 has a solution for xl' ••• '~ eN. If there were a 

general method to tell, for an arbitrary n eN, whether P(n,x1 , ••• ,~) 0 

has a solution or not then there would be a general method to tell whether 

ne S or not. This implies that S is recursive. Contradiction. 

Remark This is actually a stronger result than the fact that there is 

no general method to tell whether an arbitrary diophantine equation has a 

solution. 

'-
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CHAPTER IV 

The Relation a = SU is Diophantine (Davis) 

Unless the context indicates otherwise, aIl arguments are positive 

integers. 

We need sorne preliminary results concerning solutions to Pellls 

equation in the forro: 

4. (i) 

wi th a > 1 , a e Z • 

For n > 0 , neZ , define xn(a) and yn(a) by: 

x (a) + y (a) J a 2 -1 = (a + J a 2 _1)n • 
n n 4. (ii) 

We write xn for xn(a) and Yn for Yn(a) if the meaning is clear. 

By equating rational and irrational parts in 4. (ii) (J a2 - 1 is irrationa1) 

we have: 

Xo 1,; Yo = 0 , 

X~ a,; y~ = l 

and also 

x = 2ax - x . y n+1 n n-1' n+l 2ay - YI. n n- 4. (iii) 

Proof for 4. (iii) By induction on n. 

so x2 = 2a2 - l ,; Y2 = 2a. But 2a2 - l 2a • a - l ; 2a = 2a • 1 O. 

Therefore ~ = 2ax~ - Xo ,; Y2 = 2ay~ - Yo. Assume the result for 

n = m - 1. We wish to show that this implies that 

x = 2ax - x . y = 2a'lT - y 
m+l m m-1' m+1 J m m-l· 



N ./ 2 1 (a + va2 _l)m+l ow, Xm+1 + Ym+l Va -

= (x + y va2 -l)(a + va2 - 1) , m m 

but by hypothesis, xm = 2axm_1 - xm_2 ,; Ym = 2aYm_l - Ym-2 ' 

41. 

so xm+1 + Yin+l Va2 -1 = [(2a~_1 - xm_2) + (2aYm_l - Ym-2) va2 -l](a + va2 -1) 

=[2a(x l+ Y lya2-1)-(x 2+ Y 2va2-1))(a+va2-1) m- m- m- m-

Thus, 

= [2a(a + ya2 _l)m-l _ (a + va2 _1)m-2)(a + va2 -1) 

= 2a(a + va2 _l)m _ (a + va2 _l)m-l 

= 2a(x + y va2 -1) - (x 1 + Y Iva2 -1) m m m- m-

(2ax - x 1) + (2ay - y 1) va2 - 1 m m- m m-

x +1 = 2ax - xl'; Y +1 = 2ay - YI' m m m- m m m-

(Consequently xm_1 = 2axm - xm+1 ,; Ym-l = 2aYm - Ym+l .) 

Thus the sequences {x } 
n 

and {yn } are determined completely. 

It is weIl known (cf. [6], pp. 137-143) that natural numbers x and y 

satisfy 4.(i) iff there is a natural number n such that x = xn ,; y = Yn • 

It also follows from 4.(i) that g.c.d. (xn'Yn) = 1 , for any common divisor 

of xn and Yn must divide the L.H.S. of 4.(i) and hence must divide 1. 

On occasion we write d = a2 - 1. The "de Moivre" formula states that 

(x + y y'd) (x + y "fd) = (x + y y'd). n n m m n+m n+m 

'-
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[~ (x + y Id)(x + y Id) n n m m 

Multiplying out the L.H. S. gives x x + dy Y + (x y + y x ) v'ëf = x -'- +y .J.wv. Vd . n m n m m n m n n '!I! n '!I! 

Hence, 

4. (iv) 

For m = l , this gives 

4. (v) 
y = x'Yn + y, x = ay + x • n+l .L .L n n n 

Lemma LA 

Proof a) For each n, YnlYnk for aIl k. 

By induction on k. For k = l the result is clear. Assume the 

result for k = s. We wish to show that this implies that YnIYn(s+l) • 

Now Yn(s+l) = Yns+n = Ynsxn + Ynxns from 4. (iv). By hypothesis, YnlYns 

and since y 1 y n n' 

SUppose YnlYt but ntt. Then we may write t =nq+r with 0 < r < n • 

Now Yt = Ynq+r = X7nq + yrxnq from 4. (iv). But YnlYt and YnlYnq 

so y Iy x ,and since g.c.d. (y x ) = l Y Iy This is a n r nq nq' nq 'n r· 

contradiction since r < n implies y < y by definition of the y • r n n 

,-
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Lemma 4B 

Proof 

_ k-l ()3 a) Ynk = k x y mod y , n n n 

b) 

c) 

k-l 2 
Ynk == k x y mod (a - 1) , n n 

Yk == k mod (a - 1) • 

k (x + y va) . 
n n 

Expanding by the Binomial Theorem, 

Xnk + Ynk Vd = X~ + (~) x~-l (Yn Vd) + (~) x~-2 (Yn Jd)2 

+ ••• + (k~l) xn (Yn Id)k-l + (Yn Vd)k 

j=O 
j even 

k j-l 

k j-l 

L (~) X~- j Y~ d 2 Vd. 
j=l 

j odd 

~ (kJo) xkn-l_--Jn° d 2 Therefore Ynk L y:.. 
j=l 

j odd 

Thus, 

term in ~~ after the first is congruent to zero in both cases. Setting 

n = l in the last congruence gives Yk == kx~-lyJ. mod (a2 -1) , 

i.e., k-l Yk == ka mod (a2 -1), and since a2 - l = (a-l)(a+l) , 

k-l k-l k-2 k-3 Yk == ka mod (a-l) • But a - l = (a-l)(a + a + ••• + a+l) 

43. 
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1 
k-1 

so a -1 a - 1. k-1 ) Therefore a == 1 mod (a -1) and Yk == k mod (a -1 0 

Lemma 4.1 a) ~IYn.y • 
n 

b) For aIl t, if ~IYt then Ynlt. 

~ a) Setting k = Yn in Lemma 4B a), we have 

y~ y~ 

Y = Y x n y mod (y)3 so (y )31y _ ~....2x n 
n.y - n n n n' n n-y cY n n 0 

n n 

Therefore 
Y -1 

~.JaIY _ ~....2x n ,and since ~....2ly2 ~....2IY 0 

cY n n-y cYn n cYn n' cYn n-y 
n n 

b) If ~IYt then YnlYt so nit by Lemma 4A. 

k-1 
Therefore t = nk for some k 8 Z '. So Yt = Ynk == k:Ç Yn mod (yn)3 by 

Lemma 4B a). As above, ~I Ynk - k~-lYn ' and by assumption, ~IYnk 

thus Y It • n 

Lernma 4.2 

u<k+1. 

For each k, Yk +u == -Yk+1-u mod (Yk + Yk+1) for ail 

By induction on u. 

If u = l, as above -Yk == Yk+1 mod (Yk + Yk+1). Assume the result for 

u = j - 2 and for u = j ~ 1 (j ~ 2) 0 Thus, 

Yk+(j-1) == -Yk+1-(j-1) mod (Yk + Yk+1) ,i.e., Yk- + Yk+1IYk+j-l + Yk+1-(j-l) , 

so Yk + Yk+1 12a(Yk+j_l + Yk +1-(j-1» • 

AIso Yk + Yk+1 IYk+j-2 + Yk+l-(j-2) (hypothesis for u = j ~ 2) 0 

,-
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Therefore Yk ·+ Yk+112a(Yk+j_l + Yk+l-(j-l)) - (Yk +j - 2 + Yk+l-(j-2)) , 

i. e., Yk + Yk+l1 (2aYk+j_1 - Yk +j - 2) + (2aYk +2_j - Yk+3-j) • 

Thus Yk + Yk+l1 Yk +j + Yk+1-j (using 4. (iii) ), 

and Yk +j == -Yk+1- j mod (Yk + Yk+l) • 

Lemma 4.3 

45. 

a) From Lemma 4.2 with u = k + 1 , 0 = -Yo == Y2k+l mod (Yk + Yk+l) • 

Lemma 4.4 

Proof 

b) From Lemma 4.2 with u = k , -1 = -Y1 == Y2k mod (Yk + Yk +1) • 

c) Y2k+2 = 2aY2k+1 - Y2k == 0 - (-1) == 1 mod (Yk + Yk+l) • 

The numbers y. ,with 0:0;; i < 2k + 1 , are incongruent 
J. 

For i:o;; k the y. are increasing and less than ha If the 
J. 

modulus. For k + 1 :0;; i < 2k + 1 , each y. is congruent to a unique -y. 
J. J 

with 1:0;; j :0;; k by Lemma 4.2 and these are aIl incongruent as above. We 

cannot have Yi == -Yj mod (Yk + Yk+l) , i .::::;; k , 1.::::;; j :0;; k , for this implies 

that Yk + Yk+l1 Yi + Yj and 0 < Yi + Yj < Yk + Yk +1 (Yi and Yj are each 

less than half the modulus). 



For every n, Yn+2k+l ::::: Yn mod (Yk + Yk+l) for each k 0 

By induction on n. 

If n = 0 , Yo = 0 ::::: Y2k+l mod (Yk + Yk+l) (Le:mma 4.3(a) ). 

If n = l , Y1 = l ::::: Y2k+2 mod (Yk + Yk+l ) (Lemma 403(c) ). 

Assume the result for n=m-2 andfor n=m-l (m~2). 

So Yk + Yk+l IY(m-l)+2k+l - Ym-l ' 

and therefore Yk + Yk+112a(Y(m-l)+2k+l - Ym-l) 0 

Also Yk + yk+lf Y (m-2) +2k+l - Ym-2 (hypothesis for n = m - 2) • 

Therefore Yk + Yk+112a(Y(m-l)+2k+l - Ym-l) - (Y(m-2)+2k+l - Ym-2) 

i. e., Yk + Yk+l f (2aYm+2k - Ym+2k- l ) - (2aYm_l - Ym-2) 

Thus Yk + Yk+lIYm+2k+l - Ym (using 4. (iii) ) , 

Lemma 4.6 If a == b mod c then yn(a) == yn(b) mod c • 

~ By induction on n. 

If n = 0 , Yo(a) = 0 = Yo(b) " 

If n = l , y~(a) = l = y~(b) • 

Assume the result for n = j -1 and for n = j - 2 (j ~ 2) • 

So y. l(a) == y. l(b) mod c , i.eo, clY· l(a) - y. l(b) , J- J- J- J-

so cI2a~j_l(a) - Yj_l(bij • 

Also cl y. 2(a) - y. 2(b) (hypothesis for n = j - 2)0 
J- J-

Therefore CI2a~j_l(a) - Yj_l(b~-~j_2(a) - Yj _2(b)) 

46. 
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Thus cl y.(a) - y.(b) 
J J 

Lelnma 4.7 

and let yn(m) = v mod (yk(a) + yk+l(a)) 

v = yj(a) and n = j mod (2k +1) • 

Then there is a j such that 

Clearly, m = a mod (m - a). Thus by Lemma 4.6 , 

Yn(m) = yn(a) mod (m-a). Since yk(a) + Yk+l(a)lm-a , 

47. 

yn(m) = yn(a) mod (Yk(a) + yk+l(a)). From Lemma 4.5 we can find a j with 

o ~ j ~ 2k such that yj(a) = yn(a) = v mod (yk(a) + Yk+l(a)). This j is 

unique by Lemma 4.4. We show that we must have j ~ k. For suppose 

j = k+r with 1 ~ r E;; k. Then v=yk+r(a) =-yk+l-r(a) mod (Yk(a) +Yk+l(a)) 

with Y~ ~ Yk+l-r ~ Yk ' by Lemma 4.2. Thus yk(a) + yk+l(a) 1 v + Yk+l-r(a) • 

so 0 < v + yk+l-r(a) < Yk(a) + yk+l(a). Contradiction. Thus we must have 

'-

v = yj(a) mod (yk(a) + yk+l(a) where j ~ k. And since both sides of the 

congruence are less than the modulus, v = y.(a). Clearly n == j mod (2k + 1) • 
J 

~ If n is odd then yn(a) is odd because y~(a) = 1 and 

Lemma 4.8 

Proof - We have y = x y + x y from 4. (i v) , m+n n m m n 

so y 2k+l = Yk~+l + Yk+l~· Now ~+l = ~ + dyk from 40 (v), 



and therefore Y2k+1 = Yk(a~ + dyk) + Yk+1~ 

= aYk~ + (a2 -l)Yk + Vk+1 

= aYk(~ + aYk) + Vk+1 - Yk 0 

A1so, Yk+1 = aYk + ~ from 4. (v), 

so Y2k+1 = aYkYk+1 + Vk+1 - Yk 

= Yk+1 (aYk + ~) - Y~ 

= Yk+1 - Yk 

(Yk+1 + Yk ) (Yk+1 - Yk) 

Lemma 4.9 g.c.d. (Yk+1 + Yk' Yk+1 - Yk ) = 1 • 

Suppose p is prime and pl (Yk+1 + yk ), pl (Yk+1 - Yk ) • 

Then pl (Yk+1 + Yk ) ± (Yk +1 - Yk ) , i. e., p12Yk +1 and p 12Yk • 

Now Y2k+1 is odd so Lemma 4.8 implies that p is odd. 

Therefore pl Yk +1 and pl Yk • But since Yk +1 = aYk + ~ (from 40 (v) ), 

we must have pl~. This is a contradiction since g.c.do (~'Yk) = 1 • 

Lemma 4.10 Let 2s + 112n + 1 0 Then 

(Ys +1 + ys) 1 (Yn +1 + Yn ) and (Ys +1 - ys) 1 (Yn+1 - Yn ) • 

Let 2n + 1 = q( 2s + 1) 0 Since 2n + 1 is odd, q must be odd. 

The pro of is by induction on q 0 If q = 1 the result is c1earo 

Assume the result for <h oddo We show that this implies the result for 

48. 

q = q]. + 2. Set 2n~ +1 = q].(2s +1), 2n +1 = q(2s +1) = q].(2s +1) + 2(2s +1) 

= 2n~ +1+2(2s +1) 0 Then n = n]. + 2s + 1 0 



Therefore Yn+1 ± Yn = Y(n~ +1)+(2s+1) ± Yn~ +(2s+1) • 

But Ym+n = xnYm -1- xmYn ; Y2k+1 = (Yk+1 + Yk)(Yk+1 - Yk) by 4. (iv) and 

Lemma 4.8. 

So Yn+1 ± Yn = (Yn~ +l~s+l + Y2s+1xn~ +1) ± (Yn~ x2s+1 + Xn~Y2s+1) 

= x2s+1 (Yn +1 ± Yn ) + Y2s+1(xn +1 ± :xn ) 
~ 1 ~ 1 

= x2s+1(Yn~+1 ± Yn~) + (Ys+1 + Ys )(Ys+1 - Ys)(xn~+l ± xn~) 0 

BY hypothesis, (Ys +1 + Ys)1 (Yn +1 + Yn ) so (Ys+1 + Ys) divides the 
1 1 

R.H. S. with +. 

Also, (Ys+1 - Ys)1 (Yn +1 - Yn ) so (Ys+1 - Ys) divides the RoH.So with -. 
l. 1 

Lemma 4.11 Let 2n + 1 = (2s+1)Y2s+1 • 

SO (tt')2 = (Y2s+1)2 ; NN' = Y2n+1 = Y(2s+1).y , 
2s+1 

and since ~IY (Lemma 4.1), (tt,)21(NN'). 
n n·Yn 

Since 2n+1 = (2s+1) Y2s+1' 2s+112n+1 sobyLemma 4010, .eIN and .t'IN' • 

To show that g.cod. (t,N') = g.cod. (.e',N) = 1 , suppose p is prime 

and pit, piN'. This imp1ies that piN since tiN 0 This is a 

,-
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contradiction since g.c.d. (N,N') = l by Lemma 4.9. So goc.d. (~,NI.) = l 

.. 

and similarly g.c.d. (~' ,N) = loTo show that l21N and (t' )2IN' , 

suppose p is prime and pie, so p21e2
0 Then p~/(~~')2 so p~/ (NN') 

Since ~IN, piN and by Lemma 409, g.e.do (N,N') = 1. Therefore p2/N , 

and thus ~2/N. Similarly (t')2/N' • 

We next show that the relation v = y (a) is diophantineo u 

Consider the Diophantine equations: 

u+j-l=v l 

p + (a - l)q = v + r II a. 

g = v + t II b. 

p2 _ (a2 _ 1)q2 = l III 

h + (a + 1) g = b ~ + (a + 1) ~ 2 IV a. 

h + (a - l)g = e ~ + (a - l)~ 2 IV bo 

h2 _ (a2 _ 1)g2 = l V 

m = (h + (a + 1) ~ z + a VI 

m = f ~ + (a - l)~ + l VII 

ra - (m2 
- 1)y2 = l VIII 

Y = (d - l)(P + (a - l)q) + U IX 

y = (e - l{h + (a + l)g) + v X 

We show that v = yu(a) iff l to X have a solution in the remaining 

arguments. 



l to X implies v = yu(a) • 

In and V imply that there are s and k such that 

p = xs(a) , q = ys(a) , 

h = ~(a) , g = Yk(a) • 

We know that Ym+l(a) = xm(a) + aYm(a) from 4.(v), 

so that YS+l(a) - ys(a) = xs(a) + (a-l)ys(a) =p + (a-l)q 0 

Similarly Yk+l (a) - Yk(a) = h + (a -l)g • 

AIs 0 Ys +1 (a) + Ys (a) = xs(a) + (a + l)ys(a) = p + (a + l)q , 

and Yk+l(a) + Yk(a) = h + (a+l)g. 

Let Ys +1 (a) - ys(a) = p + (a -l)q = .e 

Ys +1 (a) + ys(a) = p + (a+l)q =.e' 

Yk+l(a) - Yk(a) =h+(a-l)g=N 

yk+l(a) + yk(a) = h + (a + 1) g = N' 

From l we get u ~ v • 

51. 

4. (vi) 

From lIa. we get .e = p + (a -l)q = v + r ,so v < t • 4. (vii) 

From II b. we get v < g • 

From IV a., N' = h + (a+l)g = b~ + (a+l)~2 = b(.e')2 ,so (.e')2IN' 0 

From IV b., similarly, N = c.e 2 , so .e 2IN. 

Using Lemma 4.8, (Y2s+1)2 = (.e.e')2 and Y2k+l = NN' ,so (l.e,)2INN', 

i. eo, (Y2s+1)21 Y2k+l 0 

ByLemma4.1b), Y2s+112k+l, 

and therefore .e 12k + 1 ~ 40 (viii) 

'-, 



From VI, m = N/z + a so m == a mod N'. 

From VII, m = f.e + 1 so m == 1 mod l • 

From VIII Y = Y (m) for sorne n 0 n 

Also, IX gives y = (d -1).e + u so y == u mod .e , 

and X gives y = (e -l)N' +v so y == v mod N' 0 

Now v < g = Yk(a) by 4. (vii.) 0 

Sinee Yk+l(a) + yk{a) = N' and m == a mod N' from 40 (ix), 

we have Yk+l (a) + Yk(a) lm - a • 

Also, y = y (m) == v mod N' n 

Thus we have the hypotheses of Le:mrna 4.7 and so v = y.{a) with 
J 

n == j lllod (2k + 1) • 

Sinee .e 12k + 1 by 4. (viii), n == j mod.e 0 

From Lernrna 4B e), y (m) == n mod (m -1) , n 

and sinee m == 1 mod.e from 4. (ix) , .e 1 m-l 

and y = y (m) == n mod .e 0 n 

From 4. (x), y == u mod.e ,so u == y == n == j mod.e • 

From 4. (vii), u <.e and j" y.(a) = v <.e , 
J 

so we must have u = j and v = yu(a) 0 

v = yu(a) implies l to X. 

.52. 

40 (ix) 

4. (x) 

4. (xi) 

4. (xii) 

Let v = yu(a) 0 We show how to satisfy l to X. Sinee v ~ u we ean 

satisfy I. Choose s sueh that y (a) > v and put p = x (a) ; q = y (a) • s s s 



53. 

This satisfies II a) 0 (Since a > 1 , p + (a -l)q > q > v .) Choose k 

sueh that 2k +1 = Y2s+1(2s +1) (so k ~ s ) and put h = ~(a) ; g = Yk(a) 0 

Then g ~ q> v· and we ean satisfy II b)o Equations III and V are also 

satisfied. We write equations 4.(vi) as beforeo From Lemma 4011 we get 

l21N , (l')2IN' , whieh gives IV a) and IV b)o Also from Lemma 4011, 

(N/,l) = 1 , so by the Chinese remainder theorem we ean find an m sueh that 

m = a mod N' and m == 1 mod l where m is unique mod (Nil) 0 We ehoose 

sueh an m > a. Thus VI and VII ean be satisfied (with z ~ 1 , f ~ 1 

sinee m > a). To satisfy VIII set x = xu(m) ; y = yu(m) 

Binee m == a mod N' , yu(m) == yu(a) mod N' by Lemma 4.6. 

Thus 

Also, 

y = y (m) == y (a) = v u u (mod N') ,i.e., y = v mod N' , whieh satisfies Xo 

y = y (m) == u mod (m -1) by Lema 4B e), u 

and sinee m == 1 mod l , i. e., l lm -1 , Y = u mod l , and IX ean be satisfiedo 

u We now give the Diophantine definition of a = ~ 0 We use the 

following results: 

~ By induction on n. 

If n = 0 , Xo(a) - yo(a)(a -y) = 1 and yD = 1 so the result is clearo 

If n = 1 , x~ (a) - Yl. (a)(a - y) = a - (a - y) = y = yl. and the result is elear. 

Assume the result for n = m -1 and for n = m - 2 (m;;;. 2) 0 

'-j 
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Using the difference equation 4. (iii), 

xm(a) - Ym(a)(a -y) = (2axm_1 (a) - xm_2(a») - (2aym_1 (a) - Ym-2(a»(a-y) 

= 2a(xID_1 (a) - Ym=l(a)(a- y ») - (xm_2(a) - Ym_2(a)(a- y ») 
== 2ayID- 1 _ ym-2 mod (2ay - y2 - 1) by the inductive 

hypothesis. 

m-l m m-2 m-2 
But 2ay - y - y = y (2ay - y2 - 1) , 

m-l m m-2 
so 2ay - y - y == 0 IDod (2ay - y2 - 1) , 

i. e. , 2aym-l _ ym-2 == ym mod (2ay _ y2 - 1) • 

So x (a) - y (a){a -y) == yID mod (2ay - r - 1) • m ID 

We have x +l(a) = 2ax (a) - x l(a). Nowa> 1 , x (a) ~ 1 and m m m- ID 

the x are increasing so x l(a) ~ ax (a) 0 n ~ m 

4. (xiii) 

We also need the follo'Wing inequality for y > 1 : 

a > yn implies 2ay _ r - 1 > yn (where n ~ 1 ). 4. (xiv) 

For 2ay - (r + 1) > 2yn+l - y2 - 1 (since a > yn ) 

n+l n+l n . 
> 2:y' - y - y (sJ.nce y > 1 ) 

n+l n n( ) >y -y =y y-l • 

80 2ay - y2 - 1 > yn (since y > 1 )0 



We now adjoin six more equations to equations l to X: 

ur - (a2 - 1)v2 = 1 XI 

w - v(a - ~) = cr + (y - 1) (2a~ - ~2 - 1) XII 

cr + ô = 2a? - ~ 2 - 1 XIII 

~ + ~ = T) XIV a) 

u + S = Ti XIV b) 

xv 0 

We show that cr = ~ u iff l to XV have a solution in the remaining 

arguments. 

l to XV :im:ply cr = ~u 

We have show that l to X :im:ply v = y. (a) 0 

u From XI, 

From Lemma 4.12, w - v(a - ~) = ~u mod (2a~ - ~2 - 1) , 

but from XII, w - v(a - ~) = cr mod (2a~ - ~2 - 1) , 

so a = ~ u mod (2a~ _ ~2 - 1) • 

F-..rom XIII, cr < 2a~ - ~2 - 1. From XIV a), ~ < Y] and 

from XIV b), u < Tl. From XV, we can find an n such that 

From Lemma 4B c), Yn(T)) = n mod (1)] - 1) , 

w = x (a) • 
u 

but since Yn(T)) = (Ti - 1)6 = 0 mod (T) - 1) , n = 0 mod (Y] - 1) 0 

As n ~ 1 we must have n ~ T) - 1 0 

From 4. (xiii), n T)-1 
a = xn (1')) ~ 1rl ~ Ti ,since n ~ T) - 1 and '11 ~ 1 0 

'- , 
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But from above, ~ < T) and u < 'Y} so a;;;,. T)T)-1 > ~ Tt-1 ;;;,. ~ u 0 

We have a > ~u and if ~ > 1 , 2a~ - ~2 - 1 > ~u from 4o(:riv). 

Since we a1ready have a == ~ u mod (2a~ - ~2 - 1) and a < 2aj3 - ~2 - 1 , 

this imp1ies that a = ~ u. If ~ = 1 then a == 1 mod (2a - 2) 

and since a < 2a - 2 from XIII, a = 1 0 

a = ~ U implies l to X5l 

Then y. leT)) == (T) - 1) mod (Tt - 1) from Lemma 4B c) T)-

== 0 mod (1") - 1) 

56. 

and we can satisfy X5lo By this choice of 'Ir] we can also satisfy XI\T a) and 

XIVb). TosatisfynII, if ~>1 weuse4.(:riv). Since a=~u and 

TI-l ~·-l u u 
a = xT}-l (111) > 1]'/ > ~.~ ;;;,. ~ ,a > ~ and the result fo1lows as before. 

If ~ = 1 , a = 1 and since a > 1 , a < 2a - 2 so nII follows directly. 

Using Lemrna 4.12 we can satisfy XI and XII with w = x (a) , v = y (a) • u u 

We have already sho'WIl that wi th this choice of u, a, v, l to X can be 

satisfied. 

,-
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CHAPTER V 

The Relation cr = SU is Diophantine (Matijasevic and Robinson) 

Lower case Latin letters are used as variables ranging over the 

positive integers with the exception of i and j which range over the 

non-negative integers. 

We first prove some results concerning Fibonacci numbers, which are 

defined as follows: 

<Po = 0 ; tfll = l ; tfln+l = tfln + <Pn-l • 

is called the jth Fibonacci number. From the definition it is clear that 

(in fact <P +1 = tfl . n n only when n l ). 

We ma y also write /1'1 = ", - trI 'l"n-l 'l"n+l 'l"n 

Lennna .5.1 

Proof 

2/11 + (UI - III ) from above 'l"2n 'l"2n 'l"2n-2 

corollary <P2(n-l) = 3<P2n - <P2(n+l) 



Lemma 5.2 <P2(k+j) == -'1'2 (k+1-j ) (mod <P2k + <P2k+2) , 0 .r;;; j .r;;; k + 1 • 

Proof By induction on j. 

For j = 0 and j = 1 the result is c1ear, since cp2k + CP2k+21<P2k + CP2k+2 

Suppose the resu1t ho1ds for j =.e and for j = .e + 1 • 

We show that this implies that CP2k + CP2k+21<P2(k+.e+2) + <P2(k+1-(.e+2)) • 

By hypothesis, CP2k + <P2k+21 '1'2 (k+.e +1) + '1'2 (k+1-(.e+1) ) 

and CP2k + <P2k+21<P2(k+.e) + <P2(k+1-.e) 

so <P2k + <P2k+213(<P2(k+.e +1) + <P2(k+1-(.e+1))) - ('2(k+.e) + <P2(k+1-.e)) 

CP2k + <P2k+2 1 (3CP2(k+.e+1) - <P2(k+.e)) + (3«!l2(k+1-(.e+1)) - CP2(k+1-.e)) 

58. 

<P2k + <l'2k+21 «!l2(k+.e+2) + <P2(k+1-(.e+2)) from Lemma 5.1 and its Coro11ary. 

Lemma 5.3 <P2(2k+1+j) == <P2j (mod CP2k + «!l2k+2) • 

Proof By induction on j • 

If j = 0 , <P2(2k+1+j) = <P2(2k+1) = <P2(k+k+1) 

and '1'0 = 0 • 

== -<P2(k+1-(k+1)) (mod CP2k + <P2k+2) by Lemma 5.2, 

== -<PO (mod <l>2k + <l'2k+2) 

If j = 1 , <P2(2k+1+j) = <P2(2k+2) = 3<P2(2k+1) - <P2(2k) by Lemma 5.1 • 

From above, <P2(2k+1) == 0 (mod <P2k + <P2k+2) , 



__ i 

so ~2(2k+2) == -~2(2k) (mod ~2k + ~2k+2) 

== -<P2(k+k) (mod <P2k + ~2k+2) 

== -(-<P2(k+l-k)) (mod <P2k + ~2k+2) by Lemma 5.2 

Suppose that the result holds for j =.e and for j = .e + l • 

_ We show that this implies that CfJ2k + CfJ2k+21<P2(2k+l+(.e+2)) - <P2(.e+2) • 

By hypothesis, <P2k + <P2k+2 1 (jl2(2k+l+(.e+l)) - <P2(.e+l) 

Lemma 5.4 CfJ2«2k+l)i+j) == <P2j (mod CfJ2k + (jl2k+2) 

~ By induction on i. 

If i = 0 the result is trivial. 

If i = l , CfJ2(2k+l+j) == <P2j (mod ~2k + <P2k+2) by Lemma 5.3 • 

Suppose that the result holds for i =.e • 

Then <P2«2k+l)(.e+l)+j) = <P2«2k+l).e+(2k+l+j)) 

== <P2(2k+l+j) (mod <P2k + <P2k+2) by the inductive 

hypothesis 



corollar.y to Lemmas ,.4 and ,.2 

_ {~2j for 0 < j < k 

~2(2k+l)i+~ = 
~2k + ~2k+2 - CP2(2k+l-j) for k +1 < j < 2k • 

The first congruencefollows from Lemma ,.4 . 

For the second: <1'2 ~2k+l)i+~ == CP2j (mod <P2k + «P2k+2) by Lemma ,.4 ; 

and for k + l < j < 2k , <P2j = <P2 ~+(j-k~ • 

So <P2 ~ 2k+ l)i +~ == <P2 ~+( j-k~ (mod <P2k + ;D2k+2) 

- -<P2 (k+l-(j-k) (mod CP2k + <P2k+2) by Lemma ,.2 

== -CP2(2k+l-j) (mod ~2k + <P2k+2) 

60. 

Definition For each m ~ 2 , Ym,O = 0 ; Ym,l = 1 ; Ym,n+l = mlm,n - Ym,n-l • 

Lemma ,., If m ~ 2 , dl m - 3 then Y . == CP2' (mod d) • 
m,J J 

By induction on j. 

Sin ce Ym,o = 0 = CPo and Ym,l = l = <1'2 ' the resu1t is clear for j = 0 

and j = l • 

SUppose the result holds for j = k and for j = k + 1 • 

We show that this implies that it holds for j = k+2 • 

By hypothesis, Ym,k == CP2k (mod d) 

and Ym,k+l == <jl2(k+l) (mod d) • 



So Ym k+2 = m Y m k+1 - "'!Fm k , , , 

== m'P 2(k+l) - q>2k (mod d) 

== 3cp 2(k+l) - 'P2k + (m-3) 'P 2(k+l) (mod d) 

== 3 <p 2(k+1) - <P2k (mod d) sinee dl m - 3 

== 'P2(k+2) (mod d) by Lemma 5.1 • 

Lemma 5.6 If the numbers k,m,n,v are such that 

then there exist numbers i,j such that v = <P2j , n = (2k+l)i+j • 

Setting d = 'P2k + 'P2k+2 ' we have the hypotheses of Lemma 5.5 , 

so Ym,n == 'P2n (mod '2k + 'P2k+2). Using the division algorithm we may 

write n = (2k +l)i +j with 0..;; j ..;; 2k • 

Therefore v == Ym,n == <P2( (2k+l)i+j) (mod <P2k + 'P2k+2) • 

If 0..;; j ..;; k then by the eorollary to Lemmas 5.4 and 5.2 , 

Since v < 'P2k+l ..;; <P2k+2 and <P2j";; <P2k ' both sides of ~~ are less than 

the modulus. Thus v = <P2j • 

If k + 1 ..;; j ..;; 2k then by the corol1ary to Lemmas 5.4 and 5.2 , 

v == - <P 2(2k+1-j) (mod «P2k + <P2k+2) 

with 1..;; 2k+l-j ..;; k (i.e., 1..;; <P2(2k+1-j) ..;; <P2k) • 

Thus 'P2k + <P2k+2 Iv + "'2(2k+l-j) with 1 < v + 'P2(2k+l-j) < 'P2k + 'P2k+2 

which is impossible. 

61. 



Lemma 5.7 If m ~ 2 , .e 1 m - 2 then 1" • == j (mod.e). 
m,J 

By induction on j. 

For j = 0 and j = 1 the result is trivial. 

Suppose that the result holds for j = k and for j = k + 1 • 

Sa, by hypothesis, y k == k m, 

and y k l == k + 1 (mod.e) • m, + 

Then 'm k+2 = m Ym k+l - Ym k , , , 

(mod .e) 

== m(k -+ 1) - k (mod.e ) 

==(m-2)k+k+(m-2)+2 (mod.e) 

== k + 2 (mod.e) since .e 1 m - 2 • 

Lemma 5.8 

By induction on i. 

For i 0, ~~ - ~o~~ - ~~ = 1 (_1)° 

Suppose that the result holds for i = k • 

k (-1)(-1) by the inductive hypothesis 

(_l)k+l • 

62. 
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63. 

Lemma 5.9 If the numbers j,k are such that (k2 - jk - j2)2 = l 

then there is a number i such that j = ~i ; k = ~i+l • 

(We recall that j > 0 , k > l by a previous remark.) 

We see that (k2 - jk - j 2) 2 = l irnplies that j < k • 

For if k2 - jk - j2 = l then k2 - j2 = l + jk > l so k > j • 

If j = 0 it is impossible to find a k with k2 - jk - j2 =-1 sa in this 

case we must have j > 0 • 

We have k2 = j2 + jk - l , 50 k2 > j2 since jk> l , i.e., k > j • 

The proof of the lemma is by induction on j + k • 

If j + k = l then j = 0 , k = l , 50 j = ~o , k = ~1 

Suppose that j and k are such that (~- jk - j2)2 = l and suppose also 

that the result holds for aIl j'and k' for which 

(k')2 - j'k' - (j')2)2 = l with j' + k' < j + k • 

(We May assume j > 0 since j = 0 implies k = l and this is our 

inductive basis.) 

Then j1 > 0 , k1 > 0 and 

Furthermore, j1 + k1 = k < j + k • 

Therefore, by the inductive hypothesis there is a number i such that 

j1 = <Pi ' k1 = ~i+l so j = ~i+l and k = <Pi + ~i+l = <Pi+2 • 
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Lemma 5.10 

Proof By induction on i. 

For i = 0 y2 _ m"! Y + y2 = l • 
m,l m,l m,O m,O 

For i = l w2 mW vr + w2 = m2 _ m2 + l 
Im,2 - .Im,2Im,1 Im,l l . 

Suppose the result holds for i = k 

Then y 2 mY Y + y2 m,k+2 - m,k+l m,k+2 m,k+l 

= y2 _ mY Y + "!2 l by the inductive bypothesis. 
m,k+l m,k m,k+l m,k 

Lemma 5.11 If the numbers j,k,m are such that 

m;;;. 2 , j ~ k , k2 - mjk + j2 l then there is a number i su ch that 

j=y .,k=Y '+1' 
m,~ m,~ 

Proof Suppose m;;;. 2 • 

The proof of the lemma is by induction on· j + k • 

If j + k = l then j o , k = l so j = Ym,O ' k = Ym, l • 

Suppose that j and k are such that j ~ k , k2 - mjk + j2 = l and 

suppose also that the result holds for aIl j'and k' for which j' ~ k' , 

(k')2 - mj'k' + (j')2 = l with j' + k' < j + k • 

Let j~ = mj - k , k~ = j • 

and therefore mj - k < j since k > 0 ,i.e., j~ < k1 • 
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Furthermore, j1 + k1 < 2k1 = 2j < j + k. Therefore, by the inductive 

hypothesis there is a number i such that j1 = Ym ~ , k1 = Y . +1 ,..L. m,~ 

so j = Ym,i+1 and k = mYm,i+1 - Ym,i = Ym,i+2 • 

Lernma 5.12 

By induction on i. 

The result is c1ear if i = 0 and if i = 1 • 

Suppose that the resu1t ho1ds for i = k 

New <Pk+2 = <Pk+1 + <Pk by definition. 

Suppose that Cflk+2 and Cflk+l have a common divisor d > 1 • 

So we have shown that g. c. d. (C/lk+1' <Pk+2) > 1 implies g. c. d. ( Cflk' Cflk+1) > 1 • 

The contrapositive of this statement gives the required result. 

Lemma 5.13 

By induction on j. 

For j = 1 the formula becomes,,, =,,, ,,, + 11\ III - 11\ + 11\ - fI'l 
~i+1 ~i-1Y1 ~i~2 - ~i-1 ~i - ~i+1 

by definition. 

by definition. 



Suppose the result holds for j = k and for j = k + l 

Adding the two equations l'Je have 

Proof Let n = mk • 

The proof is by induction on k. 

For k = l the result is clear. 

Suppose the result holds for k = e ,i.e., ~ml~~. 

We show that this implies that ~ml~m(e+l) • 

</lm(e+l) = </lm.e-+m = <Pme-l</lm + ~m.e</lm+l by Lemma .5.13 • 

Since <pmi </lm and <pmi </lme by hypothesis, ~ml ~me-lCPm + CPmeCPm+l ' 

i.e., </lmICPm(.e+l). 

Lemma .5.1.5 g. c. d. (cp ,cP ) = ~ d ( ). n m g.c •• n,m 

Proof Suppose m > n • 

66. 

We apply the Euclidean algorithm to find g.c.do (m,n) ( cf. [6], pp. 14-1.5) • 



We have: 

. 
• 

rt q. + rt where 0 < rt < rt_~ 
-~ Ïj-~ ..L 

and g.e.d. (m,n) = rt • 

= g.e.d. (~q n-1~r + ~q n~r +l'~n) using Lemma ,.13 , 
o 1. 0 ~ 

But by Lemma ,.12, g.e.d. (~qon'~qon-1) = 1 , so 

Therefore g.e.d. (~m'~n) = g.e.d. (~r '~n) • 
~ 

g.e.d. (~'~q 1) n on-

Writing n = r~q~ + r~ we repeat the proeess to obtain: 

Simi1ar1y, 

g • e. d. (1/\ 1/\ ) 't'r ''t'r 
t-l.. t-z 

g. e. d • 
• 

g.e.d. (m ,m ) 't'r 'l'r 
t t-~ 

But r tir t-l. so using Lemma ,.14 , 

= ~ g. e. d. (m,n) 

1 • 



Lemma 5.16 

Proof BY induction on i. 

For i 0 we have ~~ = 1 = (~n+l)O 

For i = 1 , the result is clear. 

Suppose that the result holds for i = k • 

«P(k+l)n+l = <P(kn+l)+n = <Pkn<Pn + <Pkn+l<Pn+l by Lemma 5.13 

Lemma 5.17 

Proof 

m-l =m <Pmu - !Pn <Pn+ 1 

By induction on m. 

(mod <I?~). 

If m = 1 m m-l - ( ) 0 , <Pn <Pn+l - <pn <Pn+l = <Pn • 

Suppose the result holds for m = k • 

Then <P(k+l)n = <P(kn+l)+(n-l) 

= I~ 11:\ + trI:\ irf'I by Lemma 5. 13 'l"kn"i-'n-l "i-'kn+l""'n 

Using Lemma 5.14 , <p~I<pkn<pn ' and from Lemma 5.16 , <Pkn+l = <P~+l 
k 

so there is an integer c such that <Pkn+l = c <Pn + ~n+l • 

68. 

(mod ~ ) , n 



Therefore <P(k+l)n == <Pkn<Pn+l + <Pkn+l<Pn (mod q>~) 

LemIna 5.18 <p 2 1<p iff ~ Ir • s rs s 

Suppose <p21~ • 
S rs 

1 
r-l 

<P s r <P s+l • 

(mod ~~) by the inductive hypothesis 

But by Lemma 5.12 , g.e.d. (<P s ,<P s +l) = 1 , so <pslr. 

Suppose <P 1 r • s 

Then <p 2
1 r <P and sinee s s 

i.e., '1\
2

1
'

1\ 'l's 'l'rs 

Corollary 

Proof 

(mod <p~) , <Prs == 0 (mod <p~) , 

But from LemIna 5.15 , g.e.d. (<ps,<Pt) = <Pg.e.d.(s,t) , so s = g.e.d. (s,t) , 

whieh implies that slt. 

Therefore there is an integer r su ch that t rs. 

By Lemma 5.18 , <P Ir so <p It • s s 
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Lennna 5.19 2~2n < ~2(n+l) ~ 3~2n (for n > 0) • 

From Lemma 5.1 , ~2(n+l) = 3~2n - ~2(n-l)' and since the ~i 

are aIl non-negative, ~2(n+l) ~ 3~2n • 

Again from Lennna 5.1, 2~2n = ~2(n+l) + ~2(n-l) - ~2n 

= ~2(n+l) + ~2(n-l) - (~2n-l +~2n-2) 

= <i>2(n+l) - <i>2n-l • 

But 2n -1 is odd and the smallest Fïbonacci mmiber of odd subscript is 

~J. = 1 , so 2~2n < ~2(n+l) • 

Lemma 5.20 n-l n n ~ 2 ~ «i!>2n < 3 (for n > 0) • 

By induction on n. 

If n = 1 the result is clear. 

Suppose the result holds for n = m • 

m-l m If m ~ 2 ,clearly m + 1 ~ 2 • 

m-l m 
If 2 ~ ~2m ,then 2 ~ 2<i>2m < ~2(m+l) by Lemma 5.19 • 

If <P2m < 3
m 

then <P2(m+l) ~ 3<i>2m < 3
m

+
l 

by Lemma 5.19 • 
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Theorem 5.21 v = ~2u iff there exist positive integers 

g,h,e,m,x,y,z such that: 

u,.;;v<.e l 

e2 - ez - Z2 = l II 

g2 - gh - h2 = l nI 

e21g IV 

el (m - 2) V 

(2h+g)l(m-3) VI 

x2 -mxy+y2 = l vn 

el (x - u) VIII 

(2h+g)l(x-v) IX 

l to IX imply v = 'P2u 

Suppose that the numbers u,v,g,h,e,m,x,y,z satisf,y conditions l to IX. 

By Lemma 5.9 it follows from II that there is a number s such that 

i = q> ,z = <P 1. 5. (i) s s-

Also by Lemma 5.9 , it fol10ws from III that there is a number k' such 

that h = «/lk' , g = <Pk' +1 • 

Lemma 5.8 implies that k' is ev en so there is a number k with 2k = k' 

such that 

h = <P2k ' g = <P2k+l • 

So 2h + g = 2<P2k + 'P2k+l = <P2k + <P2k+2 • 

From IV, e 2lg, i.e., m21/n2k l ' 't's '1' + 

so by the corollary to Lemma 5.18 , (j> 12k + l , 
s 

i.e., e 12k + l • 

5.(ii) 

5. (iii) 

,-
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From l, v < e and sinee v is a positive integer, 

e ~ 2 • 5.(iv) 

From V, e 1 m - 2 s 0 

m~2. 5. (v) 

Le., e < Cfl 2k+l. 5.(vi) 

By Lemma 5.11 , it follows from 5.(v) and VII that there" is a number n sueh 

that 

x=y 
m,n 5. (vii) 

(Note: We do not in faet have the hypothesis of Lemma 5.11 eorresponding to 

"j ~ kt!. However, either x ~ y or y';;:; x and sinee the L.H. S. of the 

equation x2 - mxy + r = l is symmetrie in x and y then either 

x = y y = y or x = Y Y = Y It is not neeessary in this m,n' m,n+l m,n' m,n-l • 

proof to speeify whieh of the alternatives holds.) 

We have: m ~ 2 , 

v < e < Cfl2k+l ' (from l and 5. (vi) ) 

2h + g = Cfl2k + 'P2k+2 ' 

so Cfl2k + </l2k+21 m - 3 , (from VI) 

and Cfl2k + Cfl2k+21x - v , (from IX) 

Le., Cfl2k + <P2k+2 1 Ym,n - v , 

Le., Ym,n == v (mod <P2k + </l2k+2) • 

'-



73. 

Thus by Lemma 5.6 there are numbers i and j sueh that 

v = <P2j' n = (2k+l)i+j. 5. (viii) 

Also, m ~ 2 , .elm-2 , (from V) so by Lemma 5.7 , 

x = y == n (mod.e) . 
m,n 5. (ix) 

By VIII, .e 1 x - u , i.e., x = y == u m,n (mod .e) , 

so n == u (mod.e) (from 5. (ix) ). 

From 5. (iii ) , .e 1 2k + 1 and from 5. ( viii) , n = (2k + 1) i + j 

so n == j (mod.e), and therefore u == j (mod.e). 

From 5. (viii), v = <P2j and from Lemma 5.20 , j ~ <P2j so j < v • 

Sinee u ~ v <.e (from I), j <.e and u <.e , so u = j and v = <P2u • 

v = <P2u implies l to IX 

Suppose v = <P2u' By Lemma 5.20 , u ~ <P2u so u ~ v • 

Set .e = <P 6s+ 1 ' z = <P 6s where s is ehosen large enough to make v <.e • 

Thus we have satisfied I. By Lemma ,.8 , II holds. 

Put g = <P.e(6s+1),h = <P.e(6s+1)-1· 

By Lemrna 18, sinee .el.e, i.e., <P6s+11.e, 

<P6s+11<P.e(6s+1)' i.e., .e 2 1g andIVis satisfied. 

Sinee <Pa = 2 and by Lemma 5.15 , 

g.e.d. (<P6s+1,<P3) = <Pg • e .d.(6s+1,3) = <P1 = 1 , .e is odd. 

Therefore .e (6s + 1) - 1 is even and by Lemma 5.8 , 

g2 - hg - h2 = (_1).e(6s+1)-1 = 1 , so III is satisfied. 

,- , 
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By Lemma 5.12 , g.c.d. (h,g) 1 and since .e is odd and .e 1 g , 

g. c. do (2h + g,l) = 1 • 

Thus by the Chinese remainder theorem, the congruences m == 2 (mod.e) 

and m == 3 (mod 2h + g) have a common solution. (C1ear1y we can choose 

this m such that m> 2.) This satisfies V and VI. 

Set x = Ym u' y = !Fm u+1 • , , 
By Lemma 5.10 , VII is satisfied. 

By Lemma 5.7 , x = y == u (mod.e) so .e 1 (x - u) and VIII is satisfied. m,u 

Since 2h+glm-3 , y == <P2 (mod 2h+g) by Lemma 5.5 , m,u U 

i. e. , x == v (mod 2h + g) , so 2h + gl x - v and IX is satisfied. 

The fact that exponentiation is diophantine fo11ows from this theorem 

74. 

using Lemma 5.20 and the fo110wing theorem by J. Robinson [9,10 pp. 108-110]. 

Lemma 5.22 (Robinson) There is a diophantine relation R(a,u) such that 

(i) if R(a,u) then u > aa 

(ii) if a > 1 2a and u > a then R(a,u) • 

In fact we may take for R(a, u) the relation between a and u which 

ho1ds iff there exist x and y such that 

x2 (a2 -l)(a _1)2y2 1 CD 
x>l ® 

u > ax • Q) 

pro of suppose R(a,u) ho1ds. Since x>l it fo110ws from 

that a > 1. So there is an n > 0 such that x = x (a) and 
n 

(1) 

'-
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(a -l)y = Yn(a). By Lemma 4B (e) , yn(a) == n (mod a -1) • 

But y (a) == 0 (mod a - 1) so n == 0 (mod a -1) and sinee n > 0 , n ~ a -1 • 
n 

By (1), u ~ ax , so u ~ ax l(a) a- sinee the x are inereasing. 
n 

But x (a) ~ an (by 4. (xiii) ) 
n 

a-l so u ~ a • a ,i. e. , 

Now suppose that we have a > 1 • 

a u ~ a • 

Ya_l(a) 
To satisfy cr> and ® we set x = xa_l (a) , y = (a _ 1) (whieh is a 

positive integer from Lemma 4B (e) ). 

To satisfy G) we want u ~ a • xa_l (a) • 

Now xn(a) is the rational part of (a + J a2 - l)n and sinee va2 - 1 < a , 

x (a) ~ (2a)n ~ a2n (sinee a .. ~ 2 ). 
n 

) 2(a-l) 2a Renee a· x l( a ~ a' a < a • a-

To satisfy Q) we want u ~ a • xa_l (a) so if we take 

2a u ~ a and a > 1 then R(a,u) • 

Theorem 5.23 (Robinson) If there is a diophantine relation S(p,q) 

sueh that 

(iii) if S(p,q) then p > 1 and q ~ pP , 

(iv) for every k there are p and q with S(p,q) 

then the relation r = st is diophantine. 

k and q>p , 

We show that r = st with s > 0 , t > 0 iff there are natural 

numbers a,x,y and z su ch that 



s>O,t>O ® 
R( s -+ t -+ 1 , 2as - S2 - 1) ® 

S(a,z) ® 
x < z , y > 0 , x2 - (a2 -1)y2 1 CD 

Rem(y,a -1) = t ® 
Rem~ - (a - s)y , 2as - S2 - ~ = r CV 

Suppose @-® are satisfied. 

Since R(s +t +1, 2as - S2 -1) and s > 0 , t > 0 , it follows from 

Lemma 5.22 that s+t+l t 2as-s2 -1 ~ (s +t+l) > s • 

Since S(a,z) then a > 1 and z ~ aa so x < aa and y > 0 • 

Hence x = x (a) 
n for some n > 0 (from Cf)). 

Since and x = x (a) < aa we must have 
n 

n<a. 

Since Rem(y,a -1) = t , Y Ca) == t n 

and since t > 0 , 0 < t < a - 1 • 

(mod a-l) with 0 ~ t < a-l 

But Yn(a) == n (mod a -1) (Lemma 4B (c)) and 0 < n ~ a -1 • 

Therefore n == t (mod a - 1) and we must have n = t • 

So x = xt(a) , y = Yt(a) • 

Since Rem0 - (a - s)y , 2as - S2 - ~ = r , 

x - (a - s)y == r (mod 2as - S2 -1) with 0 ~ r < 2as - S2 - 1 • 

But by Lemma 4.12 , xt(a) - Yt(a)(a - s) == st (mod 2as - S2 -1) 

t 
so r == s 

Therefore 

(mod 2as - S2 - 1) 

t r = s 

and t r < 2as - S2 - 1 ,s < 2as - S2 - 1 • 

'-, 
.i 
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Now suppose t r = s with s > 0 , t > 0 • 

Conditions (iii) and (iv) ensure tbat for every k there are infinitely 

many p and q with S(p,q) k and q > p • 

Hence we can choose a sufficiently large such that 

R( s + t + l , 2as - S2 - 1) , t < a - l and such that for some z, 

S(a,z) 
2t and z:> a • 
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For this choice of a, z > xt (a). Hence if we take x = xt (a) , y = Yt (a) , 

conditions ® to CV will be satisfied. 

To show that S(u,v) (which holds iff v = ~2u ) satisfies the 

hypotheses of Theorem ,.23 , we must show that: 

Ca) If S(u,v) then v < Uu • 

(b) For every k there are u and v with S(u,v) and k v > u • 

u 
From Lemma ,.20 we have ~2u < 3 so if v = ~2u ' (a) is satisfied. 

To satisfy (b) we show tbat for every k there is a u such that 

uk < 2u- l • We want uk < 2u- l , i.e., k log u < (u -l)log 2 , 

i.e., -L < (u - 1) 
log 2 log u (both logarithms are positive). 

Since lim ~ = 00 for any given 
log u ' u-+ oo 

u - l 
k we can make log u as large as 

required. u-l By Lemma ,.20 ,2 < ~2u and the result follows. 

Note: Matijasevi~ [8] bas since given a proof that the relation r = st 

is diophantine wmch is based on ms previous work with Fibonacci numbers 

and does not use Theorem ,.23 • 
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CHAPTER VI 

This chapter will contain no formal mathematics. It is a series of 

conjectures by the author. We try to suggest how Matijasevië was led to 

Theorem 5.21 and what led Davis to produce his modification of Matijasevic's 

argument. 

Julia Robinson [9,10 J gave several sets of conditions which would lead 

to a diophantine definition of exponentiation but nowhere in her paper and 

article or in the paper by Davis, et al. [3], is there any mention of 

Fibonacci numbers. 

It is hard to suggest the order of the events which led Matijasevi~ 

to his results. Firstly, it is fairly easy to seethat the relation S(u,v) , 

which holds iff v = !P2u ' satisfies Julia Robinson' s inequali ties 

(see Theorem 5.23 and the remarks at the end of Chapter V). 

We refer to the section of the theorems of Matijasevië and Davis which 

show that 

[
DiOPhantinej [v =!P2 ] 

equations ==? v = Yu (a) 

as the first part of the proof and to the converse as the second part. The 

basic steps of the first part of each of these theorems follow the pattern: 

1) show .e 1 2k + l , 

2) show v = !P2j or v = Yj(a) , 

3) show j = u using .e 1 2k + l 0 

consider the first part of the theorem by Matijasevi~. An important 

requirement to prove this was a result similar to Lernma 5.6- certain 

,-
j 
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diophantine conditions under which v = ~2j Matijasevi~ noticed that for 

the <P2n there are 2k + l equivalence classes mod (<P2k + <P2k+2) and 

that the <P2n fall into these classes in a regular manner, i.e., their 

behaviour is similar to the integers mod n. (See Lemma 5.4 and the 

corollary to Lemmas 5.4 and 5.2. It is easy to prove that the numbers <P2i 

with 0,;;; i < 2k +1 are incongruent mod (<P2k + <P2k+2). The proof is 

analogous to the proof of Lemma 4.4.) This result suggested that by taking 

v < <P2k+l ' the condition v = <P2n mod (~2k + <P2k+2) would force the 

result v = <P2j (cf. latter part of proo! of Lemma 5.6). In order to 

obtain the condition v = <P2n mod (<P2k + <P2k+2) , Matijasevi~ needed sequences 

(the y ) giving Lemmas 5.5 and 5.7 (Lemma 5.7 is needed later to show m,n 

that u = j ). We suggest how Matijasevi~ found such Y • m,n 

The ~2n are the solutions for y of the Pell equation: x2 - 5y2 4. 

Consider the Pell equations: x 2 - (m2 - 4)y2 = 4 for m;;;. 3. For each 

m ;;;. 3 , the y are precisely the solutions for y of the corresponding m,n 

Pell equation: x2 - (m2 - 4)y2 = 4 (see [6],p.145). (From Lemma 5.1 it is 

easy to see that Y3 = <P2 .) Furthermore, for the Pell equation: ,n n 

x2 - (a2 -1)y2 = l , a result analogous to Lemma 5.7 was proved by Julia 

Robinson [9] (here given as Lemma 4B (c) ). 

Lemmas 5.5 and 5.7 are trivial. 

For m = 2 , Y = n and m,n 

The other major result necessary to prove the first part of the theorem 

is the result lit 12k +1 11 and to obtain this result, Matijasevi~ searched for 

and found the corollary to Lemma 5.18 • 

Finally (and essentially) by the very nature of the problem, Matijasevi~ 

had to obtain the <P
1
" and the y as solutions to diophantine equations to m,n 



prove the first part of the theorem. Conversely, for the second part, 

the <p. and the Y had to satisfy diophantine equations. This is the 
~ m,n 

importance of Lemmas 5.8, 5.9, 5.10 and 5.D.. Lemma 5.8 is a well-known 

result (see [Il], p. Il, equation (12) ) and perhaps it suggested its 

converse (Lemma 5.9). Lemma 5.10 could be found by generalizing the result 

for m = 3 (found from Lemma 5.8) and Lemma 5.ll is the converse of 

80. 

Lemma 5.10. The relationship given in Lemma 5.8 also has the property that 

we are able to distinguish between Fibonacci nurnbers of even and odd 

subscript, a fact which is essential in the proof of the first part of the 

theorem. 

The seco~d part of the theorem is relatively easy to obtain once the 

first part has been proved. It uses some known properties of Fibonacci 

numbers and relies on a clever choice of l and g. 

The analogies between the proofs of Matijasevi~ and M. Davis 

immediately become apparent. Julia Robinson used the Pell equation: 

x2 - (a2 _1)y2 = 1 in the proof of Theorem 5.23. In fact she showed [9] 

that if the relation v = xu(a) is diophantine then exponentiation is 

diophantine. This, together with the previous remarks concerning Pell's 

equation must have suggested the modification of Matijasevi~'s proof to 

M. Davis. He found that just as Matijasevi~ had considered congruences 

mod (<i>2k + <i>2k+2) (i. e., mod the kth + k + lth solutions in y of 

x2 - 5y2 = 4), he could obtain similar results by considering congruences 

mod (Yk(a) + Yk+l (a)) (i. e., mod the kth + k + lth solutions in y of 

x2 -(a2 -l)y2 = 1). Lemmas 4.A, 4B, 4.1-4.7 are almost exact parallels of 

Lemmas 5.1-5.7, 5.14, 5.18 and the corollary to Lemma 5.18. (The y (m) 
n 

are analogous to the y [when m is variable] and the y (a) are m,n n 

"-

1 
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analogous to the ~2n = Y3,n [when we consider a and m as constant]. 

However, in the latter case, the constant a can be any integer greater than 

1 whereas the constant m has the value 3.) However, to obtain the 

result 11.e 12k + 1" in the first part of his theorem and to satisfy IV a. and 

IV b. and get (N',.e) = 1 in the second part, Davis needed to consider 

properties of the y.(a) for odd i. 
~ 

.. i 
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